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Foreword

The Norwegian government established the Abel Prize in mathematics in 2002, and
the first prize was awarded in 2003. In addition to honoring the great Norwegian
mathematician Niels Henrik Abel by awarding an international prize for outstanding
scientific work in the field of mathematics, the prize shall contribute toward raising
the status of mathematics in society and stimulate the interest for science among
school children and students. In keeping with this objective, the Niels Henrik Abel
Board has decided to finance annual Abel Symposia. The topic of the Symposia
may be selected broadly in the area of pure and applied mathematics. The Symposia
should be at the highest international level and serve to build bridges between
the national and international research communities. The Norwegian Mathematical
Society is responsible for the events. It has also been decided that the contributions
from these Symposia should be presented in a series of proceedings, and Springer
Verlag has enthusiastically agreed to publish the series. The Niels Henrik Abel
Board is confident that the series will be a valuable contribution to the mathematical
literature.

Helge Holden
Chair of the Niels Henrik Abel Board

Trondheim, Norway
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Preface

The theme of the Abel Symposium 2013 was Complex Geometry, and it was held
at the Norwegian University of Science and Technology, Trondheim, during July
2–5. The event attracted 43 participants and featured presentations by 22 speakers.
The scientific agenda primarily focused on geometric problems in Several Complex
Variables and Complex Dynamics, including holomorphic laminations/foliations,
the @-equation, CR-geometry, pluripotential theory, and function theory. The aim of
the Abel Symposium was to present the state of the art on these topics and to discuss
future research directions. The speakers and titles were:

1. Bedford, E. Automorphisms of blowups of projective space
2. Berndtsson, B.The openness problem and complex Brunn-Minkowski inequali-

ties
3. Błocki, Z. Hörmander’s @-estimate, some generalizations and new applications
4. Demailly, J.-P. On the cohomology of pseudoeffective line bundles
5. Dihn, T.-C. Positive closed . p; p/-currents and applications in complex dynam-

ics
6. Ebenfelt, P. Partial rigidity of degenerate CR-embeddings into spheres
7. Fornstnerič, F. Complex analysis and the Calabi-Yau problem
8. Grushevsky, S. Meromorphic differentials with real periods and the geometry

of the moduli space of Riemann surfaces
9. Huang, X. Analyticity of the local hull of holomorphy for a codimension two

real-submanifold in C
n

10. Kohn, J. Weakly pseudoconvex CR manifolds
11. McMullen, C. Entropy and dynamics on complex surfaces
12. Merker, J. Siu-Yeung holomorphic sections of SymmT�

X
13. Mok, N. On the Zariski closure of an infinite number of totally geodesic

subvarietes of ˝=�
14. Nemirovski, S. Topology and several complex variables
15. Ohsawa, T. Levi flats in Hopf surfaces
16. Sibony, N. Dynamics of foliations by Riemann surfaces
17. Stensønes, B. Real analytic domains and plurisubharmonic functions
18. Ueda, T. Semi-parabolic fixed points and their bifurcations in complex dimen-

sion 2
19. Yau, S.-T. Period integrals, counting curves, and mirror symmetry

vii
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20. Yau, S. Nonconstant CR morphisms between compact strongly pseudoconvex
CR manifolds and etale covering between resolutions of isolated singularities

21. Yeung, S.-K. Complex hyperbolicity on the moduli of some higher-dimensional
manifolds

22. Zhou, X. Some results on L2-extension problem with optimal estimate

The scientific committee consisted of John Erik Fornæss (NTNU), Marius Irgens
(NTNU), Yum-Tong Siu (Harvard), Erlend F. Wold (Oslo), and Shing-Tung Yau
(Harvard).

During the symposium, a dinner was held in honor of Yum-Tong Siu’s 70th
birthday. We would like to dedicate these proceedings to him.

The participants at the symposium were:

Eric Bedford
Bo Berndtsson
Zbigniew Błocki
Fusheng Deng
Jean-Pierre Demailly
Klas Diederich
Tien-Cuong Dinh
Peter Ebenfelt
John Erik Fornæss
Franc Forstnerič
Dusty Grundmeier
Samuel Grushevsky
Kari Hag
Per Hag
Siri-Malén Høynes
Xiaojun Huang
Marius Irgens
Joseph Kohn
Erik Løw
Benedikt Magnusson
Curtis McMullen
Joël Merker

Ngaiming Mok
Stefan Nemirovski
Takeo Ohsawa
Tron Omland
Marius Overholt
Nils Øvrelid
Alexander Rashkovskii
Nessim Sibony
Yum-Tong Siu
Berit Stensønes
Shenghao Sun
Tetsuo Ueda
Erlend F. Wold
Sonyau Xie
Guowu Yao
Shing-Tung Yau
Stephen S.T. Yau
Sai-Kee Yeung
Jian-Hua Zheng
Xiang-Yu Zhou
Minxian Zhu

We would like to thank the Norwegian Mathematical Society and the Nils Henrik
Abel Memorial Fund for giving us the opportunity to host the Abel Symposium.
We would also like to thank the administration at NTNU for their great help
with the organizing and Ruth Allewelt at Springer for her help with preparing the
proceedings.

Trondheim, Norway John Erik Fornæss
Trondheim, Norway Marius Irgens
Oslo, Norway Erlend Fornæss Wold
May 15, 2015
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5.4 A Conjecture of Jonsson-Mustată . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 304
5.5 Applications . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 305

References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 306



List of Contributors

Antonio Alarcón Departamento de Geometría y Topología, Universidad de
Granada, Granada, Spain

Eric Bedford Department of Mathematics, Indiana University, Bloomington, USA
Stony Brook University, Stony Brook, NY, USA

Bo Berndtsson Department of Mathematics, Chalmers University of Technology,
Göteborg, Sweden

Zbigniew Błocki Instytut Matematyki, Uniwersytet Jagielloński, Kraków, Poland
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Pseudoautomorphisms with Invariant Curves

Eric Bedford, Jeffery Diller, and Kyounghee Kim

Nontrivial automorphisms of complex compact manifolds are typically rare and
more typically non-existent. It is interesting to understand which manifolds admit
automorphisms, how plentiful they are on any given manifold, and what further spe-
cial properties distinguish a particular automorphism, or family of automorphisms.
These problems have enjoyed much attention in the past fifteen years, motivated
largely by work in complex dynamics (e.g. Cantat’s thesis [7]). In this introduction,
we give a quick account of some of this research, introducing in particular the more
general category of pseudoautomorphisms, which occur more frequently in higher
dimensions than automorphisms. The final aim of our paper is to present a concrete
alternative approach to some recent existence results [22, Theorems 1.1 and 3.1]
of Perroni and Zhang for pseudoautomorphisms with invariant curves on rational
complex manifolds. Our methods lead to explicit formulas which are especially
simple (see Theorems 4.6 and 6.4) when the pseudoautomorphisms correspond to
the ‘Coxeter element’ in an infinite, finitely generated reflection group.
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The topological entropy of an automorphism is a non-negative number that mea-
sures the complexity of point orbits. ‘Positive entropy’ will serve as a precise and
reasonable necessary condition for a map to be dynamically interesting. In complex
dimension one, i.e. on closed Riemann surfaces, there are no automorphisms of
positive entropy. In dimension two, Cantat [7] showed that only three types of
complex surfaces can carry automorphisms of positive entropy: tori, K3 surfaces
(or certain quotients), or rational surfaces. Automorphisms of tori are essentially
linear. The cases of K3 and rational surfaces are much more interesting. Dynamics
of automorphisms of K3 surfaces were studied in detail by Cantat [8]. McMullen
[17] constructed examples which exhibit rotation domains (two dimensional ‘Siegel
disks’). The family of all K3 surfaces has dimension 20, and the maximum
dimension of a continuous family of K3 surface automorphisms is even smaller.
By contrast, there are continuous families of rational surface automorphisms which
have arbitrarily large dimension [5].

It is known [11, 20] that rational complex surfaces X that carry automorphisms
of positive entropy are in fact modifications (i.e. compositions of point blowups) � W
X ! P2 of the complex projective plane P2. Thus a rational surface automorphism
FX W X ! X with positive entropy descends via � to a birational ‘map’ F W P2 Ü
P2 which is locally biholomorphic at generic points but also has a finite union of
exceptional curves that are contracted to points and conversely a finite collection
I.F/ of indeterminate points which are (in a precise sense) each mapped to an
algebraic curve. Since the group of all birational maps F W P2 Ü P2 is quite large,
this suggests trying to find automorphisms by looking at a promising family of plane
birational maps and identifying those elements whose exceptional/indeterminate
behavior can be eliminated by repeated blowup.

The papers [3] and [4] pursued exactly this idea for a well-chosen two parameter
family of quadratic birational maps F W P2 Ü P2 and found a countable set
of parameters for which there exists a modification � W X ! P2 lifting F to an
automorphism FX W X ! X with positive entropy. A generic quadratic birational
map F on P2 has three exceptional lines †j, j D 0; 1; 2 and three points of
indeterminacy e0; e1; e2. The maps F considered in [3] and [4] all share the further
property that F.†0/ D e1 and F.†1/ D e2. If the parameter is chosen correctly, one
can further arrange that Fn.†2/ D e0 for some (minimal) n > 0. In this case, the
map F lifts to an automorphism FX W X ! X of the rational surface � W X ! P2

obtained by blowing up e1, e2 and the points Fj.˙2/, 1 � j � n. In effect, the
exceptional curves and indeterminate points cancel each other out in the blown up
space X. It was observed in [3] that FX has finite order when n � 6, zero entropy
when n D 7 and positive entropy for all n � 8. In fact, it is generally true that one
must blow up at least ten points in P2 to arrive at a rational surface that admits an
automorphism with positive entropy.

There is a curious dichotomy, discussed at length in [4], among the automor-
phisms discovered in [3]. For any fixed n � 8, there are finitely many maps in
the family satisfying Fn.†2/ D e0. Some, but not all, of these have the additional
feature that they preserve a cubic curve C � P2 with a cusp singularity. This curve
C, when it exists, contains all points blown up by the modification � W X ! P2, and
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the proper transform of C by � is a anticanonical curve with one cusp preserved by
the automorphism FX .

By requiring the existence of an invariant anticanonical curve, McMullen [18]
showed how one can arrive at the examples in [3] synthetically. His approach is to
begin with a plausible candidate F�

X W Pic.X/ ! Pic.X/ for the induced action of
the automorphism on the picard group of the surface and then seek an a surface X
and an automorphism FX W X ! X that ‘realizes’ F�

X . Here Pic.X/ is equivalent to
Z1CN , where N is the number of blowups needed to create X, and if the identification
between Pic.X/ and Z1CN is chosen appropriately, the intersection form on Pic.X/
becomes the standard Lorentz metric on Z1CN . The natural candidates for the action
F�

X are isometries in a certain Coxeter group acting on Z1CN . If one seeks to realize
F�

X with an automorphism FX that fixes an anticanonical curve C, then the action
F�

X on Pic.X/ must restrict to a corresponding action .FXjC/� on Pic.C/. It is well-
known that the component of the identity in Pic.C/ (consisting of divisors of degree
0) identifies naturally with the regular part of C (see e.g. the appendix to [10]). Using
this identification and some theory of Coxeter groups, McMullen gave a sufficient
condition for realization of F�

X by an automorphism. In particular, the maps with
invariant anticanonical curves discovered in [4] turn out to be realizations of the
so-called Coxeter element in the isometry group of Z1CN .

The ideas in [4] and [18] were combined in later work. In particular [10]
described all possible rational surface automorphisms with invariant anticanonical
curves that are obtained as lifts of quadratic birational maps F W P2 Ü P2.
Uehara [24] showed that whether or not one can actually realize a plausible (in
McMullen’s sense) candidate action F�

X , one can always construct a rational surface
automorphism FX that is closely related to F�

X in the sense that the topological
entropy of FX has the correct value (the log of the spectral radius of F�

X).
Constructing automorphisms on rational k-folds seems to be much more difficult

when k � 3. At present, the only known examples with positive entropy appear in
[21]. If one works only with rational k-folds obtained as finite compositions � W
X ! Pk of point blowups over projective space, then a recent result of Truong
[23] and Bayraktar-Cantat [1] says us that any automorphism of X must have zero
entropy. So with this constraint on the manifold X, one must settle for constructing
maps which are not quite automorphisms. A birational map FX W X Ü X is a
pseudoautomorphism [12] if there are sets S1; S2 � X of codimension� 2 such that
F W X � S1 ! X � S2 is biregular. Equivalently, the image of a hypersurface under
both FX and F�1

X is always a hypersurface and never a subvariety of codimension
larger than one.

Having expanded the class of maps we seek, we also modify our criterion for
determining which maps are dynamically interesting. Entropy is not an invariant
of birational conjugacy (see Guedj [14]), so we employ a related but birationally
invariant number, the (first) dynamical degree ı1.FX/. For a pseudoautomorphism,
ı1.FX/ is just the spectral radius of the induced action F�

X W Pic.X/ ! Pic.X/.
When, as in dimension two, FX is a genuine automorphism, celebrated results of
Gromov [13] and Yomdin [25] imply that log ı1.FX/ is the entropy of FX . In fact this
equality holds generically [9] for birational maps of Pk, but it is not known precisely
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when it fails. At any rate, the first dynamical degree is much easier to work with for
pseudoautomorphisms, so it seems reasonable to substitute ı1.FX/ > 1 for positive
entropy in our criterion for dynamically interesting maps.

Following McMullen’s approach, Perroni and Zhang [22] recently showed that
one can also construct pseudoautomorphisms FX W X Ü X with ı1.FX/ > 1

on point blowups X of Pk (and more generally, on point blowups of products
Pk � � � � � Pk). As in McMullen, they begin with a candidate for the pullback action
F�

X W Pic.Pk/ ! Pic.Pk/, chosen from a certain reflection group. They proceed
by requiring FX to preserve a (geometrically) rational curve C with a single cusp
(discussed here in Sect. 1) and exploiting the group structure that Creg inherits from
its identification with Pic0.C/; and then they obtain a sufficient criterion for realizing
the proposed action F�

X with a pseudoautomorphism. Their criterion implies in
particular that when F�

X is the ‘Coxeter element’ in the reflection group, then F�
X

is realizable. One has ı1.F�
X/ > 1 in this case, so the resulting pseudoautomorphism

is, by our standard, dynamically interesting.
Our goal in this article is to follow ideas from [10] in order to make the

construction of Perroni and Zhang more explicit, arriving at precise and fairly simple
formulas for the maps they discovered. The approach is as follows. We begin with
what we call basic Cremona maps F WD S ı J ı T�1 on Pk (discussed at length in
Sect. 2). Here S;T 2 PGL.k C 1;C/ are linear automorphisms, and J W Pk Ü Pk

is the Cremona involution JŒx0 W � � � W xk� D Œx�1
0 W � � � W x�1

k �. The exceptional
hypersurfaces of J (and hence F) are the coordinate hyperplanes †j WD fxj D 0g.
The image J.†j/ is the point ej D Œ0 W � � � W 0 W 1 W 0 W � � � W 0� obtained by
intersecting all the other coordinate hyperplanes. Conversely, J is indeterminate
along the codimension two set consisting of points where two or more coordinate
hyperplanes meet.

The effect of the linear maps S and T is to vary the locations of the exceptional
hypersurfaces and their images for F and F�1. Specifically, the columns S.ej/ of S
are images of exceptional hypersurfaces for F and the columns of T are the images
of exceptional hypersurfaces of F�1. One can use this freedom to try and arrange
that there exist integers nj and a permutation � of f0; : : : ; ng such that

Fnj�1.S.ej// D T.e�.j//; .�/

where none of the intermediate points Fn.ej/, 1 � n < nj � 1, lie in I.F/.
Under these conditions it is straightforward to see that when one blows up the
intermediate points, then F lifts to pseudoautomorphism FX W X Ü X. The data
f.n0; : : : ; nk/; �g was called orbit data in [2], where it was shown that the orbit
data alone are sufficient to determine the dynamical degree ı1.FX/. For given orbit
data, the condition .�/ amounts to a polynomial system of equations satisfied by the
entries of the matrices S and T. The simple appearance of this condition is deceptive,
however, because it involves equations of many variables and polynomials of very
high degree. Moreover, S and T are taken from the noncompact group Aut .Pk/,
so one cannot reliably apply intersection theory even to guarantee existence of
solutions.
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Things become simpler if we require that F preserves the cuspidal curve C �
Pk used in [22]. The main result of Sect. 2, and the first step in our construction
of pseudoautomorphisms, is Theorem 2.6. It gives an explicit description of those
basic Cremona maps that fix the cuspidal curve C in terms of the points T.ej/; S.ej/

and the (affine) restriction FjC of F to C. In particular, preserving C is essentially
equivalent to requiring that Creg contains the points S.ej/;T.ej/ and therefore also,
all intermediate points in .�/. The orbits Fnj�1.S.ej// are now obtained by iterating
an affine map inside a one dimensional set, so the equations imposed by the orbit
data are much more tractable.

In Sects. 3 and 4, we therefore use Theorem 2.6 to derive a formula for F in
the case where the orbit data corresponds to the action F�

X W Pic.X/ ! Pic.X/ of
the Coxeter element. It turns out that the formulas are much simpler after a linear
conjugation, letting F D L ı J, where L D T�1 ı S. Lemma 4.1 and Theorem 4.6
combine to give the entries of the matrix L and hence a formula for F.

The connection between rational surface automorphisms and Coxeter groups
is more straightforward in dimension two because in that case the intersection
product on a surface gives a quadratic form on Pic.X/. The pullback action of any
automorphism of X is then an isometry of Pic.X/ that decomposes into a sequence
of geometrically natural reflections. In higher dimensions, one needs an auxiliary
identification between intersection product of divisors and an actual quadratic form.
We describe this identification in Sect. 5. If � W X ! Pk is the blowup of N points
p1; : : : ; pN 2 Pk, then the cohomology group H2.XIZ/ is naturally isomorphic to
Pic.X/. A basis for either of these groups is given by the (pullback of the) class of a
general hyperplane E0 � Pk, together with the exceptional blowup divisors Ej over
pj. It turns out that there is a unique element ˆ 2 H2k�4.XIZ/ such that the inner
product

hD;D0i WD D � D0 �ˆ

on classes D;D0 2 Pic.X/ is invariant by any pseudoautomorphism FX W X Ü X
corresponding to a basic Cremona map. Further, we can decompose the action F�

X W
Pic.X/! Pic.X/ into simple reflections as in the surface case. Finally, the maps we
arrive at here can be seen to represent the ‘Coxeter element’, which is the isometry
of Pic.X/ obtained by composing all of the basic generating reflections.

For simplicity we have confined our attention to pseudoautomorphisms on
modifications of Pk with invariant cuspidal curves, but our methods work more
generally. In particular, as in Perroni-Zhang, we can replace Pk with a product of
projective spaces Pk � � � � � Pk. In Sect. 6 we sketch the main details of our method
for biprojective spaces Pk � Pk. It is worth noting that our methods work when the
cuspidal curve, is replaced by various other curves whose regular points admit a
group structure. For instance, in Sect. 6 we also say a few words about replacing the
cuspidal curve with kC 1 concurrent lines.

We do not know whether our methods can be used to produce pseudoautomor-
phisms with invariant curves C � Pk that lack a useful group structure. For instance,
a union of k C 1 mutually disjoint lines in Pk seems much harder to work with
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than a set of k C 1 lines passing through a single point. On the other hand, a
related construction of a pseudoautomorphism in P3 is given in [6]; this construction
involves iterated blowups along an invariant curve quite different from the curves
treated here.

1 From Cuspidal Curves. . .

By design, the pseudoautomorphisms we construct in this paper will all have a
distinguished invariant curve. In this section we describe the curve and its key
properties.

Let Œx0; : : : ; xk� be homogeneous coordinates on Pk. An irreducible complex
curve C � Pk is rational if there is a holomorphic parametrization  W P1 ! C.
Using affine coordinates on the domain and homogeneous coordinates on the range
of  , one can write  .t/ D Œ 0.t/ W � � � W  k.t/� where  j.t/ are polynomials with
no common factor. The degree of C is the number of intersections, counted with
multiplicity, between C and any hyperplane H � Pk that does not contain C. This
is a topological invariant, independent of the parametrization  . Nevertheless, one
sees readily that deg C D maxj deg j.

Let C D �.P1/ � Pk be the complex curve of degree kC 1 given by �.t/ D Œ1 W
t W � � � W tk�1 W tkC1� for all t 2 C and �.1/ D Œ0 W � � � W 0 W 1�. For the sake of
brevity we will henceforth refer to C (or any Aut .Pk/-equivalent curve) somewhat
imprecisely as a cuspidal curve.

Proposition 1.1 The curve C has a unique smooth inflection point at �.0/, and a
unique singularity at �.1/, which is an ordinary cusp. Moreover,

• No hyperplane H � Pk contains C.
• No proper linear subspace L � Pk contains more than dim LC 1 points of Creg,

counted with multiplicity.
• Any other degree k C 1 curve C0 that is not contained in a hyperplane and that

has a cusp singularity is equal to T.C/ for some T 2 Aut .Pk/.

Note that in the second item, if dim L < k � 1 then the multiplicity of L \ C
at p is defined to be the minimal (i.e. generic) multiplicity of H \ C at p among
hyperplanes H containing L.

Proof The initial assertions follow from elementary computations. That C is not
contained in a hyperplane follows from linear independence of the monomials
f1; t; : : : ; tk�1; tkC1g. The second item now follows for hyperplanes L D H � Pk

from the fact that H � C D kC 1.
Suppose instead that L � Pk is a linear subspace with codimension at least two.

Let S � C � L be a set of k � dim L � 2 regular points of C. Then there exists a
hyperplane H that contains L, S and the cusp of C. Since H does not contain C, and
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the cusp is a point of multiplicity (at least) two in H \ C, we infer that

#L\ Creg C #SC 2 � kC 1 D H � C;

which implies the second item in the proposition.
It remains to establish the third item. If C0 is another curve with degree kC1 and

p 2 C0 is a singular point, then we can choose a hyperplane H 3 p that meets C0
at k distinct points p1 D p; p2; : : : ; pk. Thus H � C0 � .k � 1/ C �, where � is the
multiplicity of C0 at p. Necessarily then � D 2, and we have equality. In particular,
no other point of C0 is singular.

To see that C0 is isomorphic to C via Aut .Pk/, we show inductively that there
exists a flag L0 WD fpg � L1 � � � � � Lk�1 � Pk of linear subspaces such that
dim Lj D j, and Lj \ C D fpg with multiplicity j C 2. To this end, suppose we
have a partial flag L0 � � � � � Lj�1 as described. The set of j dimensional subspaces
containing Lj�1 is naturally parametrized by Pk�jC1 (i.e. each is determined by Lj�1
and a choice of normal vector to Lj�1 at p). Thus we have a map L W C � fpg !
Pk�jC1 given by q 7! L.q/ where L.q/ is the unique j dimensional subspace
containing q and Lj�1. Since L is meromorphic on C, and C is one dimensional,
the map L extends holomorphically across p. For all q 2 Creg, we have that L.q/
contains p with multiplicity at least j C 1 and q with multiplicity at least 1. Since
L.q/! L.p/ as q ! p, it follows that Lj WD L.p/ contains p with multiplicity � at
least j C 2. Now if S � C is a generic set of k � j � 1 points, then S and Lj span a
hyperplane H, and

kC 1 D H � C � #SC � D k � j � 1C �:

Hence � D jC 2 exactly as claimed.
Finally, we let T 2 Aut .Pk/ be a linear transformation satisfying T.Lj/ D

fx0 D � � � D xk�j�1 D 0g. Let  D . 0; : : : ;  k/ W P1 ! C0 be a polynomial
parametrization satisfying  .0/ D Œ0; : : : ; 0; 1� D T.p/. By hypothesis, deg j �
k C 1 for each j. Since Lj meets C0 at p to order j C 2 and p is a cusp, we have
 k�j�1.t/ D tjC2 Q k�j�1.t/ for some polynomial Q k�j�1 such that Q k�j�1.0/ ¤ 0.
Thus we can apply a further ‘triangular’ transformation S 2 Aut .Pk/ so that
S ı  .t/ D ŒtkC1; tk; : : : ; t2; 1�. Thus tkC1S ı  .1=t/ D �.t/; i.e. S ı T.C0/ D C.
�

For any p 2 Creg, we write Œp� 2 Div.C/ to indicate the divisor of degree 1
supported at p. The following classical fact about C will be essential in what follows.

Proposition 1.2 (Group Law) The set Pic0.C/ of linear equivalence classes of
degree zero divisors on C is isomorphic (as an algebraic group) to C, with
isomorphism given by � D P

njŒ�.tj/� 7! P
njtj whenever �.1/ … supp�.

If, moreover, � D DjC is the restriction to C of a divisor D � Div Pk, thenP
nj D deg D and

P
njtj D 0.
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In particular, any divisor ı 2 Div.C/ of degree zero is equivalent to Œ�.t/��Œ�.0/�
for some t 2 C and addition in Pic0.C/ is given by

P
.Œ�.tj/��Œ�.0/�/ D Œ�.P tj/��

Œ�.0/�.

Proof Equivalence between Pic0.C/ and C D Creg is classical. The point here is
that a divisor ı 2 Div.C/ is principal if and only if ı D Div h for some rational
h W C ! P1 satisfying (without loss of generality) h.�.1// D 1. But because
� 0.1/ vanishes to first order, we see that h ı � W P1 ! P1 is a meromorphic
function satisfying h ı �.1/ D 1 and .h ı �/0.1/ D 0. Writing h ı � D P=Q, one
sees that this is equivalent to deg P D deg Q and

P
P.t/D0 t D P

Q.t/D0 t, where the
roots are included with multiplicity in each sum.

Let H � Pk be the hyperplane defined by xk D 0. Note that HjC D .kC1/Œ�.0/�.
And if D 2 Div.Pk/ is another effective divisor with degree d such that �.0/ …
supp D, then DjC DP.kC1/d

jD1 �.tj/ for some tj 2 C. Since D � dH is principal in Pk,
we have that Œ�.

P
tj/� � Œ0� 	 .D � dH/jC 	 0 in Pic0.C/. So

P
tj D 0. �

Proposition 1.3 Let T 2 Aut .Pk/ be a linear transformation satisfying
T.C/ D C. Then T D T� for some � 2 C�, where T� W Œx0; : : : ; xk� 7!
Œx0; �x1; : : : �k�1xk�1; �kC1xk�

Proof That T�.C/ D C is easily checked. On the other hand, if T.C/ D C for
some T 2 Aut .Pk/, then the facts that T is a biholomorphism mapping lines to
lines and that C has a single cusp �.1/ and a single inflection point �.0/ imply
that T.�.0// D �.0/ and T.�.1// D �.1/. So TjCreg corresponds via � to the
linear map t 7! �t for some �. That is, TjC D T�jC. Since C is not contained in a
hyperplane, we infer T D T�. �

2 . . . To Basic Cremona Maps. . .

If X ! Pk is a rational surface obtained by blowing up subvarieties of Pk, and
FX W X ! X is a pseudoautomorphism, then FX descends to a birational map F W
Pk Ü Pk on projective space. Our method for constructing pseudoautomorphisms
reverses this observation. That is, we begin with an appropriate family of birational
maps, and then we identify elements F of the family that lift by blowup to
pseudoautomorphisms FX . In this section we describe the family of birational maps
we will use.

Let J W Pk Ü Pk, given by JŒx0; : : : ; xk� D x0 : : : xk � Œ1=x0 W � � � W 1=xk�, be
the standard Cremona involution of degree k on Pk. Since J is a monomial map, the
algebraic torus .C�/k is totally invariant by J, and J restricts to a biholomorphism
(and group isomorphism) on this set. The complement of .C�/k is the union of all
coordinate hyperplanes fxj D 0g, and each of these is exceptional, contracted by J
to a point. The indeterminacy set of J is the union of all linear subspaces obtained by
intersecting two or more coordinate hyperplanes. For any non-empty set of indices
I � f0; : : : ; kg, we have J.

T
i2Ifxi D 0g/ DTi…Ifxi D 0g.
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Given S;T 2 Aut .Pk/, we will refer to F WD S ı J ı T�1 as a basic Cremona
map. The exceptional set of F consists of the images T.fxj D 0g/ of the coordinate
hyperplanes, these are mapped by F to the points S.ej/. The same is true, with T
and S reversed, for F�1. Note that if ƒ 2 Aut .Pk/ is any ‘diagonal’ transformation,
preserving all coordinate hyperplanes, thenƒı J D J ıƒ�1. Hence replacing S and
T by S ıƒ and T ıƒ does not change F. Otherwise, S and T are determined by F.

Note that for any birational transformation F W X ! Y one has a natural
pullback (or pushforward) map F� W Div.Y/ ! Div.X/ on divisors, and this
descends to at map F� W Pic.Y/ ! Pic.X/ on linear equivalence classes. On
the other hand, we will employ the convention for any hypersurface H � Y that
F�1.H/ D F�1.H � I.F�1// is the set-theoretic proper transform of H. One has
that F�1.H/ is irreducible when H is irreducible and that, as a reduced divisor,
F�1.H/ D F�H precisely when no hypersurface contracted by F has its image
contained in H.

Proposition 2.1 Suppose that F D SıJ ıT�1 is a basic Cremona map. Let H � Pk

be a hyperplane that does not contain any of the points T.ej/. Then F�1.H/ D F�H
is an irreducible degree k hypersurface, and the multiplicity of F�H at any point
p 2 I.F/ \ F�1.H/ is ` C 1 where ` is the number of exceptional hyperplanes
T.fxj D 0g/ containing p.

Proof This may be computed directly. �

We will say that F is centered on C if all points T.ej/ lie in Creg.

Proposition 2.2 Suppose that F D S ı J ı T�1 is a basic Cremona transformation
centered on C.

• The cusp �.1/ of C lies outside the exceptional set of F
• For each j, there exists at most one point p … fT.ej/ W 0 � j � kg where C

meets the exceptional hyperplane T.fxj D 0g/. If there is such a point p, it is not
contained in any other exceptional hyperplane; and the intersection between C
and T.fxj D 0g/ is transverse at p.

• If there is no such point p, then C is tangent to T.fxj D 0g/ at some point T.ei/,
i ¤ j. In this case C meets all other exceptional hyperplanes transversely at
T.ei/.

In particular C \ I.F/ D fT.ej/ W 0 � j � kg.
Proof The curve C intersects the exceptional hyperplane T.fxj D 0g/ at k C 1

points counting with multiplicity. By hypothesis these include the k points T.ei/ for
all i ¤ j, and none of these are the cusp of C. Consequently, either C is tangent
to T.fxj D 0g/ at one of the points T.ei/, or C meets T.fxj D 0g/ transversely at
exactly one other point p.

In particular, if p exists, then it cannot be the cusp of C. Moreover, p cannot lie
in another exceptional hyperplane T.fx` D 0g/, ` ¤ j, because then the k � 2-
dimensional subspace T.fx` D xj D 0g/ would contain k points: p and T.em/ for all
m ¤ `; j, contradicting Proposition 1.1.
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The same argument shows that when p does not exist and C is tangent to T.fxj D
0g/ at T.ei/, then C cannot be tangent to any other exceptional hyperplane at T.ei/.
�

Proposition 2.2 gives us information about the image of C under F.

Corollary 2.3 Let F be as in the previous proposition and let C0 D F.C/. Then

• F maps the cusp of C to a cusp of C0; and
• S.ej/ 2 C0 for all j.

In particular C0 is not contained in any hyperplane.

Proof The first conclusion follows from the fact that F is regular near the cusp
�.1/.

If C meets an exceptional hyperplane T.fxj D 0g/ at a point p not contained
in another coordinate hyperplane, then F.p/ D S.J.fxj D 0g// D S.ej/ 2 C0.
Similarly, one computes readily that if C is tangent to fxj D 0g at ei, then .Fı�/.t/ D
S.ej/ 2 C0, where �.t/ D T.ej/.

The final assertion follows from independence of the points S.ej/. �

Proposition 2.4 Let F and C0 be as in Corollary 2.3. Then deg C0 D kC 1.

Proof We have deg C0 � k, because otherwise the kC1 components of JıT�1ı�.t/
would all be polynomials of degree smaller than k and therefore dependent. That
is, C0 would lie in a hyperplane, contrary to the previous proposition. Moreover,
because C0 has a cusp, C0 is not a rational normal curve. Therefore deg C0 � kC 1.

For the reverse inequality, let H � Pk be a hyperplane that meets C0 transversely
at a set K of distinct regular points outside the exceptional hyperplanes for F�1.
Then deg C0 D #K D #F�1.K/. Moreover, all points F�1.K/ are regular for C, and
none lies in an exceptional hyperplane of F. Thus we may use Proposition 2.1 to
compute

F�HjT�1.C/ �
X

p2F�1.K/

Œp�C .k � 1/
X

ŒT.ej/�;

and then infer

deg C0 D #F�1.K/ � .kC 1/ deg F�H � .k � 1/.kC 1/ D kC 1:

�

From Propositions 1.1 and 2.4 and Corollary 2.3, we immediately obtain

Corollary 2.5 Let F be a basic Cremona map centered on C. Then F.C/ is a
cuspidal curve, and F�1 is centered on F.C/.

Let us say that a basic Cremona map F properly fixes C if F is centered on C and
F.C/ D C. Note that then F induces an automorphism on C which corresponds
via � to an affine transformation t 7! ıt C 	 for some ı 2 C� and 	 2 C.
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We now arrive at the main result of this section. A consequence of the group law
(Proposition 1.2), it gives us a good family of birational maps to work with when
looking for pseudoautomorphisms.

Theorem 2.6 Suppose ı 2 C� and tCj 2 C, 0 � j � k, are distinct parameters

satisfying
P

tCj ¤ 0. Then there exists a unique basic Cremona map F D SıJıT�1
and 	 2 C such that

• F properly fixes C with FjC given by F.�.t// D �.ıtC 	/.
• �.tCj / D T.ej/ for each 0 � j � k.

Specifically,

• 	 D k�1
kC1 ı

P
tCj ; and

• S.ej/ D �
�
ıtCj � 2	

k�1
�

.

Note that the points T.ej/ and S.ej/ almost determine T and S (and therefore F).
Below, it will be convenient to use invariance of the cusp to eliminate the remaining
ambiguity.

Proof For existence of F, we infer from the condition
P

tCj ¤ 0 and Proposition 1.2

that the points �.tCj / are independent in Pk. Therefore, there exists T 2 Aut .Pk/

such that T.ej/ D �.tCj /. Then J ı T is a basic Cremona map centered on C, and
J ı T.C/ is an cuspidal curve. So by Proposition 1.1 there exists S 2 Aut .Pk/ such
that F D S ı J ı T.C/ D C. The restriction FjC is given by F.�.t// D �.˛tC 	/ for
some ˛ 2 C� and 	 2 C. Replacing S with T� ı S, � WD ı=˛, we may assume that
˛ D ı. Thus F is the basic Cremona map we seek.

For uniqueness and the remaining assertions about F, suppose we are given
S;T 2 Aut .Pk/ such that F D S ı J ı T�1 satisfies the given conditions. If H � Pk

is a generic hyperplane, then H meets C in k C 1 distinct points f�.t0/; : : : ; �.tk/g
such that

P
tj D 0, and none of these points lies in the exceptional set of F. Hence

F�1.�.tj// D �..tj � 	/=ı/. Also, F�H D F�1.H/ is a hypersurface of degree
k that contains with multiplicity k � 1 all points T.ej/ D �.tCj / that are images
of exceptional hyperplanes for F�1.H/. This accounts for all k.k C 1/ points of
intersection between C and F�1.H/. Using Proposition 1.2 we convert this to the
following relationship among parameters

0 D
X tj � 	

ı
C k

X
tCj D �

.kC 1/	
ı

C .k � 1/
X

tCj :

That is, 	 D k�1
kC1 ı

P
tCj .

Now consider an exceptional hyperplane H D T.fxj D 0g/ for F. We have
H \ C D f�.tCi / W i ¤ jg [ fpjg, where pj D �.sj/ is as in Proposition 2.2. Thus on
the one hand, F.pj/ D S.ej/ D �.ısj C 	/, and on the other hand Proposition 1.2
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gives us that sj D �Pi¤j tCi D tCj � kC1
k�1

	
ı
. So we arrive at

S.ej/ D �
�

ıtCj �
2	

k � 1
�

:

To see that the above information completely determines F, let p 2 Pk be a
generic point and H be the hyperplane through p and k�1 points �.tCj /. Then F.H/
is a hyperplane containing the corresponding set of k � 1 points pj D S.ej/. In
addition H \ C contains two more points �.s1/; �.s2/ 2 C, so F.H/ contains the
images �.ıs1 C 	/; �.ıs2 C 	/. The points pj and �.ısj C 	/ more than suffice to
determine F.H/.

By varying the set of k � 1 points �.tCj / used to determine H, we can find
a collection of k hyperplanes that intersect uniquely at p and whose images are
also hyperplanes intersecting uniquely at F.p/. Since the image hyperplanes are
completely determined by the data tCj , ı, we see that F.p/ is uniquely determined
by the same data. �

3 . . . To Pseudoautomorphisms. . .

A birational map F W X ! Y is a pseudoautomorphism if neither F nor F�1 contracts
hypersurfaces. Equivalently, F˙1 have trivial critical divisors. When combined
with the following additional observation, Theorem 2.6 allows us to create many
pseudoautomorphisms.

Proposition 3.1 Let F W Pk Ü Pk be a basic Cremona map properly fixing C.
Suppose there is a permutation � W f0; 1; : : : ; kg � and, for each point S.ej/ 2
I.F�1/, an integer nj � 1 such that

• Fj.S.ej// … I.F/ for 0 � j < nj � 1, and
• Fnj�1.S.ej// D T.e�.j// 2 I.F/.

Then F lifts to a pseudoautomorphism FX W X Ü X on the complex manifold
obtained by blowing up the points S.ej/; : : : ;Fnj�1.S.ej// for all 0 � j � k.
Moreover, FX is biholomorphic on a neighborhood of the proper transform CX of
C.

Proof We can write F D �C ı QF ı ��1� , where �� W 
� ! Pk is the blowup of all
points T.ej/ 2 I.F�1/\C, �C W 
 ! Pk is the blowup of all points T.ej/ 2 I.F/\C,
and QF W 
� ! 
C is a pseudoautomorphism.More precisely, I. QF/ consists of proper
transforms��1� S.fxi D xj D 0g/, i ¤ j, of intersections between distinct exceptional
hyperplanes; I. QF�1/ similarly consists of lifts ��1C T.fxi D xj D 0g/ of intersections
between F�1 exceptional hyperplanes; and QF restricts to a biholomorphism


� � I. QF/! 
C � I. QF�1/:
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Proposition 2.2 therefore tells us that I. QF/ \ ��1� .C/ D ; D I. QF�1/ so that QF maps
a neighborhood of ��1� .C/ biholomorphically onto a neighborhood of ��1C .C/.

Now if � W X1 ! X0 WD Pk is the blowup of the image S.ej/ of some exceptional
hyperplane T.fxj D 0g/, and F1 W X1 Ü X1 is the lift of F0 WD F to X1, then
the proper transform of T.fxj D 0g/ is no longer exceptional for F1. On the other
hand the exceptional hypersurface E D ��1.S.ej// is either contracted by F1 or, if
S.ej/ 2 I.F/, mapped by F1 onto the proper transform of an exceptional hyperplane
S.fx�.j/ D 0g/. In any case, the map F1 again admits a decomposition F1 D �C ıQF1 ı ��1� where �˙ are compositions of point blowups centered at distinct points in
��1.C/, and QF1 is a pseudoautomorphism mapping a neighborhood of .�ı��/�1.C/
onto a neighborhood of .� ı �C/�1.C/.

We may therefore proceed inductively blowing up the points S.ej/;

F.S.ej//; : : : ;Fnj�1.S.ej// until the map F lifts to a new birational map with one less
exceptional hypersurface than F. Moving on to another point S.ej/ and repeating,
the hypothesis of this proposition allow us to finally lift F to a birational map
FX W X Ü X with no exceptional hypersurfaces. Clearly in the end, FX.CX/ D CX

and FX is biholomorphic near CX . �

We have a natural restriction map tr W Div.X/ ! Div.CX/ Š Div.C/, obtained
by intersecting divisors on X with CX (and then pushing forward by �jCX W CX ! C,
which is an isomorphism). The map preserves linear equivalence and so descends to
a quotient map tr W Pic.X/! Pic.CX/ Š Pic.C/. Moreover, the final conclusion of
Proposition 3.1 guarantees that pullback commutes with restriction: i.e. .FjC/�ıtr D
tr ı F�

X .

Corollary 3.2 Let F, X be as in Proposition 3.1. Then the pullback operator .FjC/�
acts as follows.

• tr.KX/ 7! tr.KX/;
• � 7! ı� for all � 2 Pic0.C/, where ı 2 C� is a root of the characteristic

polynomial of F�
X .

In particular, when KX � CX ¤ 0, this information completely characterizes .FjC/.
Proof The first assertion follows from F�

XKX D KX , which holds because FX is a
pseudoautomorphism.

For the second assertion, note that .FjC/� restricts to the group automorphism on
Pic0.C/ Š C given by multiplication by the constant ı 2 C� from Theorem 2.6. To
see that P.ı/ D 0, where P is the characteristic polynomial of F�

X , let C? � Pic.X/
denote the subspace represented by divisors D 2 Div.X/ such that D � CX D 0; i.e.
tr.D/ represents an element of Pic0.C/. Then tr.F�

XD/ D ı tr.D/. Hence, since P
has integer coefficients, we may infer that P.ı/ tr.D/ D tr.P.F�

X/D/ D 0. We infer
that P.ı/ D 0 as long as tr.C?/ is non-trivial. But tr.C?/ includes all classes of the
form .k C 1/Œp� � .k C 1/Œ�.0/� D tr..k C 1/E � H/, where p 2 I.F/ is a point
of indeterminacy, E D ��1.p/ is the corresponding exceptional hypersurface, H is
a hyperplane section, and � is the parametrization of C introduced at the beginning
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of Sect. 1. Since I.F/ consists of k C 1 distinct points, k > 0 of these classes are
non-trivial in Pic0.C/.

The final assertion follows from the facts that Pic.C/ is generated by Pic0.C/
together with one (any) other class of degree one, and that deg tr.KX/ D KX � CX .�

Remark 3.3 We have KX � CX ¤ 0 in all the cases we consider. If N is the number
of blowups comprising � , then one computes that KX � CX D N.k � 1/ � .k C 1/2.
Hence KX �CX vanishes only when k D 2;N D 9 or k D 3;N D 8 or k D 5;N D 9.
The last of these does not occur since N � kC 1 D #I.F/.

Corollary 3.4 Let F, X be as in Proposition 3.1. If KX � CX ¤ 0 and FjC is a
translation, then F is linearly conjugate to the standard Cremona map J.

Proof The condition that FjC is a translation is equivalent to the condition that
.FjC/� is the identity operator on Pic0.C/, i.e. ı D 1 in Corollary 3.2. Since tr.KX/

is also fixed by .FjC/� it follows that .FjC/� is the identity operator on all of Pic.C/.
Therefore FjC D id.

We infer that n D n.p/ D 1 for all p 2 I.F�1/ and therefore F2 is an
automorphism of Pk, mapping each exceptional hyperplane for F to an exceptional
hyperplane for F�1. Since F2.C/ D C, Proposition 1.3 further implies that F2 D id.
That is, F is linearly conjugate to J. �

4 . . . To Formulas

In this section, we derive a formula for a basic Cremona map F W Pk Ü Pk that fixes
a cuspidal curve C and lifts via point blowups along C to a pseudoautomorphism
FX W X Ü X as in Proposition 3.1. Specifically, in order to arrive at a formula, we
begin with n > 0 and suppose that F D S ı J ıT�1 properly fixes C and satisfies the
hypotheses of Proposition 3.1 as follows.

S.ej/ D T.ejC1/ for j D 0; 1; : : : ; k � 1;
Fn�1.S.ek// D T.e0/;

Fj.S.ek// 62 I.F/ for 0 � j < n � 1:
(1)

That is, F has ‘orbit data’ .n0; : : : ; nk�1; nk/ D .1; : : : ; 1; n/ with cyclic permutation
� W j 7! jC 1 mod kC 1.

We assume that C D f�.t/ D Œ1; t; : : : ; tk�1; tkC1�; t 2 C [ f1gg is in standard
form and that FjC is not a translation. Note that by Corollary 3.4, the case of a
translation can not lead to ı > 1. Thus we may conjugate F by a linear map T� to
arrange that �.1/ is the unique fixed point of FjC different from the cusp �.1/, i.e.

FjC W �.t/ 7! �.ı.t � 1/C 1/; and Fj�1C W �.t/ 7! �

�
1

ı
.t � 1/C 1

�

:
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Let us also suppose that ı 2 C is not a root of unity. As in Theorem 2.6, we let tCj
denote the parameters for points of indeterminacy of F:

�.tCj / D T.ej/; j D 0; 1; : : : ; k:

Lemma 4.1 The multiplier ı is a root of the polynomial

.ınCk � 1/.ı2 � 1/� ı.ıkC1 � 1/.ın�1 � 1/; (2)

and the parameters tCj are given by

tCj D ıj kC 1
k � 1 �

ı2 � 1
ı.ıkC1 � 1/ �

2

k � 1:

It is convenient that the orbit length n enters into the formula for tCj only through
the polynomial defining ı.

Proof Using the formula for S.ej/ from Theorem 2.6 and 	 D 1 � ı, one rewrites
the first condition in (1) as

tCj C
2

k � 1 D ı
�

tCj�1 C
2

k � 1
�

D � � � D ıj

�

tC0 C
2

k � 1
�

for all 1 � j � k. Similarly, one rewrites the third condition in (1) as

ın

�

tCk C
2

k � 1
�

D tC0 C
2

k � 1 C .ı
n�1 � 1/kC 1

k � 1 :

Comparing this second equation with the case j D k in the first gives

tC0 C
2

k � 1 D
ın�1 � 1
ınCk � 1 �

kC 1
k � 1 :

Hence

kX

jD0

�

tCj C
2

k � 1
�

D
0

@
kX

jD0
ıj

1

A
�

tC0 C
2

k � 1
�

D ıkC1 � 1
ı � 1 � ı

n�1 � 1
ınCk � 1 �

kC 1
k � 1

On the other hand, the formula for 	 from Theorem 2.6 gives an alternative
expression

kX

jD0

�

tCj C
2

k � 1
�

D kC 1
k � 1

�
1

ı
C 1

�

:
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Comparing the last two equations, we arrive at

ın�1 � 1
ınCk � 1 D

ı2 � 1
ı.ıkC1 � 1/ :

This gives us the defining polynomial for ı and allows us to revise our formula for
tC0 to the desired equation

tC0 C
2

k � 1 D ı
j kC 1
k � 1 �

ı2 � 1
ı.ıkC1 � 1/ :

The formulas for tCj , j > 0 follow immediately. �

Let us consider the following set:


 D f.2; 4/; .2; 5/; .2; 6/; .2; 7/; .3; 4/; .3; 5/; .4; 4/; .5; 4/g[f.k; n/ W n � 3; 2 � kg

Corollary 4.2 If .k; n/ 2 
 , then the polynomial for ı given in (2) is a product of
cyclotomic factors. If .k; n/ 62 
 , the polynomial (2) is the product of cyclotomic
factors and a Salem polynomial.

Proof After factoring out .ı � 1/, the equation of ı given in (2) can be written as

�.k; n/ WD ın.ıkC2 � ıkC1 � ık C 1/C ıkC2 � ı2 � ı C 1
D ıkC2.ın � ın�1 � ın�2 C 1/C ın � ı2 � ı C 1

Thus we see that if the largest real root is bigger than one, then it is strictly increasing
to a Pisot number as n!1 and the same is true as k!1. The above equation is
known as the characteristic polynomial for the Coxeter element of a reflection group
W.2; k C 1; n � 1/ with T-shaped Dynkin diagram. (See Sect. 5 for the connection
between F and Coxeter elements.) The characteristic polynomial for the Coxeter
element of such a reflection group is the product of cyclotomic factors and Salem
polynomials (see [16] Proposition 7.1). If n D 1 and 2 � k, then F is equivalent to
the standard Cremona involution J. For n D 2; 3 we have

�.k; 2/ D .ı � 1/.ıkC2 � 1/; �.k; 3/ D .ı � 1/2.ı C 1/.ıkC1 C 1/

If .k; n/ D .2; 8/; .3; 6/; .4; 5/; .5; 5/; .6; 5/, then �.k; n/ has a root bigger than one.
We get this Corollary by checking the pairs in 
 directly. �

Thus for a basic Cremona map F satisfying (1), the first dynamical degree ı1.F/
is strictly bigger than 1 if and only if .n; k/ 62 
 . Corollary 3.2 and our assumption
that the multiplier ı of FjC is not a root of unity further imply that ı and ı1.F/ are
Galois conjugate.
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Corollary 4.3 Let ı; tCj be as in Lemma 4.1. Then all points T.ej/, 1 � j � k and
F�i.T.e0//, 0 � i � n � 1 in (1) are distinct.

Proof It suffices to show that the parameters corresponding to these points are
distinct.

From Lemma 4.1 we have for 0 � i < j � k,

tCj � tCi D .ıj � ıi/ � kC 1
k � 1 �

ı2 � 1
ı.ıkC1 � 1/ :

Since ı is not a root of unity and k � 2, it follows that tCj ¤ tCi for i ¤ j.

Furthermore, if 0 � j � k and 1 � i � n � 1 are indices such that tCj D
ı�i.tC0 � 1/C 1, then Lemma 4.1 tells us that

ı.ıkC1 � 1/.ıi � 1/� .ıiCj � 1/.ı2 � 1/ D 0

Notice that we have

ı.ıkC1 � 1/.ıi � 1/ D .ı � 1/2ı.ık C ık�1 C � � � C 1/.ıi�1 C ıi�2 C � � � C 1/;

D .ı � 1/2.ıkCi C
kCj�1X

sD2
csı

s C ı/;

where cs D minfs; kC 1; iC 1g � 2. We also have

.ıiCj � 1/.ı2 � 1/ D .ı � 1/2.ıiCj�1 C ıiCj�2 C � � � C 1/.ı C 1/

D .ı � 1/2.ıiCj C 2
iCj�1X

sD1
ıs C 1/

Now ı is a Galois conjugate of the largest real root ır of the polynomial given in
Lemma 4.1. It follows that the equation above should be divisible by the minimal
polynomial of ır. In other words, ır > 1 must satisfy the above equation. We have
three different cases:

• case 1: if j < k then by comparing terms we have

ı.ıkC1 � 1/.ıi � 1/� .ıiCj � 1/.ı2 � 1/ > 0 for ı > 1

• case 2: if j D k � 2 and i � 2, then some of cs � 3 and thus

ı.ıkC1 � 1/.ıi � 1/� .ıiCj � 1/.ı2 � 1/ > 0 for ı > 1



18 E. Bedford et al.

• case 3: if j D k and i D 1 then

ı.ıkC1 � 1/.ıi � 1/� .ıiCj � 1/.ı2 � 1/
D .ıkC1 � 1/.1� ı/ < 0 for ı > 1

Thus we have the second part of this Corollary. �

The logic of the computations in Lemma 4.1 is essentially reversible, i.e. if ı and
tj satisfy the conclusions of the Lemma, then (1) holds. From this and Corollary 4.3
it follows that

Theorem 4.4 Let ı be a root of .ınCk�1/.ı2�1/�ı.ıkC1�1/.ın�1�1/ that is not
also a root of unity. Then there exists a basic Cremona transformation F W Pk Ü Pk

centered on C with multiplier of FjC equal to ı such that F satisfies the orbit data
conditions (1). Up to linear conjugacy, F D S ı J ı T�1 is uniquely specified by the
further conditions

T.ej/ D �
�

ıj kC 1
k � 1 �

ı2 � 1
ı.ıkC1 � 1/ �

2

k � 1
�

:

The matrices S and T defining the basic Cremona map F D S ı J ı T�1 in this
theorem must satisfy

T D �
a0�.t

C
0 / a1�.t

C
1 / � � � � � � ak�.t

C
k /
�
;

S D �
b0�.t

C
1 / b1�.t

C
2 / � � � bk�1�.tCk / bk�..t

C
0 � 1/=ın�1 C 1/� ;

where tCj are as in Lemma 4.1 and ai; bi are non-zero constants. From this it is
apparent that the final formulas will be simpler if we conjugate F by T, i.e. if we
set F D L ı J, where L D T�1 ı S. Letting L0; : : : ;Lk denote the columns of (the
matrix of) L, the above information about S and T tells us that Lj D bj

ajC1
ejC1 for

0 � j � k � 1.
The fact that ƒ�1 ı J D J ıƒ for any invertible diagonal ƒ means that we can

further conjugate by ƒ (or equivalently, replace S and T with S ı ƒ and T ı ƒ)
in order to replace L with ƒ�1Lƒ�1 to further simplify the columns Lj. It seems
convenient to us to make this choice so that L.1; : : : ; 1/ D .1; : : : ; 1/ (i.e. both T
and S send the fixed point .1; : : : ; 1/ of J to the cusp ek D �.1/ of C). This results
in the following matrix for L

0

B
B
B
B
B
B
B
B
@

0 0 : : : 0 0 1

b0=a1 0 0 0 1 � b0=a1
0 b1=a2 0 0 1 � b1=a2
:::

: : :
:::

0 0 bk�2=ak�1 0 1 � bk�2=ak�1
0 0 : : : 0 bk�1=ak 1 � bk�1=ak

1

C
C
C
C
C
C
C
C
A

:
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We can then evaluate the entries below the main diagonal with the help of the
following auxiliary result which we leave to the reader to verify.

Lemma 4.5 Suppose M is a non-singular kC 1 � kC 1 matrix whose j-th column
is given by �.tj/. If a column vector v D .v0; : : : ; vk/

t satisfies M:v D .0; : : : ; 1/t

then for all 0 � j � k we have

vi D 1

.
P

tj/
Q

j¤i.tj � ti/
:

The condition T.1; : : : ; 1/ D ek amounts to setting tj D tCj and then taking
.a1; : : : ; ak/ to be the vector v D .v1; : : : ; vk/ given in the conclusion of the lemma.
Hence with the help of Theorem 2.6, we find that

ai D kC 1
k � 1 �

ı

1 � ı �
1

…j¤i.t
C
j � tCi /

:

Likewise, the condition S.1; : : : ; 1/ D ek amounts to setting tj D tCjC1 for 0 � j �
k � 1 and tk D .tC0 � 1/=ın�1 C 1 in Lemma 4.5, and then taking bi D vi as in the
conclusion. So applying Theorem 2.6 with F�1 in place of F gives

bi�1 D kC 1
k � 1 �

1

ı � 1 �
1

…j¤i.t
C
j � tCi /

� tC0 � tCi
.tC0 � 1/=ın�1 C .1 � tCi /

:

Therefore, the entries of L below the main diagonal are

bi�1=ai D �1
ı
� tC0 � tCi
.tC0 � 1/=ın�1 � .tCi � 1/

D 1

ı
�

.ıiCn�1 � ın�1/ ı2�1

ı.ıkC1
�1/

.1 � ınCi�1/ ı2�1

ı.ıkC1
�1/
C .ın�1 � 1/

D 1

ı
� .ıiCn�1 � ın�1/

.1 � ınCi�1/C .ınCk � 1/ D
ıi � 1

ı.ıkC1 � ıi/
:

for 1 � i � k. The second equality uses the formula for tCi given in Lemma 4.1,
and the third uses that ı is a root of the polynomial given in the same lemma. In
summary, we have just shown that the map F WD L ı J of Theorem 4.4 has a very
convenient expression in terms of the multiplier ı:
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Theorem 4.6 The matrix L D T�1S is given by

L D

0

B
B
B
B
B
B
B
B
@

0 0 0 1

ˇ1 0 0 1 � ˇ1
0 ˇ2 0 0 1 � ˇ2

: : :
: : :

:::

0 0 ˇk�1 0 1 � ˇk�1
0 0 ˇk 1 � ˇk

1

C
C
C
C
C
C
C
C
A

and ˇi D .ıi � 1/=.ı.ıkC1 � ıi// for i D 1; : : : ; k.

5 The Connection with Coxeter Groups

Let us consider a basic Cremona map F discussed in the Sect. 3. Let � W X ! Pk be
the blowup of N WD P

ni distinct points fFj.S.ei//; 0 � j � ni � 1; 0 � i � kg as
in Proposition 3.1. Let H denote the class of a generic hypersurface in X and let Ei;j

denote the class of the exceptional divisor over Fj�1.S.ei//:

Ei;j D Œ��1.Fni�j.S.ei///� for 1 � j � ni; 0 � i � k:

The Picard group of X is given by

Pic.X/ D hH;Ei;j 1 � j � ni; 0 � i � ki:

Let us define a symmetric bilinear form h�; �i on Pic.X/ as follows:

h˛; ˇi D ˛ � ˇ �ˆ ˛; ˇ 2 Pic.X/

where

ˆ D .k � 1/Hk�2 C .�1/k
X

i;j

Ek�2
i;j 2 Hk�2;k�2.X/

and Dn D D � D � � �D is a n-fold intersection product. Since Hk D 1;Ek
i;j D .�1/k�1

and everything else is zero, our choice of basis for Pic.X/ gives a geometric basis
with respect to the bilinear form:

hH;Hi D k � 1; hEi;j;Ei;ji D �1

and zero otherwise.

Remark 5.1 In case k D 3, �2ˆ D KX , where KX is the canonical class of X.
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Remark 5.2 For k � 3, the anticanonical class �KX is given by

�KX D .kC 1/H � .k � 1/
X

i;j

Ei;j:

It follows that the class of �KX �ˆ in Hk�1;k�1 is the class of the invariant curve ŒC�.
Thus for any hypersurface D � X, we have

hD;�KXi D D � C

is the number of intersections between D and C, counted with multiplicity.

Remark 5.3 Since there are N blowups we have

hKX ;KXi D .kC 1/2.k � 1/� .k � 1/2N D �.k � 1/2
�

N � .kC 1/
2

k � 1
�

:

and since N is a positive integer, this equation is not equal to zero unless k � 1
divides 4. In case k D 2; 3; 5 one can check this equation vanishes if N D 9; 8; 9

respectively. Thus if .k;N/ ¤ .2; 9/; .3; 8/, .5; 9/, then hKX ;KXi ¤ 0. Notice that in
case F W Pk Ü Pk has the orbit data .1; 1; : : : ; n/ with the cyclic permutation, the
total number of blowups is N D kC n. Thus if .k;N/ D .2; 9/; .3; 8/, or .5; 9/ then
.k; n/ D .k;N � k/ D .2; 7/; .3; 5/; .5; 4/ 2 
 where the set 
 is defined in Sect. 4.
Thus for these three cases the first dynamical degree of F is equal to 1.

Observe that the N dimensional subspace K?
X � Pic.X/ may be decomposed

into the one dimensional subspace generated by ˛0 WD H � Pk
i;0 Ei;1 and the

complementary subspace generated by the elements Ei0;j0 � Ei;j. Indeed, if we
(re)label the exceptional curves Ei;j as E0; : : : ;EN�1, then the elements ˛i WD
Ei � Ei�1, 1 � i � N � 1 give a basis for the latter subspace.

In order to see the connection with Coxeter groups, we take in particular
Ei WD Ei;1, 0 � i � k, EkC1 D Ek;2. The relabeling of the remaining Ei;j may
be chosen arbitrarily. One then checks easily that B D f˛0; : : : ; ˛N�1g is a basis for
K?

X satisfying

h˛i; ˛ii D �2 for all i D 0; : : : ;N � 1;
h˛i; ˛iC1i D 1 for all i D 1; : : : ;N � 1;
h˛0; ˛kC1i D 1; h˛i; ˛ji D 0 otherwise:

That is, .h˛i; ˛ji/0�i;j�N�1 is �2 times the gram matrix of the Coxeter group of Type
T2;kC1;N�k�1. (See [15, 19].) Let si be the reflection through a hyperplane orthogonal
to ˛i:

si.D/ D DC hD; ˛ii ˛i:
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The Coxeter group W.2; kC1;N�k�1/ is the group generated by such reflections.
Thus we have identified W.2; kC1;N� k�1/with a subgroup of Aut .Pic.X// that
acts orthogonally relative to the inner product h�; �i.
Theorem 5.4 The action F�

X of the pseudoautomorphism FX in Proposition 3.1
belongs to W.2; kC 1;N � k � 1/. Hence F�

X preserves the bilinear form h�; �i.
Proof The reflection s0 corresponds to the action of J� on Pic.X/. The remaining
reflections si, i � 1 generate the group of permutations of the exceptional curves
Ei;j for the modification X ! Pk. Therefore, this Theorem follows from the
decomposition (which we leave the reader to check) F�

X D s0 O��0 : : : �k, where
�i cyclicly permutes the curves Ei;j, 1 � j � nj, and O� permutes the curves Ei;1,
0 � i � k according to O�.Ei;1/ D E�.i/;1, where � is the permutation in the
hypothesis of Proposition 3.1. �

6 Pseudoautomorphisms on Multiprojective Spaces

The article [22] considers the more general problem of existence of pseudoau-
tomorphisms FX W X Ü X, where �X W X ! .Pk/m is a modification
of the multiprojective space .Pk/m, obtained as before by blowing up distinct
smooth points along an ‘cuspidal curve’ C. Our method yields formulas for the
pseudoautomorphisms that arise in this case, too. Hence we conclude with a quick
sketch of the computations that arise here, laying greatest emphasis on the way
things differ from the work presented above. For the sake of simplicity we specialize
to the case m D 2, i.e. X is a modification of Pk � Pk.

Note first of all that Pic.Pk�Pk/ Š Z2 is generated by ‘horizontal’ and ‘vertical’
hyperplanes H WD P2�L and V WD L�Pk, where L � Pk is a generic hyperplane. Let
Aut 0.Pk �Pk/ denote the connected component of the identity inside Aut .Pk�Pk/.
The group Aut 0.Pk � Pk/ consists of products Tv � Th of linear maps Tv;Th 2
Aut .Pk/. For every a 2 C, one has an embedding �a W C ! X given by t 7!
.�.t/; �.t�a//, but in fact all embeddings of C into X that satisfy C�V D C�H D kC1
are equivalent via Aut 0.Pk � Pk/ to either �0 or �1. The latter, which we use here,
is in some sense the generic case, distinguished from the former by the condition
.kC 1/Œ�1.1/� D HjC ¤ VjC D .kC 1/Œ�1.0/�.

The ‘standard’ Cremona map J is also different in this context. If we write points
in .Pk/2 in bihomogeneous coordinates .x; y/ D ..x0; : : : ; xk/; .y0; : : : ; yk//, then J
is given by

J W .x; y/ 7! .y=x; 1=x/ WD ..y0=x0; : : : ; yk=xk/; .1=x0; : : : ; 1=xk//:

Note that J contracts the kC1 vertical hyperplanes xj D 0 to diagonal points .ej; ej/.
Though not an involution, J is reversible with J�1 W .x; y/ 7! .1=y; x=y/ conjugate
to J via .x; y/ 7! .y; x/. Hence J�1 contracts the horizontal hyperplanes yj D 0 to
the same diagonal points .ej; ej/.
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We recycle the terminology from Sect. 2: a basic Cremona transformation is one
of the form F WD SıJıT�1 with S;T 2 Aut .Pk�Pk/, F is centered on C if T.ej; ej/ 2
Creg for all j, and F properly fixes C if, in addition, F.C/ D C. Proposition 2.3 and
Corollary 2.5 apply to the present context with straightforward modifications. The
analogue for Theorem 2.6, which we state next, differs in one important way from
its predecessor. While there exist automorphisms of Pk�Pk that preserve C, none of
these restrict to Creg Š Pic0.C/ as group automorphisms (in parametric terms, maps
of the form t 7! ıt). Therefore, the multiplier ı for FjC must depend on the choice
of parameters tCj for the images of exceptional hyperplanes.

Theorem 6.1 Let tCj 2 C, 0 � j � k, be distinct parameters satisfying
P

tCj ¤ 0.
Then there exists a unique basic Cremona map F D SıJıT�1 W Pk�Pk Ü Pk�Pk

properly fixing C such that �1.t
C
j / D T.ej; ej/, 0 � j � k. The restriction FjC is

given by F ı �1.t/ D �1.ıtC 	/, where ı 2 C� and 	 2 C satisfy

•
P

tCj D .kC 1/.ı�1 C 1/,
• 	 D kC .k � 1/ı, and
• S.ej; ej/ D �1.ı.tCj � 2/� 1/.

We omit most of the proof, deriving only the formulas for 	 , ı and S.ej; ej/. First
note that regardless of S and T, the induced action F� on Pic.Pk � Pk/ is given by
F�V D kH, F�H D V C kH. Moreover, one computes directly that the images
F.V/ D F�V;F.H/ D F�H of generic vertical and horizontal hyperplanes contain
the points S.ej; ej/ with multiplicity k � 1 and k, respectively. Hence assuming that
F properly fixes C, we infer that

kHjC D .F�V/jC D .FjC/�.VjC/C
X

Œ.ej; ej/�:

In terms of parameters, we may write S.ej; ej/ D �1.t�j / and conclude that

k.kC 1/ D .kC 1/	 C .k � 1/
X

t�j :

Similarly, considering the image of a horizontal hyperplane gives

k.kC 1/ D .kC 1/.ı C 	/C k
X

t�j :

Together, the two equations imply 	 D kC .k � 1/ı and
P

t�j D �.kC 1/ı.
Now consider e.g. the vertical hyperplanes Vj WD T.fxj D 0g/ contracted by

F. On the one hand VjjC D Œpj� CP
i¤jŒT.ei; ei/� for some pj 2 C. In terms of

parameters, this becomes sj D �Pi¤j tCi , where �1.sj/ D pj. On the other hand
�1.ısj C 	/ D F.pj/ D F.Vj/ D S.ej; ej/ D �1.t�j /. Hence

t�j D ısj C 	 D 	 � ı
X

i¤j

tCi ;
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So summing the equation over all j gives
P

t�j D .kC1/	�kı
P

tCj ;which implies

ı
X

tCj D .kC 1/.ı C 1/:

Substituting this into the previous display, we arrive at

t�j D ı.tCj � 2/� 1;

which is the parameter for S.e0; e0/. �
As in Sect. 4, one can choose explicit parameters tCj , ı in Theorem 6.1 so that the

resulting map F D S ı J ı T�1 W Pk � Pk Ü Pk � Pk has orbit data .1; : : : ; 1; n/
with cyclic permutation (see (1)). Let us set


2 D f.2; 3/; .2; 4/; .3; 3/; .4; 3/; .5; 3/g [ f.k; 1/; .k; 2/; k � 2g

Lemma 6.2 The multiplier ı is a root of the polynomial

�k;n D ın.ıkC2 �
kX

jD0
cjı

j/C ı2
kX

jD0
cjı

j � 1

where c0 D ck D 1, and c1 D c2 D � � � D ck�1 D 2. Furthermore if .k; n/ 2 
2 then
�k;n is a product of cyclotomic polynomials. If .k; n/ 62 
2 then �k;n has a Salem
polynomial factor and thus the largest real root is bigger than 1.

Starting from Theorem 6.1 in place of Theorem 2.6, the proof of the first part of
this lemma is essentially identical to the proof of Lemma 4.1. The polynomial �k;n

is the characteristic polynomial of the generalized Coxeter group W.3; kC1; n�1/,
so it follows that �k;n is a product of cyclotomic polynomials and at most one Salem
polynomial. As in Corollary 4.2, we see that the largest root of �k;n increases to a
root of ıkC2�ık�2Pk�1

jD1 ıj�1 as n!1 and to a root of ınC2�ın�2Pn�1
jD1 ıj�1 as

k!1. For each k � 2, we have �k;1 D .xkC1�1/.x2CxC1/ and �k;2 D xkC4�1.
Checking the other five elements in 
2 directly we see that �k;n is a product of
cyclotomic polynomial if .k; n/ 2 
2. The largest roots of �2;5, �3;4 , and �6;3 are
1:40127, 1:40127, and 1:17628 respectively. Thus, by monotonicity, we get the final
assertion in the lemma.

Lemma 6.3 The parameters tCj are given by

tCj D
ıj�1

ıkC1 � 1 Œk.kC 1/� ı.ı C 1/� �
k � 2ı2 � ı C 1

ı.ı � 1/ :

Furthermore all points T.ej; ej/, 1 � j � k and F�i.T.e0; e0//, 0 � i � n � 1 are
distinct.



Pseudoautomorphisms with Invariant Curves 25

Proof The given orbit data and permutation, together with Theorem 2.6, give t�i D
ıit�0 C .k � 2ı/.ıi � 1/=.ı � 1/ for j D 1; : : : ; k, and also

P
t�j D �.k C 1/ı and

t�j D ı.tCj � 2/� 1. The formula for tCj follows from these equations.
Now since

tCj � t�i D .ıj � ıi/.k.kC 1/� ı.ı C 1//=.ı.ıkC1 � 1//

it follows that tCj ¤ tCi for j ¤ i. Applying F�i to T.e0; e0/, we see that if there are
i and j such that T.ej; ej/ D F�i.T.e0; e0//, then

k � ı2 � ı � ı.ıi � 1/.ık C ık�1 C � � � C 1/ D 0:

Since ı is a Galois conjugate of a Salem number, above equation should be divisible
by a Salem polynomial. However if ı > 1 we see that the left hand side of the
equation is strictly negative. �

Finally, we can imitate the argument for Theorem 4.6 to get a formula for
T�1S D L1 � L2 2 Aut 0.Pk � Pk/. We let both T and S send the fixed
point ..1; : : : ; 1/; .1; : : : ; 1// of J to the cusp of C and thus L fixes the point
..1; : : : ; 1/; .1; : : : ; 1//.

Theorem 6.4 The matrix for Li 2 Aut .Pk/, i D 1; 2 is given by

0

B
B
B
B
B
B
B
B
@

0 0 0 si

ˇ1 0 0 si � ˇ1
0 ˇ2 0 0 si � ˇ2

: : :
: : :

:::

0 0 ˇk�1 0 si � ˇk�1
0 0 ˇk si � ˇk

1

C
C
C
C
C
C
C
C
A

where s1 D 1; s2 D .ı2 C ı C 1/=ı and ˇj D .ıj � 1/.ı C 1/=.ı2.ıkC1 � ıj// for
j D 1; : : : ; k.

Concluding remarks. So far, we have described a construction of pseudoauto-
morphisms which is achieved by blowing up points on the cuspidal curve. The
same procedure works with other invariant curves. Two of these that occur in all
dimensions are: (i) the rational normal curve and a tangent line, (ii) kC1 concurrent
lines in general position. We will make a few comments on case (ii). First we work
in Pk, and then we consider multi-projective space.

In the case of concurrent lines, we let Lj, 0 � j � k, denote the line passing

through Œ1 W � � � W 1� and ej. For the parametrizations, we may use:  .j/c W C ! Pk

with  .0/c .t/ D Œ�t W 1 W � � � W 1�, and for 1 � j � k,  .j/c .t/ D Œt W 0 W � � � W 1 W � � � W 0�,
where there is one ‘1’, and this appears in the jth slot. If we wish to work on multi-
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projective spaces, we use the parametrized curve ‰ W C ! .Pk/m D Pk � � � � � Pk

given by ‰.t/ D . .t � 	0/;  .t � 	1/; : : : ;  .t � 	m�1//.
Now let us consider multi-projective spaces .Pk/m D Pk � � � � � Pk. We write a

point as .x; y/ D .x; y.1/; : : : ; y.m�1// 2 .Pk/m. As a basic Cremona map, we start
with

J.x; y/ W .x; y.1/; : : : ; y.m�1// 7! .y.1/=x; : : : ; y.m�1/=x; 1=x/;

where as before y.s/=x D Œy.s/0 =x0 W � � � W y.s/k =xk�. The exceptional hypersurfaces are
given, as in the case m D 2, by J W fxj D 0g 7! .ej; : : : ; ej/.

With the curve ‰, it is possible to carry through the same principle of construc-
tion as in the preceding sections. We consider the case (ii) of concurrent lines and
give the map L D L0 � � � � � Lm�1 2 Aut 0.Pk � � � � � Pk/ so that the map f WD L ı J
will have orbit data f.1; : : : ; 1; n.k C 1//; �g, where � is a cyclic permutation. The
orbit length is divisible by k C 1 because the orbit of †k moves cyclically through
each of the kC 1 lines. With this orbit data, the resulting pseudoautomorphism will
represent the Coxeter element of a T-shaped diagram [19]. We let ı be any Galois
conjugate of the dynamical degree ı1 for this orbit data, and the desired matrices are
given by

Lj D

0

B
B
B
B
B
@

0 0 0 0 sj

v 0 0 0 sj � v
0 v 0 0 sj � v
0 0

: : : 0 sj � v
0 0 0 v sj � v

1

C
C
C
C
C
A

; v D �ı ı
m � 1
ı � 1 ; sj D .ım � 1/.ıjC1 � 1/

ıj.ı � 1/.ım�j � 1/

for j D 0; : : : ;m � 1.
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The Openness Conjecture and Complex
Brunn-Minkowski Inequalities

Bo Berndtsson

Dedicated to Bradley Manning and Edward Snowden in recognition of their work for openness

1 Introduction

Let u be a plurisubharmonic function defined in the unit ball, B, of Cn. The openness
conjecture of Demailly and Kollár [10] states that the interval of numbers p > 0 such
that

Z

rB
e�pu <1; (1)

for some r > 0, is open. This is quite easy to see in one variable, since the
singularities of u are then given explicitly by the Green potential of 
u, but the
higher dimensional case is much more subtle. The openness conjecture was first
proved in dimension 2 by Favre and Jonsson (see [11]), and then for all dimensions
in [2]. After that, simpler proofs and generalizations to the so called strong openness
conjecture (see below), have been given by Guan-Zhou [13] and [14]; see also [16]
and [19] for variants of the proof and simplifications.

The proof of the openness conjecture from [2] was based on positivity properties
of certain vector bundles from [4], that in some ways can be seen as a complex
variables generalization of the Brunn-Minkowski theorem. The aim of this survey
article is to describe these ‘complex Brunn-Minkowski inequalities’ and explain
how they can be applied in this context. In this we will basically restrict ourselves
to the simplest cases and refer to the original articles for complete statements
and proofs. It should be stressed that the recent proofs of Guan-Zhou, Hiep and
Lempert are actually simpler than the method to prove the openness conjecture
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presented here, but we hope that the original proof still has some interest and that
the exposition here also may serve as an introduction to how our ‘complex Brunn-
Minkowski inequalities’ can be applied. The method here also gives for free a bound
on the exponents p, that can also be obtained in the setting of Guan-Zhou [15], but
with more work.

In the last section we also give a very brief account of the strong openness
conjecture and sketch a conjectural picture how the strong openness theorem might
fit into our method.

2 The Brunn-Minkowski Theorem

The classical Brunn-Minkowski theorem for convex bodies (see e.g. [12] for a nice
account, including history and applications) can be formulated in the following way.

Theorem 2.1 Let A0 and A1 be two convex bodies in Rn, and denote by

At WD fa D ta1 C .1 � t/a0I a0 2 A0 and a1 2 A1g; (2)

for 0 � t � 1. Let jAj be the Lebesgue measure of a set A. Then the function

t! jAtj1=n

is concave.

An equivalent statement that relies less on the additive structure on Rn, and is
more suitable for the complex variants that we will describe later is the following.

Theorem 2.2 Let A be a convex body in RnC1 and denote by

At D fa 2 R
nI .t; a/ 2 Ag: (3)

Then the function t! jAtj1=n is concave.

The equivalence of these two statements is not hard to see. In order to deduce the
first statement from the second we let A be the convex hull in RnC1 of f0g � A0 [
f1g � A1, and for the converse it suffices to observe that if At is defined by (3), then

tA1 C .1 � t/A0 � At;

if A is convex.
There is yet another version of the theorem that will be useful for us. To prove

Theorem 2.1 it actually suffices to prove the seemingly weaker inequality

jAtj � min.jA0j; jA1j/;
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which of course trivially follows from the concavity. This is because we can rescale
the sets and use the homogenity of Lebesgue measure. Therefore we see that
Theorems 2.1 and 2.2 are also equivalent to saying that

t! log jAtj

is concave, since this also implies the min-statement. This is sometimes called the
multiplicative form of the Brunn-Minkowski theorem.

One reason why the multiplicative form is often more useful is that it allows a
functional version, known as Prékopa’s theorem [21].

Theorem 2.3 Let �.t; x/ be a convex function on RnC1 D Rt � Rn
x. Then

Q�.t/ WD log
Z

Rn
e��.t;x/dx (4)

is concave.

To get the multiplicative version of Theorem 2.2 from Prékopa’s theorem one lets
� be the convex function that equals 0 on A and 1 on the complement of A.
(The reader that does not like functions that take infinite values can instead use
an appropriate limit of finite functions.) Then Q�.t/ D log jAtj so log jAtj is concave.

Both the Brunn-Minkowski and Prékopa theorems have a variety of proofs,
often pointing in different directions of generalizations. The proof of Prékopa’s
theorem that is most relevant for us is the one by Brascamp and Lieb [7]. Their
proof is based on a weighted Poincaré inequality, with weight function e�� . This
weighted Poincaré inequality is actually a real variable version of Hörmander’s
[17] L2-estimate for the N@-equation, cf. [8]. It is therefore natural to ask which, if
any, inequalities in the complex domain correspond to Prékopa’s inequality. This
question was discussed in [3, 4] and [5], and in the next section we will give a very
brief account of this.

3 A Complex Variant of the Brunn-Minkowski Theorem

We shall now describe the simplest version of the results in [4]. Let D be a pseudo-
convex domain in Cn

z and let � be a domain in Ct. If �.t; z/ is a plurisubharmonic
function in D WD � � D we consider for each fixed t in � the Bergman space

A2t WD fh 2 H.D/I
Z

D
jh.z/j2e��.t;z/d�.z/ <1g;

equipped with the Bergman norm

khk2t D
Z

D
jh.z/j2e��.t;z/d�.z/:
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If we put an appropriate restriction on the growth of �, like

j�.t; z/ �  .z/j � C.t/;

for some fixed function  and function C.t/, then all the Bergman spaces A2t D A2

are the same as sets, but their norms vary with t. They therefore together make up a
trivial vector bundle

E WD � � A2;

with an hermitian norm k � kt. This is thus an hermitian holomorphic vector bundle,
and although it has in general infinite rank it has a Chern connection and a curvature,
‚E, as in the finite rank case, see [4].

Theorem 3.1 The curvature of E is positive (in the nonstrict sense).

To understand the meaning of this statement it is not absolutely necessary to
resort to the technical definition of curvature and its extension to bundles of infinite
rank – although there are explicit formulas for the curvature that are sometimes
of interest, see [5]. Recall that for vector bundles of finite rank, the curvature is
negative if and only if the logarithm of the norm of any holomorphic section is
(pluri)subharmonic. This can be taken as the definition of negative curvature also
for bundles of infinite rank, and then we say that a bundle has positive curvature
if its dual has negative curvature. For the bundle E above we can e.g. construct
holomorphic sections of its dual in the following way. Let

t! f .t/

be a holomorphic map from � to D. For each t we then let �.t/ 2 E�
t be defined as

evaluation at f .t/, so that

h�.t/; hi D h. f .t//

if h is in A2. Clearly this defines a holomorphic section of E�. The squared norm of
the evaluation functional at a point z for the norm on A2t is by definition Bt.z/, the
(diagonal) Bergman kernel for A2t at z, so

k�.t/k2t D Bt. f .t//:

Hence Theorem 3.1 implies in particular that log Bt. f .t// is subharmonic for any
holomorphic map f , so

log Bt.z/;

is plurisubharmonic on � �D (see [3] for a more general statement).
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For line bundles it is also true that the logarithm of a holomorphic nonvanishing
section is (pluri)superharmonic if the curvature is positive, but we stress that this
does not hold for bundles of higher rank. Thus we have no direct statements about
functions like

t! log
Z

B
jh.z/j2e��.t;z/d�.z/

(with h holomorphic), except in special cases when the rank of the bundle is one.
This actually happens in some cases. If D D Cn and �.t; z/ grows like .nC1/ log.1C
jzj2/ at infinity, then A2 contains only constants, and we can conclude that

Q� WD � log
Z

B
e��.t;z/d�.z/

is subharmonic. This is of course in close analogy with Theorem 2.3. On the other
hand, if � does not satisfy such a bound, Q� is not necessarily subharmonic, as can
be see from the simple example �.t; z/ D jz � Ntj2 � jtj2 D jzj2 � 2Re tz, cf. [18].
Then Q� D cn � jtj2 is not subharmonic.

Theorem 3.1 is the simplest version of what we here call ‘complex Brunn-
Minkowski’ theorems. There are many variants of the setting and the result, the
most general involving fibrations of Kähler manifolds, holomorphic n-forms and
holomorphic line bundles with positively curved metrics. For our purposes here
Theorem 3.1 is enough and we refer to [4] and [5] for proofs and generalizations. Let
us just mention here, in order to make a first contact with Sect. 2, that Theorem 3.1
can be proved by computing

i@N@tkhk2t
and applying Hörmander’s theorem in a way quite similar to how Brascamp and
Lieb proved Prékopa’s theorem.

On a formal level, the analogy between Theorems 3.1 and 2.3 is that we have
replaced the convex function in Theorem 2.3 by a plurisubharmonic function, and
the constant function 1 in Prékopa’s theorem by a holomorphic function h. Although
the statement of Theorem 3.1 has nothing to do with volumes of sets, it turns out
that it can be seen as a stronger version of Theorem 2.3 and implies Theorem 2.3
as a special case. To see this we shall apply Theorem 3.1 when D and � have some
symmetry properties.

We first look at the case when D and �.t; �/ are invariant under the natural S1-
action on C

n

.z1; : : : zn/! .ei� z1; : : : e
i� zn/ WD s� z:

Thus we assume that D is invariant under s� for all real � and that for each t,
�.t; s� z/ D �.t; z/. First we moreover assume that D is even closed under the maps
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z! �z, if j�j � 1. Then D can be written as

D D fzI .z/ < 0g;

for some  , plurisubharmonic in all of Cn, that is logarithmically homogenous, i.e.
 .�z/ D  .z/Clog j�j if � is a nonzero complex number. In particular, D is Runge,
so the polynomials are dense in A2.

Hence our Bergman space A2 splits as a direct sum

A2 D
1M

0

Hm

where Hm is the space of polynomials, and these spaces are orthogonal for all the
norms k � kt. Therefore we also get an orthogonal splitting

E D
1M

0

Em

of the hermitian vector bundle E. Since E has positive curvature it follows that all
the subbundles Em are also positively curved (see e.g. [23] for more on this). In
particular E0 is positively curved. The fibers of E0 consist of polynomials of degree
zero, i.e. constants, so E0 is a line bundle with the constant function 1 as trivializing
section. Since

k1k2t D
Z

D
e��.t;z/d�.z/;

the positivity of E0 means that

t! log
Z

D
e��.t;z/d�.z/

is superharmonic, which is a(nother) complex version of Prékopa’s theorem. It is
only the positivity at the level m D 0 that gives Prékopa-like statements, higher
degrees give corresponding statements for matrices M D .M˛;ˇ/.t/ where

M˛;ˇ.t/ D
Z

D
z˛ Nzˇe��.t;z/d�.z/

where j˛j D jˇj D m. More precisely, we see that

‚m WD iN@.M�1@M/ � 0
as a curvature operator.

In a similar way, the usual Prékopa theorem follows from Theorem 3.1 when we
assume full toric symmetry. We only sketch this and refer to an article by Raufi [23]
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where this is explained and used to get a matrixvalued Prékopa theorem. We then
assume that both D and � are invariant under the full torus action

z! .ei�1z1; : : : e
i�n zn/:

Then � depends only on rj D jzjj and is a convex function of log rj, and D D Tn�DR

where DR is logarithmically convex. The orthogonal splitting

A2 D
M

H˛;

where the sum is now over all multiindices ˛, then gives Prékopa’s theorem after a
logarithmic change of variables. Here all multiindices ˛ give the same information;
the change in ˛ just means that the weight function changes by a linear term.

Even in this case of full toric symmetry, Theorem 3.1 is a bit more general than
Prékopa’s theorem, since we do not need to assume any symmetry in t:

Theorem 3.2 Letˆ.t; x1; : : : xn/ D ˆ.t; z1; : : : zn/ be plurisubharmonic in��VR�
iRn and independent of the imaginary part of z. Then

Q̂ .t/ WD � log
Z

VR

e�ˆ.t;x1;:::xn/dx

is subharmonic in�. In particular, ifˆ is also independent of Im t, then Q̂ is convex.

In this sense one can perhaps say that the classical Brunn-Minkowski theorem
is the special case of the complex theorem when we have maximal symmetry. In
another direction Theorem 3.2 can be seen as a generalization of a well known
result of Kiselman [18].

Theorem 3.3 (Kiselman) Under the same assumptions as in Theorem 3.2, let

Ô .t/ WD inf
x2VR

ˆ.t; x/:

Then Ô is subharmonic.

(This follows from Theorem 3.2 since Ô D limp!1 e.pˆ/=p.)

4 The Openness Problem

We now return to the openness problem. We have given a plurisubharmonic function
u in the ball, which we assume to be negative and such that

Z

B
e�u <1;
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where B is the unit ball. For any s > 0 we let us D max.uC s; 0/ D max.u;�s/C s.
We also extend this to when s is complex with Re s > 0 by putting us D uRe s. Then
u.s; z/ D us.z/ is plurisubharmonic on��B, with� being the halfplane. Obviously
0 � us � s, so us stays uniformly bounded for s bounded. Let, for h holomorphic
and square integrable in the unit ball

khk2s WD
Z

B
jhj2e�2us

(note the factor 2 in the exponent!). Then khk0 is the standard unweighted L2-norm
and for s in a bounded set khks is equivalent to khk0. The next proposition says in
particular that we can express the norm

Z

B
jhj2e�u

in terms of khks.

Proposition 4.1 Assume u < 0 and 0 < p < 2. Then for h square integrable in B

Z

B
jhj2e�pu D ap

Z 1

0

epskhk2s dsC bpkhk20

for ap and bp suitable positive constants.

Proof First note that if x < 0

Z 1

0

epse�2max.xCs;0/ds D
Z �x

0

epsdsC
Z 1

�x
e�2xe.p�2/sds D Cpe�px � 1=p:

Applying this with x D u we find that

Cp

Z

B
jhj2e�pu D

Z 1

0

epskhk2s dsC .1=p/
Z

B
jhj2;

which proves the proposition. �

The moral of Proposition 4.1 is that we have translated questions about the
norm of a scalar valued (holomorphic) function h over an n-dimensional domain
B, to questions about the norm of a vector (A2) valued (constant) function over the
interval .0;1/. These norms khks depend only on Re s and enjoy a certain convexity
property by Theorem 3.1, and we shall see how this reduces the openness problem to
a problem about integrability of convex functions. The next very simple proposition
illustrates the idea.
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Proposition 4.2 Let k.s/ be a convex function on Œ0;1/. Then

Z 1

0

e�k.s/ds <1

if and only if

lim
s!1 k.s/=s > 0:

Proof We may of course assume that k.0/ D 0. Then k.s/=s is increasing so its limit
at infinity exists. If the limit is smaller than or equal to zero, then k.s/ � 0 for all s,
so the integral cannot converge. The other direction is obvious. �

It follows trivially from Proposition 4.2 that if

Z 1

0

es�k.s/ds <1;

then for some p > 1
Z 1

0

eps�k.s/ds <1:

In view of Proposition 4.1 this is a version of the openness statement for one
dimensional spaces. The next theorem is a vector valued analog of Proposition 4.2.

Theorem 4.3 Let H0 be a (separable) Hilbert space equipped with a family of
equivalent Hilbert norms k � ks for Re s � 0. Assume these norms depend only
on the real part of s and define a hermitian metric on the trivial bundle � � H0,
where � is the right half plane, of positive curvature. Let H be the subspace of H0

of elements h such that

khk2 WD
Z 1

0

eskhk2s ds <1:

Then, for any h in H, � > 0 and s > 1=� there is an element hs in H0 such that

kh � hsk20 � 2�khk2; (5)

and

khsk2s � e�.1C�/skhk20: (6)

Proof Take � > 0 and fix s > 1=�. By assumption there is a self adjoint bounded
linear operator Ts on H0 such that

hu; vis D hTsu; vi0:
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By the spectral theorem (see [24]) we can (for s fixed!) realize our Hilbert space H0

as an L2-space over a measure space X, with respect to some positive measure d�,
in such a way that

khk20 D
Z

X
jhj2d�.x/

and

khk2s D
Z

X
jhj2e�s�.x/d�.x/:

We define hs by hs D �.x/h, where � is the characteristic function of the set � >
.1C �/. Let rs D h � hs. Clearly

khsk2s D
Z

�>1C�
jhj2e�s�.x/d�.x/ � e�.1C�/s

Z

X
jhj2d� D e�.1C�/skhk20:

Hence (6) is satisfied. For (5) we will use a comparison with a flat family of metrics,
which we define for 0 � Re t � s by

jhj2t D
Z

X
jhj2e�Re t�.x/d�.x/: (7)

This is a flat metric in the sense that it is isometric to k � k0 D j � j0 via a map T� ,
linear on H0 and holomorphic in �. Indeed, if

h! T�.h/ WD h� WD he��=2;

then

jh�jRe � D khk0:

Since jhjt coincides with khk2t for t D 0 and t D s it follows that

khk2t � jhj2t
for t between 0 and s. This is a consequence of a minimum principle for positively
curved metrics that we will return to shortly. Accepting this for the moment the
argument continues as follows.

Since rs and hs are orthogonal for the scalar product defined by j � jt,
Z s

0

etkhk2t dt �
Z s

0

etjhj2t dt �
Z s

0

etjrsj2t dt:
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By the definition of rs

jrsj2t � e�t.1C�/krsk20:

Hence
Z s

0

etjrsj2t dt �
Z s

0

e��tdtkrsk20 � 1=.2�/krsk20;

since s > 1=�. All in all

krsk20 � 2�khk2

so we have proved (5).
Let us now finally return to the minimum principle used above. For bundles of

finite rank, this is a consequence of a well known theorem, see [1], Lemma 8.11,
and the references there. In our case, when one of the bundles is flat, the proof is
actually easier, as pointed out to us by László Lempert (Private communication), see
also [20]. Let k � k�t and j � j�t be the dual norms of k � kt and j � jt respectively, with
respect to the pairing h�; �i0. By this we mean that

khk�t D sup
g
jhg; hi0j;

with the supremum taken over all g in H0 with kgkt � 1, and j � j�t is defined in an
analogous way. Then clearly

jhj2�t D
Z

X
jhj2eRe t�.x/d�.x/;

so j � j�t is also a flat metric on the vector bundle� � H0.
It suffices to prove that the negatively curved metric k � k�	 is smaller than the

flat metric j � j�	 for Re 	 between 0 and s. Take 0 < t0 < s. Since j � j�	 is flat we
can, as explained above find for any h in H0 a holomorphic h	 which equals h for
	 D t0 and has jh	 j�	 D khk0 constant. Then

 .	/ WD log kh	k�	 � log jh	 j�	
is subharmonic and equal to zero when Re 	 equals zero or s. By the maximum
principle  .t0/ � 0 so khk�t0 � jhj�t0 as we wanted. �

We are now ready to prove the openness theorem.
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Theorem 4.4 Let u be a negative plurisubharmonic function in the unit ball B.
Assume that

Z

B
e�u D A <1:

Then for p < 1C cn=A, where cn is a constant depending only on the dimension,

Z

B=2
e�pu <1:

Proof We apply Theorem 4.3 to

H0 D fh 2 H.B/I
Z

B
jhj2 <1g

and h D 1. Note first that there is a constant ın such that if g is holomorphic in the
ball and

Z

B
jgj2 � ın

then supB=2 jgj � 1=2. By Theorem 4.3, we can for any � > 0 and s > 1=� find a
holomorphic function hs in the ball such that

khsk2s � jBje�.1C�/s

and

kh � hsk20 � 2�A:
If � � ın=.2A/ it follows that supB=2 jh � hsj < 1=2. Since h is identically 1, this
implies that jhsj > 1=2 on B=2. Hence

Z

B=2
e�2us � 4

Z

B
jhsj2e�2us D 4khsk2s � 4jBje�.1C�/s:

Hence, if p < .1C �=2/

eps
Z

B=2
e�2us � Ce�s�=2:

Integrating from 1=� to infinity we find by applying Proposition 4.1 again (with B
replaced by B=2) that

Z

B=2
e�pu <1:

�
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5 A Conjectural Picture for Strong Openness

Let us first state the ‘strong openness conjecture’ from Demailly [9]. It says that if
as before u is plurisubharmonic in the ball and h is holomorphic in the ball, then the
set of p > 0 such that

jhj2e�pu

is integrable in some neighbourhood of the origin, is open. The original openness
conjecture is thus the case of strong openness when h D 1. The strong openness
conjecture was proved by Guan-Zhou in [13], see also Hiep [16] and Lempert [19].
Here we will discuss how this problem might be related to the methods described
above, in the simpler case when we look at integrability over a compact manifold
instead of some neighbourhood of the origin.

First of all, to motivate our discussion, let us say a few words about the openness
problem in one variable. Then the subharmonic function u can be written locally as
the sum of a harmonic part – which does not affect the integrability – and a potential

P.z/ D
Z

log jz� �j2d�.�/;

where � D 
u is a positive measure. It is very easy to see that

e�pu

is integrable in some neighbourhood of the origin if and only if �.f0g/ < 1=p. In
the same way

jhj2e�pu

is integrable if and only if �.f0g/ < .1C k/=p, where k is the order of the zero of h
at the origin.

We now elaborate a little bit on the ‘moral’ of Proposition 4.1 as described in
Sect. 4. To simplify matters somewhat we consider a variant of the setting in Sect. 4,
where instead of a space of holomorphic functions in the ball we look at the space
of sections of a line bundle over a compact manifold, so that we are dealing with
finite dimensional spaces.

Let L ! X be an ample line bundle over a compact manifold. We will consider
the space H0.X;KX C kL/ of holomorphic sections of the adjoint bundles KX C kL.
On L we consider two metrics, � and �0, where �0 is positively curved and smooth
whereas � is a singular metric with i@N@� � 0. We are interested in when integrals

Z

X
jhj2e�.�C.k�1/�0/;
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with h in H0.X;KX C kL/, are finite. Let u D .� � �0/. Then

Z

X
jhj2e�.�C.k�1/�0/ D

Z

X
jhj2e�.uCk�0/;

and u is !-plurisubharmonic for ! D i@N@�0, i.e. i@N@� C ! � 0. As in the previous
section we put us D max.uC Re s; 0/ for Re s � 0. Then us is !-plurisubharmonic
on the product of the halfplane,�, with X. We let

khk2s WD
Z

X
jhj2e�.2usCk�0/:

If k � 2 then i@N@s;X.2us C k�0/ � 0. Hence we can apply the manifold version of
Theorem 3.1 from [3] and conclude that the trivial vector bundle��H0.X;KxCkL/
is positively curved when equipped with the metric k � ks. As before we get that if h
is in H0.X;KX C kL/ then

Z

X
jhj2e�.puCk�0/ D ap

Z 1

0

epskhk2s dsC bpkhk0: (8)

Since the metric on E depends only on the real part of s we can make a change
of variables s D � log �, where � is in the punctured unit disk. Abusing notation
slightly we let khk� D khks if s D � log �. Then

Z 1

0

epskhk2s ds D .2�/�1
Z




e�.pC2/ log j�jkhk2�d�.�/: (9)

We can now extend (the trivial) bundle E as a vector bundle over the entire disk,
including the origin, and consider

e�.pC2/ log j�jkhk2�
as a singular metric defined over the whole disk, see [6, 22]. The only serious
singularities of the metric are of course at the origin. Ideally, we would now have that
this singular metric has a curvature ‚ which has a smooth (or almost smooth) part
outside the origin, plus a singular part ‚sing supported at the origin. With respect to
a holomorphic frame, ‚sing would then be represented by a matrix of Dirac masses
at the origin which could be diagonalized in a suitable frame. The convergence of
(9) should then be governed by the sizes of these Dirac masses, so that

Z

X
jhj2e��C.k�1/�0;

is finite precisely when h lies in the union of the eigenspaces corresponding to
Dirac masses strictly smaller than 1. In fact, our discussion of the one dimensional
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openness conjecture above says precisely that this holds when the rank of the bundle
is one.

There are obstacles to making this picture rigorous. First, Raufi [22], has
given an example of a positively curved singular vector bundle metric, with only
an isolated singularity, whose curvature does not have measure coefficients, but
contains derivatives of Dirac measures. Still, it might be true that this cannot occur
if the metric is S1-invariant as it is in our case. If this turns out to be so it seems
likely that the rest of the argument would go through so that the study of multiplier
ideals, at least over compact manifolds, could be reduced to a vector valued problem
over the disk.
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Estimates for N@ and Optimal Constants

Zbigniew Błocki

Dedicated to Professor Yum-Tong Siu on the occasion of his 70th birthday

1 Introduction

The fundamental extension result of Ohsawa-Takegoshi [12] says that if � is a
pseudoconvex domain and H is an affine complex subspace of Cn then for any
plurisubharmonic ' in � (' 
 0 is an especially interesting case) and any
holomorphic f in �0 WD � \ H there exists a holomorphic extension F to �
satisfying the estimate

Z

�

jFj2e�'d� � C�
Z

�0

jf j2e�'d�0; (1)

where C is a constant depending only on n and the diameter of �.
The original proof of this result used N@-theory on complete Kähler manifolds and

complicated commutator identities. This approach was simplified by Siu [13] who
used only Hörmander’s formalism in Cn and proved in addition that the constant
C depends only on the distance of � from H: he showed that if � � fjznj < 1g
and H D fzn D 0g then one can take C D 64=9

p
1C 1=4e D 6:80506 : : : in

(1). This was improved to C D 4 in [1] and C D 1:95388 : : : in [10]. The optimal
constant here, C D 1, was recently obtained in [6]. A slightly more general result
was shown: if � � Cn�1 � D and 0 2 D then (1) holds with C D cD.0/

�2, where
cD.0/ is the logarithmic capacity of C n D with respect to 0. This gave in particular
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a one-dimensional estimate

cD.z/
2 � �KD.z; z/;

where KD is the Bergman kernel, and settled a conjecture of Suita [14].
The main tool in proving the optimal version of (1) was a new L2–estimate for

N@. On one hand, this new result, using some ideas of Berndtsson [2] and B.-Y. Chen
[8], easily follows from the classical Hörmander estimate [11]. On the other hand,
it also implies some other N@-estimates due to Donnelly-Fefferman and Berndtsson,
even with optimal constants as will turn out. Important contribution here is due to
B.-Y. Chen [8] who showed that the Ohsawa-Takegoshi theorem, unlike in [12, 13]
or [1], can be deduced directly from Hörmander’s estimate.

2 Estimates for N@

Let � be a pseudoconvex domain in Cn. For

˛ D
X

j

˛jdNzj 2 L2loc;.0;1/.�/

we look for u 2 L2loc.�/ solving the equation

N@u D ˛: (2)

Such u always exists and we are interested in weighted L2-estimates for solutions of
(2).

The classical one is due to Hörmander [11]: for smooth, strongly plurisubhar-
monic ' in � one can find a solution of (2) satisfying

Z

�

juj2e�'d� �
Z

�

j˛j2
i@N@'e�'d�; (3)

where

j˛j2
i@N@' D

X

j;k

' jk N̨ j˛k

is the length of ˛ with respect to the Kähler metric with potential '. (Here .' jk/ is
the inverse transposed of the complex Hessian .@2'=@zj@Nzk/.) It was observed in [4]
that the Hörmander estimate (3) also holds for arbitrary plurisubharmonic ' but one
should replace j˛j2

i@N@' with any nonnegative H 2 L1
loc.�/ satisfying

i N̨ ^ ˛ � H i@N@':
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Another very useful estimate (see e.g. [7]) for (2) is due to Donnelly-Feffermann
[9]: if  is another plurisubharmonic function in � such that

i@ ^ N@ � i@N@ 

(that is j N@ j2
i@N@ � 1) then there exists a solution of (2) with

Z

�

juj2e�'d� � C
Z

�

j˛j2
i@N@ e�'d�; (4)

where C is an absolute constant. We will show that C D 4 is optimal here.
The Donnelly-Feffermann estimate (4) was generalized by Berndtsson [1]: if 0 �

ı < 1 then we can find appropriate u with

Z

�

juj2eı �'d� � 4

.1 � ı/2
Z

�

j˛j2
i@N@ eı �'d�: (5)

This particular constant was obtained in [3] (originally in [1] it was 4
ı.1�ı/2 ) and we

will prove in Sect. 3 that it is the best possible.
Berndtsson’s estimate (5) is closely related to the Ohsawa-Takegoshi extension

theorem [12] but the latter cannot be deduced from it directly (it could be if (5) were
true for ı D 1). The following version from [5] makes up for this disadvantage: if
in addition j N@ j2

i@N@ � ı < 1 on supp˛ then we can find a solution of (2) with

Z

�

juj2.1 � jN@ j2
i@N@ /e

 �'d� � 1

.1 �pı/2
Z

�

j˛j2
i@N@ e �'d�: (6)

The best constant in the Ohsawa-Takegoshi theorem that one can get from (6) is
1:95388 : : : (see [5]), originally obtained in [10].

To get the optimal constant 1 in the Ohsawa-Takegoshi theorem the following
estimate for N@ was obtained in [6]:

Theorem 1 Assume that ˛ 2 L2loc;.0;1/.�/ is N@-closed form in a pseudoconvex

domain � in Cn. Let ' be plurisubharmonic in � and  2 W1;2
loc .�/, locally

bounded from above, satisfy j N@ j2
i@N@' � 1 in � and j N@ j2

i@N@' � ı on supp˛. Then

there exists u 2 L2loc.�/ solving (2) and such that

Z

�

juj2.1 � jN@ j2
i@N@'/e

2 �'d� � 1Cpı
1 �pı

Z

�

j˛j2
i@N@'e2 �'d�: (7)

Theorem 1 can be quite easily deduced from the Hörmander estimate (3) using
some ideas of Berndtsson [2] and Chen [8], see [6] for details. On the other hand,
note that we can recover (3) from Theorem 1 if we take  
 0. We can also easily
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get (5): take Q' D ' C  and Q D 1Cı
2
 . Then 2 Q � Q' D ı � ' and

j N@ Q j2
i@N@ Q' �

.1C ı/2
4

DW Qı

(since j N@ j2
i@N@ � 1). From (7) we obtain (5) with the constant

1C
p Qı

.1 �
p Qı/.1 � Qı/

D 4

.1 � ı/2 :

3 Optimal Constants

We will show that the constant in (5) is optimal for every ı. For ı D 0 this gives
C D 4 in the Donnelly-Fefferman estimate (4). We consider � D 
, the unit disc,
' 
 0 and  .z/ D � log.� log jzj/, so that

 zNz D j zj2 D 1

4jzj2 log2 jzj :

We also take functions of the form

v.z/ D �.� log jzj/
z

(8)

for � 2 C1
0.Œ0;1//, and set

˛ WD N@v D ��
0.� log jzj/
2jzj2 dNz: (9)

The crucial observation is that v is the minimal solution to N@u D ˛ in L2.
; eı /.
Indeed, using polar coordinates we can easily show that fzngn�0 is an orthogonal
system in L2.
; eı /\ ker N@ and that

hv; zniL2.
;eı / D 0; n D 0; 1; : : :
Berndtsson’s estimate (5) now gives the following version of the Hardy-Poincaré
inequality

Z 1

0

�2t�ıdt � 4

.1 � ı/2
Z 1

0

.�0/2t2�ıdt (10)

if 0 � ı < 1 and � 2 C1
0.Œ0;1//.

We are thus reduced to proving that this constant is optimal:
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Proposition 2 The constant 4=.1 � ı/2 in (10) cannot be improved.

Proof Set

�.t/ D
(

t�a; 0 < t � 1
t�b; t � 1:

Then both left and right-hand sides of (10) are finite iff a < .1 � ı/=2 and b >

.1� ı/=2. Assuming this, and since �.t/ is monotone and converges to 0 as t!1,
we can find an appropriate approximating sequence in C1

0.Œ0;1//. Thus (10) holds
also for this �. We compute

Z 1

0

�2t�ıdt D 1

1 � ı � 2a
C 1

ı � 1C 2b

and

Z 1

0

.�0/2t2�ıdt D a2

1 � ı � 2a
C b2

ı � 1C 2b
:

The ratio between these quantities is equal to

2

.1 � ı/.aC b/� 2ab

and it tends to 4=.1� ı/2 as both a and b tend to .1 � ı/=2. �

Finally, since the same argument would work for any radially symmetric weights
in 
 or an annulus fr < jzj < 1g where 0 � r < 1, from (5) with ˛ given by (9)
and ',  of the form ' D g.� log jzj/,  D h.� log jzj/ we can get the following
weighted Poincaré inequalities:

Theorem 3 Let g; h be convex, decreasing functions on .0;1/. Assume in addition
that h is C2 smooth, h00 > 0 and .h0/2 � h00. Then, if 0 � ı < 1, for � 2 C1

0.Œ0;1//
one has

Z 1

0

�2eıh�gdt � 4

.1 � ı/2
Z 1

0

.�0/2

h00 eıh�gdt:

�

Theorem 4 Let g; h be convex functions on .0;T/, where 0 < T � 1. Assume
that h is C2 smooth, h00 > 0 and .h0/2 � h00. If 0 � ı < 1 it follows that for any
� 2 W1;2

loc ..0;T// with

Z T

0

�eıh�gdt D 0 (11)
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we have

Z T

0

�2eıh�gdt � 4

.1 � ı/2
Z T

0

.�0/2

h00 eıh�gdt

provided that both integrals exist. �

The condition (11) is necessary to ensure that in the case of an annulus the
solution given by (8) is minimal in the L2.fr < jzj < 1g; eı �'/-norm: it is enough
to check that it is perpendicular to every element of the orthogonal system fzkgk2Z in
ker N@. For k ¤ �1 it is sufficient to use the fact that the weight is radially symmetric
and for k D �1 one has to use (11).
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On the Cohomology of Pseudoeffective Line
Bundles

Jean-Pierre Demailly

Dedicated to Professor Yum-Tong Siu on the occasion of his
70th birthday

1 Introduction and Statement of the Main Results

Let X be a compact Kähler n-dimensional manifold, equipped with a Kähler metric,
i.e. a positive definite Hermitian .1; 1/-form ! D i

P
1�j;k�n !jk.z/ dzj ^ dzk such

that d! D 0. By definition a holomorphic line bundle L on X is said to be pseudo-
effective if there exists a singular hermitian metric h on L, given by h.z/ D e�'.z/
with respect to a local trivialization LjU ' U � C, such that the curvature form

i�L;h WD i @@' (1)

is (semi) positive in the sense of currents, i.e. ' is locally integrable and i�L;h � 0 :
in other words, the weight function ' is plurisubharmonic (psh) on the correspond-
ing trivializing open set U. A basic concept is the notion of multiplier ideal sheaf,
introduced in [50].

Definition 1 To any psh function ' on an open subset U of a complex manifold X,
one associates the “multiplier ideal sheaf” I .'/ � OXjU of germs of holomorphic
functions f 2 OX;x, x 2 U, such that jf j2e�' is integrable with respect to the
Lebesgue measure in some local coordinates near x. We also define the global
multiplier ideal sheaf I .h/ � OX of a hermitian metric h on L 2 Pic.X/ to be
equal to I .'/ on any open subset U where LjU is trivial and h D e�' . In such a
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definition, we may in fact assume i�L;h � �C!, i.e. locally ' D pshC C1, we
say in that case that ' is quasi-psh.

Let us observe that a multiplier ideal sheaf I .'/ is left unmodified by adding a
smooth function to ' ; for such purposes, the additional C1 terms are irrelevant
in quasi-psh functions. A crucial and well-known fact is that the ideal sheaves
I .'/ � OXjU and I .h/ � OX are always coherent analytic sheaves; when U � X
is a coordinate open ball, this can be shown by observing that I .'/ coincides with
the locally stationary limit J D lim"N!C1JN of the increasing sequence of
coherent ideals JN D .gj/0�j<N associated with a Hilbert basis .gj/j2N of the
Hilbert space of holomorphic functions f 2 OX.U/ such that

R
U jf j2e�'dV! < C1.

The proof is a consequence of Hörmander’s L2 estimates applied to weights of the
form

 .z/ D '.z/C .nC k/ log jz� xj2:

This easily shows that I .'/x C mk
x D Jx C mk

x, and one then concludes that
I .'/x D Jx by the Krull lemma. When X is projective algebraic, Serre’s GAGA
theorem implies that I .h/ is in fact a coherent algebraic sheaf, in spite of the fact
that ' may have very “wild” analytic singularities – e.g. they might be everywhere
dense in X in the Euclidean topology. Therefore, in some sense, the multiplier
ideal sheaf is a powerful tool to extract algebraic (or at least analytic) data from
arbitrary singularities of psh functions. In this context, assuming strict positivity of
the curvature, one has the following well-known fundamental vanishing theorem.

Theorem 1 (Nadel Vanishing Theorem, [22, 50]) Let .X; !/ be a compact Kähler
n-dimensional manifold, and let L be a holomorphic line bundle over X equipped
with a singular Hermitian metric h. Assume that i�L;h � "! for some " > 0 on X.
Then

Hq
�
X;O.KX ˝ L/˝I .h/

	 D 0 for all q � 1;

where KX D ˝n
X D �nT�

X denotes the canonical line bundle.

The proof follows from an application of Hörmander’s L2 estimates with singular
weights, themselves derived from the Bochner-Kodaira identity (see [19, 21, 40]).
One should observe that the strict positivity assumption implies L to be big, hence X
must be projective, since every compact manifold that is Kähler and Moishezon
is also projective (cf. [48, 52, 53]). However, when relaxing the strict positivity
assumption, one can enter the world of general compact Kähler manifolds, and their
study is one of our main goals.
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In many cases, one has to assume that the psh functions involved have milder
singularities. We say that a psh or quasi-psh function ' has analytic singularities if
locally on the domain of definition U of ' one can write

'.z/ D c log
NX

jD1
jgjj2 C O.1/ (2)

where the gj’s are holomorphic functions, c 2 RC and O.1/means a locally bounded
remainder term. Assumption (2) implies that the set of poles Z D '�1.�1/ is an
analytic set, locally defined as Z DT g�1

j .0/, and that ' is locally bounded on UXZ.
We also refer to this situation by saying that ' has logarithmic poles. In general, one
introduces the following comparison relations for psh or quasi-psh functions ' and
hermitian metrics h D e�' ; a more flexible comparison relation will be introduced
in Sect. 5.

Definition 2 Let '1; '2 be psh functions on an open subset U of a complex
manifold X. We say that

(a) '1 has less singularities than '2, and write '1 4 '2, if for every point x 2 U,
there exists a neighborhood V of x and a constant C � 0 such that '1 � '2�C
on V .

(b) '1 and '2 have equivalent singularities, and write '1 	 '2, if locally near any
point of U we have '1 � C � '2 � '1 C C.

Similarly, given a pair of hermitian metrics h1, h2 on a line bundle L! X,

(a’) we say that h1 is less singular than h2, and write h1 4 h2, if locally there exists
a constant C > 0 such that h1 � Ch2.

(b’) we say that h1, h2 have equivalent singularities, and write h1 	 h2, if locally
there exists a constant C > 0 such that C�1h2 � h1 � Ch2.

.of course when h1 and h2 are defined on a compact manifold X, the constant C can
be taken global on X in (a’) and (b’)/.

Important features of psh singularities are the semi-continuity theorem (see [27])
and the strong openness property recently proved by Guan and Zhou [36–38]. Let
U be an open set in a complex manifold X and ' a psh function on U. Following
[27], we define the log canonical threshold of ' at a point z0 2 U by

cz0.'/ D sup
˚
c > 0 W e�2c ' is L1 on a neighborhood of z0


 2 �0;C1� (3)

(Here L1 integrability refers to the Lebesgue measure with respect to local coor-
dinates). It is an important invariant of the singularity of ' at z0. We refer to
[25–27, 29, 45, 50, 55, 61] for further information about properties of the log
canonical threshold. In this setting, the semi-continuity theorem can be stated as
follows.
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Theorem 2 (cf. [27]) For any given z0 2 U, the map PSH.U/ ! �0;C1�, ' 7!
cz0.'/ is upper semi-continuous with respect to the topology of weak convergence
on the space of psh functions .the latter topology being actually the same as the
topology of L1loc convergence/.

The original proof of [27] was rather involved and depended on uniform
polynomial approximation, combined with a reduction to a semi-continuity theorem
for algebraic singularities; the Ohsawa-Takegoshi L2 extension theorem [51] was
used in a crucial way. We will give here a simpler and more powerful derivation due
to Hiep [54], still depending on the Ohsawa-Takegoshi theorem, that simultaneously
yields effective versions of Berndtsson’s result [3] on the openness conjecture, as
well as Guan and Zhou’s proof of the strong openness conjecture for multiplier
ideal sheaves.

Theorem 3 ([36–38]) Let ';  j, j 2 N, be psh functions on an open set U in a
complex manifold X. Assume that j � ' and that j converges to ' in L1loc topology
as j! C1. Then for every relatively compact subset U0 b U, the multiplier ideal
sheaves I . j/ coincide with I .'/ on U0 for j � j0.U0/� 1.

Before going further, notice that the family of multiplier ideals � 7! I .�'/
associated with a psh function ' is nonincreasing in � 2 RC. By the Noetherian
property of ideal sheaves, they can jump only for a locally finite set of values � in
Œ0;C1Œ, and in particular, there exists a real value �0 > 1 such that

IC.'/ WD lim
"!0CI ..1C "/'/ D I .�'/; 8� 2 �1; �0�: (4)

We will say that IC.'/ is the upper semicontinuous regularization of the multiplier
ideal sheaf. Berndtsson’s result [3] states that the equality I .'/ D OX implies
IC.'/ D OX . If we take  j D .1C 1=j/' and assume (without loss of generality)
that ' � 0, Theorem 3 implies in fact

Corollary 1 For every psh function ', the upper semicontinuous regularization
coincides with the multiplier ideal sheaf, i.e. IC.'/ D I .'/.

Now, if L is a pseudoeffective line bundle, it was observed in [23] that there
always exists a unique equivalence class hmin of singular hermitian metrics with
minimal singularities, such that i�L;hmin � 0 (by this we mean that hmin is unique
up to equivalence of singularities). In fact, if h1 is a smooth metric on L, one can
define the corresponding weight 'min of hmin as an upper envelope

'min.z/ D sup
˚
'.z/ I i�L;h

1

C i @@' � 0; ' � 0 on X


; (5)

and put hmin D h1e�'min . In general, hmin need not have analytic singularities.
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An important fact is that one can approximate arbitrary psh functions by psh
functions with analytic singularities. The appropriate technique consists of using an
asymptotic Bergman kernel procedure (cf. [21] and Sect. 2). If ' is a holomorphic
function on a ball B � Cn, one puts

'm.z/ D 1

2m
log

X

`2N
jgm;`.z/j2

where .gm;`/`2N is a Hilbert basis of the space H .B;m'/ of L2 holomorphic
functions on B such that

R
B jf j2e�2m'dV < C1. When T D ˛ C ddc' is a closed

.1; 1/-current on X in the same cohomology class as a smooth .1; 1/-form ˛ and
' is a quasi-psh potential on X, a sequence of global approximations Tm can be
produced by taking a finite covering of X by coordinate balls .Bj/. A partition of
unity argument allows to glue the local approximations 'm;j of ' on Bj into a global
potential 'm, and one sets Tm D ˛ C ddc'm. These currents Tm converge weakly
to T, are smooth in the complement X X Zm of an increasing family of analytic
subsets Zm � X, and their singularities approach those of T. More precisely, the
Lelong numbers �.Tm; z/ converge uniformly to those of T, and whenever T � 0, it
is possible to produce a current Tm that only suffers a small loss of positivity, namely
Tm � �"m! where limm!C1 "m D 0. These considerations lead in a natural way to
the concept of numerical dimension of a closed positive .1; 1/-current T. We define

nd.T/ D max
˚
p D 0; 1; : : : ; n I lim sup

m!C1

Z

XXZm

.Tm C "m!/
p ^ !n�p > 0



: (6)

One can easily show (see Sect. 5) that the right hand side of (6) does not depend on
the sequence .Tm/, provided that the singularities approach those of T (we call this
an “asymptotically equisingular approximation”).

These concepts are very useful to study cohomology groups with values in
pseudoeffective line bundles .L; h/. Without assuming any strict positivity of the
curvature, one can obtain at least a hard Lefschetz theorem with coefficients in
L. The technique is based on a use of harmonic forms with respect to suitable
“equisingular approximations” 'm of the weight ' of h (in that case we demand that
I .'m/ D I .'/ for all m); the main idea is to work with complete Kähler metrics
in the open complements X X Zm where 'm is smooth, and to apply a variant of the
Bochner formula on these sets. More details can be found in Sect. 4 and in [31].

Theorem 4 ([31]) Let .L; h/ be a pseudo-effective line bundle on a compact Kähler
manifold .X; !/ of dimension n, let �L;h � 0 be its curvature current and I .h/ the
associated multiplier ideal sheaf. Then, the wedge multiplication operator !q ^ �
induces a surjective morphism

˚
q
!;h W H0.X;˝n�q

X ˝ L˝I .h// �! Hq.X;˝n
X ˝ L˝I .h//:
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The special case when L is nef is due to Takegoshi [62]. An even more special
case is when L is semipositive, i.e. possesses a smooth metric with semipositive
curvature. In that case the multiple ideal sheaf I .h/ coincides with OX and we get
the following consequence already observed by Enoki [33] and Mourougane [49].

Corollary 2 Let .L; h/ be a semipositive line bundle on a compact Kähler manifold
.X; !/ of dimension n. Then, the wedge multiplication operator !q ^ � induces a
surjective morphism

˚q
! W H0.X;˝n�q

X ˝ L/ �! Hq.X;˝n
X ˝ L/:

It should be observed that although all objects involved in Theorem 4 are
algebraic when X is a projective manifold, there is no known algebraic proof of
the statement; it is not even clear how to define algebraically I .h/ for the case
when h D hmin is a metric with minimal singularity. However, even in the special
circumstance when L is nef, the multiplier ideal sheaf is crucially needed.

The next statement is taken from the PhD thesis of Junyan Cao [13]. The proof is
a combination of our Bergman regularization techniques, together with an argument
of Ch. Mourougane [49] relying on a use of the Calabi-Yau theorem for Monge-
Ampère equations.

Theorem 5 ([13, 14]) Let .L; h/ be a pseudoeffective line bundle on a compact
Kähler n-dimensional manifold X. Then

Hq.X;KX ˝ L˝I .h// D 0 for every q � n � nd.L; h/C 1;

where nd.L; h/ WD nd. i�L;h/.

Cao’s technique of proof actually yields the result for the upper semicontinuous
regularization

IC.h/ D lim
"!0

I .h1C"/ (7)

instead of I .h/, but we can apply Guan-Zhou’s Theorem 3 to see that the equality
IC.h/ D I .h/ always holds. As a final geometric application of this circle of
ideas, we present the following result which was obtained in [16].

Theorem 6 ([16]) Let X be a compact Kähler threefold that is “strongly simple” in
the sense that it has no nontrivial analytic subvariety. Then the Albanese morphism
˛ W X ! Alb.X/ is a biholomorphism, and therefore X is biholomorphic to a 3-
dimensional complex torus C3=�.

I would like to thank the referee wholeheartedly for numerous suggestions that
led to substantial improvements of the exposition.
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2 Approximation of psh Functions and of Closed
(1,1)-Currents

We first recall here the basic result on the approximation of psh functions by
psh functions with analytic singularities. The main idea is taken from [Dem92]
and relies on the Ohsawa-Takegoshi extension theorem, For other applications to
algebraic geometry, see [Dem93b] and Demailly-Kollár [DK01]. Let ' be a psh
function on an open set ˝ � Cn. Recall that the Lelong number of ' at a point
x0 2 ˝ is defined to be

�.'; x0/ D lim inf
z!x0

'.z/

log jz� x0j D lim
r!0

C

supB.x0;r/ '

log r
: (8)

In particular, if ' D log jf j with f 2 O.˝/, then �.'; x0/ is equal to the vanishing
order

ordx0 .f / D supfk 2 N ID˛f .x0/ D 0; 8j˛j < kg:

Theorem 7 Let ' be a plurisubharmonic function on a bounded pseudoconvex
open set ˝ � Cn. For every m > 0, let H˝.m'/ be the Hilbert space of
holomorphic functions f on ˝ such that

R
˝
jf j2e�2m'dV2n < C1 and let 'm D

1
2m log

P jgm;`j2 where .gm;`/ is an orthonormal basis of H˝.m'/. Then there are
constants C1;C2 > 0 independent of m such that

(a) '.z/�C1
m
� 'm.z/ � sup

j��zj<r
'.�/C 1

m
log

C2
rn

for every z 2 ˝ and r < d.z; @˝/.

In particular, 'm converges to ' pointwise and in L1loc topology on ˝ when
m!C1 and

(b) �.'; z/� n

m
� �.'m; z/ � �.'; z/ for every z 2 ˝ .

Proof

(a) Note that
P jgm;`.z/j2 is the square of the norm of the evaluation linear form

evz W f 7! f .z/ on H˝.m'/, since gm;`.z/ D evz.gm;`/ is the `-th coordinate of
evz in the orthonormal basis .gm;`/. In other words, we have

X
jgm;`.z/j2 D sup

f 2B.1/
jf .z/j2

where B.1/ is the unit ball of H˝.m'/ (The sum is called the Bergman kernel
associated with H˝.m'/). As ' is locally bounded from above, the L2 topology
is actually stronger than the topology of uniform convergence on compact
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subsets of ˝ . It follows that the series
P jgm;`j2 converges uniformly on ˝

and that its sum is real analytic. Moreover, by what we just explained, we have

'm.z/ D sup
f 2B.1/

1

2m
log jf .z/j2 D sup

f 2B.1/

1

m
log jf .z/j:

For z0 2 ˝ and r < d.z0; @˝/, the mean value inequality applied to the psh
function jf j2 implies

jf .z0/j2 � 1

�nr2n=nŠ

Z

jz�z0j<r
jf .z/j2dV2n.z/

� 1

�nr2n=nŠ
exp

�
2m sup

jz�z0j<r
'.z/

� Z

˝

jf j2e�2m'dV2n:

If we take the supremum over all f 2 B.1/ we get

'm.z0/ � sup
jz�z0j<r

'.z/C 1

2m
log

1

�nr2n=nŠ

and the second inequality in (a) is proved – as we see, this is an easy
consequence of the mean value inequality. Conversely, the Ohsawa-Takegoshi
extension theorem ([51]) applied to the 0-dimensional subvariety fz0g � ˝

shows that for any a 2 C there is a holomorphic function f on ˝ such that
f .z0/ D a and

Z

˝

jf j2e�2m'dV2n � C3jaj2e�2m'.z0/;

where C3 only depends on n and diam˝ . We fix a such that the right hand side
is 1. Then kfk � 1 and so we get

'm.z0/ � 1

m
log jf .z0/j D 1

m
log jaj D '.z/� log

C3
m
:

The inequalities given in (a) are thus proved. Taking r D 1=m, we find that
limm!C1 supj��zj<1=m '.�/ D '.z/ by the upper semicontinuity of ', and
therefore lim 'm.z/ D '.z/, since lim 1

m log.C2mn/ D 0.
(b) The above estimates imply

sup
jz�z0j<r

'.z/ � C1
m
� sup

jz�z0j<r
'm.z/ � sup

jz�z0j<2r
'.z/C 1

m
log

C2
rn
:
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After dividing by log r < 0 when r! 0, we infer

supjz�z0j<2r '.z/C 1
m log C2

rn

log r
� supjz�z0j<r 'm.z/

log r
� supjz�z0j<r '.z/ � C1

m

log r
;

and from this and definition (8), it follows immediately that

�.'; x/� n

m
� �.'m; z/ � �.'; z/:

ut
Theorem 7 implies in a straightforward manner the deep result of [57] on the

analyticity of the Lelong number upperlevel sets.

Corollary 3 ([57]) Let ' be a plurisubharmonic function on a complex manifold X.
Then, for every c > 0, the Lelong number upperlevel set

Ec.'/ D
˚
z 2 X I �.'; z/ � c




is an analytic subset of X.

Proof Since analyticity is a local property, it is enough to consider the case of a
psh function ' on a pseudoconvex open set ˝ � Cn. The inequalities obtained in
Theorem 7 (b) imply that

Ec.'/ D
\

m�m0

Ec�n=m.'m/:

Now, it is clear that Ec.'m/ is the analytic set defined by the equations g.˛/m;`.z/ D 0

for all multi-indices ˛ such that j˛j < mc. Thus Ec.'/ is analytic as a (countable)
intersection of analytic sets. ut
Remark 1 It has been observed by Dano Kim [44] that the functions 'm produced
by Theorem 7 do not in general satisfy 'mC1 < 'm, in other words their singularities
may not always increase monotonically to those of '. Thanks to the subbadditivity
result of [18], this is however the case for any subsequence 'mk such that mk divides
mkC1, e.g. mk D 2k or mk D kŠ (we will refer to such a sequence below as being
a “multiplicative sequence”). In that case, a use of the Ohsawa-Takegoshi theorem
on the diagonal of ˝ � ˝ shows that one can obtain 'mkC1

� 'mk (after possibly
replacing 'mk by 'mk C C=mk with C large enough), see [18] and [31].

Our next goal is to study the regularization process more globally, i.e. on a
compact complex manifold X. For this, we have to take care of cohomology class.
It is convenient to introduce dc D i

4�
.@� @/, so that ddc D i

2�
@@. Let T be a closed

.1; 1/-current on X. We assume that T is quasi-positive, i.e. that there exists a .1; 1/-
form � with continuous coefficients such that T � � ; observe that a function ' is
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quasi-psh iff its complex Hessian is bounded below by a .1; 1/-form with continuous
or locally bounded coefficients, that is, if ddc' is quasi-positive. The case of positive
currents (� D 0) is of course the most important.

Lemma 1 There exists a smooth closed .1; 1/-form ˛ representing the same @@-
cohomology class as T and an quasi-psh function ' on X such that T D ˛ C ddc'.

Proof Select an open covering .Bj/ of X by coordinate balls such that T D ddc'j

over Bj, and construct a global function ' D P
�j'j by means of a partition of

unity f�jg subordinate to Bj. Now, we observe that ' � 'k is smooth on Bk because
all differences 'j � 'k are smooth in the intersections Bj \ Bk and we can write
' � 'k DP �j.'j � 'k/. Therefore ˛ WD T � ddc' is smooth. ut

Thanks to Lemma 1, the problem of approximating a quasi-positive closed .1; 1/-
current is reduced to approximating a quasi-psh function. In this way, we get

Theorem 8 Let T D ˛ C ddc' be a quasi-positive closed .1; 1/-current on a
compact Hermitian manifold .X; !/ such that T � � for some continuous .1; 1/-
form � . Then there exists a sequence of quasi-positive currents Tm D ˛ C ddc'm

whose local potentials have the same singularities as 1=2m times a logarithm of
a sum of squares of holomorphic functions and a decreasing sequence "m > 0

converging to 0, such that

(a) Tm converges weakly to T,

(b) �.T; x/� n

m
� �.Tm; x/ � �.T; x/ for every x 2 X I

(c) Tm � � � "m!.

We say that our currents Tm are approximations of T with analytic singularities
.possessing logarithmic poles/. Moreover, for any multiplicative subsequence mk,
one can arrange that Tmk D ˛ C ddc'mk where .'mk/ is a non-increasing sequence
of potentials.

Proof We just briefly sketch the idea – essentially a partition of unity argument –
and refer to [21] for the details. Let us write T D ˛Cddc' with ˛ smooth, according
to Lemma 1. After replacing T with T�˛ and � with � �˛, we can assume without
loss of generality that fTg D 0, i.e. that T D ddc' with a quasi-psh function ' on X
such that ddc' � � . Now, for " > 0 small, we select a finite covering .Bj/1�j�N."/

of X by coordinate balls on which there exists an "-approximation of � as

X

1�`�n

�j;` i dzj
` ^ dzj

` � �jBj �
X

1�`�n

.�j;` C "/ i dzj
` ^ dzj

`

in terms of holomorphic coordinates .zj
`/1�`�n on Bj (for this we just diagonalize

�.aj/ at the center aj of Bj, and take the radius of Bj small enough). By con-
struction  j;".z/ D '.z/ �P1�`�n �j;`jzj

`j2 is psh on B`, and we can thus obtain
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approximations  j;";m of  j by the Bergman kernel process applied on each ball Bj.
The idea is to define a global approximation of ' by putting

'";m.x/ D 1

m
log

� X

1�j�N."/

�j;".x/ exp
�

m
�
 j;";m.x/C

X

1�`�n

.�j;` � "/jzj
`j2
���

where .�j;"/1�j�N."/ is a partition of unity subordinate to the Bj’s. If we take
" D "m and 'm D '"m;m where "m decays very slowly, then it is not hard to check
that Tm D ddc'm satisfies the required estimates; it is essentially enough to observe
that the derivatives of �j;" are “killed” by the factor 1

m when m� 1
"
. ut

We need a variant of Theorem 8 providing more “equisingularity” in the sense
that the multiplier ideal sheaves are preserved. If one adds the requirement to obtain
a non-increasing sequence of approximations of the potential, one can do this only
at the expense of accepting “transcendental” singularities, which can no longer be
guaranteed to be logarithmic poles.

Theorem 9 Let T D ˛ C ddc' be a closed .1; 1/-current on a compact Hermitian
manifold .X; !/, where ˛ is a smooth closed .1; 1/-form and ' a quasi-psh function.
Let � be a continuous real .1; 1/-form such that T � � . Then one can write ' D
limm!C1 Q'm where

(a) Q'm is smooth in the complement X X Zm of an analytic set Zm � X I
(b) f Q'mg is a non-increasing sequence, and Zm � ZmC1 for all m I
(c)

R
X.e

�' � e� Q'm/dV! is finite for every m and converges to 0 as m! C1I
(d) .“equisingularity”/I . Q'm/ D I .'/ for all m I
(e) Tm D ˛ C ddc Q'm satisfies Tm � � � "m!, where limm!C1 "m D 0.

Proof (A substantial simplification of the original proof in [31].) As in the previous
proof, we may assume that ˛ D 0 and T D ddc', and after subtracting a constant
to ' we can also achieve that ' � �1 everywhere on X. For every germ f 2 OX;x,
(c) implies

R
U jf j2.e�' � e� Q'm/dV! < C1 on some neighborhood U of x, hence

the integrals
R

U jf j2e�'dV! and
R

U jf j2e� Q'mdV! are simultaneously convergent or
divergent, and (d) follows trivially. We define

Q'm.x/ D sup
k�m

.1C 2�k/'pk

where .pk/ is a multiplicative sequence that grows fast enough, with 'pkC1
� 'pk � 0

for all k. Clearly Q'm is a non-increasing sequence, and

lim
m!C1 Q'm.x/ D lim

k!C1'pk.x/ D '.x/
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at every point x 2 X. If Zm is the set of poles of 'pm , it is easy to see that

Q'm.x/ D lim
`!C1 sup

k2Œm;`�
.1C 2�k/'pk

converges uniformly on every compact subset of X X Zm, since any new term
.1C 2�`/'p` may contribute to the sup only in case

'p` �
1C 2�pm

1C 2�p`
'pm .� 2'pm/;

and the difference of that term with respect to the previous term .1C2�.`�1//'p`�1 �
.1 C 2�.`�1//'p` is less than 2�`j'p` j � 21�`j'pmj. Therefore Q'm is continuous
on X X Zm, and getting it to be smooth is only a matter of applying Richberg’s
approximation technique ([24, 56]). The only serious thing to prove is property (c).
To achieve this, we observe that f' < Q'mg is contained in the union

S
k�mf' <

.1C 2�k/'pkg, therefore

Z

X

�
e�' � e� Q'm

	
dV! �

C1X

kDm

Z

X
1'<.1C2�k/'pk

e�'dV! (9)

and
Z

X
1'<.1C2�k/'pk

e�'dV! D
Z

X
1'<.1C2�k/'pk

exp
�
2k' � .2k C 1/'	dV!

�
Z

X
1'<.1C2�k/'pk

exp
�
.2k C 1/.'pk � '/

	
dV!

�
Z

X
1'<.1C2�k/'pk

exp
�
2pk.'pk � '/

	
dV! (10)

if we take pk > 2k�1 (notice that 'pk � ' � 0). Now, by Lemma 2 below, our
integral (10) is finite. By Lebesgue’s monotone convergence theorem, we have for k
fixed

lim
p!C1

Z

X
1'<.1C2�k/'p

e�'dV! D 0

as a decreasing limit, and we can take pk so large that
R
'<.1C2�k/'pk

e�'dV! � 2�k.
This ensures that property (c) holds true by (9). ut
Lemma 2 On a compact complex manifold, for any quasi-psh potential ', the
Bergman kernel procedure leads to quasi-psh potentials 'm with analytic singu-
larities such that

Z

X
e2m.'m�'/dV! < C1:



On the Cohomology of Pseudoeffective Line Bundles 63

Proof By definition of 'm in Theorem 7, exp.2m.'m// is (up to the irrelevant
partition of unity procedure) equal to the Bergman kernel

P
`2N jgm;`j2. By local

uniform convergence and the Noetherian property, it has the same local vanishing
behavior as a finite sum

P
`�N.m/ jgm;`j2 with N.m/ sufficiently large. Since all terms

gm;` have L2 norm equal to 1 with respect to the weight e�2m' , our contention
follows. ut
Remark 2 A very slight variation of the proof would yield the improved condition

(c’) 8� 2 RC;
Z

X
.e��' � e�� Q'm/dV! � 2�m for m � m0.�/,

and thus an equality I .� Q'm/ D I .�'/ for m � m0.�/. We just need to replace
estimate (9) by

Z

X

�
e�m' � e�m Q'm

	
dV! �

C1X

kDm

Z

X
1'<.1C2�k/'pk

e�k'dV!

and take pk so large that 2pk � k.2k C 1/ and
R
'<.1C2�k/'pk

e�k'dV! � 2�k�1. ut
We also quote the following very simple consequence of Lemma 2, which will

be needed a bit later. Since 'm is less singular than ', we have of course an inclusion
I .�'/ � I .�'m/ for all � 2 RC. Conversely :

Corollary 4 For every pair of positive real numbers �0 > � > 0, we have an
inclusion of multiplier ideals

I .�0'm/ � I .�'/ as soon as m �
l1

2

��0

�0 � �
m
:

Proof If f 2 OX;x and U is a sufficiently small neighborhood of x, the Hölder ine-
quality for conjugate exponents p; q > 1 yields

Z

U
jf j2e��'dV! �

� Z

U
jf j2e��0'mdV!

�1=p� Z

U
jf j2e q

p�
0'm�q�'dV!

�1=q
:

Therefore, if f 2 I .�0'm/x, we infer that f 2 I .�'/x as soon as the integral
R

X e
q
p�

0'm�q�'dV! is convergent. If we select p 2 �1; �0=��, this is implied by the
condition

R
X eq�.'m�'/dV! < C1. If we further take q� D 2m0 to be an even

integer so large that

p D q

q � 1 D
2m0=�

2m0=� � 1 �
�0

�
; e.g. m0 D m0.�; �

0/ D
l1

2

��0

�0 � �
m
;

then we indeed have
R

X e2m0.'m�'/dV! �
R

X e2m.'m�'/dV! < C1 for m �
m0.�; �

0/, thanks to Lemma 2. ut
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Remark 3 Without the monotonicity requirement (b) for the sequence . Q'm/ in
Theorem 9, the strong openness conjecture proved in the next section would directly
provide an equisingular sequence, simply by taking

b'm D
�

1C 1

m

�

'm

where 'm is the Bergman approximation sequence. In fact allb'm have analytic have
analytic singularities and Corollary 4 applied with � D 1 and �0 D 1C 1=m shows
that I .b'm/ � I .'/. Since b'm � .1 C 1

m /', the equality I .b'm/ D I .'/ holds
for m large by strong openness, and properties (a), (c), (d), (e) can be seen to hold.
However, the sequence .b'm/ is not monotone.

3 Semi-continuity of psh Singularities and Proof
of the Strong Openness Conjecture

In this section, we present a proof of the strong openness conjecture for multiplier
ideal sheaves. Let ˝ be a domain in C

n, f 2 O.˝/ a holomorphic function, and
' 2 PSH.˝/ a psh function on ˝ . For every holomorphic function f on ˝ , we
introduce the weighted log canonical threshold of ' with weight f at z0

cf ;z0 .'/ D sup
˚
c > 0 W jf j2e�2c ' is L1 on a neighborhood of z0


 2 �0;C1�:

The special case f D 1 yields the usual log canonical threshold cz0 .'/ that was
defined in the introduction. The openness conjectures can be stated as follows.

Conjectures

(a) (openness conjecture, [27])
The set fc > 0 W e�2c ' is L1 on a neighborhood of z0



equals the open

interval�0; cz0.'/Œ:

(b) (strong openness conjecture, [23])
The set fc > 0 W jf j2e�2c' is L1 on a neighborhood of z0



equals the open

interval�0; cf ;z0 .'/Œ:

The openness conjecture (a) was first established by Favre and Jonsson [34] in
dimension 2 (see also [42, 43]), and 8 years later by Berndtsson [3] in arbitrary
dimension. The strong form (b), which is equivalent to Corollary 1, was settled
very recently by Guan and Zhou [36]. Their proof uses a sophisticated version of
the L2-extension theorem of Ohsawa and Takegoshi in combination with the curve
selection lemma. They have also obtained related semi-continuity statements in [37]
and “effective versions” in [38]. A simplified proof along the same lines has been
given by Lempert in [47].
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Here, we follow Pham Hoang Hiep’s approach [54], which is more straightfor-
ward and avoids the curve selection lemma. It is based on the original version [51]
of the L2-extension theorem, applied to members of a standard basis for a multiplier
ideal sheaf of holomorphic functions associated with a plurisubharmonic function
'. In this way, by means of a simple induction on dimension, one can obtain the
strong openness conjecture, and give simultaneously an effective version of the
semicontinuity theorem for weighted log canonical thresholds. The main results are
contained in the following theorem.

Theorem 10 ([54]) Let f be a holomorphic function on an open set ˝ in Cn and
let ' be a psh function on ˝ .

(i) (“Semicontinuity theorem”) Assume that
R
˝0

e�2c 'dV2n < C1 on some open
subset ˝ 0 � ˝ and let z0 2 ˝ 0. Then there exists ı D ı.c; ';˝ 0; z0/ > 0 such
that for every  2 PSH.˝ 0/, k � 'kL1.˝0/ � ı implies cz0 . / > c. Moreover,
as  converges to ' in L1.˝ 0/, the function e�2c converges to e�2c' in L1 on
every relatively compact open subset ˝ 00 b ˝ 0.

(ii) (“Strong effective openness”) Assume that
R
˝0

jf j2e�2c'dV2n < C1 on some
open subset ˝ 0 � ˝ . When  2 PSH.˝ 0/ converges to ' in L1.˝ 0/ with
 � ', the function jf j2e�2c converges to jf j2e�2c ' in L1 norm on every
relatively compact open subset ˝ 00 b ˝ 0.

Corollary 5 (“Strong openness”) For any plurisubharmonic function ' on a
neighborhood of a point z0 2 Cn, the set fc > 0 W jf j2e�2c' is L1 on a neighborhood
of z0g is an open interval .0; cf ;z0 .'//.

Corollary 6 (“Convergence from below”) If  � ' converges to ' in a neigh-
borhood of z0 2 Cn, then cf ;z0 . / � cf ;z0 .'/ converges to cf ;z0 .'/.

In fact, after subtracting a large constant to ', we can assume ' � 0 in both
corollaries. Then Corollary 5 is a consequence of assertion (ii) of the main theorem
when we take ˝ 0 small enough and  D .1C ı/' with ı & 0. In Corollary 6, we
have by definition cf ;z0 . / � cf ;z0 .'/ for  � ', but again (ii) shows that cf ;z0 . /

becomes � c for any given value c 2 .0; cf ;z0 .'//, whenever k � 'kL1.˝0/ is
sufficiently small.

Remark 4 One cannot remove condition  � ' in assertion (ii) of the main
theorem. Indeed, choose f .z/ D z1, '.z/ D log jz1j and 'j.z/ D log jz1 C z2

j j,
for j � 1. One has 'j ! ' in L1loc.C

n/, however cf ;0.'j/ D 1 < cf ;0.'/ D 2

for all j � 1. On the other hand, condition (i) of Theorem 10 does not require any
given inequality between ' and  . Modulo Berndtsson’s solution of the openness
conjecture, (i) follows from the effective semicontinuity result of [27], but (like
Guan and Zhou) Hiep’s technique will reprove both by a direct and easier method.

A few preliminaries According to standard techniques in the theory of Gröbner
bases, one equips the ring OCn;0 of germs of holomorphic functions at 0 with
the homogeneous lexicographic order of monomials z˛ D z˛11 : : : z

˛n
n , that is,

z˛11 : : : z
˛n
n < zˇ11 : : : z

ˇn
n if and only if j˛j D ˛1 C : : : C ˛n < jˇj D ˇ1 C : : : C ˇn



66 J.-P. Demailly

or j˛j D jˇj and ˛i < ˇi for the first index i with ˛i 6D ˇi. For each f .z/ D
a˛1z

˛1 C a˛2z
˛2 C : : : with a˛j 6D 0, j � 1 and z˛

1
< z˛

2
< : : : , we define

the initial coefficient, initial monomial and initial term of f to be respectively
IC.f / D a˛1 , IM.f / D z˛

1
, IT.f / D a˛1z

˛1 , and the support of f to be SUPP.f / D
fz˛1 ; z˛2 ; : : :g. For any ideal I of OCn ;0, we define IM.I / to be the ideal generated
by fIM.f /gff 2I g. First, we recall the division theorem of Hironaka and the concept
of standard basis of an ideal.

Theorem 11 (Division theorem of Hironaka, [1, 5, 6, 32, 35]) Let f ; g1; : : : ; gk 2
OCn;0. Then there exist h1; : : : ; hk; s 2 OCn ;0 such that

f D h1g1 C : : :C hkgk C s;

and SUPP.s/\hIM.g1/; : : : ; IM.gk/i D ;, where hIM.g1/; : : : ; IM.gk/i denotes the
ideal generated by the family .IM.g1/; : : : ; IM.gk//.

Standard basis of an ideal Let I be an ideal of OCn;0 and let g1; : : : ; gk 2 I be
such that IM.I / D hIM.g1/; : : : ; IM.gk/i. Take f 2 I . By the division theorem of
Hironaka, there exist h1; : : : ; hk; s 2 OCn ;0 such that

f D h1g1 C : : :C hkgk C s;

and SUPP.s/\IM.I / D ;. On the other hand, since s D f�h1g1C: : :Chkgk 2 I ,
we have IM.s/ 2 IM.I /. Therefore s D 0 and the gj’s are generators of I . By
permuting the gj’s and performing ad hoc subtractions, we can always arrange that
IM.g1/ < IM.g2/ < : : : < IM.gk/, and we then say that .g1; : : : ; gk/ is a standard
basis of I .
Theorem 10 will be proved by induction on dimension n. All statements are trivial
for n D 0. Assume that the theorem holds for dimension n � 1. Thanks to the L2-
extension theorem of Ohsawa and Takegoshi ([51]), one obtains the following key
lemma.

Lemma 3 Let ' � 0 be a plurisubharmonic function and f be a holomorphic
function on the polydisc �n

R of center 0 and .poly/radius R > 0 in Cn, such that
for some c > 0

Z

�n
R

jf .z/j2e�2c '.z/dV2n.z/ < C1:

Let  j � 0, j � 1, be a nequence of plurisubharmonic functions on�n
R with  j ! '

in L1loc.�
n
R/, and assume that either f D 1 identically or  j � ' for all j � 1. Then

for every r < R and " 2 .0; 1
2
r�, there exist a value wn 2 �" X f0g, an index j0,

a constant Qc > c and a sequence of holomorphic functions Fj on �n
r , j � j0, such
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that IM.Fj/ � IM.f /, Fj.z/ D f .z/ C .zn � wn/
P

aj;˛z˛ with jwnjjaj;˛j � r�j˛j"
for all ˛ 2 Nn, and

Z

�n
r

jFj.z/j2e�2Qc j.z/dV2n.z/ � "2

jwnj2 < C1; 8j � j0:

Moreover, one can choose wn in a set of positive measure in the punctured disc
�" X f0g .the index j0 D j0.wn/ and the constant Qc D Qc.wn/ may then possibly
depend on wn/.

Proof By Fubini’s theorem we have

Z

�R

� Z

�n�1
R

jf .z0; zn/j2e�2c '.z0;zn/dV2n�2.z0/
�

dV2.zn/ < C1:

Since the integral extended to a small disc zn 2 �� tends to 0 as � ! 0, it will
become smaller than any preassigned value, say "20 > 0, for � � �0 small enough.
Therefore we can choose a set of positive measure of values wn 2 �� X f0g such
that

Z

�n�1
R

jf .z0;wn/j2e�2c'.z0;wn/dV2n�2.z0/ � "20
��2

<
"20
jwnj2 :

Since the main theorem is assumed to hold for n � 1, for any � < R there exist
j0 D j0.wn/ and Qc D Qc.wn/ > c such that

Z

�n�1
�

jf .z0;wn/j2e�2Qc j.z0;wn/dV2n�2.z0/ <
"20
jwnj2 ; 8j � j0:

(For this, one applies part (i) in case f D 1, and part (ii) in case  j � ', using
the fact that  D Qc

c  j converges to ' as Qc ! c and j ! C1). Now, by the L2-
extension theorem of Ohsawa and Takegoshi (see [51]), there exists a holomorphic
function Fj on �n�1

� ��R such that Fj.z0;wn/ D f .z0;wn/ for all z0 2 �n�1
� , and

Z

�n�1
� ��R

jFj.z/j2e�2Qc j.z/dV2n.z/ � CnR2
Z

�n�1
�

jf .z0;wn/j2e�2Qc j.z0;wn/dV2n�2.z0/

� CnR2"20
jwnj2 ;

where Cn is a constant which only depends on n (the constant is universal for
R D 1 and is rescaled by R2 otherwise). By the mean value inequality for the
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plurisubharmonic function jFjj2, we get

jFj.z/j2 � 1

�n.� � jz1j/2 : : : .� � jznj/2
Z

���jz1j

.z1/�:::����jznj

.zn/

jFjj2dV2n

� CnR2"20
�n.� � jz1j/2 : : : .� � jznj/2jwnj2 ;

where ��.z/ is the disc of center z and radius �. Hence, for any r < R, by taking
� D 1

2
.rC R/ we infer

kFjkL1.�n
r /
� 2nC

1
2
n R"0

�
n
2 .R � r/njwnj

: (11)

Since Fj.z0;wn/ � f .z0;wn/ D 0, 8z0 2 �n�1
r , we can write Fj.z/ D f .z/ C .zn �

wn/gj.z/ for some function gj.z/ DP˛2Nn aj;˛z˛ on �n�1
r ��R. By (11), we get

kgjk�n
r
D kgjk�n�1

r �@�r
� 1

r � jwnj
�
kFjkL1.�n

r /
C kfkL1.�n

r /

�

� 1

r � jwnj
� 2nC

1
2
n R"0

�
n
2 .R � r/njwnj

C kfkL1.�n
r /

�
:

Thanks to the Cauchy integral formula, we find

jaj;˛j � kgjk�n
r

rj˛j �
1

.r � jwnj/rj˛j
� 2nC

1
2
n R"0

�
n
2 .R � r/njwnj

C kfkL1.�n
r /

�
:

We take in any case � � "0 � " � 1
2
r. As jwnj < � � 1

2
r, this implies

jwnjjaj;˛j rj˛j � 2

r

� 2nC
1
2
n R"0

�
n
2 .R � r/n

C kfkL1.�n
r /
jwnj

�
� C0"0;

for some constant C0 depending only on n; r; R and f . This yields the estimates of
Lemma 3 for "0 WD C00" with C00 sufficiently small. Finally, we prove that IM.Fj/ �
IM.f /. Indeed, if IM.gj/ � IM.f /, since jwnkaj;˛j � r�j˛j", we can choose " small

enough such that IM.Fj/ D IM.f / and
ˇ
ˇ
ˇ
IC.Fj/
IC.f /

ˇ
ˇ
ˇ 2 . 12 ; 2/. Otherwise, if IM.gj/ <

IM.f /, we have IM.Fj/ D IM.gj/ < IM.f /. ut
Proof of Theorem 10 By well-known properties of (pluri)potential theory, the L1

convergence of to ' implies that  ! ' almost everywhere, and the assumptions
guarantee that ' and  are uniformly bounded on every relatively compact subset
of˝ 0. In particular, after shrinking˝ 0 and subtracting constants, we can assume that
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' � 0 on ˝ . Also, since the L1 topology is metrizable, it is enough to work with
a sequence . j/j�1 converging to ' in L1.˝ 0/. Again, we can assume that  j � 0
and that  j ! ' almost everywhere on˝ 0. By a trivial compactness argument, it is
enough to show (i) and (ii) for some neighborhood˝ 00 of a given point z0 2 ˝ 0. We
assume here z0 D 0 for simplicity of notation, and fix a polydisc�n

R of center 0 with
R so small that�n

R � ˝ 0. Then  j.�; zn/! '.�; zn/ in the topology of L1.�n�1
R / for

almost every zn 2 �R.

Proof of statement (i) in Theorem 10 We have here
R
�n

R
e�2c 'dV2n < C1 for

R > 0 small enough. By Lemma 3 with f D 1, for every r < R and " > 0, there exist
wn 2 �"Xf0g, an index j0, a number Qc > c and a sequence of holomorphic functions
Fj on�n

r , j � j0, such that Fj.z/ D 1C .zn � wn/
P

aj;˛z˛ , jwnjjaj;˛j r�j˛j � " and

Z

�n
r

jFj.z/j2e�2Qc j.z/dV2n.z/ � "2

jwnj2 ; 8j � j0:

For " � 1
2
, we conclude that jFj.0/j D j1 � wnaj;0j � 1

2
hence c0. j/ � Qc > c

and the first part of (i) is proved. In fact, after fixing such " and wn, we even obtain
the existence of a neighborhood˝ 00 of 0 on which jFjj � 1

4
, and thus get a uniform

bound
R
˝00

e�2Qc j.z/dV2n.z/ � M < C1. The second assertion of (i) then follows
from the estimate
Z

˝00

ˇ
ˇe�2c j.z/ � e�2c '.z/

ˇ
ˇdV2n.z/ �

Z

˝00\fj jj�Ag

ˇ
ˇe�2c j.z/ � e�2c '.z/

ˇ
ˇdV2n.z/

C
Z

˝00\f j<�Ag
e�2c '.z/dV2n.z/

C e�2.Qc�c/A
Z

˝00\f j<�Ag
e�2Qc j.z/dV2n.z/:

In fact the last two terms converge to 0 as A ! C1, and, for A fixed, the first
integral in the right hand side converges to 0 by Lebesgue’s bounded convergence
theorem, since  j ! ' almost everywhere on ˝ 00.

Proof of statement (ii) in Theorem 10 Take f1; : : : ; fk 2 OCn;0 such that .f1; : : : ; fk/
is a standard basis of I .c '/0 with IM.f1/ < : : : < IM.fk/, and �n

R a polydisc so
small that

Z

�n
R

jfl.z/j2e�2c '.z/dV2n.z/ < C1; l D 1; : : : ; k:

Since the germ of f at 0 belongs to the ideal .f1; : : : ; fk/, we can essentially argue
with the fl’s instead of f . By Lemma 3, for every r < R and "l > 0, there exist
wn;l 2 �"l Xf0g, an index j0 D j0.wn;l/, a number Qc D Qc.wn;l/ > c and a sequence of
holomorphic functions Fj;l on�n

r , j � j0, such that Fj;l.z/ D 1C.zn�wn;l/
P

aj;l;˛z˛ ,
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jwn;ljjaj;l;˛j r�j˛j � "l and

Z

�n
r

jFj;l.z/j2e�2Qc j.z/dV2n.z/ � "2l
jwn;lj2 ; 8l D 1; : : : ; k; 8j � j0: (12)

Since  j � ' and Qc > c, we get Fj;l 2 I .Qc j/0 � I .c '/0. The next step of the
proof consists in modifying .Fj;l/1�l�k in order to obtain a standard basis ofI .c '/0.
For this, we proceed by selecting successively "1 � "2 � : : : � "k (and suitable
wn;l 2 �"l X f0g). We have IM.Fj;1/; : : : ; IM.Fj;k/ 2 IM.I .c '/0, in particular
IM.Fj;1/ is divisible by IM.fl/ for some l D 1; : : : ; k. Since IM.Fj;1/ � IM.f1/ <
: : : < IM.fk/, we must have IM.Fj;1/ D IM.f1/ and thus IM.gj;1/ � IM.f1/. As

jwn;1jjaj;1;˛j � "1, we will have
ˇ
ˇ
ˇ
IC.Fj;1/
IC.f1/

ˇ
ˇ
ˇ 2 . 1

2
; 2/ for "1 small enough. Now,

possibly after changing "2 to a smaller value, we show that there exists a polynomial
Pj;2;1 such that the degree and coefficients of Pj;2;1 are uniformly bounded, with

IM.Fj;2 � Pj;2;1Fj;1/ D IM.f2/ and
j IC.Fj;2 � Pj;2;1Fj;1/j

j IC.f2/j 2 . 1
2
; 2/. We consider two

cases:

Case 1: If IM.gj;2/ � IM.f2/, since jwn;2jjaj;2;˛j � r�j˛j"2, we can choose "2 so

small that IM.Fj;2/ D IM.f2/ and
j IC.Fj;2/j
j IC.f2/j 2 .

1
2
; 2/. We then take Pj;2;1 D 0.

Case 2: If IM.gj;2/ < IM.f2/, we have IM.gj;2/ D IM.Fj;2/ 2 IM.I .c '/0/.
Hence IM.gj;2/ is divisible by IM.fl/ for some l D 1; : : : ; k. However, since
IM.gj;2/ < IM.f2/ < : : : < IM.fk/, the only possibility is that IM.gj;2/ be
divisible by IM.f1/. Take b 2 C and ˇ; � 2 Nn such that IT.gj;2/ WD aj;2;� z� D
bzˇ IT.Fj;1/. We have zˇ � z� D IM.gj;2/ < IM.f2/ and

jwn;2jjbj D jwn;2j j IC.gj;2/j
j IC.Fj;1/j �

2jwn;2jjaj;2;� j
j IC.f1/j � 2r�j� j"2

j IC.f1/j

can be taken arbitrarily small. Set Qgj;2.z/ D gj;2.z/� bzˇFj;1.z/ DP Qaj;2;˛z˛ and

eFj;2.z/ D f2.z/C .zn � wn;2/Qgj;2.z/ D Fj;2.z/ � b.zn � wn;2/z
ˇFj;1.z/:

We have IM.Qgj;2/ > IM.gj;2/. Since jwn;2jjbj D O."2/ and jwn;2jjaj;2;˛j D
O."2/, we get jwn;2jjQaj;2;˛j D O."2/ as well. Now, we consider two
further cases. If IM.Qgj;2/ � IM.f2/, we can again change "2 for a smaller

value so that IM.eFj;2/ D IM.f2/ and
j IC.eFj;2/j
j IC.f2/j 2 . 1

2
; 2/. Otherwise,

if IM.Qgj;2/ < IM.f2/, we have IM.Fj;2/ D IM.gj;2/ < IM.eFj;2/ D
IM.Qgj;2/ < IM.f2/. Notice that fz� W z� < IM.f2/g is a finite set. By
using similar arguments a finite number of times, we find "2 so small

that IM.Fj;2 � Pj;2;1Fj;1/ D IM.f2/ and
j IC.Fj;2 � Pj;2;1Fj;1/j

j IC.f2/j 2 . 1
2
; 2/ for

some polynomial Pj;2;1. Repeating the same arguments for Fj;3; : : : ;Fj;k, we
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select inductively "l, l D 1; : : : ; k, and construct linear combinations

F0
j;l D Fj;l �

X

1�m�l�1
Pj;l;mF0

j;m

with polynomials Pj;l;m, 1 � m < l � k, possessing uniformly bounded

coefficients and degrees, such that IM.F0
j;l/ D IM.fl/ and

j IC.F0
j;l/j

j IC.fl/j 2 .
1
2
; 2/

for all l D 1; : : : ; k and j � j0. This implies that .F0
j;1; : : : ;F

0
j;k/ is also a standard

basis of I .c '/0. By Theorem 1.2.2 in [35], we can find �, K > 0 so small that
there exist holomorphic functions hj;1; : : : ; hj;k on �n

� with � < r, such that

f D hj;1F
0
j;1 C hj;2F

0
j;2 C : : :C hj;kF0

j;k on�n
�

and khj;lkL1.�n
�/
� KkfkL1.�n

r /
, for all l D 1; : : : ; k (� and K only depend on

f1; : : : ; fk). By (12), this implies a uniform bound

Z

�n
�

jf .z/j2e�2Qc j.z/dV2n.z/ � M < C1

for some Qc > c and all j � j0. Take ˝ 00 D �n
�. We obtain the L1 convergence

of jf j2e�2c j to jf j2e�2c ' almost exactly as we argued for the second assertion of
part (i), by using the estimate

Z

˝00

jf j2ˇˇe�2c j.z/ � e�2c '.z/
ˇ
ˇdV2n.z/

�
Z

˝00\fj jj�Ag
jf j2ˇˇe�2c j.z/ � e�2c '.z/

ˇ
ˇdV2n.z/

C
Z

˝00\f j<�Ag
jf j2e�2c '.z/dV2n.z/

C e�2.Qc�c/A
Z

˝00\f j<�Ag
jf j2e�2Qc j.z/dV2n.z/:

4 Hard Lefschetz Theorem for Pseudoeffective Line Bundles

4.1 A Variant of the Bochner Formula

We first recall a variation of the Bochner formula that is required in the proof of the
Hard Lefschetz Theorem with values in a positively curved (and therefore non flat)
line bundle .L; h/. Here the base manifold is a Kähler (non necessarily compact)
manifold .Y; !/. We denote by j j D j j!;h the pointwise Hermitian norm on
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�p;qT�
Y ˝ L associated with ! and h, and by k k D k k!;h the global L2 norm

kuk2 D
Z

Y
juj2dV! where dV! D !n

nŠ

We consider the @ operator acting on .p; q/-forms with values in L, its adjoint @
�
h

with respect to h and the complex Laplace-Beltrami operator�00
h D @@

�
h C @

�
h@. Let

v be a smooth .n� q; 0/-form with compact support in Y. Then u D !q ^ v satisfies

k@uk2 C k@�
h uk2 D k@vk2 C

Z

Y

X

I;J

�X

j2J

�j

�
juIJj2 (13)

where �1 � � � � � �n are the curvature eigenvalues of �L;h expressed in an
orthonormal frame .@=@z1; : : : ; @=@zn/ (at some fixed point x0 2 Y), in such a way
that

!x0 D i
X

1�j�n

dzj ^ dzj; .�L;h/x0 D ddc'x0 D i
X

1�j�n

�jdzj ^ dzj:

Formula (13) follows from the more or less straightforward identity

.@
�
' @C @ @

�
'/.v ^ !q/� .@�

' @v/ ^ !q D q i @@' ^ !q�1 ^ v;

by taking the inner product with u D !q^v and integrating by parts in the left hand
side (we leave the easy details to the reader). Our formula is thus established when
v is smooth and compactly supported. In general, we have:

Proposition 1 Let .Y; !/ be a complete Kähler manifold and .L; h/ a smooth
Hermitian line bundle such that the curvature possesses a uniform lower bound
�L;h � �C!. For every measurable .n � q; 0/-form v with L2 coefficients and

values in L such that u D !q ^ v has differentials @u, @
�
u also in L2, we have

k@uk2 C k@�
h uk2 D k@vk2 C

Z

Y

X

I;J

�X

j2J

�j

�
juIJj2

.here, all differentials are computed in the sense of distributions/.

Proof Since .Y; !/ is assumed to be complete, there exists a sequence of smooth
forms v� with compact support in Y (obtained by truncating v and taking the
convolution with a regularizing kernel) such that v� ! v in L2 and such that
u� D !q ^ v� satisfies u� ! u, @u� ! @u, @

�
u� ! @

�
u in L2. By the curvature

assumption, the final integral in the right hand side of (13) must be under control (i.e.
the integrand becomes nonnegative if we add a term Ckuk2 on both sides, C � 0).
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We thus get the equality by passing to the limit and using Lebesgue’s monotone
convergence theorem. ut

4.2 Proof of Theorem 4

Here X denotes a compact Kähler manifold equipped with a Kähler metric !, and
.L; h/ is a pseudoeffective line bundle on X. To fix the ideas, we first indicate
the proof in the much simpler case when .L; h/ has a smooth metric h (so that
I .h/ D OX), and then treat the general case.

4.2.1 Special Case: .L; h/ is Hermitian Semipositive (with a Smooth Metric)

Let fˇg 2 Hq.X;˝n
X ˝ L/ be an arbitrary cohomology class. By standard L2 Hodge

theory, fˇg can be represented by a smooth harmonic .0; q/-form ˇ with values
in ˝n

X ˝ L. We can also view ˇ as a .n; q/-form with values in L. The pointwise
Lefschetz isomorphism produces a unique .n� q; 0/-form ˛ such that ˇ D !q ^ ˛.
Proposition 1 then yields

k@˛k2 C
Z

Y

X

I;J

�X

j2J

�j

�
j˛IJ j2 D k@ˇk2 C k@�

hˇk2 D 0;

and the curvature eigenvalues �j are nonnegative by our assumption. Hence @˛ D 0
and f˛g 2 H0.X;˝n�q

X ˝ L/ is mapped to fˇg by ˚q
!;h D !q ^ � .

4.2.2 General Case

There are several difficulties. The first difficulty is that the metric h is no longer
smooth and we cannot directly represent cohomology classes by harmonic forms.
We circumvent this problem by smoothing the metric on an (analytic) Zariski open
subset and by avoiding the remaining poles on the complement. However, some
careful estimates have to be made in order to take the error terms into account.

Fix " D "� and let h" D h"� be an approximation of h, such that h" is smooth on
XXZ" (Z" being an analytic subset of X),�L;h" � �"!, h" � h and I .h"/ D I .h/.
This is possible by Theorem 9. Now, we can find a family

!";ı D ! C ı. i @@ " C !/; ı > 0

of complete Kähler metrics on X X Z", where  " is a quasi-psh function on X with
 " D �1 on Z",  " smooth on X X Z" and i @@ " C ! � 0 (see e.g. [19],
Théorème 1.5). By construction, !";ı � ! and limı!0 !";ı D !. We look at the L2
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Dolbeault complex K�
";ı of .n; �/-forms on X X Z", where the L2 norms are induced

by !";ı on differential forms and by h" on elements in L. Specifically

Kq
";ı D

n
uWX X Z"!�n;qT�

X ˝ LI
Z

XXZ"

.juj2�n;q!";ı˝h" C j@uj2
�n;qC1!";ı˝h"

/dV!";ı <1
o
:

Let K q
";ı be the corresponding sheaf of germs of locally L2 sections on X (the local

L2 condition should hold on X, not only on X X Z" !). Then, for all " > 0 and ı � 0,
.K q

";ı; @/ is a resolution of the sheaf ˝n
X ˝ L ˝I .h"/ D ˝n

X ˝ L ˝I .h/. This is
because L2 estimates hold locally on small Stein open sets, and the L2 condition on
X X Z" forces holomorphic sections to extend across Z" ([19], Lemma 6.9).

Let fˇg 2 Hq.X;˝n
X˝L˝I .h// be a cohomology class represented by a smooth

form with values in ˝n
X ˝ L˝I .h/ (one can use a Čech cocycle and convert it to

an element in the C 1 Dolbeault complex by means of a partition of unity, thanks
to the usual De Rham-Weil isomorphism, see also the final proof in Sect. 6 for more
details). Then

kˇk2";ı � kˇk2 D
Z

X
jˇj2�n;q!˝hdV! < C1:

The reason is that jˇj2�n;q!˝hdV! decreases as ! increases. This is just an easy
calculation, shown by comparing two metrics !, !0 which are expressed in diagonal
form in suitable coordinates; the norm jˇj2�n;q!˝h turns out to decrease faster than
the volume dV! increases; see e.g. [19], Lemma 3.2; a special case is q D 0, then
jˇj2�n;q!˝hdV! D in

2
ˇ ^ ˇ with the identification L˝ L ' C given by the metric h,

hence the integrand is even independent of ! in that case.
By the proof of the De Rham-Weil isomorphism, the map ˛ 7! f˛g from the

cocycle space Zq.K �
";ı/ equipped with its L2 topology, into Hq.X;˝n

X ˝ L˝I .h//
equipped with its finite vector space topology, is continuous. Also, Banach’s open
mapping theorem implies that the coboundary space Bq.K �

";ı/ is closed in Zq.K �
";ı/.

This is true for all ı � 0 (the limit case ı D 0 yields the strongest L2 topology in
bidegree .n; q/). Now, ˇ is a @-closed form in the Hilbert space defined by !";ı on
X X Z", so there is a !";ı-harmonic form u";ı in the same cohomology class as ˇ,
such that

ku";ık";ı � kˇk";ı : (14)

Let v";ı be the unique .n � q; 0/-form such that u";ı D v";ı ^ !q
";ı (v";ı exists by the

pointwise Lefschetz isomorphism). Then

kv";ık";ı D ku";ık";ı � kˇk";ı � kˇk:
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As
P

j2J �j � �q" by the assumption on �L;h" , the Bochner formula yields

k@v";ık2";ı � q"ku";ık2";ı � q"kˇk2:

These uniform bounds imply that there are subsequences u";ı� and v";ı� with ı� ! 0,
possessing weak-L2 limits u" D lim�!C1 u";ı� and v" D lim�!C1 v";ı� . The
limit v" D lim�!C1 v";ı� is with respect to L2.!/ D L2.!";0/. To check this,
notice that in bidegree .n � q; 0/, the space L2.!/ has the weakest topology of all
spaces L2.!";ı/; indeed, an easy calculation made in ([19], Lemma 3.2) yields

jf j2
�n�q;0!˝hdV! � jf j2�n�q;0!";ı˝hdV!";ı if f is of type .n � q; 0/:

On the other hand, the limit u" D lim�!C1 u";ı� takes place in all spaces L2.!";ı/,
ı > 0, since the topology gets stronger and stronger as ı # 0 [ possibly not in L2.!/,
though, because in bidegree .n; q/ the topology of L2.!/ might be strictly stronger
than that of all spaces L2.!";ı/ ]. The above estimates yield

kv"k2";0 D
Z

X
jv"j2�n�q;0!˝h"

dV! � kˇk2;

k@v"k2";0 � q"kˇk2";0;
u" D !q ^ v" 
 ˇ in Hq.X;˝n

X ˝ L˝I .h"//:

Again, by arguing in a given Hilbert space L2.h"0/, we find L2 convergent subse-
quences u" ! u, v" ! v as "! 0, and in this way get @v D 0 and

kvk2 � kˇk2;
u D !q ^ v 
 ˇ in Hq.X;˝n

X ˝ L˝I .h//:

Theorem 4 is proved. Notice that the equisingularity property I .h"/ D I .h/ is
crucial in the above proof, otherwise we could not infer that u 
 ˇ from the
fact that u" 
 ˇ. This is true only because all cohomology classes fu"g lie in
the same fixed cohomology group Hq.X;˝n

X ˝ L ˝ I .h//, whose topology is
induced by the topology of L2.!/ on @-closed forms (e.g. through the De Rham-Weil
isomorphism). ut
Remark 5 In (14), the existence of a harmonic representative holds true only
for !";ı , ı > 0, because we need to have a complete Kähler metric on X X Z".
The trick of employing !";ı instead of a fixed metric !, however, is not needed
when Z" is (or can be taken to be) empty. This is the case if .L; h/ is such that
I .h/ D OX and L is nef. Indeed, by definition, L is nef iff there exists a sequence
of smooth metrics h� such that i�L;h� � �"�!, so we can take the '�’s to be
everywhere smooth in Theorem 9. However, multiplier ideal sheaves are needed in
the surjectivity statement even in case L is nef, as it may happen that I .hmin/ ¤ OX
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even then, and h WD lim h� is anyway always more singular than hmin. Let us recall
a standard example (see [30, 31]). Let B be an elliptic curve and let V be the rank 2
vector bundle over B which is defined as the (unique) non split extension

0! OB ! V ! OB ! 0:

In particular, the bundle V is numerically flat, i.e. c1.V/ D 0, c2.V/ D 0. We
consider the ruled surface X D P.V/. On that surface there is a unique section
C D P.OB/ � X with C2 D 0 and

OX.C/ D OP.V/.1/

is a nef line bundle. One can check that L D OP.V/.3/ leads to a zero Lefschetz map

! ^ � W H0.X;˝1
X ˝ L/ �! H1.X;KX ˝ L/ ' C;

so this is a counterexample to Corollary 2 in the nef case. Incidentally, this also
shows (in a somewhat sophisticated way) that OP.V/.1/ is nef but not semipositive,
a fact that was first observed in [30].

5 Numerical Dimension of Currents

A large part of this section borrows ideas from S. Boucksom’s [7, 8] and Junyan
Cao’s [14] PhD theses. We try however to give here a slightly more formal
exposition. The main difference with S. Boucksom’s approach is that we insist on
keeping track of singularities of currents and leaving them unchanged, instead of
trying to minimize them in each cohomology class.

5.1 Monotone Asymptotically Equisingular Approximations

Let X be a compact complex n-dimensional manifold. We consider the closed
convex cone of pseudoeffective classes, namely the set E .X/ of cohomology classes
f˛g 2 H1;1.X;R/ containing a closed positive .1; 1/-current T D ˛ C ddc' (in
the non Kähler case one should use Bott-Chern cohomology groups here, but we
will be mostly concerned with the Kähler case in the sequel). We also introduce
the set S .X/ of singularity equivalence classes of closed positive .1; 1/-currents
T D ˛ C ddc' (i.e., ˛ being fixed, up to equivalence of singularities of the
potentials ', cf. Definition 2). Clearly, there is a fibration

� W S .X/! E .X/; T 7! f˛g 2 E .X/ � H1;1.X;R/: (15)
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We will denote by S˛.X/ the fiber ��1.f˛g/ of S .X/ over a given cohomology
class f˛g 2 E .X/. Observe that the base E .X/ is a closed convex cone in a finite
dimensional vector space, but in general the fiber S˛.X/ must be viewed as a very
complicated infinite dimensional space : if we take e.g. f˛1g 2 H1;1.Pn;R/ to be
the unit class c1.O.1//, then any current T D 1

d ŒH� where Hd is an irreducible
hypersurface of degree d defines a point in S˛1 .P

n/, and these points are all distinct.
The set S .X/ is nevertheless equipped in a natural way with an addition law
S .X/ � S .X/ ! S .X/ that maps S˛.X/ C Sˇ.X/ into S˛Cˇ.X/, a scalar
multiplication RC � S .X/ ! S .X/ that takes � � S˛.X/ to the fiber S�˛.X/.
In this way, S .X/ should be viewed as some sort of infinite dimensional convex
cone. The fibers S˛.X/ also possess a partial ordering 4 (cf. Definition 2) such that
8j; Sj 4 Tj )P

Sj 4
P

Tj, and a fiberwise “min” operation

min W S˛.X/ �S˛.X/ �! S˛.X/;

.T1;T2/ D .˛ C ddc'1; ˛ C ddc'2/ 7�! T D ˛ C ddc max.'1; '2/; (16)

with respect to which the addition is distributive, i.e.

min.T1 C S;T2 C S/ D min.T1;T2/C S:

Notice that when T1 D 1
d ŒH1�, T2 D 1

d ŒH2� are effective Q-divisors, all these
operations C, � , min.�/ and the ordering 4 coincide with the usual ones known
for divisors. Following Junyan Cao [14] (with slightly more restrictive requirements
that do not produce much change in practice), we introduce

Definition 3 Let T D ˛ C ddc' be a closed positive .1; 1/-current on X, where
˛ is a smooth closed .1; 1/-form and ' is a quasi-psh function on X. We say that
the sequence of currents Tk D ˛ C ddc k, k 2 N, is a “monotone asymptotically
equisingular approximation of T by currents with analytic singularities” if the
sequence of potentials . k/ satisfies the following propertiesW
(a) (monotonicity) The sequence . k/ is non-increasing and converges to ' at every

point of X.
(b) The functions  k have analytic singularities .and  k 4  kC1 by (a)/.
(c) (lower bound of positivity)

˛ C ddc k � �"k � ! with lim
k!C1 "k D 0

for any given smooth positive hermitian .1; 1/-form ! on X.
(d) (asymptotic equisingularity) For every pair of positive numbers �0 > � > 0,

there exists an integer k0.�; �0/ 2 N such that

I .�0 k/ � I .�'/ for k � k0.�; �
0/:
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Remark 6 Without loss of generality, one can always assume that the quasi-psh
potentials 'k D ck log jgkj2 C O.1/ have rational coefficients ck 2 QC ; here again,
gk is a tuple of locally defined holomorphic functions. In fact, after subtracting
constants, one can achieve that ' � 0 and  k � 0 for all k. If the ck are arbitrary
nonnegative real numbers, one can always replace  k by  0

k D .1 � ık/ k with a
decreasing sequence ık 2 �0; 1Œ such that lim ık D 0 and .1� ık/ck 2 QC. Then (a),
(b), (d) are still valid, and (c) holds with "0

k D .1 � ık/"k C Cık and C a constant
such that ˛ � �C!. ut
The fundamental observation is:

Theorem 12 If  k WD 'mk is the sequence of potentials obtained by the Bergman
kernel approximation of T D ˛ C ddc' given in the proof of Theorem 8 and .mk/

is a multiplicative sequence, then the  k can be arranged to satisfy the positivity,
monotonicity and asymptotic equisingularity properties of Definition 3. Moreover,
if we start with currents T 4 T 0 in the same cohomology class f˛g, we obtain
corresponding approximations that satisfy  k 4  0

k.

Proof By Corollary 4, the asymptotic equisingularity property (d) in Definition 3
is satisfied for mk � d 12 ��0

�0��e. The other properties are already known or obvious,
especially the coefficients ck D 1

mk
are just inverses of integers in that case. ut

The following proposition provides a precise comparison of analytic singularities
of potentials when their multiplier ideal sheaves satisfy inclusion relations.

Proposition 2 Let ',  be quasi-psh functions with analytic singularities, let
c > 0 be the constant such that ' can be expressed as c log

P jgjj2 C O.1/ with
holomorphic functions gj, and let � 2 RC. Denoting tC WD max.t; 0/, we have the
implications

(a) 8f 2 OX;x;

Z

Bx3x
jf j2e��'dV < C1 ) log jf j2 < 1

c

�
�c � n

	
C';

(b) I . / � I .�'/ )
Z

e ��'dV < C1 and  < 1
c

�
�c� n

	
C' .locally/:

Proof Since everything is local, we may assume that ',  are psh functions on a
small ball B � Cn, and '.z/ D c log jgj2 D c log

P
1�j�N jgj.z/j2.

(a) The convergence of the integral on a small ball Bx of center x implies

Z

Bx

jf j2jgj�2�cdV � Const
Z

Bx

jf j2e��'dV < C1

By the openness of convergence exponents, one gets

Z

Bx

jf j2jgj�2�C"dV < C1
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for " > 0 small enough (this can be seen e.g. by using a log resolution of the
ideal sheaf .f ; gj/). Now, if �c � n, Skoda’s division theorem [60] implies that
each f can be written f DP hjgj where hj satisfies a similar estimate where the
exponent of jgj�2 is decreased by 1. An iteration of the Skoda division theorem
for the hj yields f 2 .gj/

k where k D .b�cc � .n � 1//C � .�c � n/C. Hence

log jf j2 � k log jgj2 C C � k

c
' C C0

and (a) is proved.
(b) If .f`/`2N is a Hilbert basis of the space of L2 holomorphic functions f withR

B jf j2e� dV < C1, the proof of Theorem 7 yields  � C C log
P jf`j2

(and locally the singularity is achieved by a finite sum of f`’s by the Noetherian
property). After possibly shrinking B, the relations f` 2 I . / � I .�'/ imply

Z

B
jf`j2e��'dV < C1;

hence
R

e ��'dV < C1 locally by taking the sum over `. The inequality
proved in (a) for each f D f` also yields

 � log
X
jf`j2 C C � 1

c

�
�c � n

	
C' C C0;

and our singularity comparison relation follows.

ut
Corollary 7 If T D ˛ C ddc' is a closed positive .1; 1/-current and . k/, . 0

k/

are two monotone asymptotically equisingular approximations of ' with analytic
singularities, then for every k and every " > 0, there exists ` such that .1 � "/ k 4
 0̀ .and vice versa by exchanging the roles of . k/ and . 0

k//.

Proof Let c > 0 be the constant occurring in the logarithmic poles of  k (k being
fixed). By condition (d) in Definition 3, for �0 > � � 1 we have I .�0 0̀/ �
I .�'/ � I .� k/ for ` � `0.�; �

0/ large enough. Proposition 2 (b) implies the
singularity estimate  0̀ < 1

c�0

.c� � n/C k, and the final constant in front of  k can
be taken arbitrary close to 1. ut

Our next observation is that the min.�/ procedure defined above for currents is
well behaved in terms of asymptotic equisingular approximations.

Proposition 3 Let T D ˛ C ddc' and T 0 D ˛ C ddc' 0 be closed positive
.1; 1/-currents in the same cohomology class f˛g. Let . k/ and . 0

k/ be respective
monotone asymptotically equisingular approximations with analytic singularities
and rational coefficients. Then max. k;  

0
k/ provides a monotone asymptotically

equisingular approximation of min.T;T 0/ D ˛ C ddc max.'; ' 0/ with analytic
singularities and rational coefficients.
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Proof If  k D ck log jgkj2 C O.1/ and  0
k D c0

k log jg0
kj2 C O.1/, we can write

ck D pk=qk, c0
k D p0

k=q0
k and

max. k;  
0
k/ D

1

qkq0
k

log
�jgkj2pk C jg0

kj2p0

k
	C O.1/;

hence max. k;  
0
k/ also has analytic singularities with rational coefficients (this

would not be true with our definitions when the ratio c0
k=ck is irrational, but of course

we could just extend a little bit the definition of what we call analytic singularities,
e.g. by allowing arbitrary positive real exponents, in order to avoid this extremely
minor annoyance). It is well known that

˛ C ddc k � �"k!; ˛ C ddc 0
k � �"0

k!

) ˛ C ddc max. k;  
0
k/ � �max."k; "

0
k/!:

Finally, if  B;k .resp.  0
B;k and Q B;k// comes from the Bergman approximation of '

.resp. of ' 0 and Q' WD max.'; ' 0//, we have

Q' � ' ) Q B;k �  B;k; Q' � ' 0 ) Q B;k �  0
B;k

hence Q B;k � max. B;k;  
0
B;k/ and so Q B;k 4 max. B;k;  

0
B;k/. However, for every

" > 0, one has .1�"/ Bk 4  ` and .1�"/ 0
Bk

4  0̀ for ` � `0.k; "/ large, therefore
.1 � "/ Q B;k 4 max. `;  0̀/. This shows that max. `;  0̀/ has enough singularities
(the “opposite” inequality max. `;  0̀/ � Q' D max.'; ' 0/, i.e. max. `;  0̀/ 4 Q',
holds trivially). ut

Following Junyan Cao [15], we now investigate the additivity properties of the
Bergman approximation procedure.

Theorem 13 Let T D ˛ C ddc' and T 0 D ˇ C ddc' 0 be closed .1; 1/-currents
in cohomology classes f˛g, fˇg 2 E .X/. Then for every multiplicative sequence
.mk/, the sum 'mk C ' 0

mk
of the Bergman approximations of ', ' 0 gives a monotone

asymptotically equisingular approximation of ' C ' 0 and T C T 0.

Proof Let Q'm be the Bergman kernel approximations of Q' D ' C ' 0. By the
subadditivity property of ideal sheaves I .m' C m' 0/ � I .m'/I .m' 0/ ([18,
Th. 2.6]), hence we have 'm C ' 0

m 4 Q'm. By Definition 3 (d), Theorem 12 and
Corollary 7, to prove Theorem 13, it is sufficient to prove that for every m 2 N

fixed, there exists a positive sequence lim
p!C1 "p D 0 such that

.1 � "p/ Q'm 4 'p C ' 0
p for every p� 1: (17)
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For every m 2 N fixed, there exists a bimeromorphic map � W eX ! X, such that

Q'm ı � D
X

i

ci ln jsij C C1 for some ci > 0; (18)

and the effective divisor
P

i Div.si/ is normal crossing. By the construction of Q'm,
we have Q'm 4 ' C ' 0. Therefore

Q'm ı � 4 .' C ' 0/ ı �: (19)

By Siu’s decomposition formula for closed positive currents applied to ddc.' ı �/,
ddc.' 0ı�/ respectively, the divisorial parts add up to produce a divisor that is at least
equal to the divisorial part in ddc. Q'm ı �/, thus (19) and (18) imply the existence of
numbers ai; bi � 0 satisfying

(i) ai C bi D ci for every i,
(ii)

X

i

ai ln jsij 4 ' ı � and
X

i

bi ln jsij 4 ' 0 ı � .

Let p 2 N be an integer, J be the Jacobian of � , f 2 I .p'/x and g 2 I .p' 0/x for
some x 2 X. The inequalities in (ii) and a change of variables w D �.z/ in the L2

integrals yield

Z

��1.Ux/

jf ı �j2jJj2
Q

i
jsij2pai

< C1 and
Z

��1.Ux/

jg ı �j2jJj2
Q

i
jsij2pbi

< C1 (20)

for some small open neighborhood Ux of x. Since
P

i
Div.si/ is normal cross-

ing, (20) implies that

X

i

.pai�1/ ln jsij 4 ln.jf ı�j/Cln jJj and
X

i

.pbi�1/ ln jsij 4 ln.jgı�j/Cln jJj:

Combining this with (i), we get

X

i

.pci � 2/ ln jsij 4 ln.j.f � g/ ı �j/C 2 ln jJj: (21)

Note that J is independent of p, and ci > 0. (21) implies thus that, when p! C1,
we can find a sequence "p ! 0C, such that

X

i

pci.1 � "p/ ln jsij 4 ln j.f � g/ ı �j: (22)
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Since f (respectively g) is an arbitrary element in I .p'/ (respectively I .p' 0/), by
the construction of 'p and ' 0

p, (22) implies that

X

i

ci.1 � "p/ ln jsij 4 .'p C ' 0
p/ ı �:

Combining this with the fact that .1 � "p/ Q'm ı � 	P
i

ci.1 � "p/ ln jsij, we get

.1 � "p/ Q'm ı � 4 .'p C ' 0
p/ ı �:

Therefore .1 � "p/ Q'm 4 'p C ' 0
p and (17) is proved. ut

This motivates the following formal definition.

Definition 4 For each class f˛g 2 E .X/, we define bS ˛.X/ as a set of equivalence
classes of sequences of quasi-positive currents Tk D ˛ C ddc k such that

(a) Tk D ˛ C ddc k � �"k � ! with limk!C1 "k D 0,
(b) the functions  k have analytic singularities and  k 4  kC1 for all k.

We say that .Tk/ is weakly less singular than .T 0
k/ in bS ˛.X/, and write .Tk/ 4W .T 0

k/,
if for every " > 0 and k, there exists ` such that .1 � "/Tk 4 T 0̀ . Finally, we write

.Tk/ 	W .T 0
k/ when we have .Tk/ 4W .T 0

k/ and .T 0
k/ 4W .Tk/, and define bS ˛.X/ to

be the quotient space by this equivalence relation.

The set

bS .X/ D
[

f˛g2E .X/
bS ˛.X/ (23)

is by construction a fiber space O� W bS .X/ ! E .X/, and, by fixing a multiplicative
sequence such as mk D 2k, we find a natural “Bergman approximation functional”

B W S .X/! bS .X/; T D ˛ C ddc' 7�! .TB;k/; Tk D ˛ C ddc B;k (24)

where  B;k WD 'mk is the corresponding subsequence of the sequence of Bergman
approximations .'m/.

The set bS .X/ is equipped with a natural addition .Tk/ C .T 0
k/ D .Tk C T 0

k/,
with a scalar multiplication � � .Tk/ D .�Tk/ for � 2 RC, as well as with the
min.�/ operation min..Tk/; .T 0

k// D .min.Tk;T 0
k// obtained by taking max. k;  

0
k/

of the corresponding potentials. By Proposition 3, B is a morphism for the min.�/
operation, and by Theorem 13, B is also a morphism for addition. Accordingly, it is
natural to define a weak equivalence of singularities for closed positive currents by

T 4W T 0 ”def .TB;k/ 4W .T 0
B;k/; (25)

T 	W T 0 ” T 4W T 0 and T 0 4W T: (26)
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Related ideas are discussed in [4] (especially § 5), using the theory of valuations.
One can summarize the above results in the following statement.

Theorem 14 The Bergman approximation functional

B W S .X/! bS .X/; T D ˛ C ddc' 7�! .TB;k/

is a morphism for addition and for the min.�/ operation on currents. Moreover
B induces an injection S .X/=	W ! bS .X/.

Remark 7 It is easy to see that the induced map S .X/=	W ! bS .X/ is an
isomorphism when dim X D 1. However, this map is not always surjective when
dim X � 2. In fact, [30, Example 1.7] exhibits a ruled surface over an elliptic curve
� and a nef line bundle L over X, such that ˛ D c1.L/ contains a unique closed
positive current T D ŒC�, for some curve C � X that is a section of X ! � . Then the
Bergman approximation is (up to equivalence of singularities) the constant sequence
TB;k D T, while bS ˛.X/ also contains a sequence of smooth currents Tk � �"k!.
This implies that S .X/ ! bS .X/ is not surjective in this situation. The following
proposition shows however that the “formal elements” .Tk/ from bS .X/ do not carry
larger singularities than the closed positive current classes in S .X/ (the latter being
constrained by the singularities of the “limiting currents” T representing the class).

Proposition 4 Let Tk D ˛ C ddc k be a sequence of closed .1; 1/-currents
representing an element in bS ˛.X/. Then there exists a closed positive current T 2 ˛
such that .Tk/ 4W .TB;k/.

Proof We have Tk � �"k! and  k 4  kC1 for some decreasing sequence "k # 0.
We replace  k by setting

Q k.x/ D sup
˚
	.x/ I sup

X
	 � 0; ˛ C ddc	 � �"k!; and 9C > 0; 	 �  k C C



:

Then . Q k/ is a decreasing sequence for the usual order relation � and Q k 	  k

(the argument to prove the equivalence of singularities is similar to the one already
used in the proof of Theorem 13, clearly Q k �  k � Mk where Mk D supX  k,
and the converse inequality Q k �  k C Ck is seen by using a blow-up to make the
singularities of  k divisorial). We take

' D lim
k!C1

Q k and T D ˛ C ddc':

Since ˛ C ddc Q k � �"k!, we get in the limit T D ˛ C ddc' � 0. Let .'m/ be the
Bergman approximation sequence of '. Since ' � Q ` �  `CC`, Proposition 2 (a)
applied with � D 2m shows that 'm < 1

2mc`
.2mc` � n/C ` where c` > 0 is the

coefficient of the log singularity of  `. Therefore, if we take TB;k D ˛C ddc'mk , we
get in the limit .TB;k/ <W .T`/. ut
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Remark 8 When X is projective algebraic and f˛g belongs to the Neron-Severi
space

NSR.X/ D .H1;1.X;C/\ H2.X;Z/=torsion/˝Z R;

the fiber bS ˛.X/ is essentially an algebraic object. In fact, we could define bS ˛.X/ as
the set of suitable equivalence classes of “formal limits” limc1.D/!f˛g limk!C1 1

kak

associated with sequences of graded ideals ak � H0.X;OX.kD// satisfying the
subadditive property akC` � aka`, where D are big Q-divisors whose first Chern
classes c1.D/ approximate f˛g 2 NSR.X/. Many related questions are discussed
in the algebraic setting in Lazarfeld’s book [46]. It is nevertheless an interesting
point, even in the projective case, that one can “extrapolate” these concepts to all
transcendental classes, and get in this way a global space bS .X/ which looks well
behaved, e.g. semicontinuous, under variation of the complex structure of X.

5.2 Intersection Theory on S .X/ and OS .X/

Let X be a compact Kähler n-dimensional manifold equipped with a Kähler
metric !. We consider closed positive .1; 1/-currents Tj D ˛j C ddc'j, 1 � j � p.
Let us first assume that the functions 'j have analytic singularities, and let Z � X
be an analytic set such that the 'j’s are locally bounded on XXZ. The .p; p/-current

� D 1XXZT1 ^ : : : ^ Tk

is well defined on X X Z, thanks to Bedford and Taylor [10], and it is a closed
positive current there. By [10] such a current does not carry mass on any analytic
set, so we can enlarge Z without changing the total mass of�. In fact,� extends as
a closed positive current on the whole of X. To see this, let us take a simultaneous
log resolution of the Tj’s, i.e. a modification

� W bX ! X

such that if 'j D cj log
P

` jgj;`j2 C O.1/, then the pull-back of the ideals .gj;`/`,
namely ��.gj;`/` D .gj;` ı �/` is a purely divisorial ideal sheaf ObX.�Dj/ on bX.

Let uj D 0 be a local holomorphic equation of the divisor Dj on bX. Since
log

P
` jgj;`j2 D log jujj2 C log

P
` jgj;`=ujj2 D log jujj2 C vj, where vj 2 C1 and

ddc log jujj2 D ŒDj� by the Lelong-Poincaré equation, we find

��Tj D ��˛j C ddc.'j ı �/ D cjŒDj�CbTj; where bTj D ��˛j C ddcb'j (27)
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and b'j is a locally bounded potential on bX such that bTj � 0. Now, if E D ��1.Z/,
we get

1XXZT1 ^ : : : ^ Tp D ��.1bXXE
bT1 ^ : : : ^bTp/ D ��.bT1 ^ : : : ^bTp/: (28)

Hence the right-hand side defines the desired extension of 1XXZT1 ^ : : : ^ Tp to X
as the direct image of a closed positive current on bX carrying no mass on E. An
essential point is the following monotonicity lemma – the reader will find a more
general version for non-pluripolar products in [2, Theorem 1.16].

Lemma 4 Assume that we have closed positive .1; 1/-currents with analytic singu-
larities Tj, T 0

j 2 f˛jg with Tj 4 T 0
j , 1 � j � p, and let � � 0 be a closed positive

smooth .n � p; n � p/-form on X. If Z is an analytic set containing the poles of all
Tj and T 0

j , we have

Z

X
1XXZT1 ^ : : : ^ Tp ^ � �

Z

X
1XXZT 0

1 ^ : : : ^ T 0
p ^ �:

Proof We take a log-resolution � W bX ! X that works for all Tj and T 0
j

simultaneously. By (27) and (28), we have ��Tj D cjŒDj�CbTj wherebTj � 0 has a
locally bounded potential onbX, and

Z

X
1XXZT1 ^ : : : ^ Tp ^ � D

Z

bX
bT1 ^ : : : ^bTp ^ ���:

There are of course similar formulas ��T 0
j D cjŒD0

j� C bT 0
j for the T 0

j ’s, and our
assumption Tj 4 T 0

j means that the corresponding divisors satisfy cjDj � c0
jD

0
j,

hence�j WD c0
jD

0
j � cjDj � 0. In terms of cohomology, we have

��f˛jg D f��Tjg D fbTjg C fcjDjg D f��T 0
j g D fbT 0

jg C fc0
jD

0
jg;

hence fbTjg D fbT 0
jg C f�jg in H2.bX;R/. By Stokes’ theorem, we conclude that

Z

bX
bT1 ^bT2 ^ : : : ^bTp ^ ��� D

Z

bX
.bT 0

1 C f�1g/ ^bT2 ^ : : : ^bTp ^ ���

�
Z

bX
bT 0
1 ^bT2 ^ : : : ^bTp ^ ���

thanks to the positivity of our currents bTj, bT 0
j and the fact that the product of such

currents with bounded potentials by the current of integration Œ�j� is well defined
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and positive ([10]). By replacing successively all terms fbTjg by fbT 0
jgCf�jg we infer

Z

bX
bT1 ^ : : : ^bTp ^ ��� �

Z

bX
bT 0
1 ^ : : : ^bT 0

p ^ ���: �

Now, assume that we have arbitrary closed positive .1; 1/-currents T1, : : : , Tp.
For each of them, we take a sequence Tj;k D ˛jCi@@ j;k of monotone asymptotically
equisingular approximations by currents with analytic singularities, Tj;k � �"j;k!,
limk!C1 "j;k D 0. We have Tj;k 4 Tj;kC1, and we may also assume without loss
of generality that "j;k � "j;kC1 > 0 for all j; k. Let Zk be an analytic containing all
poles of the Tj;k, 1 � j � p. It follows immediately from the above discussion and
especially from Lemma 4 that the integrals

Z

X
1XXZk.T1;k C "1;k!/ ^ : : : ^ .Tp;k C "p;k!/ ^ � � 0

are well defined and nonincreasing in k (the fact that "j;k is non increasing even helps
here). From this, we conclude

Theorem 15 For every p D 1; 2; : : : ; n, there is a well defined p-fold intersection
product

bS .X/ � � � � � bS .X/ �! Hp;p
C .X;R/

which assigns to any p-tuple of equivalence classes of monotone sequences .Tj;k/ in
bS .X/, 1 � j � p, the limit cohomology class

lim
k!C1

˚
1XXZk.T1;k C "1;k!/ ^ : : : ^ .Tp;k C "p;k!/


 2 Hp;p
C .X;R/

where Hp;p
C .X;R/ � Hp;p.X;R/ denotes the cone of cohomology classes of closed

positive .p; p/-currents. This product is additive and homogeneous in each argument
in the space bS .X/.

Corollary 8 By combining the above formal intersection product with the Bergman
approximation operator B W S .X/! bS .X/, we get an intersection product

S .X/ � � � � �S .X/ �! Hp;p
C .X;R/ denoted .T1; : : : ;Tp/ 7�! hT1; : : : ;TpiC;

which is homogeneous and additive in each argument.

Proof (of Theorem 15) The existence of a limit in cohomology is seen by fixing a
dual basis .f�jg/ of Hn�p;n�p.X/, using the Serre duality pairing

Hp;p.X;R/� Hn�p;n�p.X/! R; .ˇ; �/ 7!
Z

X
ˇ ^ �:
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Since X is Kähler, we can take �1 D !n�p and replace if necessary �j by �jCC!n�p,
C� 1, to get �j � 0 for all j � 2. Then the integrals

Z

X
1XXZk.T1;k C "1;k!/ ^ : : : ^ .Tp;k C "p;k!/ ^ �j � 0

are nonincreasing in k, and the limit must therefore exist by monotonicity. ut
Remark 9 It is natural to ask how the above intersection product compares with the
(cohomology class of the) “non-pluripolar product” hT1; : : : ;Tpi defined in [2, § 1].
In fact, the above product only neglects analytic parts of the currents involved. The
simple example of a probability measure T without atoms supported on a polar set
of a compact Riemann surface X yields e.g. hTiC D 1, while the non-pluripolar part
hTi vanishes.

5.3 Kähler Definition of the Numerical Dimension

Using the intersection product defined in Theorem 15, we can give a precise
definition of the numerical dimension.

Definition 5 Let .X; !/ be a compact Kähler n-dimensional manifold. We define
the numerical dimension nd.T/ of a closed positive .1; 1/-current T on X to be the
largest integer p D 0; 1; : : : ; n such that hTpiC ¤ 0, i.e.

R
XhTpiC ^ !n�p > 0.

Accordingly, if .L; h/ be a pseudoeffective line bundle on X, we define its nume-
rical dimension to be

nd.L; h/ D nd. i�L;h/: (29)

By the results of the preceding subsection, nd.L; h/ depends only on the weak equi-
valence class of singularities of the metric h.

Remark 10 H. Tsuji [63] has defined a notion of numerical dimension by a more
algebraic method:

Definition 6 Let X be a projective variety and .L; h/ a pseudo-effective line bundle.
When V runs over all irreducible algebraic suvarieties of X, one defines

�num.L; h/ D sup
n
p D dim V I lim sup

m!1
h0
�
eV; ��.L˝m/˝I .��hm/

	

mp
> 0

o

where � W eV ! V � X is an embedded desingularization of V in X.

Junyan Cao [14] has shown that �num.L; h/ coincides with nd.L; h/ as defined
in (29). The idea is to make a reduction to the “big” case nd.L; h/ D dim X and
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to use holomorphic Morse inequalities [20] in combination with a regularization
procedure. We omit the rather technical details here.

Remark 11 If L is pseudo-effective there is also a natural concept of numerical
dimension nd.L/ that does not depend on the choice of a metric h on L. One can
set e.g.

nd.L/ D max
n
p 2 Œ0; n� I 9c > 0; 8" > 0; 9h"; �L;h" � �"!; such that

Z

XXZ"

. i�L;h" C "!/p ^ !n�p � c
o
;

where h" runs over all metrics with analytic singularities on L. It may happen in
general that nd.L; hmin/ < nd.L/, even when L is nef; in that case the h" can be
taken to be smooth in the definition of nd.L/, and therefore nd.L/ is the largest
integer p such that c1.L/p ¤ 0. In fact, for the line bundle L already mentioned
in Remark 5, it is shown in [30] that there is unique positive current T 2 c1.L/,
namely the current of integration T D ŒC� on the negative curve C � X, hence
nd.L; hmin/ D nd.ŒC�/ D 0, although we have nd.L/ D 1 here.

6 Proof of Junyan Cao’s Vanishing Theorem

This section is a brief account and a simplified exposition of Junyan Cao’s proof,
as detailed in his PhD thesis [13]. The key curvature and singularity estimates are
contained in the following technical statement, which depends in a crucial way on
Bergman regularization and on Yau’s theorem [64] for solutions of Monge-Ampère
equations.

Proposition 5 Let .L; h/ be a pseudoeffective line bundle on a compact Kähler
manifold .X; !/. Let us write T D i

2�
�L;h D ˛ C ddc' where ˛ is smooth and

' is a quasi-psh potential. Let p D nd.L; h/ be the numerical dimension of .L; h/.
Then, for every � 2 �0; 1� and ı 2 �0; 1�, there exists a quasi-psh potential ˚�;ı on
X satisfying the following properties W
(a) ˚�;ı is smooth in the complement X X Zı of an analytic set Zı � X.
(b) ˛ C ı! C ddc˚�;ı � ı

2
.1 � �/! on X.

(c) .˛ C ı! C ddc˚�;ı/
n � a �nın�p!n on X X Zı.

(d) ˚�;ı � .1C bı/ B;k C C�;ı where  B;k � ' is a Bergman approximation of '
of sufficiently high index k D k0.ı/.

(e) supX ˚1;ı D 0, and for all � 2 �0; 1� there are estimates ˚�;ı � A and

exp
� � ˚�;ı

	 � e�.1Cbı/' exp
�
A � �˚1;ı
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(f) For �0; ı0 > 0 small, � 2 �0; �0�, ı 2 �0; ı0� and k D k0.ı/ large enough, we
have

I .˚�;ı/ D IC.'/ D I .'/:

Here a; b; A; �0; ı0; C�;ı > 0 are suitable constants .C�;ı being the only one that
depends on � , ı/.

Proof Denote by  B;k the nonincreasing sequence of Bergman approximations of '
(obtained with denominators mk D 2k, say). We have  B;k � ' for all k, the  B;k

have analytic singularities and ˛ C ddc B;k � �"k! with "k # 0. Then "k � ı
4

for
k � k0.ı/ large enough, and so

˛ C ı! C ddc
�
.1C bı/ B;k

	 � ˛ C ı! � .1C bı/.˛ C "k!/

� ı! � .1C bı/"k! � bı˛ � ı
2
!

for b > 0 small enough (independent of ı and k). Let � W bX ! X be a log-resolution
of  B;k, so that

���˛ C ı! C ddc..1C bı/ B;k/
	 D ckŒDk�C ˇk

where ˇk � ı
2
��! � 0 is a smooth closed .1; 1/-form on bX that is > 0 in the

complementbX X E of the exceptional divisor, ck D 1Cbı
mk

> 0, and Dk is a divisor
that includes all components E` of E. The map � can be obtained by Hironaka [39]
as a composition of a sequence of blow-ups with smooth centers, and we can even
achieve that Dk and E are normal crossing divisors. In this circumstance, it is well
known that there exist arbitrary small numbers �` > 0 such that ˇk �P �`ŒE`� is
a Kähler class on bX. Hence we can find a quasi-psh potential b� k on bX such that
b̌

k WD ˇk �P �`ŒE`�C ddcb� k is a Kähler metric on bX, and by taking the �` small
enough, we may assume that

R
bX.
b̌

k/
n � 1

2

R
bX ˇ

n
k . Now, we write

˛ C ı! C ddc
�
.1C bı/ B;k

	 � ˛ C "k! C ddc B;k C .ı � "k/! � bı.˛C "k!/

� .˛ C "k! C ddc B;k/C ı
2
!

for k � k0.ı/ and b > 0 small (independent of ı and k). The assumption on the
numerical dimension of i

2�
�L;h D ˛ C ddc' implies the existence of a constant

c > 0 such that, with Z D �.E/ � X, we have

Z

bX
ˇn

k D
Z

X
1XXZ

�
˛ C ı! C ddc..1C bı/ B;k/

	n

�
 

n

p

!
� ı

2

�n�p
Z

XXZ

�
˛ C "k! C ddc B;k

	p ^ !n�p � c ın�p
Z

X
!n
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for all k � k0.ı/. Therefore, we may assume

Z

bX
.b̌k/

n � c

2
ın�p

Z

X
!n:

By Yau’s theorem [64], there exists a quasi-psh potentialb	 k on bX such that b̌k C
ddcb	 k is a Kähler metric onbX with a prescribed volume form Of > 0 such that

R
bX f D

R
bX
b̌n

k . By the above discussion, we can take here Of > c
3
ın�p��!n everywhere onbX.

Now, we consider �k D ��b� k and 	k D ��b	 k 2 L1loc.X/. Sinceb� k was defined in

such a way that ddcb� k D b̌k � ˇk CP` �`ŒE`�, we get

���˛ C ı! C ddc..1 C bı/ B;k C �.�k C 	k//
	

D ckŒDk�C .1 � �/ˇk C �
�X

`

�`ŒE`�C b̌k C ddcb	 k

�
� 0:

This implies in particular that ˚�;ı WD .1 C bı/ B;k C �.�k C 	k/ is a quasi-psh
potential on X and that

���˛ C ı! C ddc˚�;ı
	 � .1 � �/ˇk � ı

2
.1 � �/��!;

thus condition (b) is satisfied. Putting Zı D �.jDkj/ � �.E/ D Z, we also have

��1XXZı

�
˛ C ı! C ddc˚�;ı

	n � �n b̌n
k �

c

3
�nın�p��!n;

therefore condition (c) is satisfied as well with a D c=3. Property (a) is clear, and
(d) holds since the quasi-psh functionb� k Cb	 k must be bounded from above on bX.
We will actually adjust constants in b� k Cb	 k (as we may), so that supX ˚1;ı D 0.
Since ' �  B;k �  B;0 � A0 WD supX  B;0 and

˚�;ı D .1C bı/ B;k C �
�
˚1;ı �  B;k

	 D .1 � � C bı/ B;k C �˚1;ı;

we have

.1C bı/' � �.A0 �  B;k/ � ˚�;ı � .1 � � C bı/A0

and the estimates in (e) follow with A D .1 C b/A0. The only remaining property
to be proved is (f). Condition (d) actually implies I .˚�;ı/ � I ..1 C bı/ B;k/,
and Corollary 4 also gives I ..1 C bı/ B;k/ � I ..1 C bı=2/'/ if we take k �
k0.ı/ large enough, hence I .˚�;ı/ � IC.'/ for ı � ı0 small. In the opposite
direction, we observe that ˚1;� satisfies ˛ C ! C ddc˚1;ı � 0 and supX ˚1;ı D 0,
hence ˚1;ı belongs to a compact family of quasi-psh functions. A standard result
of potential theory then shows the existence of a uniform small constant c0 > 0
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such that
R

X exp.�c0˚1;ı/dV! < C1 for all ı 2 �0; 1�. If f 2 OX;x is a germ
of holomorphic function and U a small neighborhood of x, the Hölder inequality
combined with estimate (e) implies

Z

U
jf j2 exp.�˚�;ı/dV! � eA

� Z

U
jf j2e�p.1Cbı/'dV!

� 1
p
� Z

U
jf j2e�q�˚1;ıdV!

� 1
q
:

We fix �0 > 1 so that I .�0'/ D IC.'/, p 2 �1; �0Œ (say p D 1C�0/=2), and take

� � �0 WD c0
q
D c0

�0 � 1
�0 C 1 and ı � ı0 2 �0; 1� so small that p.1C bı0/ � �0.

Then clearly f 2 I .�0'/ implies f 2 I .˚�;ı/, and (f) is proved. ut
The rest of the arguments proceeds along the lines of [19, 49] and [28]. Let

.L; h/ be a pseuffective line bundle and p D nd.L; h/ D nd. i�L;h/. We equip L
be the hermitian metric hı defined by the quasi-psh weight ˚ı D ˚�0;ı obtained
in Proposition 5, with ı 2 �0; ı0�. Since ˚ı is smooth on X X Zı, the well-known
Bochner-Kodaira identity shows that for every smooth .n; q/-form u with values in
KX ˝ L that is compactly supported on X X Zı , one has

k@uk2ı C k@
�
uk2ı � 2�

Z

X
.�1;ı C : : :C �q;ı � qı/juj2e�˚ıdV!;

where kuk2ı WD
R

X juj2!;hıdV! D
R

X juj2e�˚ıdV! and

0 < �1;ı.x/ � : : : � �n;ı.x/

are, at each point x 2 X, the eigenvalues of ˛C ı!C ddc˚ı with respect to the base
Kähler metric !. Notice that the �j;ı.x/� ı are the actual eigenvalues of i

2�
�L;hı D

˛ C ddc˚ı with respect to ! and that the inequality �j;ı.x/ � ı
2
.1 � �/ > 0 is

guaranteed by Proposition 5 (b). After dividing by 2�q (and neglecting that constant
in the left hand side), we get

k@uk2ı C k@
�
uk2ı C ıkuk2ı �

Z

X
.�1;ı C : : :C �q;ı/juj2e�˚ıdV!: (30)

A standard Hahn-Banach argument in the L2-theory of the @-operator then yields
the following conclusion.

Proposition 6 For every L2 section of�n;qT�
X˝L such that kfkı < C1 and @f D 0

in the sense of distributions, there exists a L2 section v D vı of �n;q�1T�
X ˝ L and a
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L2 section w D wı of �n;qT�
X ˝ L such that f D @v C w with

kvk2ı C
1

ı
kwk2ı �

Z

X

1

�1;ı C : : :C �q;ı
jf j2e�˚ıdV!:

Because of the singularities of the weight on Zı , one should in fact argue first on
X X Zı and approximate the base Kähler metric ! by a metric b!ı;" D ! C "b!ı that
is complete on X X Zı , exactly as explained in [19]; we omit the (by now standard)
details here. A consequence of Proposition 6 is that the “error term” w satisfies the
L2 bound

Z

X
jwj2e�˚ıdV! �

Z

X

ı

�1;ı C : : :C �q;ı
jf j2e�˚ıdV!: (31)

The idea for the next estimate is taken from Mourougane’s PhD thesis [49].

Lemma 5 The ratio �ı.x/ WD ı=.�1;ı.x/C : : :C�q;ı.x// is uniformly bounded on X
.independently of ı/, and, as soon as q � n�nd.L; h/C1, there exists a subsequence
.�ı`/, ı` ! 0, that tends almost everywhere to 0 on X.

Proof By estimates (b,c) in Proposition 5, we have �j;ı.x/ � ı
2
.1 � �0/ and

�1;ı.x/ : : : �n;ı.x/ � a�n
0 ı

n�p where p D nd.L; h/: (32)

Therefore we already find �ı.x/ � 2=q.1� �0/. Now, we have

Z

XXZı

�n;ı.x/dV! �
Z

X
.˛ C ı! C ddc˚ı/ ^ !n�1 D

Z

X
.˛ C ı!/ ^ !n�1 � Const;

therefore the “bad set” S" � X X Zı of points x where �n;ı.x/ > ı�" has a volume
Vol.S"/ � Cı" converging to 0 as ı ! 0 (with a slightly more elaborate argument
we could similarly control any elementary symmetric function in the �j;ı’s, but this
is not needed here). Outside of S", the inequality (32) yields

�q;ı.x/
qı�".n�q/ � �q;ı.x/

q�n;ı.x/
n�q � a�n

0 ı
n�p

hence

�q;ı.x/ � cı
n�pC.n�q/"

q and �ı.x/ � Cı1�
n�pC.n�q/"

q :

If we take q � n � p C 1 and " > 0 small enough, the exponent of ı in the final
estimate is positive, and Lemma 5 follows. ut
Proof (of Junyan Cao’s Theorem 5) Let ff g be a cohomology class in the group
Hq.X;KX˝L˝IC.h//, q � n�nd.L; h/C1. Consider a finite Stein open covering
U D .U˛/˛D1;:::;N by coordinate balls U˛. There is an isomorphism between Čech
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cohomology LHq.U ;F / with values in the sheaf F D O.KX ˝ L/ ˝ IC.h/ and
the cohomology of the complex .K�

ı ; @/ of .n; q/-forms u such that both u and
@u are L2 with respect to the weight ˚ı , i.e.

R
X juj2 exp.�˚ı/dV! < C1 and

R
X j@uj2 exp.�˚ı/dV! < C1. The isomorphism comes from Leray’s theorem and

from the fact that the sheafified complex .K �
ı ; @/ is a complex of C1-modules

that provides a resolution of the sheaf F : the main point here is that I .˚ı/ D
IC.'/ D IC.h/, as asserted by Proposition 5 (f), and that we can locally solve
@-equations by means of Hörmander’s estimates [40].

Let . ˛/ be a partition of unity subordinate to U . The explicit isomorphism
between Čech cohomology and L2 cohomology yields a smooth L2 representative
f DPjIjDq fI.z/dz1 ^ : : : ^ dzn ^ dzI which is a combination

f D
X

˛0

 ˛0c˛0˛1:::˛q@!˛1 ^ : : : ^ @ ˛q

of the components of the corresponding Čech cocycle

c˛0˛1:::˛q 2 �
�
U˛0 \ U˛1 \ : : : \ U˛q ;O.F /

	
:

Estimate (e) in Proposition 5 implies the Hölder inequality

Z

X
�ıjf j2 exp.�˚ı/dV! � eA

� Z

X
�

p
ı jf j2e�p.1Cbı/'dV!

�1
p
� Z

X
jf j2e�q�0˚1;ıdV!

�1
q
:

Our choice of ı � ı0, �0 and p; q shows that the integrals in the right hand side
are convergent, and especially

R
X jf j2e�p.1Cbı/'dV! < C1. Lebesgue’s dominated

convergence theorem combined with Lemma 5 implies that the Lp-part goes to 0 as
ı D ı` ! 0, hence the “error term” w converges to 0 in L2 norm by estimate (31).
If we express the corresponding class fwg in Čech cohomology and use Hörmander’s
estimates on the intersections U˛ D T

U˛j , we see that fwg will be given by a
Čech cocycle . Qw˛/ such that

R
U˛
j Qw˛j2e�˚ıdV! ! 0 as ı D ı` ! 0 (we may

lose here some fixed constants since ˚ı is just quasi-psh on our balls, but this
is irrelevant thanks to the uniform lower bounds for the Hessian). The inequality
˚ı � A in Proposition 5 (e) shows that we have as well an unweighted L2 estimateR

U˛
j Qw˛j2dV ! 0. However it is well-known that when one takes unweighted L2

norms on spaces of Čech cocyles (or uniform convergence on compact subsets, for
that purpose), the resulting topology on the finite dimensional space LHq.U ;F / is
Hausdorff, so the subspace of coboundaries is closed in the space of cocycles. Hence
we conclude from the above that f is a coboundary, as desired. ut
Remark 12 In this proof, it is remarkable that one can control the error term w, but
a priori completely loses control on the element v such that @v 
 f when ı ! 0 !
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7 Compact Kähler Threefolds Without Nontrivial
Subvarieties

The bimeromorphic classification of compact Kähler manifolds leads to considering
those, termed as “simple” by Campana, that have as little internal structure as
possible, and are somehow the elementary bricks needed to reconstruct all others
through meromorphic fibrations (cf. [11, 12]).

Definition 7 A compact Kähler manifold X is said to be simple if there does not
exist any irreducible analytic subvariety Z with 0 < dim Z < dim X through a very
general point x 2 X, namely a point x in the complement X XS Sj of a countable
union of analytic sets Sj ¨ X.

Of course, every one dimensional manifold X is simple, but in higher dimensions
n > 1, one can show that a very general torus X D Cn=� has no nontrivial analytic
subvariety Z at all (i.e. none beyond finite sets and X itself), in any dimension n. In
even dimension, a very general Hyperkähler manifold can be shown to be simple as
well. It has been known since Kodaira that there are no other simple Kähler surfaces
(namely only very general 2-dimensional tori and K3 surfaces). Therefore, the next
dimension to be investigated is dimension 3. In this case, Campana, Höring and
Peternell have shown in [17] that X is bimeromorphically a quotient of a torus by
a finite group (see Theorem 18 at the end). Following [16], we give here a short
self-contained proof for “strongly simple” Kähler threefolds, namely threefolds that
do not possess any proper analytic subvariety.

The simplicity assumption implies that the algebraic dimension is a.X/ D 0,
in particular X cannot be projective, and cannot either be uniruled (i.e. cov-
ered by rational curves). By the Kodaira embedding theorem, we also infer that
H0.X;˝2

X/ ¤ 0, otherwise X would be projective. One of the most crucial
arguments is the following strong and difficult theorem of Brunella [9].

Theorem 16 ([9]) Let X be a compact Kähler manifold with a 1-dimensional
holomorphic foliation F given by a nonzero morphism of vector bundle L ! TX,
where L is a line bundle on X, and TX is its holomorphic tangent bundle. If L�1 is
not pseudoeffective, the closures of the leaves of F are rational curves, and X is thus
uniruled.

We use this result in the form of the following corollary, which has been observed
in [41], Proposition 4.2.

Corollary 9 If X is a non uniruled n-dimensional compact Kähler manifold with
H0.X;˝n�1

X / ¤ 0, then KX is pseudoeffective.

Proof ˝n�1
X is canonically isomorphic to KX ˝ TX . Any nonzero section of ˝n�1

X
thus provides a nonzero map K�1

X ! TX , and an associated foliation. ut
It follows from the above that the canonical line bundle KX of our simple

threefold X must be pseudoeffective. We then use the following simple observation.



On the Cohomology of Pseudoeffective Line Bundles 95

Proposition 7 Assume that X is a strongly simple compact complex manifold. Then
every pseudoeffective line bundle .L; h/ is nef, and all multiplier sheaves I .hm/ are
trivial, i.e. I .hm/ D OX. Moreover, we have c1.L/n D 0.

Proof Since there are not positive dimensional analytic subvarieties, the zero
varieties of the ideal sheaves I .hm/ must be finite sets of points, hence, by Skoda
[60], the Lelong numbers �. i�L;h; x/ are zero except on a countable set S � X. By
[21], this implies that L is nef and c1.L/n � P

x2S �. i�L;h; x/n. However, by the
Grauert-Riemenschneider conjecture solved in [58, 59] and [20], the positivity of
c1.L/n would imply that a.X/ D n (i.e. X Moishezon, a contradiction). Therefore
c1.L/n D 0 and S D ;. ut
Proposition 8 Let X be a compact Kähler manifold of dimension n > 1 without
any non-trivial subvariety, and with KX pseudoeffective. Then

hj.X;K˝m
X / � h0.X;˝ j

X ˝ K˝m
X / �

 
n

j

!

for every j � 0;

and the Hilbert polynomial P.m/ WD �.X;K˝m
X / is constant, equal to �.X;OX/.

Proof The inequality hj.X;K˝m
X / � h0.X;˝ j

X ˝ K˝m
X / follows from the Hard

Lefschetz Theorem 4 applied with L D KX and the corresponding trivial mul-
tiplier ideal sheaf. Also, for any holomorphic vector bundle E on X, we have
h0.X;E/ � rank.E/, otherwise, some ratios of determinants of sections would
produce a nonconstant meromorphic function, and thus a.X/ > 0, contradiction;
here we take E D ˝ j

X ˝K˝m
X and get rank E D �n

j

	
. The final claim is clear because

a polynomial function P.m/ which remains bounded as m ! C1 is necessarily
constant. ut
Corollary 10 Let X be a strongly simple Kähler threefold. Let hi;j D dim Hi;j.X;C/
be the Hodge numbers. We have

c1.X/
3 D c1.X/ � c2.X/ D 0; �.X;OX/ D 0 and q WD h1;0 > 0:

Proof The intersection number K3
X D �c1.X/3 vanishes because it is the leading

term of P.m/, up to the factor 3Š. The Riemann-Roch formula then gives

P.m/ D .1 � 12m/

24
c1.X/ � c2.X/:

The boundedness of P.m/ implies �.X;OX/ D 1
24

c1.X/ � c2.X/ D 0. Now, we write

0 D �.X;OX/ D 1 � h1;0 C h2;0 � h3;0:
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By Kodaira’s theorem, h2;0 > 0 since X is not projective, and h3;0 � 1 since
a.X/ D 0. Thus 0 D 1 � h1;0 C h2;0 � h3;0 � 1 � q C 1 � 1 D 1 � q, and
q > 0. ut

Everything is now in place for the final conclusion.

Theorem 17 Let X be a strongly simple Kähler threefold. Then the Albanese map
˛ W X ! Alb.X/ is a biholomorphism of 3-dimensional tori.

Proof Since q D h1;0 > 0, the Albanese map ˛ is non constant. By simplicity,
X cannot possess any fibration with positive dimensional fibers, so we must have
dim˛.X/ D dim X D 3, and as q D h1;0 D h0.X;˝1

X/ � 3 (Proposition 8 with
j D 1, m D 0) the Albanese map ˛ must be surjective. The function det.d˛/ cannot
vanish, otherwise we would get a non trivial divisor, so ˛ is étale. Therefore X is a
3-dimensional torus, as a finite étale cover of the 3-dimensional torus Alb.X/, and
˛ must be an isomorphism. ut

In [17], the following stronger result is established as a consequence of the
existence of good minimal models for Kähler threefolds:

Theorem 18 Let X be smooth compact Kähler threefold. If X is simple, there exists
a bimeromorphic morphism X ! T=G where T is a torus and G a finite group
acting on T.
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and Applications to the Conformal Calabi-Yau
Problem
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MSC (2010): 53C42; 32H02, 53A10, 32B15.

1 On Null Curves in C3 and Minimal Surfaces in R3

An open connected Riemann surface M is said to be a bordered Riemann surface
if it is the interior of a compact one dimensional complex manifold M with smooth
boundary bM ¤ ; consisting of finitely many closed Jordan curves. The closure
M D M[bM of such M is a compact bordered Riemann surface. By classical results
every compact bordered Riemann surface is conformally equivalent to a smoothly
bounded domain in an open (or compact) Riemann surface R by a map smoothly
extending to the boundary.

Let M be an open Riemann surface. A holomorphic immersion F D
.F1;F2;F3/WM ! C3 is said to be a null curve if it is directed by the conical
quadric subvariety
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in the sense that the derivative F0 D .F0
1;F

0
2;F

0
3/WM ! C3 with respect to any

local holomorphic coordinate on M takes values in A n f0g. If M is a bordered
Riemann surface, then the same definition applies to smooth maps M ! C3 which
are holomorphic in M.

The real and the imaginary part of a null curve M ! C3 are conformal (angle
preserving) minimal immersions M! R3; that is, having mean curvature identically
zero. Conversely, every conformal minimal immersion M ! R3 is locally (on any
simply-connected domain in M) the real part of a null curve; this fails on non-simply
connected Riemann surfaces due to the periods of the harmonic conjugate. This
connection enables the use of complex analytic tools in minimal surface theory, a
major topic of differential geometry since the times of Euler and Lagrange. One of
the quintessential examples of this statement is the use of Runge’s approximation
theorem for holomorphic functions on open Riemann surfaces in the study of the
Calabi-Yau problem for surfaces.

In 1965, Calabi [24] conjectured the nonexistence of complete minimal surfaces
in R3 with bounded projection into a straight line; this would imply in particular the
nonexistence of bounded complete minimal surfaces in R3. Recall that an immersion
FWM ! Rn, n 2 N, is said to be complete if the pullback F�ds2 by F of the
Riemannian metric on Rn is a complete metric on M. Calabi’s conjecture turned out
to be false by the groundbreaking counterexample by Jorge and Xavier [59] in 1980
who constructed a complete conformal minimal immersion F D .F1;F2;F3/WD !
R3 of the disc D D fz D x C {y 2 CW jzj < 1g with F3.z/ D <.z/ D x.
(Here { D p�1.) Their method consists of applying the classical Runge theorem
on a labyrinth of compact sets in D in order to construct a suitable harmonic
function .F1;F2/WD ! R2. Refinements of Jorge and Xavier’s technique have
given rise to a number of examples of complete minimal surfaces in R3 with a
bounded coordinate function (see [65, 66, 83]); in particular it was recently proven
by Alarcón, Fernández, and López [1–3] that every open Riemann surface carrying
non-constant bounded harmonic functions is the underlying conformal structure of
such a surface.

As pointed out by S.-T. Yau in his 1982 problem list [98, Problem 91], the
question of whether there exist complete bounded minimal surfaces in R3 (which
became known in the literature as the Calabi-Yau problem) remained open. (See
also Yau’s Millenium Lecture 2000 [99].) It was Nadirashvili [74] who in 1996
answered this question in the affirmative by constructing a conformal complete
bounded minimal immersion of the disc D into R3. Nadirashvili’s method relies on
a recursive use of Runge’s approximation theorem on labyrinths of compact subsets
of D, and it has been the seed of several construction techniques, leading to a variety
of examples. In particular, in 2012 Ferrer et al. [38] constructed complete properly
immersed minimal surfaces with arbitrary topology in any given either convex or
bounded and smooth domain of R3; see also Alarcón et al. [4] for the case of finite
topology.

A question that appeared early in the history of the Calabi-Yau problem was
whether there exist complete bounded minimal surfaces in R3 whose conjugate
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surfaces also exist and are bounded; that is, whether there exist complete bounded
null curves in C3. The first such examples were provided only very recently
by Alarcón and López [9] who constructed complete null curves with arbitrary
topology properly immersed in any given convex domain of C3; this answers a
question by Martín, Umehara, and Yamada [68, Problem 1]. Their method, which
is different from Nadirashvili’s one, relies on a Runge-Mergelyan type theorem
for null curves in C3 [8], a new and powerful tool that gave rise to a number of
constructions of both minimal surfaces in R3 and null curves in C3 (see [2, 8–
10, 12]). Very recently, Ferrer, Martín, Umehara, and Yamada [39] showed that
Nadirashvili’s method can be adapted to null curves, giving an alternative proof
of the existence of complete bounded null discs in C3.

In the opposite direction, Colding and Minicozzi [28] proved in 2005 that every
complete embedded minimal surface of finite topology in R3 is proper in R3, hence
unbounded. This result was extended by Meeks, Pérez, and Ros [71] to surfaces with
finite genus and countably many ends. It follows that the original Calabi’s conjecture
is true for embedded surfaces of finite topology. Although being embedded is a
strong constraint for a complete minimal surface in R3, it is no constraint for null
curves in C3 as the following result shows.

Theorem 1.1 ([6, Corollary 6.2]) There exist complete null curves with arbitrary
topology properly embedded in any given convex domain of C3.

This answers a question by Martín, Umehara, and Yamada [68, Problem 2].
The key to the proof is that the general position of null curves in C

3 is
embedded. In fact, Theorem 1.1 easily follows from the existence of complete
properly immersed null curves in convex domains of C

3 [9] and the following
desingularization result from [6].

Theorem 1.2 ([6, Theorem 2.4 and Theorem 2.5]) Let M be a bordered Riemann
surface. Then every null immersion M ! C3 can be approximated in the C 1-
topology on M by null embeddings M ,! C3. Similarly, if M is any open Riemann
surface then any null immersion M ! C3 can be approximated uniformly on
compacts by null embeddings M ,! C3.

Since complex submanifolds of complex Euclidean spaces are area minimizing
[37], the Calabi-Yau problem is closely related to a question, posed by Yang [96, 97]
in 1977, whether there exist complete bounded complex submanifolds of Cn for
n > 1. The first result in this subject was obtained by Jones [58] who constructed
holomorphic immersions D ! C2 and embeddings D ,! C3 with bounded image
and complete induced metric. His method is based on the BMO duality theorem.
In 2009, Martín, Umehara, and Yamada [69] extended Jones’ result to complete
bounded complex curves in C2 with arbitrary finite genus. Finally, Alarcón and
López [9] constructed complete complex curves with arbitrary topology properly
immersed in any given convex domain of C2, as well as the first example of a
complete bounded embedded complex curve in C2 [13].

The use of Runge’s theorem in the recursive procedure of Nadirashvili’s method
for constructing complete bounded minimal surfaces does not enable one to control
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the placement in R3 of the entire surface at each step. Therefore one is forced to
cut away some small pieces of the surface in order to keep it suitably bounded, so
it is impossible to control the conformal structure on the surface when applying
this technique to non-simply connected Riemann surfaces (the simply-connected
ones are of course conformally equivalent to the disc D). This phenomenon has
been present in every construction of complete bounded minimal surfaces in R3 and
null curves in C3 (see [9] and references therein), and also in every construction of
complete bounded complex curves in C2 with non-trivial topology up to this point
(cf. [9, 13, 69]).

This constraint has recently been overcome by the authors [5] in the case of
bordered Riemann surfaces in Cn, n � 2.

Theorem 1.3 ([5, Theorem 1]) Every bordered Riemann surface carries a com-
plete proper holomorphic immersion to the unit ball of Cn, n � 2, which can be
chosen an embedding for n � 3.

The construction in the proof of Theorem 1.3 is inspired by that of Alarcón
and López [9], but it requires additional complex analytic tools. The key point is
to replace Runge’s theorem by approximate solutions of certain Riemann-Hilbert
boundary value problems in Cn (see Sect. 3 below for an exposition of this subject).
This gives sufficient control of the placement of the whole curve in the space to
avoid shrinking, thereby enabling one to control its conformal structure. Another
important tool is the method of Forstnerič and Wold [45] for exposing boundary
points of a complex curve. This method, together with a local version of the
Mergelyan theorem, enables one to incorporate suitable arcs to a compact bordered
Riemann surface in Cn without modifying its conformal structure.

However, the case of minimal surfaces in R3 and null curves in C3 is still much
harder and requires more refined complex analytic tools. The following version of
the Riemann-Hilbert problem for null curves has been obtained recently in [7].

Theorem 1.4 ([7, Theorem 3.4]) Let M be a bordered Riemann surface, and let I
be a compact subarc of bM which is not a connected component of bM. Choose a
small annular neighborhood A � M of bM and a smooth retraction �WA! bM. Let
FWM ! C3 be a null holomorphic immersion, let # 2 A n f0g be a null vector, let
�W bM ! RC be a continuous function supported on I, and consider the continuous
map

~W bM � D! C
3; ~.x; �/ D F.x/C �.x/ � #:

Then for any number � > 0 there exist an arbitrarily small open neighborhood �
of I in A and a null holomorphic immersion GWM ! C3 satisfying the following
properties:

(a) dist.G.x/; ~.x; bD// < � for all x 2 bM.
(b) dist.G.x/; ~.�.x/;D// < � for all x 2 �.
(c) G is �-close to F in the C 1 topology on M n�.
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The authors gave a direct proof by explicit calculation in the special case when
M is the disc D, using the so called spinor representation of the null quadric
(1). This can be used locally on small discs abutting the boundary of M. The
proof of the general case depends on the technique of gluing holomorphic sprays
(which amounts to a nonlinear version of the @-problem in complex analysis, see
[42, Chapter 5]) applied to the derivatives of null curves. To use the method of
gluing sprays in the present setting, one must control the periods of some maps in
the amalgamated spray in order to get well defined null curves by integration; in
addition, delicate estimates are needed to ensure that the resulting null curves have
the desired properties. A more precise outline of the proof is given in Sect. 4.

The following result, whose proof uses the techniques described above, is the
authors’ main contribution to the Calabi-Yau problem.

Theorem 1.5 ([7, Theorem 1.1]) Every bordered Riemann surface carries a com-
plete proper null embedding into the unit ball of C3.

If FWM ! C
3 is a null curve, then the Riemannian metric F�ds2 induced by the

Euclidean metric of C3 via F is twice the one induced by the Euclidean metric of
R
3 via the real part <F (cf. [75]). Indeed, write F D .F1;F2;F3/WM ! C

3 and let
� D xC {y be a local holomorphic coordinate on M. Then

0 D
3X

jD1
.Fj

�/
2 D

3X

jD1
.Fj

x/
2 D

3X

jD1

�
.<Fj/x C {.=Fj/x

	2

D
3X

jD1

�
..<Fj/x/

2 � ..=Fj/x/
2
	C 2{

3X

jD1
.<Fj/x.=Fj/x:

Since .=F/y D �.<F/x by the Cauchy-Riemann equations, the above is equivalent
to j.<F/xj D j.=F/yj and h.<F/x; .=F/yi D 0. It follows that the minimal
immersion <FWM! R3 is conformal, harmonic, and

F�ds2 D jFxj2.dx2 C dy2/ D 2j.<F/xj2.dx2 C dy2/ D 2.<F/�ds2:

In particular, the real part of a complete null curve in C3 is a complete conformal
minimal immersion in R3. In view of Theorem 1.5, we obtain the following result
on the so-called conformal Calabi-Yau problem for surfaces.

Theorem 1.6 ([7, Corollary 1.2]) Every bordered Riemann surface M carries a
conformal complete minimal immersion M! R3 with bounded image.

We emphasize that, in Theorems 1.5 and 1.6, the conformal structure on the
source Riemann surface is not changed.

Notice that we do not control the asymptotic behavior of the surfaces in
Theorem 1.6; in particular we do not know whether there exist conformal complete
proper minimal immersions from any bordered Riemann surface into a ball of R3.
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At this point we wish to draw a certain analogy with the old problem whether
every open Riemann surface admits a proper holomorphic embedding into C2 (see
Bell and Narasimhan [17, Conjecture 3.7, p. 20]). It is classical that every open
Riemann surface properly holomorphically embeds in C3 and immerses in C2 [42,
§8.2]. By introducing the technique of exposing boundary points alluded to above,
combined with the Andersén-Lempert theory of holomorphic automorphisms of Cn

for n > 1, Forstnerič and Wold proved in 2009 that, if a compact bordered Riemann
surface M admits a (nonproper) holomorphic embedding in C2 then its interior M
admits a proper holomorphic embedding in C2 [45]. Further applications of their
technique can be found in [67] and [46]. For example, every circular domain in the
Riemann sphere admits a proper holomorphic embedding in C2 [46]. (The case of
finitely connected plane domains was established by Globevnik and Stensønes in
1995 [52].) The main novelty in [45, 46] is that, unlike in the earlier constructions,
no cutting of the surface is needed and hence the conformal structure is preserved.
It is considerably easier to show that every open oriented real surface M admits
a complex structure J such that the open Riemann surface .M; J/ admits a proper
holomorphic embedding into C2 (Alarcón and López [11]; for the case of finite
topology see [27]).

Another good example of how Runge’s theorem has been exploited in minimal
surface theory is the construction of proper minimal surfaces in R3 with hyperbolic
conformal structure. (An open Riemann surface is said to be hyperbolic if it carries
negative non-constant subharmonic functions; otherwise it is called parabolic.) An
old conjecture of Sullivan [70] asserted that every properly immersed minimal
surface in R3 with finite topology must have parabolic conformal structure. The
first counterexample was given by Morales in [72] who in 2003 constructed a proper
conformal minimal immersion D! R3.

In the same line, Schoen and Yau [84] asked in 1985 whether a minimal surface in
R3 properly projecting into a plane must be parabolic. The question was answered
by Alarcón and López [8] who showed that in fact every open Riemann surface
M carries a conformal minimal immersion X D .X1;X2;X3/WM ! R3 such that
.X1;X2/WM ! R2 is a proper map, and a null curve F D .F1;F2;F3/WM ! C3 such
that .F1;F2/WM ! C2 is proper. (See also [12].) Taking into account Theorem 1.2
we obtained the following extension of the previous results.

Theorem 1.7 ([6, Theorem 8.1]) Every open Riemann surface M carries a proper
null embedding F D .F1;F2;F3/WM ,! C3 such that .F1;F2/WM ! C2 is a proper
map.

The constructions in [8] and [6] involved particular versions of Runge’s theorem
for minimal surfaces in R

3 and null curves in C
3 that do not give any control on the

third coordinate. However, the newly developed complex analytic methods involved
in the proof of Theorem 1.5 above enable us to overcome this constraint in the case
of bordered Riemann surfaces as null curves in C

3. The following is our main result
in this line.
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Theorem 1.8 ([7, Theorem 1.4]) Every bordered Riemann surface M carries a
null holomorphic embedding F D .F1;F2;F3/WM ,! C3 such that .F1;F2/WM !
C2 is a proper map and the function F3WM ! C is bounded on M.

Joining together the methods in the proof of the above result and the Mergelyan
theorem for null curves [8] (see also [6]), we also get the following result.

Theorem 1.9 ([7, Theorem 1.8]) Every orientable noncompact smooth real sur-
face M without boundary admits a complex structure J such that the Riemann
surface .M; J/ carries a proper holomorphic null embedding .F1;F2;F3/W .M; J/!
C
3 such that F3 is a bounded function on M.

Recall that the only properly immersed minimal surfaces in R3 with a bounded
coordinate function are planes by the Half-Space theorem of Hoffman and Meeks
[57]. Therefore, if F D .F1;F2;F3/WM ,! C3 is a proper null curve as those in
Theorem 1.8, then <.e{tF/WM ! R3 is a conformal complete non-proper minimal
immersion for all t 2 R.

2 On Null Curves in SL2.C/ and Bryant Surfaces in H3

A holomorphic immersion FWM ! SL2.C/ from an open Riemann surface into the
special linear group

SL2.C/ D



z D
�

z11 z12
z21 z22

�

2 C
4W det z D z11z22 � z12z21 D 1

�

is said to be a null curve if it is directed by the quadric variety

E D



z D
�

z11 z12
z21 z22

�

W det z D z11z22 � z12z21 D 0
�

� C
4; (2)

meaning that the derivative F0WM ! C4 with respect to any local holomorphic
coordinate on M belongs to E n f0g. If M is a bordered Riemann surface, then the
same definition applies for smooth maps M ! SL2.C/ being holomorphic in M.

In 1987, Bryant [22] discovered that, if FWM ! SL2.C/ is a null curve, then

F �FT
takes values in the hyperbolic space H3 D SL2.C/=SU.2/ and is a conformal

immersion with constant mean curvature one; conversely, every simply-connected
Bryant surface (i.e., with constant mean curvature one in H3) is the projection of a
null curve in SL2.C/. As is the case of minimal surfaces in R3, the above connection
enables the use of complex analytic tools in Bryant surface theory which made this
subject a fashionable research topic in the last decade (see e.g. [29, 82, 93] for the
background). Moreover, the Lawson correspondence [63] implies that every simply
connected Bryant surface is isometric to a minimal surface in R3 and vice versa;
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hence problems on minimal surface theory are automatically natural also for Bryant
surfaces.

Some of the results described in the previous section hold not only for null curves
in C3, but also for immersions with derivative in an arbitrary conical subvariety A
of Cn (n � 3) which is smooth away from the origin; i.e., A-immersions.

Theorem 2.1 ([6, Theorem 2.5 and Corollary 2.7]) Let M be an open Riemann
surface, and let A be a closed conical subvariety of Cn, n � 3, which is not contained
in any hyperplane and such that A n f0g is a smooth Oka manifold. Then:

• (Desingularization theorem) Every A-immersion M ! C
n can be approximated

uniformly on compacts by A-embeddings M! C
n.

• (Runge theorem) Every A-immersion U ! C
n on an open neighborhood U of a

compact Runge set K � M can be approximated uniformly on K by A-immersions
M ! C

n.

Recall that a complex manifold Y is said to be an Oka manifold if every holomorphic
map from an open neighborhood of a compact convex set K � CN to Y can be
approximated, uniformly on K, by entire maps CN ! Y; see [42] for a reference on
Oka theory.

Although the variety E (2) controlling null curves in SL2.C/ meets the require-
ments of Theorem 2.1, the results do not apply directly since the E-immersions
M ! C4 furnished by the theorem need not lie in SL2.C/. In order to force the
image to lie in SL2.C/, one must add another equation expressing the condition
that the tangent vector to the curve is also tangent to SL2.C/ (as a submanifold of
C4). Unfortunately the resulting system of equations is no longer autonomous (the
second equation depends on the point in space), and hence the methods of [6] do
not apply.

However, Martín, Umehara, and Yamada [68] discovered in 2009 that the
biholomorphic map T WC3 n fz3 D 0g ! SL2.C/ n fz11 D 0g, given by

T .z1; z2; z3/ D 1

z3

�
1 z1 C {z2

z1 � {z2 z21 C z22 C z23

�

; (3)

carries null curves into null curves. This transformation allows us to obtain a
succulent list of corollaries to the results in the previous section.

In view of Theorem 1.2 we get the following result concerning the general
position of null curves in SL2.C/ n fz11 D 0g.
Theorem 2.2 ([6, Corollary 2.8]) Let M be a bordered Riemann surface. Every
immersed null curve M ! SL2.C/ n fz11 D 0g can be approximated in the C 1

topology on M by embedded null curves M ! SL2.C/ n fz11 D 0g.
Observe that for any constant c > 0 the biholomorphism T (3) maps complete

bounded null curves in C
3 n fjz3j > cg into complete bounded null curves in

SL2.C/, which in turn project to complete bounded Bryant surfaces in H
3 [68].
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From Theorems 1.1 and 1.5, we get the following results regarding Calabi-Yau type
questions.

Theorem 2.3 ([6], [7, Corollary 1.9])
• There exist complete bounded embedded null curves in SL2.C/ and immersed

Bryant surfaces in H3 with arbitrary topology.
• Every bordered Riemann surface M admits a complete null holomorphic embed-

ding M ! SL2.C/ with bounded image, and it is conformally equivalent to a
complete bounded immersed Bryant surface in H3.

The latter part of the former item in the above theorem was already proven in
[8] where also complete bounded immersed null curves in SL2.C/ with arbitrary
topology were given. Complete bounded immersed simply connected null holomor-
phic curves in SL2.C/, hence complete bounded simply-connected Bryant surfaces
in H

3, were provided in [39, 68].
Finally, observe that applying T to a proper null curve F D .F1;F2;F3/WM !

C
3 such that 0 < c1 < jF3j < c2 on M one gets a proper null curve in SL2.C/, which

in turn projects to a proper Bryant surface in H
3. Therefore, Theorems 1.8 and 1.9

provide the following examples of proper null curves in SL2.C/ and Bryant surfaces
in H

3.

Theorem 2.4 ([7, Corollaries 1.5 and 1.6 and Theorem 1.8])
• There exist properly embedded null curves in SL2.C/ and properly immersed

Bryant surfaces in H3 with arbitrary topology.
• Every bordered Riemann surface M admits a proper null holomorphic embedding

M ! SL2.C/, and it is conformally equivalent to a properly immersed Bryant
surface in H3.

Connecting to Sullivan’s conjecture for minimal surfaces [70], the ones in the
latter item of Theorem 2.4 are the first examples of proper null curves in SL2.C/
and proper Bryant surfaces in H3 with finite topology and hyperbolic conformal
structure.

3 The Riemann-Hilbert Problem and Proper Holomorphic
Maps of Bordered Riemann Surfaces

In this and the following section we explain how a certain version of the classical
Riemann-Hilbert boundary value problem is used in the construction of holomor-
phic curves satisfying various additional properties (for example, proper and/or
complete and bounded).

The linear Riemann boundary value problem on the disc D D fz 2 C W jzj < 1g
asks for holomorphic functions f .z/ D u.z/C {v.z/ on D, continuous on the closed
disc D and satisfying the following condition on the circle T D bD D fjzj D 1g:

a.z/ u.z/� b.z/ v.z/ D c.z/; z 2 T; (4)



110 A. Alarcón and F. Forstnerič

where a, b, and c are given real-valued continuous functions on T. This classical
problem considered by Riemann in his dissertation [81], and its extension to non-
simply connected domains and bordered Riemann surfaces, is one of the main
boundary value problems of analytic function theory. Geometrically speaking, (4)
demands that the boundary value of f at any point z 2 T lies in a certain affine real
line lz � C depending on z.

Writing f .z/ D fC.z/ and introducing the conjugate function on C nD by

f�.z/ D fC .Nz�1/; jzj � 1;

we have f�.z/ D fC.z/ on the circle T, and (4) can be written as

˛.z/fC.z/C ˇ.z/f�.z/ D c.z/; jzj D 1; (5)

where ˛.z/ D .a.z/C {b.z// =2 and ˇ.z/ D .a.z/� {b.z// =2. Hilbert’s gen-
eralization [55] asks for functions fC and f�, holomorphic on D and C n D,
respectively, continuous up to the circle and satisfying (5) where ˛, ˇ, and c are
arbitrary complex-valued functions on T. One may consider the same problem for
vector-valued or matrix-valued holomorphic functions. For example, the Birkhoff
factorization problem [19] amounts to finding solutions of the equation fC.z/ D
G.z/f�.z/ on jzj D 1, where the matrix-valued functions f˙ are holomorphic inside
and outside of the disc D, respectively.

Riemann’s boundary value problem was motivated by the problem of finding
a linear differential equation of Fuchsian type with given singular points and a
given monodromy group; this is Hilbert’s 21st problem on the famous list of 23
problems from his 1900 ICM lecture. In 1905, Hilbert [55] obtained some progress
on the general Riemann-Hilbert problem (5) by reducing it to an integral equation.
The homogeneous vector-valued Riemann-Hilbert problem was solved in 1908 by
Plemelj [76, 77] by using his jump formula for Cauchy integrals. This also gave a
solution of Hilbert’s 21st problem, except for a gap in some cases (see Bolibrukh
[21] and Kostov [61]). In 1909 Birkhoff [19] obtained a factorization theorem on
matrix-valued functions which implies that any holomorphic vector bundle over the
Riemann sphere is a direct sum of holomorphic line bundles. The non-homogeneous
Riemann-Hilbert problem was considered in 1934 by Privalov [80]. The Riemann-
Hilbert problem has a rich variety of applications in many fields; see in particular
the monographs by Gakhov [47], Muskhelishvili [73], Vekua [94], and Wegert [95].

We now return to Riemann’s boundary value problem (4), but replacing the
affine lines by closed Jordan curves lz � C containing the origin in the bounded
component of C n lz for every z 2 T. This nonlinear Riemann-Hilbert problem was
solved by Forstnerič in 1988 [41] who showed that the graphs of solutions fill the
polynomial hull of the torus T D f.z;w/ 2 C2 W z 2 T; w 2 lzg. (See also the papers
[14, 40, 86].) An extension to more general sets was given by Slodkowski [85].
Berndtsson and Ransford [18] used these ideas to give another proof of Carleson’s
Corona Theorem for the disc. Černe [26] found some solutions of the nonlinear
Riemann-Hilbert problem on bordered Riemann surfaces.
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A closely related direction, which offers a more geometric point of view on
Riemann’s boundary value problem, is the existence and perturbation theory of
analytic discs (and of bordered Riemann surfaces) with boundaries attached to a
certain real submanifold in a complex manifold. This point of view was pioneered
by Bishop [20] who studied local envelopes of holomorphy of real surfaces in C2

and, more generally, of real submanifolds near complex singularities, by introducing
and solving the so-called Bishop equation. His work was continued and developed
in several directions by Kenig and Webster [60], Lempert [64], Bedford and Gaveau
[15], Forstnerič [40], Trépreau [89], Tumanov [90–92], Bedford and Klingenberg
[16], Globevnik [50], Černe [25] and many others. This subject also received
considerable attention on almost complex manifolds starting with Gromov’s seminal
work in 1985 [54] on the use of pseudoholomorphic curves in symplectic geometry.
For these developments see e.g. the survey by Eliashberg [36] on the technique of
filling by holomorphic discs, the collection by Audin and Lafontaine [62], and the
papers [56, 87, 88], among others. This line of work also plays an important role
in modern topology, in particular in Floer homology. We are unable to present a
comprehensive survey of this large body of results in a short space, so we apologize
to the authors whose contributions are not mentioned in the above summary.

We wish to emphasize that these are very difficult analytic problems whose exact
solutions are typically extremely difficult or impossible to find. However, in many
applications one only needs an approximate solution, and this is usually a much
easier problem. The following version of the approximate Riemann-Hilbert problem
appears in many different constructions: of proper holomorphic maps, of bounded
complete holomorphic curves, in formulas for extremal functions in pluripotential
theory, etc.

Let X be a complex manifold (or a complex space). We are given a holomorphic
map f WD ! X, also called an analytic disc in X, and for each point z 2 T a
holomorphic map gzWD ! X such that gz.0/ D f .z/ and the discs gz depend
continuously on z 2 T. Set Tz D gz.T/ � X and Sz D gz.D/ � X for z 2 T. Fix a
distance function dist on X. Given numbers 0 < r < 1 and � > 0, the approximate
Riemann-Hilbert problem asks for a holomorphic map FWD ! X satisfying the
following properties for some r0 2 Œr; 1/:
(a) dist.F.z/;Tz/ < � for z 2 T,
(b) dist.F.�z/; Sz/ < � for z 2 T and r0 � � � 1, and
(c) dist.F.z/; f .z// < � for jzj � r0.

These conditions can be adapted to any bordered Riemann surface M instead
of the disc D as the domain of the maps f and F. (Compare with the statement of
Theorem 1.4. The domain of the maps gz is always the closed disc D.)

When X D C
n, this approximate Riemann-Hilbert problem is easily solved as

follows (see [44] or [34] for the details). Consider the map

T � D 3 .z;w/ 7! gz.w/ � f .z/ 2 C
n
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which is continuous in z and holomorphic in w. Note that this vanishes at w D 0 for
any z 2 T since gz.0/ D f .z/. We can approximate it arbitrarily closely by a rational
map

G.z;w/ D z�m
NX

jD1
Aj.z/w

j 2 C
n;

where the Aj’s are Cn-valued holomorphic polynomials and m 2 N. Pick k 2 N and
set

F.z/ D f .z/C G.z; zk/ D f .z/C zk�m
NX

jD1
Aj.z/z

k.j�1/; z 2 D: (6)

The pole at z D 0 cancels if k > m, and one easily verifies that F satisfies the
properties (a)–(c) if the integer k is chosen big enough.

It is not clear how to solve this problem in an arbitrary complex manifold X and
with the disc D (as the domain of f ) replaced by a bordered Riemann surface M.
However, in most applications (in particular, in those related to the present survey)
it suffices to solve the problem on a small disc D � M which intersects the boundary
bM in a compact arc I � M around a given point p 2 bM. Furthermore, replacing
the disc gpWD! X by its graph in D � X which has an open Stein neighborhood in
C � X, we can reduce the local approximation problem over D to the standard case
of discs in C

n.
To enable the gluing of a local solution (on D) with the given map f (to get a new

map on M) we actually solve the following modified Riemann-Hilbert problem. Pick
a pair of smaller arcs I0; I1 � bM such that p 2 I0 � I1 � I and a cut-off function
�W bM ! Œ0; 1� such that � D 1 on I0 and � D 0 on bM n I1. Set Qgz.w/ D gz.�.z/w/
for z 2 bM and w 2 D. Note that Qgz agrees with gz for z 2 I1 and is the constant
disc w ! f .z/ for any point z 2 bM n I1. We define Qgz as the constant disc f .z/ for
points z 2 bD n I1. Let QF W D ! X be an approximate solution of the Riemann-
Hilbert problem with the data f jD and Qgz, z 2 bD. By choosing the integer k in (6)
big enough, QF satisfies condition (a) for z 2 I0, it satisfies condition (b) for z 2 bD,
and it is uniformly close to f on D n U where U � M is any given neighborhood
of the arc I1. In particular, we can write M D A [ B where A;B � M are closed
smoothly bounded domains such that A is the complement of a small neighborhood
of the arc I1, B � D contains a small neighborhood of I1, we have the separation
property A n B \ B n A D ; (any such pair .A;B/ is called a Cartan pair), and QF is
uniformly close to f on the domain C D A \ B.

At this point we wish to glue f and QF. If X D C
n, this is a Cousin-I problem with

bounds: the difference c D QF � f is holomorphic and small on C D A \ B, and by
solving the @-equation with bounds on M it can be split as the difference c D b � a
where a; b are holomorphic and small on A and B, respectively. Then QF�b D f�a on



Null Holomorphic Curves in C3 and Applications to the Conformal Calabi-Yau Problem 113

C D A\B and hence the two sides amalgamate into a holomorphic map FWM ! X
satisfying the appropriate analogues of the conditions (a)–(c).

This simple method does not work in the absence of a linear structure on the
manifold X. However, we can still reduce the problem to the linear case by the
method of gluing holomorphic sprays. We give an outline and refer for the details
(in this precise setting) to [34]. For the general method of gluing sprays see [42,
Chapter 5].

We begin by embedding f as the core map f D f0 in a family of holomorphic
maps ftWM ! X, depending holomorphically on a parameter t 2 U � CN in a
neighborhood of 0 2 CN for some N 2 N, such that the partial differential

@ft.z/

@t

ˇ
ˇ
ˇ
ˇ
tD0
W T0CN Š C

N ! Tf0.z/X

is surjective for every point z 2 M. Such a family fftg is called a dominating
(holomorphic) spray of maps. Next we shrink U around 0 2 CN and solve the
Riemann-Hilbert problem over D to get a holomorphic family QFtWD ! X .t 2 U/
approximating ft on C D A\ B. If the approximation is close enough, there exists a
holomorphic map C � U 3 .x; t/ 7! �.x; t/ 2 CN close to the map .x; t/ 7! t such
that

ft.x/ D QF�.x;t/.x/; x 2 C; t 2 U:

(The set U shrinks again around 0.) Now the difficult part is to split � in the form

�.x; ˛.x; t// D ˇ.x; t/; x 2 C; t 2 W;

where W � U is a neighborhood of 0 2 CN and ˛WA �W ! CN , ˇWB �W ! CN

are holomorphic maps close to the map .x; t/ 7! t. This is achieved by solving the
Cousin-I problem with bounds and using the implicit function theorem in Banach
spaces. Then

f˛.t;x/ D QFˇ.x;t/.x/; x 2 C; t 2 W;

so the two sides define a spray of maps M ! X. By taking t D 0 we get a map
FWM ! X satisfying the desired properties provided that the approximations were
sufficiently close.

Having explained the problem and the method of solving it, we now give a brief
survey of applications of this technique to the construction of proper holomorphic
maps. The use of this method in the construction of complete bounded holomorphic
immersions of bordered Riemann surfaces is discussed in the following section.

Suppose that M is a bordered Riemann surface and f WM ! Cn is a holomorphic
map where n > 1. Assume that 0 … f .bM/, a condition which holds for a generic f .
In order to push the boundary f .bM/ further towards infinity, we choose for every
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z 2 bM a unit vector V.z/ 2 Cn orthogonal to f .z/ and consider the linear disc
gzWD! Cn defined by gz.w/ D f .z/CwV.z/. Furthermore, to localize the problem
as explained above, we introduce a cut-off function �W bM ! Œ0; 1� with support on
a small arc I � bM and consider instead the maps

gz.w/ D f .z/C wı�.z/V.z/; z 2 bM; w 2 DI

here ı > 0 is a constant. If the arc I is short enough (so that the image f .z/ for
z 2 I does not vary very much), we can use a fixed vector V orthogonal to the
point f .p/ for some p 2 I. A solution FWM ! Cn of the Riemann-Hilbert problem
with this data then approximates f on most of M, but on the arc I0 � I where
� D 1 we have F.z/ 
 f .z/ C ıV.z/, so jF.z/j � jf .z/j C cı2 for some constant
c 2 .0; 1/ close to 1. We have thus increased the distance from the origin by a
fixed amount on the arc I0 � bM. By systematically repeating this construction on
finitely many arcs which cover bM we increase the distance by a fixed amount on
all of bM, while at the same time approximating the map as closely as desired on a
given compact subset of M. We can perform this operation inductively so that the
resulting sequence FkWM ! Cn converges uniformly on compacta in M to a proper
holomorphic map F D limk!1 FkWM ! Cn.

This method easily adapts to the case when Cn is replaced by an arbitrary
complex manifold X of dimension n > 1which admits a smooth exhaustion function
�WX ! R whose Levi form (which equals the complex Hessian in any system of
local holomorphic coordinates on X) has at least two positive eigenvalues at every
point of X. (Such a manifold is said to be .n�1/-complete; it is .n�1/-convex if the
condition holds outside some compact subset of X. See Grauert [53] for the theory
of q-convexity.) In this case one uses small holomorphic discs gz in X .z 2 bM/ lying
in the zero locus of the Levi polynomial of the function � at the point f .z/ 2 X in
the direction of a positive eigenvalue. Along this zero set the quadratic holomorphic
term in the Taylor expansion of � at f .z/ vanishes, so � equals the Levi form plus
terms of higher order, and therefore it increases quadratically along the image of gz.
(Taking the exhaustion function � D jz1j2 C : : : C jznj2 on Cn gives linear discs
orthogonal to the given point of Cn.)

For applications of this method to the construction of proper holomorphic
mappings from open Riemann surfaces see the papers [31–33, 43, 44, 48, 49, 51],
listed chronologically. The paper [33] contains the most general results in this
direction and also includes a survey of the previous work. This list does not include
papers on embedding Riemann surfaces in C2 where different techniques are used;
see e.g. [45, 46, 52, 67]. Some work has also been done on almost complex Stein
manifolds of real dimension 4 [30].

A similar technique is employed in the Poletsky theory of discs to obtain formulas
expressing the envelopes of various disc functionals as pointwise minima over a
family of analytic discs through a given point. This gives fairly explicit formulas
for several extremal functions in pluripotential theory. The initial point was the
remarkable discovery of Poletsky [78, 79] and Bu and Schachermayer [23] of
the formula for computing the biggest plurisubharmonic minorant of an upper
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semicontinuous function as the envelope of the Poisson functional. This also gives
Poletsky’s characterization of polynomially convex hulls by sequences of analytic
discs. For recent developments on this subject see the papers [34, 35] and the
references therein.

4 The Riemann-Hilbert Problem for Null Holomorphic
Curves

Approximate solutions of Riemann-Hilbert boundary value problems, described in
the previous section, have recently been used by the authors [5] in the construction of
proper complete holomorphic immersions of any bordered Riemann surface M into
the ball of C2 (see Theorem 1.3 above). Furthermore, in [7] the Riemann-Hilbert
technique was applied for the first time to the construction of complete bounded
null curves (see Theorem 1.5) and of proper null curves in C3 with a bounded
coordinate function (Theorem 1.9). We now describe the main ideas behind these
developments.

Let f WM ! Cn be a holomorphic map such that 0 … f .bM/. Fix a point p 2 bM.
By pushing in the direction orthogonal to f .p/ 2 Cn for the amount ı > 0 (using the
Riemann-Hilbert method) we increase the length of curves in M ending near p by
approximately ı, while the outer radius only increases by the order of ı2. Performing
this construction recursively with a sequence ık > 0 such that

P
k ık D 1 whileP

k ı
2
k < 1 one therefore expects to get a bounded complete immersion (proper

in a ball if one controls the procedure sufficiently carefully). However, there is a
difficulty in controlling the distance estimate for divergent curves in M on long
boundary segments of M; undesired shortcuts may appear as is seen in the sliding
curtain model. (Imagine that a curtain is held fixed at the lower end and is pulled
horizontally at the upper end; this stretches each thread of the curtain, but the vertical
distance between the edges remains the same.)

To eliminate this problem, the authors in [5] adjusted to this purpose the method
of exposing boundary points, originally developed by Forstnerič and Wold [45] in
the construction of proper holomorphic embeddings of bordered Riemann surfaces
into C2. One divides each of the boundary curves of M into finitely many adjacent
arcs I1; : : : ; Im which are short enough so that the distance estimates for divergent
curves in M terminating on any of these arcs (and approaching the arc sufficiently
‘radially’) can be controlled. Let p1; : : : ; pm be the endpoints of this collection of
arcs. Fix a small number ı > 0. In order to eliminate any shortcuts (after the
deformation) which could be formed by curves in M wandering almost horizontally
in the vicinity of bM, we first attach to f .M/ at the point f .pk/ an embedded arc
�k � Cn of length > ı which stays very close to f .pk/. It is now possible to deform
the image f .M/ so that the deformation is arbitrarily small away from the points
pk, while at f .pk/ the image of M is stretched within a thin tube around �k so that
f .pk/ goes to the other endpoint of �k. The effect of this deformation is that curves
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in M which come sufficiently close to one of the points pk get elongated by at least
ı (this happens in particular to curves ending on bM near pk), while the outer radius
of the image almost does not increase. Now we complete the picture by applying
the Riemann-Hilbert method on each of the arcs Ik without destroying the effect
of the first step. The cumulative effect of both deformations is that the length of
any divergent curve in M increases by at least ı > 0 while the outer radius only
increases by O.ı2/. The proof is finished by a recursive procedure. The details are
considerable (cf. [5]).

A similar construction can be done for null curves, except that the estimates
become even more subtle (cf. [7, §3]). We now give a brief outline of this method.

Sketch of proof of Theorem 1.4 The special case M D D is done by an explicit
calculation (cf. [7, Lemma 3.1]), using the so called spinor representation of the
null quadric A:

�WC2 ! A; �.u; v/ D �u2 � v2; {.u2 C v2/; 2uv
	
:

The restriction �WC2 n f0g ! A� D A n f0g is an unbranched two-sheeted covering
map, so the derivative F0WD ! A� of any null disc FWD ! C3 lifts to a map
.u; v/ W D! C2 n f0g. One applies the Riemann-Hilbert problem to the map .u; v/
with a suitably chosen boundary data, projects the result by � to the null quadric
A�, and integrates to get a null disc GWD ! C3 satisfying properties (a), (b), and
(c) in Theorem 1.4, and also the following:

(d) G is �-close to F in the C 1 topology on D n U, where U � D is an arbitrarily
small neighborhood of the arc I � T.

To prove Theorem 1.4 in the general case we proceed as follows. Choose
closed oriented Jordan curves C1; : : : ;Cm � M which determine a basis of the 1st
homology group H1.MIZ/. Pick a nowhere vanishing holomorphic 1-form � on M
(such exists by the Oka-Grauert principle). Given a map f WM ! C3, we denote by
Pj.f / 2 C3 for j D 1; : : : ;m the period vector

R
Cj

f� , and by P.f / 2 C3m the period

matrix with columns Pj.f / 2 C3. Observe that we have a bijective correspondence
(up to constants)

fFWM! C
3 null curveg  ! ff WM ! A� holomorphic; f� exactg

F.x/ D F.p/C
Z x

p
f�; dF D f�:

Let FWM ! C3 be a holomorphic null curve. Set f D dF=� W M ! A� and
embed it as the core map f D f0 in a dominating holomorphic spray of maps ftWM !
A�, where the parameter t belongs to an open ball B � CN around the origin.
Furthermore, we ensure that the associated period map B 3 t 7! P.ft/ 2 C3m is
submersive at t D 0.
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Choose a small disc D � M whose closure D � M intersects bM along a compact
arc J � bM which contains the given arc I (containing the support of the function
� in Theorem 1.4) in its relative interior. Fix a point p 2 D and apply the special
case of Theorem 1.4 to the family of maps FtWD ! C3 given by Ft.z/ D F.p/CR z

p ft� .t 2 B/ and the Riemann-Hilbert boundary data from Theorem 1.4. (The

integral is calculated along any path in D from p to z; note that F0 D FjD.) This
gives a new spray of null discs QGtWD ! C3 satisfying the properties (a)–(c) in
Theorem 1.4 and also property (d) above (with G replaced by QGt and F replaced
by Ft). The spray of maps Qgt D d QGt=� W M ! A� then approximates the initial
spray ftWD ! A� in the C 1 topology on D n U. If the approximations are close
enough, we can glue these two sprays by the method described in Sect. 3 to get a
new holomorphic spray gtWM ! A� for t in a smaller ball 0 2 B0 � CN . The spray
gt approximates ft on M nU. Since we can choose the loops generating H1.MIZ/ in
this set, the period map t 7! P.gt/ approximates the map t 7! P.ft/. Since the latter
map was chosen submersive at t D 0, there exists a t0 2 B0 close to the origin such
that the map g D gt0 WM ! A� has vanishing periods. Hence g integrates to a null
curve G.z/ D F.p/C R z

p g� .z 2 M/. It can be verified that G satisfies Theorem 1.4
provided that all approximations were close enough.

The approximate solutions of the Riemann-Hilbert problem for null curves,
established in [7, §3], have an additional feature which is the basis of the proof
of Theorem 1.8, and hence of the results in Sect. 2. When deforming a null disc
FWD ! C

3 in the direction of a null vector V 2 A� near a certain boundary point
p 2 T (see Theorem 1.4), the component in the direction orthogonal to the 2-plane
spanned by the vectors F0.p/ 2 A� and V changes arbitrarily little in the C 0.D/

sense. To see how this is used, let us give

Sketch of proof of Theorem 1.8 We outline the main idea in the simplest case when
M is the disc D. Choose a couple of orthogonal null vectors in C2 � f0g � C3;
for example, V1 D .1; {; 0/ and V2 D .1;�{; 0/. We begin with the linear null
embedding D 3 z 7! zV1. Using Theorem 1.4 with M D D we deform this
embedding near the boundary in the direction of the vector V2. Ignoring the nullity
condition, one could simply take D 3 z 7! zV1 C zNV2 for a big integer N. To get a
null curve, the third component must be involved, but it can be chosen arbitrarily C 0

small if N is big enough. Next we deform the map from the previous step again in the
direction of the vector V1, changing the third component only slightly in the C 0.D/

norm. Repeating this alternating procedure gives a sequence of holomorphic null
maps which converges to a proper null curve in C3 with a bounded third component.

For a general bordered Riemann surface M this construction is performed
locally on small discs abutting the boundary bM, using also the method of
exposed arcs in order to prevent any shorts. The local modifications are assembled
together by the method of gluing sprays as described in the above sketch of proof
of Theorem 1.4. �
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Real-Normalized Differentials and the Elliptic
Calogero-Moser System

Samuel Grushevsky and Igor Krichever

1 Introduction

This paper is part of a series studying the geometry of the moduli space of curves
using meromorphic differentials with real periods (so-called real-normalized dif-
ferentials, see below). These differentials were introduced in [12] in full generality
by the second author, while the idea for some special case goes back at least to
Maxwell. More recently, in [4] we have used these differentials to give a direct
proof of Diaz’ theorem [3] on the dimension of complete subvarieties of the moduli
space of curves. Further, in [5] we have described the local infinitesimal structure
of the foliation on the moduli space defined using the periods of a real-normalized
differential. In [7] together with Chaya Norton we will study in detail the behavior
of real-normalized differentials under degeneration. In the current paper we first
review the main framework of this setup and then present part of the motivation for
the constructions using two real-normalized differentials simultaneously. Namely,
we show that if one takes the two foliations on the moduli space corresponding to
two different real-normalized differentials, then some intersections of their leaves
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are in fact algebraic subvarieties, which are equal to the suitable loci of spectral
curves of the elliptic Calogero-Moser completely integrable system (see Theorem 6
for a precise statement). This result provides motivation for some of the conjectures
that we make in [5]. In [6] we will further use this motivation and the degeneration
techniques of [7] to obtain results on cusps of plane curves and on the cohomology
of the moduli space of curves.

2 Real-Normalized Differentials and Foliations by Absolute
Periods

Definition 1 Let M WD Mg;1.1/ denote the moduli space of genus g Riemann
surfaces C with one marked point p 2 C and a 1-jet of a local coordinate at p: that
is to say a local coordinate z on a small analytic neighborhood of p in C, where we
identify z and z0 iff z0 D z C O.z2/. Algebro-geometrically, M is the total space
of the relative tangent bundle at p over Mg;1 with the zero section removed (as the
local coordinate must be non-degenerate). We denote a point .C; p; z/ 2M by X.

Definition 2 A meromorphic differential � on a Riemann surface C is called real-
normalized if all its periods are real, i.e. if for any closed loop � 2 H1.C;Z/ we
have

R
�
� 2 R.

We notice in particular that the residue of a real-normalized differential at any point
must be purely imaginary, so that its integral over a small loop around that point is
real. From the positive-definiteness of the imaginary part of the period matrix of a
Riemann surface it follows that the only holomorphic real-normalized differential
is identically zero. Since any R-linear combination of real-normalized differentials
is real-normalized, it follows that the singularities of a real-normalized differential
determine it uniquely, and in particular we have

Proposition 1 For any X 2M there exists a unique meromorphic real-normalized
differential � D �X on C whose only singularity is a double pole at p, where its
singular part is equal to dz=z2 in the chosen jet.

We refer to [4] for a detailed proof and more comments and references on the history
of real-normalized differentials. For further use, we will also denote � 0 D � 0

X the
real-normalized differential with the unique singularity being a double pole at p of
the form idz=z2.

More generally, a unique real-normalized meromorphic differential exists for
any prescribed collection of singular parts with zero residues. If such a real-
normalized differential � is exact, � D df , then f W C ! P1 is a meromorphic
function with prescribed poles at the singularities of �. This is exactly to say that
f exhibits C as a cover of P1 with prescribed ramification, and the space of such f
is precisely the Hurwitz space. The Lyashko-Looijenga coordinates on the Hurwitz
space are then defined to be the critical values of f , that is the values of f at its
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critical points, the points where � D df D 0. It is known that Lyashko-Looijenga
coordinates give local coordinates on the Hurwitz space (see [17] for an exposition
of the theory), and similarly one can define local coordinates using real-normalized
differentials in general. This construction is also a special (real-normalized) case of
the generalization to meromorphic differentials of the well-known construction for
holomorphic differentials, see [19] for a survey of these ideas.

For any X 2 M we denote by q1; : : : ; q2g the zeroes of �X , written with
multiplicity.

Definition 3 If X 2 M is such that all qi are distinct, we choose a suffi-
ciently small analytic neighborhood of X where the zeroes remain distinct, and
moreover over which we can choose a continuously varying symplectic basis
A1; : : : ;Ag;B1; : : : ;Bg of H1.C;Z/ (that is to say, Ai � Bj D ıij, while Ai � Aj D
Bi � Bj D 0). The absolute periods of � are the integrals ˛i WD

R
Ai
� 2 R and

ˇi WD
R

Bi
� 2 R. These are real-analytic functions on such a neighborhood of X.

The relative periods of � are the integrals
R q1

� �; : : : ;
R q2g

� � , where the paths of
integration are chosen not to intersect Ai or Bi, and the basepoint � is chosen so that
the sum of all relative periods is equal to zero. We note that the full collection of
absolute and relative periods is in fact the pairing of � with a basis of the relative
homology of the punctured surface H1.C n fpg; fq1; : : : ; q2gg/, see [8].

It turns out that these periods give local coordinates:

Proposition 2 ([16], see also [4]) The collection of absolute and relative periods
gives real-analytic local coordinates, with values in R2g �C2g�1, near any X 2M
where all zeroes of � are distinct, which we call the period coordinates.

This statement should be viewed as a generalization of the fact that we have
Lyashko-Looijenga coordinates on the Hurwitz space. Indeed, the proposition
above holds in full generality for any prescribed singular parts, and in that case
if we restrict to the locus where all the absolute periods are zero—so that � is
exact—the relative periods are precisely the Lyashko-Looijenga coordinates on the
corresponding Hurwitz space.

Remark 4 The above definition of the period coordinates can be generalized to
define local coordinates near a point of M where � has multiple zeroes—in that
case locally a zero of � of multiplicity k may be perturbed to become at most k
zeroes. In a neighborhood, we then choose paths to these at most k zeroes that
coincide outside a small neighborhood of zero (basically going to where the k-
multiple zero was, and then perturbing the ends of the paths to go to the individual
zeroes), and then instead of individual relative periods consider the symmetric
function of the corresponding up to k relative periods, counted with multiplicity (so
that at the original point we have symmetric functions of a k-tuple of equal values).
This is discussed in more detail [4], and provides a viewpoint on the coordinates on
various strata of holomorphic differentials with prescribed configurations of zeroes
studied in Teichmüller dynamics—but will not play in a role in the current paper.
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A crucial observation that made the results of [4] possible is that while the values
of absolute periods are not well-defined on M , as they depend on a choice of a
symplectic homology basis, the condition that they are locally constant is well-
defined.

Definition 5 For any X 2 M we define a leaf of a (big) foliation LX passing
through X to locally be the locus of points in M where the absolute periods are
constant and equal to those on X. As noted above, this condition is independent of
the choice of the symplectic homology basis, and we thus define a foliation L of
M to consist of these leaves (the analogous foliation for holomorphic differentials
is sometimes called the REL foliation or the absolute period foliation in Teichmüller
dynamics.) We note that relative periods give local holomorphic coordinates on each
leaf, and we thus have a tangentially complex foliation on M : the tangent space to
LX at any X is complex. In particular note that all leaves of L are smooth immersed
complex submanifolds of M of complex codimension g.

Note that the leaves of L are only defined locally, and their global geometry in
general can be extremely complicated, with the closure in the Deligne-Mumford
compactification being especially badly behaved, see [18] for a study of a similar
situation for holomorphic differentials, and [7] for a study of degenerations and the
behavior of local coordinates in our setting. However, note that (for more general
singularities) a leaf of L corresponding to all absolute periods being zero is the
suitable Hurwitz space, and is algebraic. More generally, if say all absolute periods
˛i; ˇi on a leaf L are rational (or, still more generally, generate an additive subgroup
of R in which 0 is an isolated point), then L is an embedded (as opposed to only
immersed) submanifold of M . Indeed, if two points X1;X2 that are close in M both
lie in L , in a neighborhood of X1 choose a continuously varying basis for H1.X;Z/.
Then the periods of � over this basis must lie in the same discrete subgroup of R for
both X1 and X2, and thus all the periods of � over this basis of cycles must be the
same for X1 and X2. This means that X1 and X2 lie on the same connected component
of the intersection of L with a small neighborhood of X1, which is to say that the
intersection of L with a small neighborhood in M of any its point is connected,
and thus L �M is then embedded.

All of the above constructions were completely general, and developed in [4] in
full generality for arbitrary prescribed singularities. We now take into account the
specifics of our situation, where we naturally have two real-normalized differentials
� and � 0. We first have the easy observation:

Lemma 3 For any X D .C; p; z/ 2 M any real-normalized differential on C with
a double pole at p is an R-linear combination of �X and � 0

X.

Proof Indeed, suppose such a real-normalized differential � has a singular part .aC
bi/dz=z2, for a; b 2 R (notice that � cannot have a residue at its unique pole on a
compact Riemann surface). Then the differential � � a� � b� 0 is a holomorphic
real-normalized differential on C, and thus must be zero.
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It thus turns out that some properties of the pair .�; � 0/ are independent of the
choice of the local coordinate, and thus make sense on Mg;1—this will be used
in [6] to study the homology classes of the loci in Mg;1 where � and � 0 have a
prescribed number of common zeroes. We thus overlap the above structures defined
by � and � 0.

Definition 6 For any X 2M , let LX be the leaf of the foliation defined above. Let
L 0

X be the leaf of the analogous foliation on M defined using the period coordinates
associated to � 0. We then let OSX D LX \ L 0

X � M be the intersection of these
two leaves. From the lemma above we see that the condition of local constancy of
absolute periods of both � and � 0 implies the constancy of periods of the real-
normalized differential with any fixed double pole. That is to say, OSX does not
depend on the choice of a local coordinate, and is a preimage of some locus SX �
Mg;1.

By a slight abuse of language, we will call S the “small” foliation on M , and
call SX its leaves. Here we use the term foliation loosely: indeed, one of the main
conjectures of [5] is precisely the statement that all the leaves SX are smooth (and
of the same dimension). Thus what we mean by a foliations is only that there exists
a subvariety SX through every point of Mg;1, and distinct such sets do not intersect.
However, the main result of the current paper is precisely the statement that there
exists an everywhere dense collection of leaves SX that are in fact smooth algebraic
subvarieties of M . To prove this, we identify these leaves as the loci of suitable
spectral curves of the elliptic Calogero-Moser integrable systems, and thus any leaf
SX can be interpreted as a suitable perturbation of the spectral curves of the elliptic
Calogero-Moser system, which motivates our conjectures in [5].

3 The Calogero-Moser Locus via Real-Normalized
Differentials

Definition 7 We define the Calogero-Moser locus Kg �Mg;1 to be the locus of all
.C; p/ for which there exist two R-linearly independent differentials of the second
kind ˚1;˚2 2 H0.C;KC C 2p/ with all periods integer.

We note that in particular˚1 and ˚2 are real-normalized, and since by Lemma 3 the
space of real-normalized differentials with a unique double pole is two-dimensional
over R, any real-normalized differential with a unique double pole at p is equal to
r1˚1 C r2˚2 for some r1; r2 2 R. We thus have

Proposition 4 The Calogero-Moser locus Kg � Mg;1 is the union of all leaves of
the small foliation S for which there exist r1; r2; r0

1; r
0
2 2 R such that all (absolute)

periods of � lie in r1ZC r2Z and all periods of � 0 lie in r0
1ZC r0

2Z.
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Remark 8 We note that the locus Kg is easily seen to be dense in Mg;1, as for
example it includes the set of all curves for which all absolute periods of � and � 0
are rational (there are finitely many periods, so we can just choose r1 D r0

1 to be
the inverse of the largest denominator). Of course the locus Kg consists of infinitely
many leaves of the foliation S corresponding to different r’s, and has infinitely
many connected components—distinguished at least by the least common multiple
of the denominators of periods. Instead of working with all of Kg, we will thus first
represent it as a countable union of loci corresponding to different degrees of the
covers of the elliptic curve that is inherent in the picture.

Indeed, note that if ˚1 and ˚2 have integer periods, then so does any their Z-linear
combination. Thus for .C; p/ 2 Kg we choose ˚1;˚2 generating the lattice in
H0.C;KC C 2p/ for which all periods are integer, and let

	 WD ˚2

˚1
.p/ (1)

(which means taking the ratio of the singular parts of ˚2 and ˚1 at p). Since ˚i

are R-linearly independent, Im 	 ¤ 0, and by swapping ˚1 and ˚2 if necessary
we may assume that Im 	 > 0. While 	 depends on the choice of generators of the
lattice, and is only well-defined up to an action of SL.2;Z/, note that the differential
˚2 � 	˚1 is holomorphic on C, and all its periods lie in ZC 	Z. Thus integrating
this differential gives a holomorphic map

z W C! E WD C=ZC 	ZI q 7! z.q/ WD
Z q

p
.˚2 � 	˚1/ (2)

We note that the isomorphism class of the elliptic curve E and the map z W C ! E
do not depend on the choice of ˚1;˚2.

Definition 9 For N 2 Z we denote Kg;N � Kg the locus of Calogero-Moser curves
for which the degree of the map z W C! E is equal to N.

We will see that Kg;N is empty if N < g as will follow from our explicit
parametrization of these loci; it can also be shown that for any N � g the locus
Kg;N is in fact non-empty, as can be seen by studying suitable degenerations and
then perturbing—but we will not need this result here.

Since the degree is an integer that depends continuously on the Calogero-Moser
curve, it is locally constant on Kg, and thus each Kg;N is a union of some collection
of connected components of Kg. Analytically, N can be computed as

N D
gX

kD1

�Z

Ak

˚2

Z

Bk

˚1 �
Z

Bk

˚2

Z

Sk

˚1

�

D 2�i resp .F1˚2/ : (3)

In what follows we will always fix the generators˚1;˚2, or equivalently fix a basis
of H1.E;Z/ 
 Z2. For any 	 2 H=SL.2;Z/ we then denote K 	

g;N � Kg;N � Kg �
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Mg;1 the subset where E D E	 . Since the above constructions and definition only
depend on the absolute periods of �1 and �2, we have the following

Proposition 5 The locusK 	
g;N is a union of leaves of the small foliationS �Mg;1;

that is to say, if any leaf of S intersects K 	
g;N (for N 2 Z; 	 2 H=SL.2;Z/ fixed),

then this leaf is contained in K 	
g;N.

The main result of this paper is justifying the name “Calogero-Moser” for this locus,
i.e. the identification of Kg as the locus of spectral curves of the elliptic Calogero-
Moser system. Our main result is the following

Theorem 6 The locus Kg;N is the locus of curves that are normalizations QCcm of
spectral curves Ccm of the N-particle elliptic Calogero-Moser system (i.e. of curves
given by (8) below).

Note that in particular this theorem implies that the loci K 	
g;N and Kg;N ; are all

algebraic, as they arise from the algebro-geometric constructions associated to the
elliptic Calogero-Moser system.

4 The Elliptic Calogero-Moser System

Definition 10 The elliptic Calogero-Moser (CM) system introduced in [1] is a
system of N particles on an elliptic curve E with pairwise interactions. The phase
space of this system is

PN W D .C � E/�N n fdiagonals in Eg
D ˚q1; : : : ; qN 2 C; x1; : : : ; xN 2 E; xi ¤ xj



;

where we think of the variables xi as the positions of the particles, and of qi as their
momenta, lying in the cotangent space to E, which is trivial and identified with C.
The evolution of this system is a trajectory of a set of particles in the phase space.

The elliptic Calogero-Moser Hamiltonian is the meromorphic function H2 W
PN ! C given by

H2 WD 1

2

NX

iD1
q2i � 2

X

i¤j

}.xi � xj/; (4)

where } denotes the Weierstrass }-function on E.

The Hamiltonian equations of motions are then

Pxi D �@H2

@qi
I Pqi D @H2

@xi
I
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where from now on the dot denotes the partial derivative @=@t with respect to
time. These equations of motion determine the evolution of the system of particles
completely starting from the given initial conditions.

In [11] the second author showed that the equations of motion of the elliptic
CM system admit a Lax representation with “elliptic spectral parameter z”. This is
to say that the Hamiltonian equations of motion above for the Hamiltonian H2 are
equivalent to the matrix-valued differential equation PL D ŒL;M�, where L D L.z/
and M D M.z/ are N�N matrices depending on the point z 2 E, given explicitly by

Lii.z/ D 1

2
qiI Lij.z/ D F.xi � xj; z/ for i ¤ j; (5)

and

Mii.z/ D }.z/� 2
X

k¤i

}.xi � xk/I Mij.z/ D �2F0.xi � xj; z/; (6)

with the function F defined by

F.x; z/ WD �.z � x/

�.z/�.x/
e�.z/x; (7)

for � and � the standard Weierstrass elliptic functions, and where F0 denotes the
derivative of F with respect to x.

Definition 11 The spectral curve Ccm of the elliptic CM system is the normal-
ization at the point .k; z/ D .1; 0/ of the closure in P1 � E of the affine curve
Co

cm � C � .E n f0g/ given by the equation

R.k; z/ WD det.k � I C L.z// D 0; (8)

where I is the N � N identity matrix. For further use, we expand this determinant
as a polynomial in powers of k, denoting the coefficients ri.z/, so that R.k; z/ DPN

iD0 ri.z/kN�i, in particular with r0.z/ D 1. We note that Ccm is singular at all
singularities of Co

cm, and denote QCcm the normalization of Ccm.

Remark 12 It is easy to see that the Lax equation PL D ŒM;L� directly implies that
the characteristic equation satisfied by the differential operator L does not depend
on t, i.e. the spectral curve can be regarded as “integrals of motion” (is time-
invariant). The general algebro-geometric integration scheme of soliton systems
based on a concept of the Baker-Akhiezer functions in fact establishes the one-
to-one correspondence of the open sets of the phase space of the system and the
Jacobian bundle over the family of the corresponding spectral curves. Under this
correspondence the equations of motion of the system become the equations of the
linear flow on the Jacobian.
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From the Riemann-Hurwitz formula it follows that the arithmetic genus of Ccm is
equal to N; thus the genus of its normalization QCcm is strictly less than N if and only
if Ccm is singular.

From the explicit formula (5) for L.z/ one sees that each ri.z/ is a meromorphic
function of z 2 E with a pole of order i at z D 0. As shown in [11], near z D 0 the
polynomial R.k; z/ admits a factorization of the form

R.k; z/ D
NY

iD1
.kC aiz

�1 C hi C O.z//; (9)

with a1 D 1 � N and ai D 1 for i > 1, for some hi 2 C. This implies that the
closure Co

cm � P1�E of Co
cm is obtained by adding one point .1; 0/, at which N�1

branches of Co
cm are tangent to each other (corresponding to a2 D : : : D aN D 1),

and one branch is transverse to them. Thus if we blow up the point .1; 0/ 2 P1�E,
on the strict transform of Co

cm under this blowup we would have a smooth point p
corresponding to the first branch, and a point p0 contained in the N � 1 branches.
Thus generically the partial normalization Ccm of Co

cm at .1; 0/ is obtained by doing
the second blowup at p0, and irrespective of this we have #fCcm n Co

cmg D N.

Proposition 7 ([2]) For a fixed elliptic curve E and a fixed integer N the space of
Calogero-Moser spectral curves Ccm is equal to CN, i.e. is parameterized by N free
complex parameters.

These N free complex parameters were found in [2] by observing that a polynomial
R.k; z/ has a unique representation of the form

R.k; z/ WD f .k � �.z/; z/; (10)

where

f .�; z/ D 1

�.z/
�

�

zC @

@�

�

H.�/ D 1

�.z/

NX

nD0

1

nŠ
@ n

z �.z/
@nH

@�n
: (11)

and H is the monic degree N polynomial

H.�/ D �N C
N�1X

iD0
Ii�

i

whose coefficients I0; : : : ; In�1 2 C give parameters for the space of Calogero-
Moser spectral curves.

We are now ready to prove one direction of our main result, that the spectral
curves of the elliptic Calogero-Moser system in fact lie in the locus Kg defined
using differentials with real periods:
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Proposition 8 For a fixed elliptic curve E D E	 and a fixed integer N, the
normalization QCcm of the spectral curve Ccm of the Calogero-Moser system lies in
the Calogero-Moser locus K 	

g;N �Mg;1.

Proof Indeed, to prove this we need to construct two differentials ˚1 and ˚2 on
Ccm with all periods integer (and then also verify that the resulting N is correct). To
construct these differentials, we will think of the curve Co

cm � C� .E n f0g/, so that
we can pull back differentials from both factors, and try to look for ˚i of the form
fi.k/dk C gi.z/dz. Note that since all periods of differentials on C are zero, the first
summand contributes nothing to the periods of ˚i, while the periods of the second
summand are the periods of that differential on the image in E of a cycle in C, and
thus lie in ZC 	Z. Thus we will take gi so that the two periods of the meromorphic
differential gi.z/dz on E are integer, and choose fi to ensure that the singularities are
as required.

Indeed, when we compactify, the differential dk has a double pole at .1; 0/ 2
P1�E. As discussed above, this point has N preimages on Ccm corresponding to the
N local branches near .1; 0/, with local expressions given by (9), and the preimage
of .1; 0/ under the first blowup consists of two point p, with one branch through
it, and p0 lying on N � 1 branches. Since dk has a double pole at1 2 P1, at all the
N � 1 branches where the coefficients ai D 1 in (9), so that the branch is locally
given by k C z�1 C hi D O.z/, we can cancel the double pole of dk near k D 1
by taking locally �dz=z2; since we are working on the elliptic curve, this means we
should globally take �}.z/dz, which precisely this double pole at z D 0. Thus we
are looking for˚i D ai.dk�}.z/dz/Ccidz for some constants ai; ci 2 C, where the
constant ci is determined to ensure that the periods are integers. Solving we thus get

˚1 WD 1

2�i
.dk � }.z/dz/C c1dz; ˚2 WD 	

2�i
.dk � }.z/dz/C c2dz: (12)

where

c1 WD 1

2�i

Z 1

0

}.z/dz and c2 WD 1

2�i

Z 	

0

}.z/dz:

We have thus shown that the curve Ccm indeed lies in Kg, and by construction the
value of N is as required.

The other direction of the main result, Theorem 6, is the statement that any
curve .C; p/ 2 K 	

g;N , arises as the spectral curve Ccm of the elliptic Calogero-
Moser system. This uses the methods of integrable systems: in [9, 10] the second
author gave a general construction to obtain an algebro-geometric solution of the
KP equation starting from such a curve. The statement that we need to prove is
essentially that in the case when ˚1 and ˚2 both have integral periods the solution
of KP equation obtained in this way is elliptic.

To explain how this argument works, we recall the definition of the Baker-
Akhiezer function and related constructions.
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Definition 13 For .C; p; z/ 2M , for a fixed generic set of g points �1; : : : ; �g 2 C
(that is, forming an effective divisor Z0 WD �1 C : : : C �g of degree g on C with
h0.C;D/ D 1), and for fixed x; t 2 C the Baker-Akhiezer function  .x; t; p/ is the
unique function on C, which is meromorphic on C n fpg, with only singularities
being the simple poles at �i, and such that in a neighborhood of p it has an essential
singularity that admits an expression of the form

 .x; t; z/ D exz�1Ctz�2

 

1C
1X

sD1
�s.x; t/z

�s

!

(13)

where each �s is some holomorphic function of x; t.

The uniqueness of the Baker-Akhiezer function follows easily from observing that
the ratio of two such functions would be holomorphic on all of C, since the simple
poles cancel, with value 1 at p, where the essential singularities cancel. To see the
existence of the Baker-Akhiezer function, note that an explicit expression for it was
obtained in [9]:

 .x; t; q/ D �.A.q/CUxC VtC Z0/ �.A.p/C Z0/

�.A.p/CUxC VtC Z0/ �.A.q/C Z0/
ex
R q
˝2Ct

R q
˝3; (14)

where A W C ,! J.C/ is the Abel-Jacobi embedding of the curve into its Jacobian,
and U and V are the vectors of B-periods of the normalized (i.e. with all A-periods
zero) differentials˝2 and˝3, with poles at p of second and third order, respectively,
and holomorphic elsewhere.

The construction of CM curves was crucial for the identification of the theory of
the CM system and the theory of the elliptic solutions of the Kadomtsev-Petviashvili
(KP) equation established in [11]. This identification is based on the following
result:

Lemma 9 The equation

�
@t � @2x C u.x; t/

	
 .x; t/ D 0 (15)

with elliptic potential (i.e. u(x,t) is an elliptic function of the variable x) has a
meromorphic in x solution  if and only if u is of the form

u D 2
NX

iD1
}.x� xi.t// (16)

with poles xi.t/ satisfying the equations of motion of the CM system.

Remark 14 In [11] a slightly weaker form of the lemma was proven. Namely, its
assertion was proved under the assumption that Eq. (16) has a family of double-
Bloch solutions (i.e. meromorphic solutions with monodromy  .x C !˛; t/ D
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w˛ .x; t/, where !a are periods of the elliptic curve and wa are constants.) This
weaker version is sufficient for our further purposes, but for completeness we
included above the strongest form of the lemma, proven in [14] (see [15] for details).

As shown in [9], the Baker-Akhiezer function satisfies partial differential equa-
tion (15) with the potential u.x; t/ given explicitly as

u.x; t/ D 2@2x ln �.UxC VtC Z0/: (17)

We will now use the Baker-Akhiezer function to obtain our main result.

Proof (Proof of main Theorem 6) Starting from any curve .C; p; z/ (and a collection
of g points on C in a general position) we can construct uniquely a Baker-Akhiezer
function, given explicitly by (14). We first show that the curves .C; p/ 2 Kg are
characterized within Mg;1 by the property that the vector U in (14) and (17) spans
an elliptic curve in the Jacobian of C (i.e. CU � J.C/ is closed).

Indeed, recall that U is the vector of B-periods of the meromorphic differential
˝2, which has a double pole at p, and all of which A-periods are zero. For .C; p/ 2
Kg we then have two holomorphic differentials˝2�˚1 and 	˝2�˚2. Since all the
A-periods of˝2 are zero, the A-periods of these two differentials are all integer, and
thus both˝2�˚1 and 	˝2�˚2 must be linear combinations of a basis !1 : : : !g of
holomorphic differentials on C dual to the A-cycles, with integer coefficients. Thus
we have

˝2 D ˚1 C w1 D .˚2 C w2/=	

where holomorphic differentials w1;w2 are integral linear combinations of !i. From
the first equality it follows that the vector U of B-periods of ˝2 is equal to the sum
of B-periods of ˚1, which are integers, and the B-periods of w1, which are integral
linear combinations of the periods of !i. This means that we have U 2 Z

g C 	CZ
g,

where 	C is the period matrix of C (the matrix of B-periods of !i). Similarly from
the second expression for ˝2 it follows that also 	U 2 Z

g C 	CZ
g. Finally since

CU D RU C R	U is then a complex line containing two non-proportional vectors
in the lattice ZgC	CZ

g, its image in the Jacobian J.C/ WD C
g=ZgC	CZ

g is compact,
and thus U spans an elliptic curve in J.C/.

Let now N be the degree of the restriction of the theta function from J.C/ to the
elliptic curve E generated by U. Then the restriction of the theta function of J.C/ to
E can be written as a product in terms of its zeroes using the elliptic � function:

�.	C;UxC VtC Z0/ D f .t;Z0/
NY

iD1
�.x � xi.t// (18)

for t and Z0 fixed, where f is non-zero (and of course depends on t and Z0
holomorphically), and x1.t/; : : : xN.t/ are the zeroes of the restriction of the theta
function of J.C/ to the corresponding translate of E. Substituting this expression
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into (17) implies that u is of the form (16). The Baker-Akhiezer function is a
meromorphic function of x. From Lemma 9 it then follows that qi.t/ in (18) satisfy
the equations of motion of the CM system.

Remark 15 For the last statement a weaker version of Lemma 9 suffices, because
from the definition of the Baker-Akhiezer function it follows that it has monodromy
given by

 .xC1; t; p/ D e2� iF1.p/ .x; t; p/;  .xC	; t; p/ D e2� iF2.p/ .x; t; p/: (19)

Such monodromy was called in [13] the double-Bloch property. Geometrically, it
means that as a function of x for t and p fixed,  is a (meromorphic) section of a
certain bundle on the elliptic curve E D C=ZC	Z, where this bundle depends on p.

Thus, starting from .C; p/ 2 Kg;N , we have used the Baker-Akhiezer function
(which is a solution of the KP system) to then construct a solution of the elliptic
Calogero-Moser system. This elliptic Calogero-Moser system has a spectral curve
given explicitly by Eq. (8). It thus remains to show that the QCcm of the spectral curve
of this CM system indeed coincides with the original curve C. To this end it is
enough to check that

 .x; t; p/ D
NX

iD1
ci.t; p/F.x � xi.t/; z/e

kxCk2t (20)

satisfies all the defining properties of the Baker-Akhiezer function on QCcm—and thus
by uniqueness is the Baker-Akhiezer function. Here the functions ci are coordinates
of the vector C D .c1; : : : ; cN/ satisfying

.L.t; z/C k/ C D 0; PC D M.t; z/C : (21)

This verification is straightforward, and the proof is thus complete.

Since we have constructed all curves in Kg as normalizations of spectral curves
of the Calogero-Moser system, and normalizing can only reduce the arithmetic
genus, we get in particular

Corollary 10 The locus K 	
g;N is empty if g > N.

Remark 16 We note that Kg;g by construction is the locus of spectral curves that
are smooth. Indeed, for Ccm 2 Kg;g, the differentials ˚1 and ˚2 cannot have
common zeroes. If for some point p 2 Ccm we had ˚1.p/ D ˚2.p/ D 0, then
also dk.p/ D dz.p/ D 0, as these two differentials are linear combinations of ˚1
and ˚2. However, if both dk and dz vanish at a point of Co

cm, this point is singular,
while we assumed the curve to be smooth. Following this line of thought, one would
expect the common zeroes of ˚1 and ˚2 on Calogero-Moser curves to be closely
related to the singularities of the curve. For the two simplest possible classes of
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singularities—nodes and simple cusps—the situation is as follows: the differentials
�1 and �2 (or equivalently dk and dz) do not have a zero at a point of QCcm that is a
preimage of a node on Ccm, and have a simple common zero at a preimage of a cusp
(and a multiple common zero at a preimage of any more complicated singularity). It
can be shown that a Zariski open subset of Kg;N corresponds to singular CM curves
having N � g nodes.
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On the CR Transversality of Holomorphic Maps
into Hyperquadrics

Dedicated to Professor Yum-Tong Siu on the occasion of his 70th birthday

Xiaojun Huang and Yuan Zhang

1 Introduction and the Main Theorems

Let M1 and M2 be two connected smooth CR hypersurfaces in Cn and CN ,
respectively, with 3 � n � N. Let F be a holomorphic map from some small
neighborhood U � Cn of M1 into CN with F.M1/ � M2. Given a point p 2 M1,
denote by T.1;0/p M1 and T.1;0/F.p/ M2 the holomorphic tangent vector spaces of M1 at p
and M2 at F.p/, respectively. Assume F does not send a neighborhood of p in Cn

into M2. An important question in the study of the geometric structure of F is to
understand the geometric conditions for the manifolds in which F is CR transversal
to M1 at p. Recall that F is said to be CR transversal at p if

T.1;0/F.p/ M2 C dF.T.1;0/p Cn/ D T.1;0/F.p/ CN :

Roughly speaking, the CR transversality property can be interpreted as an non-
vanishing property of the normal derivative of the normal components for the map.

The problem has been extensively investigated in the literature. When both
the target and the source manifolds are strongly pseudoconvex, CR transversality
always holds due to the classical Hopf lemma. In the equal dimensional case
(n D N), work has been done by Pinchuk [18], Fornaess [11], Baouendi-Rothschild
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[2], Baouendi-Huang-Rothschild [3], Ebenfelt-Rothschild [8], Huang [12] and the
references therein. See also Baouendi-Ebenfelt-Rothschild [4] and D’Angelo [7]
for more general related topics. The study of the higher codimensional case
starts with the work of Baouendi-Huang in [1] where it is proved that the CR
transversality always holds when the manifolds are hyperquadrics of the same
signature. Baouendi-Ebenfelt-Rothschild [5] proved, under rather general setting,
that the CR transversality holds in an open dense subset. See also a recent paper of
Ebenfelt-Son [9] and the references therein.

While there exist examples where CR transversality fails on certain thin sets (see,
for instance [5]), as mentioned above, the rigidity theorem due to Baouendi-Huang
[1] indicates that the CR transversality holds everywhere when both M1 and M2

are hyperquadrics of the same signature `. Enlightened by this result, the following
conjecture concerning the CR transversality was asked by Baouendi and the first
author in the year of 2005:

Conjectures (Baouendi-Huang [1]) Let M1 � Cn and M2 � CN be two (con-
nected) Levi non-degenerate real analytic hypersurfaces with the same signature
` > 0. Here 3 � n < N. Let F be a holomorphic map defined in a neighborhood U
of M1, sending M1 into M2. Then either F is a local CR embedding from M1 into M2

or F is totally degenerate in the sense that it maps a neighborhood U of M1 in Cn

into M2.

We point out that, for the M1 and M2 given in the conjecture, the fact that F
is CR transversal at p is equivalent to the fact that F is a CR embedding from a
neighborhood of p in M1 into M2. Along these lines, in a recent paper of the authors
[15], by developing a new technique, we showed the CR transversality holds when
M2 D HnC1

` and the point under study is not CR umbilical in the sense of Chern-
Moser. Recall that a hyperquadric Hn

` of signature ` in Cn is defined by

Hn
` WD

˚
.z;w/ 2 Cn�1 � C W =w D jzj2`



;

where for any n-tuples a and b, ha; Nbi` WD � P̀
jD1

aj NbjC
nP

jD`C1
aj Nbj and jaj2` D ha; Nai`.

In this paper, combining a quantitative version of a very useful lemma due to
the first author with the tools developed in [15], we are able to drop the geometric
assumption of the umbilicality and relax the codimension-one restriction in [15].
The generalization of the above mentioned lemma in [13] will be addressed in detail
in Sect. 3.

We next state our main theorems:

Theorem 1 Let M` be a smooth Levi non-degenerate hypersurface of signature `
in Cn with n � 3 and 0 2 M`. Suppose that F is a holomorphic map in a small
neighborhood U of 0 2 Cn such that

F.M` \ U/ � HN
`
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with N � n < n�1
2

. If F.U/ 6� HN
` , then F is CR transversal to M` at 0, or

equivalently, F is a CR embedding from a small neighborhood of 0 2 M` into HN
` .

Theorem 2 Let M` be a germ of a smooth Levi non-degenerate hypersurface at 0
of signature ` in Cn, n � 3. Suppose that there exists a holomorphic map F in a
neighborhood U of 0 in Cn sending M` into HN

` but F.U/ 6� HN
` , N < 2n � 1. Then

M` is CR embeddable into HN
` near 0. Equivalently, there exists a holomorphic map

QF W M` ! HN
` near 0, which is CR transversal to M` at 0.

The idea of the proof is based on a re-scaling technique that was initially
introduced in [15]. With the aid of a quantitative lemma of the first author in [13],
we generate a formal CR transversal map which, by a result of Meylan-Mir-Zaitsev
proved in [16], is necessarily convergent. Finally, using a rigidity result in [10], F
differs from the CR transversal map only by an automorphisms of the target and
hence it is CR transversal as well.

The outline of the paper is as follows. In Sect. 2, the notations and a normalization
procedure of Baouendi-Huang is revisited. A modified lemma in [13] is discussed
and proved in Sect. 3. Section 4 is devoted to the proof of the main theorem.

2 Notations and a Normalization Procedure

Let M` be a germ at 0 of a smooth Levi non-degenerate hypersurface of signature
` in Cn. After a holomorphic change of coordinates, M` near the origin can be
expressed as follows.

M` D
˚
.z;w/ 2 Cn�1 � C W =w D jzj2` �

1

4
S .z/C o.4/



: (1)

Here S .z/ WD P

1�˛;ˇ;�;ı�n
s˛ Ň� Nız˛ Nzˇz� Nzı is a homogeneous polynomial of bi-degree

(2,2), called the Chern-Moser-Weyl curvature function of M` at 0. See [6] for more
details. Without loss of generality, we always assume that ` � .n � 1/=2 so `
becomes an invariant.

As in [6], assign the weighted degree 1 to variable z and 2 to variable w. Given
a holomorphic function h, denote by h.k/ the terms of weighted degree k, and by
h.�;�/ the terms of degree � in z variable and of degree � in w variable in the power
series expansion of h at 0. For each integer k � 0, we write o.k/ for terms of degree
larger than k, and owt.k/ for terms of weighted degree larger than k. To simplify our
notation, we also preassign the coefficient of h with negative degrees to be 0.

Let QM` be a germ at 0 of another smooth Levi-nondegenerate hypersurface in CN

of signature ` given by

QM` D
˚
.Qz; Qw/ 2 CN�1 � C W = Qw D jQzj2` �

1

4
QS .Qz/C o.4/



: (2)

Here QS is the corresponding Chern-Moser curvature tensor function of QM` at 0.
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Let F be a smooth CR map sending .M`; 0/ into . QM`; 0/. Write

F WD .Qf ; g/ D .f ; �; g/ (3)

with f D .f1; : : : ; fn�1/ and � D .�1; : : : ; �N�n/ being components of F. Assume
that F is CR transversal at 0. Then, following a normalization procedure as in [1,
$2], we have

Qz D .f1.z;w/; : : : ; fn�1.z;w/; �1.z;w/; : : : ; �N�n.z;w// D �zU C awC O.j.z;w/j2/
Qw D g.z;w/ D ��2wC O.j.z;w/j2/: (4)

Here U can be extended to an .N � 1/� .N � 1/ matrix QU 2 SU.N � 1; `/ (namely

hX QU;Y QUi` D hX;Yi` for any X;Y 2 CN�1), a 2 CN�1 and � > 0, � D ˙1 with
� D 1 for ` < n�1

2
. When � D �1, by considering F ı 	n�1=2 instead of F, where

	 n�1
2
.z1; : : : ; z n�1

2
; z n�1

2 C1; : : : ; zn�1;w/ D .z n�1
2 C1; : : : ; zn�1; z1; : : : ; z n�1

2
;�w/; we

can make � D 1. Hence, we will assume in what follows that � D 1. Moreover, as
in [14], F can be normalized as follows:

Proposition 1 ([14]) Let M` and QM` be defined by (1) and (2), respectively, and let
F be a smooth CR map sending M` into QM` given by (3) and (4) with � D 1. Then
after composing F from the left by some automorphism T 2 Aut0.HN

` / preserving
the origin, the following holds:

F] D .f ]; �]; g]/ WD T ı F;

with

f ].z;w/ D zC i
2
a.1;0/.z/wC owt.3/;

�].z;w/ D �.2;0/.z/C owt.2/;

g].z;w/ D wC owt.4/;

and

ha.1;0/.z/; Nzi`jzj2` D j�.2;0/.z/j2 C
1

4
.S .z/ � ��2 QS .�.z; 0/ QU//:

In particular, the automorphism T is given by

T.Qz; Qw/ D .��1.Qz � ��2a Qw/ QU�1; ��2 Qw/
q.Qz; Qw/
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with r0 D 1
2
<fg00

ww.0/g; q.Qz; Qw/ D 1C 2ihQz; ��2ai` C ��4.r0 � ijaj2`/ Qw. Moreover,
F] sends M` into QM] WD T. QM`/ given by

QM] D f.Qz]; Qw]/ 2 CNC1 W = Qw] D jQz]j2` C
1

4
QS ].Qz]/C o.4/




with QS ].z]/ D ��2 QS .�z] QU/.

3 A Quantitative Version of a Basic Lemma

In this section, some simple preparation facts will be given without proof at first.
In the second part of the section, we will discuss a quantitative version of a lemma
obtained in [13], which played crucial role for us to get the convergence in our
rescaling argument.

Given a polynomial �, define k�k to be the maximum modulus of all the
coefficients in �. For a given vector-valued polynomial � D .�1; : : : ; �s/, k�k WD
max1�j�s k�jk. We first refer to a lemma in [15] without proof.

Lemma 1 ([15])

(1) Let X.z; z/ and Y.z; z/ be two polynomials such that X.z; z/ D Y.z; z/jzj2`: Then
kYk is bounded by a constant depending only on kXk and the degree of X.

(2) Let h.z/ be a homogeneous holomorphic polynomial of degree d in z 2 Cn. If
jh.z/j � cjzjd on fjzj2` D 0g, then khk � C for some C depending only on c
and d.

In various rigidity problems concerning CR immersions, the following lemma
in [13] plays an essential role in deriving key identities to eventually conclude
uniqueness:

Lemma 2 ([13]) Let f�jgn�1
jD1 and f jgn�1

jD1 be two families of holomorphic functions
in Cn. Let B.z; �/ be a real-analytic function in .z; �/. Suppose that

n�1X

jD1
�j.z/ j.�/ D B.z; �/hz; �i`:

Then B.z; �/ D
n�1P
jD1
�j.z/ j.�/ D 0.

We find a quantitative version of the above lemma serves our purpose under this
context perfectly well.
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Lemma 3 Let f�jgn�1
jD1 and f jgn�1

jD1 be two families of holomorphic polynomials of
degree k and m in Cn, respectively. Let H.z; �/;B.z; �/ be two polynomials in .z; �/.
Suppose that

n�1X

jD1
�j.z/ j.�/ D H.z; �/C B.z; �/hz; �i`

and kHk � C. Then kBk � QC and k
n�1P
jD1
�j.z/ j.�/k � QC with QC dependent only on

.C; k;m; n/.

The proof of the lemma is based on the following algorithm together with
Lemma 2. First, let us formulate the algorithm procedure so as to re-adjust two
families f�jgn�1

jD1 and f jgn�1
jD1 in Lemma 3.

Lemma 4 Let � WD f�jgsjD1 and  WD f jgsjD1 be two families of holomorphic

polynomials of degree k and m in Cn, respectively. There exist two families Q� WD
f Q�jgsjD1 and Q WD f Q jgsjD1 of holomorphic polynomials of degree k and m in Cn,
respectively, such that

sX

jD1
�j.z/ j.�/ D

sX

jD1
Q�j.z/ Q j.�/ (5)

and

k Q�k � 1; Ck Q k � k
sX

jD1
Q�j.z/ Q j.�/k � sk Q k (6)

for some positive constant C dependent only on s.

Proof of Lemma 4 Without loss of generality, assume k�jk ¤ 0 for all 1 � j � s

and f�jgsjD1 are linearly independent. Moreover, by replacing �j and  j by �j

k�jk and

k�jk j, respectively, one can assume that k�jk D 1 for all 1 � j � s. Denote by

felgd.k/lD1 a basis of unit monomials to span the polynomial spaces of degree k and
write �j D P

1�l�d.k/
Dl

jel; 1 � j � s. Here d.k/ is the dimension of polynomial spaces

of degree k. Hence k�jk D max
1�l�d.k/

Dl
j for each 1 � j � s. Arranging the order of

felg if necessary, we can make D1
1 D 1 and jDl

1j � 1.

Step 1: Let 1�1 WD �1;
1 �j WD �j � D1

j � �1; 2 � j � s. Then in terms of the basis
representation 1�j WD1 Dl

j � el, one has

1D1
1 D 1; j1Dl

1j � 1; 2 � l � d.k/I
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1D1
j D 0; j1Dl

jj � 2; 2 � j � s; 2 � l � d.k/:

Moreover, letting 1 1 WD  1 C
sP

jD2
D1

j �  j;
1  j WD  j; 2 � j � s; then

sX

jD1
�j.z/ j.�/ D

sX

jD1
1�j.z/ � 1 j.�/: (7)

Step 2: Normalize 1�j; 2 � j � s by replacing 1�j;
1  j by

1�j

k1�jk and k1�jk � 1 j,

respectively. By abuse of notation, we still denote them by 1�j;
1  j and the

representation matrix under the basis felg by f1Dl
jg. Moreover, since f�jgsjD1 are

linearly independent, by rearranging the order of felgd.k/lD2 if necessary, we have (7)
holds with

1D1
1 D 1; j1Dl

1j � 1; 2 � l � d.k/I
1D1

2 D 0; 1D2
2 D 1; j1Dl

2j � 1; 3 � l � d.k/I
1D1

j D 0; j1Dl
jj � 1; 3 � j � s; 2 � l � d.k/

and for each 1 � j � s,

max
1�l�d.k/

1Dl
j D 1:

Step 3: Let 2�2 D 1�2;
2�j WD 1�j � 1D2

j � 1�2 for 1 � j � s; j ¤ 2. Then in terms of
the basis representation 2�j WD 2Dl

j � el, we deduce

2D1
1 D 1; 2D2

1 D 0; j2Dl
1j � 2; 3 � l � d.k/I

2D1
2 D 0; 2D2

2 D 1; j2Dl
2j � 1; 3 � l � d.k/I

2D1
j D 0; 2D2

j D 0; j2Dl
jj � 2; 3 � j � s; 3 � l � d.k/:

Moreover, letting 2 2 WD 1 2CP
j¤2

1D2
j � 1 j;

2 j WD 1 j; 1 � j � s with j ¤ 2, then

sX

jD1
�j.z/ j.�/ D

sX

jD1
2�j.z/ � 2 j.�/: (8)

Step 4: Normalize 2�j; 1 � j � s; j ¤ 2 by replacing 2�j;
2  j by

2�j

k2�jk and k2�jk �
2 j, respectively. As before, we still denote them by 2�j;

2  j and the representation
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matrix under the basis felg by f2Dl
jg. Furthermore, (8) holds with

1 � 2D1
1 � 1

2
; 2D2

1 D 0; j2Dl
1j � 1; 3 � l � d.k/I

2D1
2 D 0; 2D2

2 D 1; j2Dl
2j � 1; 3 � l � d.k/I

2D1
j D 0; 2D2

j D 0; j2Dl
jj � 1; 3 � j � s; 3 � l � d.k/

and for each 1 � j � s,

max
1�l�d.k/

2Dl
j D 1:

Step 5: Continue the above process until we get new families fs�jgsjD1; fs jgsjD1 such
that under the basis representation, s�j WD sDl

j � el with

sD D

2

6
6
6
6
6
6
6
6
6
4

sD1
1 0 0 � � � 0 sDsC1

1 � � � sDd.k/
1

0 sD2
2 0 � � � 0 sDsC1

2 � � � sDd.k/
2

0 0 sD3
3 � � � 0 sDsC1

2 � � � sDd.k/
3

� � �
� � �
� � �

0 0 0 � � � sDs
s

sDsC1
s � � � sDd.k/

s

3

7
7
7
7
7
7
7
7
7
5

;

where

1 � sDj
j �

1

2s�j
; 1 � j � s � 1I sDs

s D 1I

and for each 1 � j � s,

max
1�l�d.k/

sDl
j D 1:

Moreover,

sX

jD1
�j.z/ j.�/ D

sX

jD1
s�j.z/ � s j.�/:

Let Q�j WD s�j; Q j WD s j; 1 � j � s. Then from the construction, for 1 � j � s,

k Q�jk D 1 with
sP

jD1
�j.z/ j.�/ D

sP

jD1
Q�j.z/ Q j.�/: Hence

k
sX

jD1
�j.z/ j.�/k �

sX

jD1
k Q�jkk Q jk � sk Q k:
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Furthermore, since sDj
j � 1

2s�j when 1 � j � s,

k
sX

jD1
�j.z/ j.�/k � max

1�j�s

sDj
j � k Q jk � 1

2s�1 k Q k:

The proof of Lemma 4 is therefore complete. �

Proof of Lemma 3 Assume by contradiction that there exist families of f��g and
f �g, such that

n�1X

jD1
��j .z/ 

�
j .�/ D H�.z; �/C B�.z; �/hz; �i` (9)

with kH�k � C while k
n�1P
jD1
��j .z/ 

�
j .�/k D �!1. Applying Lemma 4 to �� and

 � if necessary, we can further assume that �� and  � satisfy

k��k � 1; Ck �k � k
n�1X

jD1
��j .z/ 

�
j .�/k D � � .n � 1/k �k:

In special, for each 1 � j � n � 1,

k��j k � 1;
1

n � 1 � k
 �j

�
k � 1

C
: (10)

Dividing both sides of (9) by �, then one obtains for some polynomial QB� that

n�1X

jD1
��j .z/

 �j .�/

�
D H�.z; �/

�
C QB�.z; �/hz; �i`: (11)

Since �� and  � satisfy (10), we deduce after passing to a subsequence that �� and
 �

�
converges, say, to polynomials �1 and  1. Moreover, the same inequalities

in (10) pass onto �1 and  1 without change, i.e., k�1k � 1, 1
n�1 � k 1k � C

and Ck 1k � k
n�1P
jD1
�1

j .z/ 
1
j .�/k � .n � 1/k 1k.

On the other hand, from (11) and Lemma 1, after passing � ! 1, there exists
some polynomial B1 such that

n�1X

jD1
�1

j .z/ 
1
j .�/ D B1.z; �/hz; �i`:
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According to Lemma 2, it immediately gives that

n�1X

jD1
�1

j .z/ 
1
j .�/ D 0:

This however contradicts with the fact that k
n�1P
jD1
�1

j .z/ 
1
j .�/k � Ck 1k �

C
n�1 . Therefore, there exists some QC dependent only on .C; k;m; n/ such that

k
n�1P
jD1
�j.z/ j.�/k � QC and hence kBk � QC because of Lemma 1. �

With a routine induction process, Lemmas 1 and 3 combined together can be
used to show the following:

Lemma 5 Let f�jrgn�1
jD1 and f jrgn�1

jD1 be two families of holomorphic polynomials in
Cn, 1 � r � m. Let H.z; �/;B.z; �/ be two polynomials in .z; �/. Suppose that

mX

rD1

� n�1X

jD1
�jr.z/ jr.�/

�

hz; �ir` D H.z; �/C B.z; �/hz; �imC1
`

and kHk � C. Then kBk � QC and k
n�1P
jD1
�jr.z/ jr.�/k � QC for all 1 � r � m with QC

dependent only on .C; n;m/ and the degrees of �jr;  jr for all 1 � r � m.

4 Proof of the Main Theorems

The proof of the main theorems is motivated by the ideas in [15] and [10]. Assume
F is not CR transversal to M` at 0 and F.U/ 6� HN

` . Assume also N � n < n � 1 for
the moment.

By a result of [5], the set of points where the CR transversality holds for such
an F forms an open dense subset in M`. Choose a sequence fpjg 2 M` such that
pj ! 0 and F is CR transversal at each pj with j � 1. Write qj WD F.pj/. Now for

each j, applying the normalization process to F at pj as in Sect. 2, we obtain F]pj in
the following form:

F]pj
D .f ]pj

; �]pj
; g]pj

/ D .f1]pj
; : : : ; fn

]
pj
; �]pj

; g]pj
/ WD Tpj ı 	F.pj/ ı F ı �pj ; (12)
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where

f ]pj.z;w/ D zC i
2
a.1;0/pj .z/wC owt.3/;

�
]
pj.z;w/ D �.2;0/pj .z/C owt.2/;

g]pj.z;w/ D wC owt.4/;

with the following CR Gauss-Codazzi equation

ha.1;0/pj
.z/; Nzi`jzj2` D j�.2;0/pj

.z/j2 C 1

4
Spj.z/: (13)

Here 	F.pj/ is the translation map of HN
` sending F.pj/ to 0, �pj is a biholomorphic

map sending 0 to pj such that ��1
pj
.M`/ is normalized up to the 4th order, and Spj

is the resulting Chern-Moser-Weyl curvature function of M` at pj. Note �pj depends
smoothly on pj. Since F is not CR transversal at 0, limj!1 �pj D 0 with �pj defined

in (4) for the map 	F.pj/ıFı�pj . By construction, at each point pj, F]pj sends ��1
pj
.M`/

into HN
` . We then have for .z; u/ 
 0,

�=g]pj.z; uC i.jzj2` C owt.3///C jf ]pj.z; uC i.jzj2` C owt.3///j2` C
Cj�]pj.z; uC i.jzj2` C owt.3///j2 D 0; (14)

Here .z; uCi.jzj2`Cowt.3/// is a local parametrization of ��1
pj
.M`/ near 0. Due to the

smooth dependence of �pj with respect to pj, the error term owt.3/ depends smoothly
on pj. With an abuse of notation, we shall suppress ] and the subindex j of p for the
map in (14).

Given any positive integer k � 2, collect terms of weighted degree k in the power
series expansion of (14). We have:

=g.k/p .z;w/ � 2<hf .k�1/
p .z;w/; Nzi` D .j�p.z;w/j2/.k/

C H.g.r/p j0�r�k�1; f .r/p j0�r�k�2; .j�pj2/.r/j0�r�k�1/ (15)

on w D uC ijzj2`. Here H is a certain bounded polynomial on all its variables. From
now on and in what follows, we use C in general to represent constants independent
of p, and use H.�; �/ in general to represent polynomials whose norm is bounded by
C. C and H may be different in different contexts.

Lemma 6 Assume that N � n < n � 1. For Fp constructed as above and for each

k, kF.k/p k � C with C independent of p.

Proof of Lemma 6 According to the normalization procedure conducted in Sect. 2,
kg.k/p k � C; kf .k�1/

p k � C; k.j�pj2/.k/k � C automatically hold when k � 4. Indeed,
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kg.k/p k � 1; kf .k�2/
p k � 1; k.j�pj2/.k�1/k D 0; k � 4 by (12). Moreover, since

kSpk � C, applying Lemma 3 to (13), one has kf .3/p k � C; k.j�pj2/.4/k � C.

Assuming by induction that .kg.j/p k; kf .j�1/p k; k.j�pj2/.j/k/ are all uniformly
bounded by some constant independent of p for j � k, we shall show the unform
boundedness of .kg.kC1/

p k; kf .k/p k; k.j�pj2/.kC1/k/. Complexifying (15) at level kC1,
we obtain

g.kC1/
p .z;w/ � Ng.kC1/

p .�; �/ � 2ihf .k/p .z;w/; �i` � 2ihNf .k/p .�; �/; zi`
D 2ih�p.z;w/; N�p.�; �/i.kC1/ C H.z; �;w; �/ (16)

which holds on w � � D 2ihz; �i`.
Let Lj D @

@zj
C 2iıj�j

@
@w ; 1 � j � n� 1 with ıj D �1 when j � ` and ıj D 1 with

j � ` C 1. Then Lj is a holomorphic tangent vector field on w � � D 2ihz; �i` for
each j. Applying Lj onto (16), we get

Ljg
.kC1/
p .z;w/ � 2ihLjf

.k/
p .z;w/; �i` � 2iNf .k/p;j .�; �/

D 2iLjh�p.z;w/; N�p.�; �/i.kC1/ CH.z; �;w; �/ (17)

on w� � D 2ihz; �i`.
Now we expand g.kC1/

p ; f .k/p ; h�p.z;w/; N�p.�; �/i.kC1/ in the following manner:

g.kC1/
p .z;w/ D P

�C2�DkC1
.gp/��.z/w� I

f .k/p .z;w/ D P

�C2�Dk
.fp/��.z/w� I

h�p.z;w/; N�p.�; �/i.kC1/ D P

�C�C2.�Cı/DkC1
.Ap/���ı.z; �/w��ı:

Here .gp/�� and .fp/�� are homogeneous polynomials of degree � in z, .Ap/���ı is
a homogeneous polynomial of bi-degree .�; �/ in .z; �/.

Let w D 0; � D �2ihz; �i` in (16). Then we have

.gp/.kC1/0.z/ � P

�C2�DkC1
.Ngp/��.�/�

� � 2ih.fp/k0.z/; �i`

�2ih P

�C2�Dk
.Nfp/��.�/��; zi` D 2i

P

�C�C2ıDkC1
.Ap/��0ı.z; �/�ı C H.z; �; �/ (18)

on � D �2ihz; �i`.
Collect terms in .z; �/ of bi-degree .k C 1; 0/ and .k; 1/ in (18). By the fact that

�p.0/ D @�p

@z .0/ D @�p

@w .0/ D 0 and the definition of .Ap/���ı,

.Ap/kC1;0;0;0 D .Ap/k;1;0;0 D .Ap/k�1;0;0;1 D 0: (19)
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Then we have that

k.fp/k0k � C; k.gp/.kC1/0k � C:

Hence for each 1 � j � n � 1,

Ljf
.k/
p .z; 0/ D 2iıj�j

P

�Dk�2
.fp/�1.z/C H.z/I

Ljg
.kC1/
p .z; 0/ D 2iıj�j

P

�Dk�1
.gp/�1.z/C H.z/: (20)

Collecting terms in .z; �/ of bi-degree .˛; ˇ/; ˇ � 2 with ˛ C ˇ D kC 1 in (18)
gives

�.Ngp/ˇ�˛;˛.�/�˛ � 2ihz; .Nfp/ˇ�˛C1;˛�1.�/�˛�1i`

D 2i
˛�2P
�D0
.Ap/˛��;ˇ��;0;� .z; �/�� C H.z; �; �/ (21)

with � D �2ihz; �i`. Here once again we used the fact that �p.0/ D @�p

@z .0/ D
0 which implies .Ap/1;.ˇ�˛�1/;0;.˛�1/ D .Ap/0;ˇ�˛;0;˛ D 0, so the summation on
the right hand side runs only till � D ˛ � 2. Recall from the definition of Ap,

.Ap/���ı.z; �/ D
N�nP

jD1
�
.�;�/
p;j .z; 1/ N�.�;ı/p:j .�; 1/. Since N� n < n� 1 by assumption, we

immediately have, by applying Lemma 5 to (21) and by using (19), that

k.Ngp/ˇ�˛;˛.�/hz; �i` � hz; .Nfp/ˇ�˛C1;˛�1.�/i`k � C (22)

with ˇ � 2, and

k.Ap/��0ık � C:

Hence from the above inequality,

Lj.Ap/.z; �; 0; �/ D 2iıj�j

X

�C�C2ıDk�1
.Ap/��1ı.z; �/�

ı C H.z; �; �/: (23)

Letting w D 0; � D �2ihz; �i` and then substituting (20) and (23) in (17), we
have for each 1 � j � n � 1,

2iıj�j
P

�Dk�1
.gp/�1.z/ � 2ih2iıj�j

P

�Dk�2
.fp/�1.z/; �i` � 2i

P

�C2�DkC1
.Nfp;j/��.�/��

D 2iıj�j
P

�C�C2ıDk�1
.Ap/��1ı.z; �/�ı C H.z; �; �/ (24)
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on � D �2ihz; �i`. Collect terms in .z; �/ of bi-degree .k�1; 1/ and .k�2; 2/ in (24).
Since .Ap/k�1;0;1;0 D .Ap/k�3;0;1;1 D 0, one obtains that

k.gp/.k�1/1k � C;

k2iıjh�j.fp/.k�2/1.z/; �i` C .Nfp;j/.4�k/.k�2/.�/.�2ihz; �i`/k�2k � C: (25)

Here we have used the convention that h� D 0 if � is negative.
Moreover, collecting terms of bi-degree .˛; ˇ/ in .z; �/ with ˇ � 3 and ˛Cˇ D k

in (24), one gets for each 1 � j � n,

.Nfp;j/.ˇ�˛/˛.�/.�2ihz; �i`/˛

D �ıj�j

˛�1P
�D0
.Ap/.˛��/.ˇ���1/1� .z; �/.�2ihz; �i`/� CH.z; �/:

Here we use the fact that .Ap/0;ˇ�˛�1;1;˛ D 0, so the summation on the right hand
sides runs only till ˛ � 1. Applying Lemma 5 onto the above identity as before, we
obtain k.fp/��k � C for � C 2� D k with � C � � 3. When � C 2� D k � 4

with �C � � 2, or equivalently, when � D 0; � D 2, one substitutes the fact that
k.fp/21k � C into (25) and gets k.fp/02k � C and hence

k.fp/��k � C (26)

for �C 2� D k. Substitute (26) into (22), then

k.gp/��k � C (27)

for � C 2� D k C 1 (with � C � � 3, which is always fulfilled when � C 2� D
kC 1 � 5).

Using Eq. (16), we then have from (26) and (27),

h�p.z;w/; N�p.�; �/i.kC1/ D H.z; �;w; �/ (28)

on w� � D 2ihz; �i`.
We claim that, for arbitrary .z;w; �; �/, we have

h�p.z;w/; N�p.�; �/i.kC1/ D H.z; �;w; �/:

Indeed, by (28), we have

X

�C�C2.�Cı/DkC1
.Ap/���ı.z; �/

�

�C 2ihz; �i`
��
�ı D H.z; �; �/ (29)
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near 0. If k.Ap/���ık � C does not hold uniformly in p, then there exists a smallest
integer ı0 such that k.Ap/���ı0k ! 1 as p ! 0 after passing to a subsequence if
necessary. Moving the terms with ı < ı0 to the right, we obtain

X

�C�C2.�Cı0/DkC1
.Ap/���ı0.z; �/

�
2ihz; �i`

	� D H.z; �/:

Collecting terms in .z; �/ of bi-degree .˛; ˇ/ with ˛Cˇ D kC 1� 2ı0 in the above
expression, we get

X̨

�D0
.Ap/.˛��/.ˇ��/�ı0.z; �/

�
2ihz; �i`

	� D H.z; �/:

Recall .Ap/���ı D
N�nP

jD1
�
.�;�/
p;j .z; 1/ N�.�;ı/p:j .�; 1/ by definition and N � n < n � 1.

Applying Lemma 5 to the above identity, one deduces k.Ap/���ı0k � C for �C�C
2.� C ı0/ D kC 1. This is a contradiction! Hence the claim holds.

The induction is thus complete. Consequently, for each k, k�.k/p k � C with C

independent of p. We have shown for each fixed k, fkF.k/pj kg1jD1 is bounded by some
constant independent of j. �

We are now in a position to prove Theorems 1 and 2, making use of the result in
[16, 17].

Proof of Theorem 2 If F is CR transversal to M` at 0, then we are done. Assume F
is not CR transversal at 0. Then there exists pj ! 0 such that Fpj as constructed

at the beginning of the section satisfies (12). Moreover, for each k, kF.k/pj k � C
with C independent of j by Lemma 6. Following the same trick as in [15], for
each k, fF.k/pj g1jD1 converges as j ! 1 after passing to subsequences, to a certain

F�.k/. By the way these maps were constructed, the nontrivial formal map F�.D
.f �; ��; g�// WDP

k
F�.k/ sends M` into HN

` satisfying the following normalization:

f �.z;w/ D zC owt.2/;

��.z;w/ D owt.1/;

g�.z;w/ D wC owt.4/:

According to a result of Meylan-Mir-Zaitsev [16], the formal map F� is
convergent. Hence, F� is a CR immersion at 0 sending M` into HN

` . �

Proof of Theorem 1 Assume by contradiction that F neither is CR transversal to M`

at 0 nor sends U into HN
` . Then there exists a CR immersion F� sending M` into

HN
` by Theorem 2. On the other hand, since any two CR transversal maps between

a Levi-nondegenerate hypersurface and a hyperquadric of the same signature differ
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only by an automorphism of the hyperquadric (see [10]) when the codimension is
less than n�1

2
, there exists an automorphism T of HN

` such that near pj 
 0, and
hence at all points in M` near the origin,

F D T ı F�:

Since T extends to an automorphism of the projective space PN and T.0/ D 0, F
must be CR transversal at 0. This is a contradiction. �
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Rationality in Differential Algebraic Geometry

Joël Merker

1 Rationality

The natural integer numbers:

1; 2; 3; 4; 5; 6; 7; 8; 9; 10; 11; 12; 13; : : : ; 2013; : : : : : :

necessarily hint at some ‘invention’ of the Zero. While for the Greeks, the actual
‘1’ and the actual ‘0’ did not ‘exist’, the Babylonians used the symbol ‘0’ in
numeration. In India (cf. e.g. Brahmagupta), the zero comes from self-subtraction:

0
defWD a� a:

In rational numbers:

p

q
.q ¤ 0/;

division by zero is and must be excluded.
The present paper aims at showing that higher abstract conceptions in advanced

mathematics depend upon archetypical rational computational phenomena.
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Several instances of deeper rationality facts will hence be surveyed:

� In Cartan’s theory of exterior differential systems;
� In Complex Algebraic Geometry.

2 Equivalences of 5-Dimensional CR Manifolds

Despite their importance, until now, the invariants of strictly pseudoconvex domains have
been fully computed, to our knowledge, only in the case of the unit ball BnC1, where they
all vanish! Sidney Webster [73].

Real analytic (C !) CR-generic submanifolds M � CnCc of codimension c > 0 are
those satisfying TM C J.TM/ D TCnCc

ˇ
ˇ
M

, where JWTCnCc �! TCnCc denotes
the standard complex structure and then TM \ J.TM/ has constant real dimension
2n DW 2CRdim M, while dimRM D 2n C c; general C ! CR submanifolds M �
C� , i.e. those for which dim

�
TpM \ J.TpM/

	
is constant for p 2 M, are always

locally CR-generic in some complex submanifold [50], hence CR-genericity is not
a restriction.

Problem 1 Classify local C ! CR-generic submanifolds M2nCc � CnCc under local
biholomorphisms of CnCc up to dimension 2nC c 6 5.

If c D 0, then M Š Cn, where ‘Š’ means ‘locally biholomorphic’; if n D 0,
then M Š Rc. Assume therefore c > 1 and n > 1. The possible CR dimensions and
real codimensions are:

2nC c D 3 H)
n
n D 1; c D 1;

2nC c D 4 H)
n
n D 1; c D 2;

2nC c D 5 H)
(

n D 1; c D 3;

n D 2; c D 1:

In local coordinates .z1; : : : ; zn;w1; : : : ;wc
	 D .x1 C p�1 y1; : : : ; xn Cp�1 yn; u1 C p�1 v1; : : : ; uc C p�1 vc/, represent with graphing C ! functions

'
�

:

M3 � C
2W

h
v D '.x; y; u/;

M4 � C
3W

"
v1 D '1.x; y; u1; u2/;
v2 D '2.x; y; u1; u2/;
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M5 � C
4W

2

6
6
4

v1 D '1.x; y; u1; u2; u3/;
v2 D '2.x; y; u1; u2; u3/;
v3 D '3.x; y; u1; u2; u3/;

M5 � C
3W

h
v D '.x1; y1; x2; y2; u/:

Before proceeding further, answer (partly) Webster’s quote.

2.1 Explicit Characterization of Sphericity

Consider for instance a hypersurface M3 � C
2. As its graphing function ' is real

analytic, the equation can be solved explicitly for w [42, 50]:

w D ��z; z;w	:

Letting the ‘round’ unit 3-sphere S3 � C2 be:

1 D zzC ww D x2 C y2 C u2 C v2;

a Cayley transform [42] maps S3nfp1gwith p1 WD .0;�1/ biholomorphically onto
the Heisenberg sphere:

w D wC 2p�1 zz:

An intrinsic local generator for the fundamental subbundle:

T1;0M WD ˚X � p�1 J.X/WX 2 TM \ J.TM/



of TM ˝R C is:

L D @

@z
:

Also, an intrinsic generator for T0;1M WD T1;0M is:

L WD @

@z
� �z.z; z;w/

�w.z; z;w/

@

@w
:

In the Lie bracket:

�
L; L

� D
�
@

@z
;
@

@z
� �z

�w

@

@w

�

D
���w�zz C�z �zw

�w�w

�
@

@w
;
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an explicit Levi factor in coordinates appears:

� �w �zz C �z �zw

�w �w
:

The assumption that M3 � C2 is smooth reads:

0 ¤ �w vanishes nowhere:

The assumption that M is Levi nondegenerate reads:

0 ¤ � �w �zz C �z �zw also vanishes nowhere:

General principle Various geometric assumptions enter into the computations in
the denominators.

Here is a first illustration.

Theorem 1 An arbitrary real analytic hypersurface M3 � C2 which is Levi
nondegenerate:

w D ��z; z; w
	
;

is locally biholomorphically equivalent to the Heisenberg sphere if and only if:

0 

� ��w

�z�zw ��w�zz

@

@z
C �z

�z�zw ��w�zz

@

@w

�2�
AJ4.�/

�

identically in C
˚
z; z;w



, where:

AJ4.�/ WD 1

Œ�z�zw � �w�zz�
3




�zzzz

�

�w�w

ˇ
ˇ
ˇ
ˇ
�z �w

�zz �zw

ˇ
ˇ
ˇ
ˇ

�

�

� 2�zzzw

�

�z�w

ˇ
ˇ
ˇ
ˇ
�z �w

�zz �zw

ˇ
ˇ
ˇ
ˇ

�

C�zzww

�

�z�z

ˇ
ˇ
ˇ
ˇ
�z �w

�zz �zw

ˇ
ˇ
ˇ
ˇ

�

C

C�zzz

�

�z�z

ˇ
ˇ
ˇ
ˇ
�w �ww

�zw �zww

ˇ
ˇ
ˇ
ˇ� 2�z�w

ˇ
ˇ
ˇ
ˇ
�w �zw

�zw �zzw

ˇ
ˇ
ˇ
ˇC�w�w

ˇ
ˇ
ˇ
ˇ
�w �zz

�zw �zzz

ˇ
ˇ
ˇ
ˇ

�

C

C�zzw

�

��z�z

ˇ
ˇ
ˇ
ˇ
�z �ww

�zz �zww

ˇ
ˇ
ˇ
ˇC 2�z�w

ˇ
ˇ
ˇ
ˇ
�z �zw

�zz �zzw

ˇ
ˇ
ˇ
ˇ��w�w

ˇ
ˇ
ˇ
ˇ
�z �zz

�zz �zzz

ˇ
ˇ
ˇ
ˇ

��

:

In fact, �w also enters into the denominator, but erases in the equation ‘D 0’.
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2.2 Theorema Egregium of Gauss

Briefly, here is a second illustration. On an embedded surface S2 � R3 3 .x; y; z/,
consider local curvilinear bidimensional coordinates .u; v/:

through parametric equations

x D x.u; v/; y D y.u; v/; z D z.u; v/:

The flat Pythagorean metric dx2 C dy2 C dz2 on R3 induces on S2:

ds2 D ˇˇˇˇ.du; dv/
ˇ
ˇ
ˇ
ˇ2 D E du2 C 2F dudvC G dv2;

with: E WD x2u C y2u C z2u; F WD xuxv C yuyv C zuzv; G WD x2v C y2v C z2v:

S

p
q
q

q q

Auxiliary unit sphere

The Gaussian curvature of S at one of its points p is:

Curvature.p/ WD lim
AS ! p

area of the region A˙ on the auxiliary unit sphere

area of the region AS on the surface
:

When S is graphed as z D '.x; y/, a first formula is:

Curvature D 'xx 'yy � 'xy 'xy

1C '2x C '2y
:
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A splendid computation by Gauss established its intrinsic meaning:

Curvature D 1

.EG � F2/2

(

E

"
@E

@v
� @G

@v
� 2

@F

@u
� @G

@v
C
�
@G

@u

�2
#

C

C F

�
@E

@u
� @G

@v
� @E

@v
� @G

@u
� 2

@E

@v
� @F

@v
C 4

@F

@u
� @F

@v
� 2

@F

@u
� @G

@u

�

C

C G

"
@E

@u
� @G

@u
� 2

@E

@u
� @F

@v
C
�
@E

@v

�2
#

�

� 2
�
EG � F2

	
�
@2E

@v2
� 2

@2F

@u@v
C @2G

@u2

��

;

and, in the denominator appears E G � F2 which is > 0 in any metric.

2.3 Propagation of Sphericity Across Levi Degenerate Points

Here is one application of explicit rational expressions as above. Developing
Pinchuk’s techniques of extension along Segre varieties [61], Kossovskiy-Shafikov
[33] showed that local biholomorphic equivalence to a model .k; n � k/-pseudo-
sphere:

w D wC 2i
� � z1z1 � � � � � zkzk C zkC1zkC1 C � � � C znzn

	
;

propagates on any connected real analytic hypersurface M � CnC1 which is Levi
nondegenerate outside some n-dimensional complex hypersurface˙ � M. A more
general statement, not known with Segre varieties techniques, is:

Theorem 2 ([45]) If a connected C ! hypersurface M � CnC1 is locally biholo-
morphic, in a neighborhood of one of its points p, to some .k; n� k/-pseudo-sphere,
then locally at every other Levi nondegenerate point q 2 M

�
˙LD, this hypersurface

M is also locally biholomorphic to some Heisenberg .l; n � l/-pseudo-sphere, with
[33], possibly l ¤ k.

The proof, suggested by Beloshapka, consists first for n D 1 in observing that
after expansion, Theorem 1 characterizes sphericity as:

0 

polynomial

��
�zjzkwl

	
16jCkCl66

	

�
�z �zw ��w�zz

�7 ;

at every Levi nondegenerate point .zp;wp/ 2 M at which the denominator is ¤ 0.
But this means that the numerator is 
 0 near .zp; zp;wp/, and at every other Levi
nondegenerate point .zq;wq/ 2 M close to .zp;wp/, the numerator is also locally
 0
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by analytic continuation. Small translations of coordinates are needed; the complete
arguments appear in [45].

In dimensions n > 2, the explicit characterization of .k; n� k/-pseudo-sphericity
is also rational. Indeed, in local holomorphic coordinates:

t D .z;w/ 2 C
n � C;

represent similarly a C ! hypersurface M2nC1 � CnC1 as:

w D ��z; z;w/ D ��z; t
	
:

Introduce the Levi form Jacobian-like determinant:

� WD

ˇ
ˇ
ˇ
ˇ
ˇ
ˇ
ˇ
ˇ

�z1 � � � �zn �w

�z1z1 � � � �z1zn �z1w

�� � � � �� ��
�znz1 � � � �znzn �znw

ˇ
ˇ
ˇ
ˇ
ˇ
ˇ
ˇ
ˇ

D

ˇ
ˇ
ˇ
ˇ
ˇ
ˇ
ˇ
ˇ

�t1 � � � �tn �tnC1

�z1t1 � � � �z1tn �z1tnC1

�� � � � �� ��
�znt1 � � � �zntn �zntnC1

ˇ
ˇ
ˇ
ˇ
ˇ
ˇ
ˇ
ˇ

:

It is nonzero at a point p D .zp; tp/ if and only if M is Levi nondegenerate at p. For
any index � 2 f1; : : : ; n; n C 1g and for any index ` 2 f1; : : : ; ng, let also ��

Œ01C`�

denote the same determinant, but with its �-th column replaced by the transpose
of the line .0 � � �1 � � �0/ with 1 at the .1 C `/-th place, and 0 elsewhere, its other
columns being untouched. Similarly, for any indices �; �; 	 2 f1; : : : ; n; n C 1g,
denote by�	

Œt�t� �
the same determinant as �, but with only its 	-th column replaced

by the transpose of the line:

�
�t�t� �z1t�t� � � � �znt�t�

	
;

other columns being again untouched. All these determinants �, ��

Œ01C`�
, �	

Œt�t� �

depend upon the third-order jet J3z;z;w�.

Theorem 3 ([40, 45]) A C ! hypersurface M � C
nC1 with n > 2 which is Levi

nondegenerate at some point p D .zp; zp;wp/ is .k; n � k/-pseudo-spherical at p for
some k if and only if, identically for .z; z;w/ near .zp; zp;wp/:

0 	 1

�3

� nC1X

�D1

nC1X

�D1

�

�
�

Œ01C`1 �
���

Œ01C`2 �




� � @4�

@zk1 @zk2 @t�@t�
�

nC1X

	D1

�	
Œt� t� �

� @3�

@zk1 @zk2 @t	

�

�

� ık1 ;`1
nC2

nX

`0

D1

�
�

Œ01C`0 �
���

Œ01C`2 �




� � @4�

@z`0@zk2 @t�@t�
�

nC1X

	D1

�	
Œt� t� �

� @3�

@z`0@zk2 @t	

�

�

� ık1 ;`2
nC2

nX

`0

D1

�
�

Œ01C`1 �
���

Œ01C`0 �




� � @4�

@z`0@zk2 @t�@t�
�

nC1X

	D1

�	
Œt� t� �

� @3�

@z`0@zk2 @t	

�

�
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� ık2 ;`1
nC2

nX

`0

D1

�
�

Œ01C`0 �
���

Œ01C`2 �




� � @4�

@zk1 @z`0@t�@t�
�

nC1X

	D1

�	
Œt� t� �

� @3�

@zk1 @z`0@t	

�

�

� ık2 ;`2
nC2

nX

`0

D1

�
�

Œ01C`1 �
���

Œ01C`0 �




� � @4�

@zk1 @z`0@t�@t�
�

nC1X

	D1

�	
Œt� t� �

� @3�

@zk1 @z`0@t	

�

C

C 1
.nC1/.nC2/

� �ık1;`1 ık2;`2 C ık2;`1 ık1;`2

��

�
nX

`0

D1

nX

`00

D1

�
�

Œ01C`0 �
���

Œ01C`00 �




� � @4�

@z`0@z`00@t�@t�
�

nC1X

	D1

�	
Œt� t� �

� @3�

@z`0@z`00@t	

�

;

.1 6 k1; k2 6 nI 1 6 `1; `2 6 n/:

Then as in the case n D 1, propagation of pseudo-sphericity ‘jumps’ across Levi
degenerate points, because above, the denominator �3 locates Levi nondegenerate
points. This explicit expression is a translation of Hachtroudi’s characterization [29]
of equivalence to w0

z0

k1
z0

k2

.z0/ D 0 of completely integrable PDE systems:

wzk1 zk2
.z/ D ˚k1;k2

�
z; w.z/; wz1 .z/; : : : ;wzn.z/

	
.16 k1; k26 n/:

Question still open Compute explicitly the Chern-Moser-Webster 1-forms and
curvatures [10, 72] in terms of a local graphing function for a Levi nondegenerate
M2nC1 � CnC1 (rigid and tube cases are treated in [30]).

This would, in particular, provide an alternative proof of Theorem 3.

2.4 Zariski-Generic C ! CR Manifolds of Dimension 6 5

Coming back to M2nCc � CnCc of dimension 2nC c 6 5, and calling Zariski-open
any complement Mn˙ of some proper real analytic subset˙ ¤ M, treat at first the:

Problem 2 (Accessible subquestion of Problem 1) Set up all possible initial
geometries of connected C ! CR-generic submanifolds M2nCc � CnCc at Zariski-
generic points.

For general M2nCc � CnCc, recall that the fundamental invariant bundle is:

T1;0M WD ˚X � p�1 J.X/WX 2 TM \ J.TM/


:

Lemma 1 ([46]) If a CR-generic M2nCc � CnCc is locally graphed as:

vj D 'j
�
x1; : : : ; xn; y1; : : : ; yn; u1; : : : ; uc

	
.16 j6 c/;
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a local frame
˚
L1; : : : ;Ln



for T1;0M consists of the n vector fields:

Li D @

@zk
C A1i

�
x

�

; y
�

; u
�

	 @

@u1
C � � � � � � C Ac

i

�
x

�

; y
�

; u
�

	 @

@uc
.16 i6 n/;

having rational coefficient-functions:

A1i D

ˇ
ˇ
ˇ
ˇ
ˇ
ˇ
ˇ
ˇ
ˇ

�'1;zi '1;u2 � � � '1;uc

�'2;zi

p

�1 C '2;u2 � � � '2;uc

:
:
:

:
:
:

: : :
:
:
:

�'c;zi 'c;u2 � � � p

�1 C 'c;uc

ˇ
ˇ
ˇ
ˇ
ˇ
ˇ
ˇ
ˇ
ˇ

ˇ
ˇ
ˇ
ˇ
ˇ
ˇ
ˇ
ˇ
ˇ

p

�1 C '1;u1 � � � '1;uc

'2;u1 � � � '2;uc

:
:
:

: : :
:
:
:

'c;u1 � � � p

�1 C 'c;uc

ˇ
ˇ
ˇ
ˇ
ˇ
ˇ
ˇ
ˇ
ˇ

; : : : : : : : : : ; Ac
i D

ˇ
ˇ
ˇ
ˇ
ˇ
ˇ
ˇ
ˇ
ˇ

p

�1 C '1;u1 � � � �'1;zi

'2;u1 � � � �'2;zi

:
:
:

: : :
:
:
:

'c;u1 � � � �'c;zi

ˇ
ˇ
ˇ
ˇ
ˇ
ˇ
ˇ
ˇ
ˇ

ˇ
ˇ
ˇ
ˇ
ˇ
ˇ
ˇ
ˇ
ˇ

p

�1 C '1;u1 � � � '1;uc

'2;u1 � � � '2;uc

:
:
:

: : :
:
:
:

'c;u1 � � � p

�1 C 'c;uc

ˇ
ˇ
ˇ
ˇ
ˇ
ˇ
ˇ
ˇ
ˇ

:

Nonvanishing of the denominator is equivalent to CR-genericity of M.
Here is how M transfers through local biholomorphisms.

p p

Up

M

h(Up)h
M

C
n+c

C
n+c

Lemma 2 ([46]) Given a connected C ! CR-generic submanifold M2nCc � CnCc

and a local biholomorphism between open subsets:

hW Up

�! h.Up/ D U0

p0

� C
0nCc

;

with p 2 M, p0 D h.p/, setting:

M0 WD h.M/ � C
0nCc

.c D codim M0 ; n D CRdim M0/;

then for any two local frames:

˚
L1; : : : ;Ln



for T1;0M and

˚
L 0
1; : : : ;L

0
n



for T1;0M0;

there exist uniquely defined C ! local coefficient-functions:

a0
i1i2 W M0 �! C .16 i1; i26 n/;
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satisfying:

h�
�
L1

	 D a0
11L

0
1 C � � � C a0

n1L
0

n ;

� � � � � � � � � � � � � � � � � � � � � � � � � � � � � � �
h�
�
Ln
	 D a0

1n L
0
1 C � � � C a0

nn L
0

n :

Definition 1 Taking any local 1-form �0WTM ! R whose extension to C ˝R TM
satisfies:

T1;0M ˚ T0;1M D ˚�0 D 0


;

the Hermitian matrix of the Levi form of M at various points p 2 M is:

0

B
@

�0
�p�1

�
L1;L 1

�	 � � � �0
�p�1

�
Ln;L 1

�	

:::
: : :

:::

�0
�p�1

�
L1;L n

�	 � � � �0
�p�1

�
Ln;L n

�	

1

C
A .p/;

the extra factor
p�1 being present in order to counterbalance the change of sign:

�
Lj; L k

� D � �Lk; L j
�
:

As an application, show the invariance of Levi nondegeneracy. For M3 � C2

equivalent to M03 � C02, whence n D n0 D 1, introduce local vector field
generators:

L for T1;0M and L 0 for T1;0M0:

Lemma 3 At every point q 2 M near p:

3 D rankC
�
L
ˇ
ˇ
q
; L

ˇ
ˇ
q
;
�
L ;L

�ˇ
ˇ
q

�

m
3 D rankC

�
L 0ˇˇ

h.q/; L
0ˇˇ

h.q/;
�
L 0;L 0�ˇˇ

h.q/

�
:

Proof By what precedes, there exists a function a0WM0 �! Cnf0g with:

h�.L / D a0 L 0 and h�
�
L
	 D a0 L 0

:
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Consequently:

h�
��
L ;L

�	 D �h�.L /; h�
�
L
	�

D �a0L 0; a0L 0�

D a0a0 �L 0; L 0�C a0 L 0.a0/ �L 0 � a0 L 0
.a0/ �L 0:

Dropping the mention of h�, because the change of frame matrix:

0

@
L

L
�
L ;L

�

1

A D
0

@
a0 0 0

0 a0 0

� � a0a0

1

A

0

B
@

L 0

L
0

�
L 0;L 0�

1

C
A

is visibly of rank 3, the result follows. ut
Since T1;0M and T0;1M are Frobenius-involutive [46], only iterated Lie brackets

between T1;0M and T0;1M are nontrivial. For a C ! connected M2nCc � CnCc with
T1;0M having local generators L1; : : : ;Ln, set:

L
1

L ;L
WD C !-linear combinations of L1; : : : ;Ln; L 1; : : : ;L n;

� � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � �
L
�C1
L ;L

WD C !-linear combinations of vector fields M � 2 L
�

L ;L

and of brackets
�
Lk;M

�
�
;
�
L k;M

�
�
:

Set:

L
Lie
L ;L

WD
[

�>1
L
�

L ;L
:

By real analyticity [50], there exists an integer cM with 0 6 cM 6 c and a proper
real analytic subset ˙ ¤ M such that at every point q 2 Mn˙ :

dimC

�
L

Lie
L ;L

.q/
�
D 2nC cM:

Theorem 4 (Known, [38, 50]) Every point q 2 Mn˙ has a small open neighbor-
hood Uq � CnCc in which:

M2nCc Š M2nCc

biholomorphically, with a CR and C !:

M2nCc � C
nCcM � R

c�cM :



168 J. Merker

The case cM 6 c � 1 must hence be considered as degeneration, excluded in
classification of initial geometries at Zariski-generic points.

A well known fact is that, at a Zariski-generic point, a connected C ! hypersur-
face M3 � C2 is eitherŠ C � R or is Levi nondegenerate:

3 D rankC
�
T1;0M; T0;1M;

�
T1;0M; T0;1M

�	
:

Theorem 5 ([46]) Excluding degenerate CR manifolds, there are precisely six
general classes of nondegenerate connected M2nCc � CnCc having dimension:

2nC c 6 5;

hence having CR dimension n D 1 or n D 2, namely if:

˚
L



or
˚
L1;L2



;

denotes any local frame for T1;0M:

• General Class I: Hypersurfaces M3 � C
2 with

˚
L ; L ;

�
L ;L

�

constituting

a frame for C˝R TM, with:

Model I: v D zz;

• General Class II: CR-generic M4 � C3 with
˚
L ; L ;

�
L ;L

�
;
�
L ;

�
L ;L

��


constituting a frame for C˝R TM, with:

Model II: v1 D zz; v2 D z2zC zz2;

• General Class III1: CR-generic M5 � C4 with
˚
L ; L ;

�
L ;L

�
;
�
L ;

�
L ;L

��
;
�
L ,

�
L ;L

��

constituting a frame for C˝R TM, with:

Model III1: v1 D zz; v2 D z2zC zz2; v3 D p�1
�
z2z � zz2

	
;

• General Class III2: CR generic M5 � C4 with
˚
L ; L ;

�
L ;L

�
;
�
L ;

�
L ;L

��
;
�
L ,

�
L ;

�
L ;L

���

constituting a frame for C ˝R TM, while 4 D

rankC
�
L ;L ;

�
L ;L

�
,
�
L ;

�
L ;L

��
;
�
L ;

�
L ;L

���
, with:

Model III2: v1 D zz; v2 D z2zC zz2; v3 D 2 z3zC 2 zz3 C 3 z2z2;

• General Class IV1: Hypersurfaces M5�C3 with
˚
L1; L2; L 1; L 2;

�
L1;L 1

�


constituting a frame for C˝R TM, and with the Levi-Form of M being of rank 2
at every point p 2 M, with:

Model(s) IV1: v D z1z1 ˙ z2z2;
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• General Class IV2: Hypersurfaces M5�C3 with
˚
L1;L2;L 1;L 2;

�
L1;L 1

�


constituting a frame for C ˝R TM, with the Levi-Form being of rank 1 at every
point p 2 M while the Freeman-Form (defined below) is nondegenerate at every
point, with:

Model IV2: v D z1z1 C 1
2

z1z1z2 C 1
2

z2z1z1
1 � z2z2

:

The models II, III1 appear in the works of Beloshapka [2, 3] which exhibit
a wealth of higher dimensional models widening the biholomorphic equivalence
problem. Before proceeding, explain (only) how the General Classes IV1 and IV2

occur.

2.5 Concept of Freeman Form

If M5 � C
3 is connected C ! and belongs to Class IV2, so that:

1 D rankC
�
Levi-FormM.p/

	
.8 p 2 M/;

then there exists a unique rank 1 complex vector subbundle:

K1;0M � T1;0M

such that, at every point p 2 M:

K1;0
p M 3 Kp ” Kp 2 Kernel

�
Levi-FormM.p/

	
:

Local trivializations of K1;0M match up on intersections of balls [46].

C
n+1

M

Up

pp
p0

Up

M
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Furthermore, three known involutiveness conditions hold [46]:

�
K1;0M; K1;0M

� � K1;0M;
�
K0;1M; K0;1M

� � K0;1M;
�
K1;0M; K0;1M

� � K1;0M ˚ K0;1M:

(1)

In local coordinates, M5 � C3 is graphed as:

v D '�x1; x2; y1; y2; u
	
;

and two local generators of T1;0M with their conjugates are:

L1 D @

@z1
C A1

@

@u
; L 1 D @

@z1
C A1

@

@u
;

L2 D @

@z2
C A2

@

@u
; L 2 D @

@z2
C A2

@

@u
;

with:

A1 WD � 'z1p�1C 'u
;

A2 WD � 'z2p�1C 'u
:

Taking as a 1-form �0 with f�0 D 0g D T1;0M ˚ T0;1M:

�0 WD �A1 dz1 � A2 dz2 � A1 dz1 � A2 dz2 C du;

the top-left entry of the:

Levi-Matrix D
�
�0
�p�1

�
L1;L 1

�	
�0
�p�1

�
L2;L 1

�	

�0
�p�1

�
L1;L 2

�	
�0
�p�1

�
L2;L 2

�	

�

D
�p�1

�
L1

�
A1
	 �L 1

�
A1
		 p�1

�
L2

�
A1
	 �L 1

�
A2
		

p�1
�
L1

�
A2
	 �L 2

�
A1
		 p�1

�
L2

�
A2
	 �L 2

�
A2
		

�

;

(2)
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expresses as:

p�1
�
L1.A1

	 �L 1

�
A1
		 D 1

.
p�1C 'u/2.�p�1C 'u/2




2 'z1z1 C 2 'z1z1'u'u�

� 2p�1 'z1'z1u � 2 'z1'z1u'u C 2p�1 'z1'z1uC

C 2 'z1'z1'uu � 2 'z1'z1u'u

�

;

with quite similar expressions for the remaining three entries. As M belongs to Class
IV2:

0 
 det

 
p

�1
�
A1z1 C A1 A1u � A1z1 � A1 A1u

	
p

�1
�
A1z2 C A2 A1u � A2z1 � A1 A2u

	

p

�1
�
A2z1 C A1 A2u � A1z2 � A2 A1u

	
p

�1
�
A2z2 C A2 A2u � A2z2 � A2 A2u

	

!

;

that is to say in terms of ':

0 
 4

.
p�1C 'u/3.�p�1C 'u/3




'z2z2'z1z1 � 'z2z1'z1z2C

C 'z2z1'z2'z1u'u � 'z2z1'z2'z1'uu � 'z1'z2u'z1'z2u C 'z1'z2u'u'z1z2�
� 'z2'z1u'z2'z1u � 'z2'z1'uu'z1z2 C 'z2'z1u'u'z1z2 � 'z2z2'z1'z1u'uC
C 'z2z2'z1'z1'uu � 'z2z2'z1'z1u'u C 'z2z1'z1'z2u'u C 'z2'z2u'z1'z1u�
� 'z2'z2u'z1z1'u C 'z2'z2u'z1'z1u � 'z2'z2u'u'z1z1 C 'z2'z2'uu'z1z1C
C p�1

�
'z2z2'z1'z1u C 'z1'z2u'z1z2 C 'z2z1'z2'z1u C 'z2'z2u'z1z1

	�
� p�1

�
'z2'z2u'z1z1 C 'z2z1'z1'z2u C 'z2'z1u'z1z2 C 'z2z2'z1'z1u

	�

� 'z2z1'z1z2'u'u C 'z2z2'z1z1'u'u

�

:

(3)

Since the rank of the Levi Matrix (2) equals 1 everywhere, after permutation, its
top-left entry vanishes nowhere. Hence a local generator for K1;0M is:

K D kL1 CL2;

with:

k D � L2

�
A1
	 �L 1

�
A2
	

L1

�
A1
	 �L 1

�
A1
	 ;
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namely:

k D 'z2z1 C 'z2z1'u'u � p

�1'z1'z2u � 'z1'z2u'u C p

�1'z2'z1u C 'z2'z1'uu � 'z2'z1u'u

�'z1z1 � 'z1z1'u'u C p

�1'z1'z1u C 'z1'z1u'u � p

�1'z1'z1u � 'z1'z1'uu C 'z1'z1u'u
;

and there is a surprising computational fact that this function k happens to be also
equal to the other two quotients ([46], II, p. 82):

k D � L2

�
A1
	

L1

�
A1
	 D � �L 1

�
A2
	

�L 1

�
A1
	 : (4)

Heuristically, this fact becomes transparent when ' D '.x1; x2; y1; y2/ is indepen-
dent of u, whence the Levi matrix becomes:

�
2 'z1z1 2 'z2z1

2 'z1z2 2 'z2z2

�

;

and clearly:

k D � 2 'z2z1

2 'z1z1

D � 'z2z1

'z1z1

D � L2.'z1 /

L1.'z1 /
D � �L 1.'z2/

�L 1.'z1/
:

Proposition 1 ([46]) In any system of holomorphic coordinates, for any choice of
Levi-kernel adapted local T1;0M-frame

˚
L1;K



satisfying:

K1;0M D CK ;

and for any choice of differential 1-forms
˚
�0; %0; �0



satisfying:

˚
0 D �0


 D T1;0M ˚ T0;1M;
˚
0 D �0 D %0 D %0 D �0


 D K1;0M;

the quantity:

%0
��
K ; L 1

�	
;

is, at one fixed point p 2 M, either zero or nonzero, independently of any choice.

Definition 2 The Freeman form at a point p 2 M is the value of %0
��
K ; L 1

�	
.p/,

and it depends only on %0.p/, K
ˇ
ˇ
p, L 1

ˇ
ˇ
p.
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With a T1;0M-frame fK ;L1g satisfying K1;0M D CK , define quite equiva-
lently:

Freeman-FormM.p/W

2

6
6
4

K1;0
p M � �T1;0p M mod K1;0

p M
	 �! C

�
Kp;L1p

	 7�! �
K ; L 1

�
.p/

mod
�
K1;0M ˚ T0;1M

	
;

the result being independent of vector field extensions K
ˇ
ˇ
p DKp and L1

ˇ
ˇ
p D L1p.

General Classes IV1, IV2. For a connected C ! hypersurface M5 � C3, if the Levi
form is of rank 2 at one point, it is of rank 2 at every Zariski-generic point. Excluding
Levi degenerate points, this brings IV 1.

If the Levi form is identically zero, then as is known M Š C2 �R.
If the Levi form is of rank 1, the Freeman form creates bifurcation:

Proposition 2 ([46]) A C ! hypersurface M5 � C3 having at every point p:

rankC
�
Levi-FormM.p/

	 D 1

has an identically vanishing:

Freeman-FormM.p/ 
 0;

if and only if it is locally biholomorphic to a product:

M5 Š M3 � C

with a C ! hypersurface M3 � C2.

Proof With:

K D kL1 CL2 D k
@

@z1
C @

@z2
C �k A1 C A2

	 @

@u
;

the involutiveness (1):

�
K ; K

� D function �K C function �K ;

and the fact that this bracket does not contain either @
ı
@z2 or @

ı
@z2:

�
K ; K

� D
�

k
@

@z1
C @

@z2
C �k A1 C A2

	 @

@u
; k

@

@z1
C @

@z2
C �k A1 C A2

	 @

@u

�

D K
�
k
	 @

@z1
�K

�
k
	 @

@z1
C
�
K
�
k A1 C A2

	 �K
�
k A1 C A2

	� @

@u
;
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entail:

0 
 K .k/ 
K
�
k
	
:

Next, identical vanishing of the Freeman form:

�
K ; L 1

� 
 0 mod
�
K ; K ; L 1

	
;

with:

�
K ; L 1

� D
�

k
@

@z1
C @

@z2
C �k A1 C A2

	 @

@u
;

@

@z1
C A1

@

@u

�

D L 1.k/
@

@z1
C something

@

@u
;

reads as:

0 
 L 1.k/;

and since
˚
K ;L 1



is a T0;1M-frame,

The C ! slanting function k is a CR function!

Moreover, the last coefficient-function of:

K D k
@

@z1
C @

@z2
C �k A1 C A2

	 @

@u

is also a CR function, namely it is annihilated by L 1, L 2, because firstly:

0
‹D L 1

�
k A1 C A2

	 D kL 1.A1/CL 1.A2/
okD 0;

thanks to (4), and secondly because a direct computation gives:

0
‹D L 2

�
k A1 C A2

	

D kL 2.A1/C L 2.A2/

D � numerator of the Levi determinant

.
p

�1 C 'u/ Œ'z1z1 C 'z1z1'u'u � p

�1 'z1'z1u � 'z1'z1u'u C p

�1 'z1'z1u'u C 'z1'z1'uu�

	 0:
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In conclusion, the .1; 0/ field K has C ! CR coefficient-functions, hence K is
locally extendable to a neighborhood of M in C3 as a .1; 0/ field having holomorphic
coefficients, and a straightening K D @ı@z2 yields M5 Š M3 � C. ut

Excluding therefore such a degeneration, and focusing attention on a Zariski-
generic initial classification, it therefore remains only the General Class IV2.

2.6 Existence of the Six General Classes I, II, III1, III2, IV1, IV2

Graphing functions are essentially free and arbitrary.

Proposition 3 ([46]) Every CR-generic submanifold belonging to the four classes
I, II, III1, IV1 may be represented in suitable local holomorphic coordinates as:

(I):
�
v D zzC zz O1

�
z; z
	C zz O1.u/;

(II):

"
v1 D zz C zz O2

�
z; z
	C zz O1.u1/C zz O1.u2/;

v2 D z2zC zz2 C zz O2

�
z; z
	C zz O1.u1/C zz O1.u2/;

(III)1:

2

6
6
4

v1 D zz C zz O2

�
z; z
	C zz O1.u1/C zz O1.u2/C zz O1.u3/;

v2 D z2zC zz2 C zz O2

�
z; z
	C zz O1.u1/C zz O1.u2/C zz O1.u3/;

v3 D p

�1
�
z2z � zz2

	C zz O2

�
z; z
	C zz O1.u1/C zz O1.u2/C zz O1.u3/;

(IV)1:
�
v D z1z1 ˙ z2z2 C O3

�
z1; z2; z1; z2; u

	
;

with arbitrary remainder functions. For class:

(III)2 W

v1 D zzC c1 z2z2 C zz O3
�
z; z
	C zz u1 O1

�
z; z; u1

	C
C zz u2 O1

�
z; z; u1; u2

	C zz u3 O1
�
z; z; u1; u2; u3

	
;

v2 D z2zC zz2 C zz O3
�
z; z
	C zz u1 O1

�
z; z; u1

	C
C zz u2 O1

�
z; z; u1; u2

	C zz u3 O1
�
z; z; u1; u2; u3

	
;

v3 D 2 z3zC 2 zz3 C 3 z2z2 C zz O3
�
z; z
	C zz u1 O1

�
z; z; u1

	C
C zz u2 O1

�
z; z; u1; u2

	C zz u3 O1
�
z; z; u1; u2; u3

	
;
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the 3 graphing functions '1, '2, '3 are subjected to the identical vanishing:

0 


ˇ
ˇ
ˇ
ˇ
ˇ
ˇ
ˇ
ˇ

L .A1/�L .A1/ L .A2/�L .A2/ L .A3/�L .A3/

L .L .A1//�2L .L .A1//C
CL .L .A1//

L .L .A2//�2L .L .A2//C
CL .L .A2//

L .L .A3//�2L .L .A3//C
CL .L .A3//�L .L .A1//C2L .L .A1//�

�L .L .A1//
�L .L .A2//C2L .L .A2//�

�L .L .A2//
�L .L .A3//C2L .L .A3//�

�L .L .A3//

ˇ
ˇ
ˇ
ˇ
ˇ
ˇ
ˇ
ˇ

:

Lastly, for class:

(IV)2:
�
v D z1z1 C 1

2
z1z1z2 C 1

2
z2z1z1 C O4

�
z1; z2; z1; z2

	C u O2

�
z1; z2; z1; z2; u

	
;

the graphing function ' is subjected to the identical vanishing of the Levi determi-
nant (3).

2.7 Cartan Equivalences and Curvatures

Problem 3 (Subproblem of Problem 1) Perform Cartan’s local equivalence pro-
cedure for these six general classes I, II, III1, III2, IV1, IV2 of nondegenerate CR
manifolds up to dimension 5.

Class I equivalences. Consider firstly Class I hypersurfaces M3 � C2 graphed as
v D '.x; y; u/ with:




L D @

@z
� 'zp�1C 'u

@

@u
; L D @

@z
� 'z

�p�1C 'u

@

@u
;

T WD p�1
�
L ;L

� D ` @
@u

�

making a frame for C˝R TM, where the Levi-factor (nonvanishing) function:

` WDp�1
�
L
�
A
	 �L .A/

�

D 1

.
p�1C 'u/2 .�p�1C 'u/2




2 'zz C 2 'zz 'u 'u � 2p�1 'z 'zu � 2 'z 'zu 'uC

C 2p�1 'z 'zu C 2 'z 'z 'uu � 2 'z 'zu 'u

�

(5)

will, notably, enter computations in denominator place.
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Introduce also the dual coframe for C˝R T�M:

˚
�0; �0; �0



;

satisfying:

�0.T / D 1 �0.L / D 0 �0.L / D 0;
�0.T / D 0 �0.L / D 1 �0

�
L
	 D 0;

�0.T / D 0 �0.L / D 0 �0
�
L
	 D 1:

Since:

�
L ; T

� D
�
@

@z
C A

@

@u
; `

@

@u

�

D
�
`z C A `u � `Au

� @

@u
D

DW P
‚ …„ ƒ
`z C A `u � `Au

`
T ;

the initial Darboux structure reads dually as:

d�0 D P �0 ^ �0 C P �0 ^ �0 C p�1 �0 ^ �0;
d�0 D 0;
d�0 D 0;

with a single fundamental function P. Élie Cartan in 1932 performed his equivalence
procedure (well presented in [58]) for such M3 � C2, but the completely explicit
aspects must be endeavoured once again for systematic treatment of Problem 3.
Within Tanaka’s theory, Ezhov-McLaughlin-Schmalz [23] already constructed a
Cartan connection on a certain principal bundle N8 ! M3, whose effective aspects
have been explored further in [51, 52].

Indeed, as already observed in Lemma 3 (see also [46, 52]), the initial G-structure
for (local) biholomorphic equivalences of such hypersurfaces is:

Ginitial
IV2
WD

8
<

:

0

@
aa 0 0
b a 0
b 0 a

1

A 2 GL3.C/W a 2 Cnf0g; b 2 C

9
=

;
:

Cartan’s method is to deal with the so-called lifted coframe:

0

@
�

�

�

1

A WD
0

@
aa 0 0
b a 0
b 0 a

1

A

0

@
�0

�0
�0

1

A ;

in the space of
�
x; y; u;a;a;b;b

	
. After two absorbtions-normalizations and after

one prolongation:
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Theorem 6 (M.-Sabzevari, [52]) The biholomorphic equivalence problem for
M3 � C2 lifts as some explicit eight-dimensional coframe:

˚
�; �; �; ˛; ˇ; ˛; ˇ; ı



;

on a certain manifold N8 �! M3 having feg-structure equations:

d� D ˛ ^ �C ˛ ^ �C p�1 � ^ �;
d� D ˇ ^ �C ˛ ^ �;
d� D ˇ ^ �C ˛ ^ �;
d˛ D ı ^ �C 2p�1 � ^ ˇ C p�1 � ^ ˇ;
dˇ D ı ^ � C ˇ ^ ˛ C I � ^ �;
d˛ D ı ^ � � 2p�1 � ^ ˇ � p�1 � ^ ˇ;
dˇ D ı ^ � C ˇ ^ ˛ C I � ^ �;
dı D ı ^ ˛ C ı ^ ˛ C p�1 ˇ ^ ˇ C T � ^ � C T � ^ �;

with the single primary complex invariant:

I WD 1

6

1

aa3

�
� 2L �

L
�
L
�
P
			C 3L �

L
�
L
�
P
			 � 7P L

�
L
�
P
		C

C 4PL
�
L
�
P
		 �L

�
P
	
L
�
P
	C 2P PL

�
P
	�
;

and with one secondary invariant:

T D 1

a

�

L .I/� PI

�

� p�1
b
aa

I:

Explicitness obstacle. In terms of the function P, the formulas for I, for T and
for the 1-forms constituting the feg-structure are writable, but when expressing
everything in terms of the graphing function ', because P involves the Levi factor `
in denominator place, formulas ‘explode’.

Indeed, the real and imaginary parts�1 and �2 in:

I D 4

aa3
�
�1 C p�1�4

	

have numerators containing respectively [52]:

1 553 198 and 1 634 457

monomials in the differential ring in
�
6C3
3

	 � 1 D 83 variables:

Z
�
'x; 'y; 'x2 ; 'y2 ; 'u2 ; 'xy; 'xu; 'yu; : : : : : : ; 'x6 ; 'y6 ; 'u6 ; : : :

�
:
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Strikingly, though, in the so-called rigid case (often useful as a case of study-
exploration) where ' D '.x; y/ is independent of u so that:

P D 'zzz

'zz
; Levi factor at denominatorD ` D 'zz;

I is easily writable:

I

ˇ
ˇ
ˇ
ˇ rigid
case

D 1

6

1

aa3

�
'z2z4

'zz
� 6 'z2z3 'zz2

.'zz/2
� 'zz4 'z2z

.'zz/2
� 4 'zz3 'z2z2

.'zz/2
C

C 10 'zz3 'z2z 'zz2

.'zz/3
C 15 .'zz2 /

2 'z2z2

.'zz/3
� 15 .'zz2 /

3 'z2z

.'zz/4

�

;

and this therefore shows that there is a spectacular contrast of computational
complexity when passing from the rigid case to the general case. The reason of
this contrast mainly comes from the size of the Levi factor ` in (5) appearing at
denominator place in subsequent differentiations.

Class IV2 equivalences. Consider secondly a Class IV2 hypersurface M5 � C3,
and let a Levi-kernel adapted frame for C˝R TM be:

˚
T ; L 1; K ; L1; K



; T D T ;

T WD p�1
�
L1;L 1

� D ` @
@u
; ` WD p�1

�
L1

�
A1
	 �L 1.A1/

	
:

Lemma 4 ([46, 62]) The initial Lie structure of this frame consists of 10 D �
5

2

	

brackets:

�
T ;L 1

� D �P �T ;

�
T ;K

� D L 1

�
k
	 �T CT

�
k
	 �L 1;

�
T ;L1

� D �P �T ;
�
T ;K

� D L1.k/ �T CT .k/ �L1;

�
L 1;K

� D L 1

�
k
	 �L 1;

�
L 1;L1

� D p�1T ;

�
L 1;K

� D L 1.k/ �L1;

�
K ;L1

� D �L1

�
k
	 �L 1;

�
K ;K

� D 0;
�
L1;K

� D L1.k/ �L1;
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in terms of the 2 fundamental functions:

k WD � L2

�
A1
	�L 1

�
A2
	

L1

�
A1
	�L 1

�
A1
	 ; P WD `z1 C A1 `u � `A1;u

p�1
�
L1

�
A1
	 �L 1

�
A1
		

(in [62], M5 is graphed as u D F.x1; y1; x2; y2; v/ instead, hence P changes).

Introduce then the coframe:

˚
�0; %0; �0; %0; �0




which is dual to the frame:

˚
T ; L 1; K ; L1; K



;

the notations being the same as in Proposition 1, that is to say:

�0 D du � A1dz1 � A2dz2 � A1dz1 � A2dz2
`

;

%0 D dz1 � k dz2;

�0 D dz2:

The initial Darboux structure is:

d�0 D P � �0 ^ %0�L 1

�
k
	 � �0 ^ �0CP � �0 ^ %0�L1.k/ � �0 ^ �0Cp�1 %0 ^ %0;

d%0 D �T
�
k
	 � �0 ^ �0 �L 1

�
k
	 � %0 ^ �0 CL1

�
k
	 � �0 ^ %0;

d�0 D 0;
d%0 D �T .k/ � �0 ^ �0 �L 1.k/ � %0 ^ �0 �L1.k/ � %0 ^ �0;
d�0 D 0:

The initial associated G-structure is:

Ginitial
IV2
WD

8
ˆ̂
ˆ̂
<̂

ˆ̂
ˆ̂
:̂

0

B
B
B
B
B
@

c 0 0 0 0

b a 0 0 0

0 0 c 0 0

0 0 b a 0

e d e d aa

1

C
C
C
C
C
A

2 M5�5.C/ W a; c 2 Cnf0g; b; d; e 2 C

9
>>>>>=

>>>>>;

:
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Theorem 7 (Pocchiola, [62]) Two fundamental explicit invariants both having
denominators related to the nondegeneracy of the Freeman form:

W WD 2

3

L1

�
L 1.k/

	

L 1.k/
C 2

3

L1

�
L1.k/

	

L1.k/
C

C 1

3

L 1

�
L 1.k/

	
K
�
L 1.k/

	

L 1.k/3
� 1
3

K
�
L 1

�
L 1.k/

		

L 1.k/2
C i

3

T .k/

L 1.k/
;

and:

J WD 5

18

L1

�
L1.k/

	2

L1.k/2
C 1

3
PL1.P/� 1

9
P2

L1

�
L1.k/

	

L1.k/
C 20

27

L1

�
L1.k/

	3

L1.k/3
�

� 5

6

L1

�
L1.k/

	
L1

�
L1

�
L1.k/

		

L1.k/2
C 1

6

L1

�
L1.k/

	
L1.P/

L1.k/
�

�1
6

P
L1

�
L1

�
L1.k/

		

L1.k/
� 2
27

P3 � 1
6
L1

�
L1.P/

	C1
6

L1

�
L1

�
L1

�
L1.k/

			

L1.k/
;

occur in the local biholomorphic equivalence problem for Class IV2 real analytic
hypersurfaces M5 � C3. Such a M5 is locally biholomorphically equivalent to the
light cone model:

u D z1z1 C 1
2

z1z1z2 C 1
2

z2z1z1
1 � z2z2

Š
locally
by [24]

.Re z0
1/
2 � .Re z0

2/
2 � .Re z0

3/
2; (LC)

having 10-dimensional symmetry group AutCR.LC/ Š Sp.4;R/, if and only if:

0 
 W 
 J:

Moreover, if either W 6
 0 or J 6
 0, an absolute parallelism is constructed on M
(after relocalization), and in this case, the local Lie group of C ! CR automorphisms
of M always has:

dim AutCR.M/ 6 5:

The latter dimension drop was obtained by Fels-Kaup [25] under the assumption
that AutCR.M/ is locally transitive, while Cartan’s method embraces all Class IV2

hypersurfaces M5 � C3.
Reduction to an absolute parallelism on a 10-dimensional bundle N10 ! M

has been obtained previously by Isaev-Zaitsev [31] and Medori-Spiro [37]. The
explicitness of W and J, the equivalence bifurcation W 6
 0 or J 6
 0 and the



182 J. Merker

dimension drop 10 ! 5 provide a complementary aspect. Furthermore, here is an
application of the explicit rational expressions of J and W in the spirit of Theorem 2.

Corollary 1 Let M5 � C3 be a connected C ! hypersurface whose Levi form is of
rank 1 at Zariski-generic points, possibly of rank 0 somewhere, and whose Freeman
form is also nondegenerate at Zariski-generic points. If M is locally biholomorphic
to the light cone model .LC/ at some Freeman nondegenerate point, then M is also
locally biholomorphic to .LC/ at every other Freeman nondegenerate point.

Equivalences of remaining Classes II, III1, III2, IV1. Class II has been treated
optimally by Beloshapka-Ezhov-Schmalz [4] who directly constructed a Cartan
connection on a principal bundle N5 ! M4 with fiberŠ R. Recently, Pocchiola [63]
provided an alternative construction the elements of which are computed deeper.

Class IV1 is reduced to an absolute parallelism with a Cartan connection by
Chern-Moser [10] inspired by Hachtroudi [29], though not explicity in terms of
a local graphing function (question still open).

Recently, jointly with Sabzevari, Class III1 has been recently settled. Beloshapka
(see also [1]), proved that the Lie algebra autCR D 2Re hol of AutCR of the cubic:

Model III1: v1 D zz; v2 D z2zC zz2; v3 D p�1
�
z2z � zz2

	
;

is 7-dimensional generated by:

T WD @w1 ;

S1 WD @w2 ;

S2 WD @w3 ;

L1 WD @z C .2p�1 z/ @w1 C .2p�1 z2 C 4w1/ @w2 C 2z2 @w3 ;

L2 WD p�1 @z C .2 z/ @w1 C .2z2/ @w2 � .2p�1 z2 � 4w1/ @w3 ;

D WD z @z C 2w1 @w1 C 3w2 @w2 C 3w3 @w3 ;

R WD p�1 z @z � w3 @w2 C w2 @w3 :

Hence for a CR-generic M5 � C
4 belonging to Class III1 graphed as:

v1 D '1.x; y; u1; u2; u3/; v2 D '2.x; y; u1; u2; u3/; v3 D '3.x; y; u1; u2; u3/;

reduction to an absolute parallelism on a certain bundle N7 ! M5 can be expected,
and in fact, similarly as in Theorem 7, finer equivalence bifurcations will occur.

Lemma 1 showed that a generator for T1;0M is:

L D @

@z
C �1

�

@

@u1
C �2

�

@

@u2
C �3

�

@

@u3
;
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where:

� WD
ˇ
ˇ
ˇ
ˇ
ˇ
ˇ

p�1C '1;u1 '1;u2 '1;u3
'2;u1

p�1C '2;u2 '2;u3
'3;u1 '3;u2

p�1C '3;u3

ˇ
ˇ
ˇ
ˇ
ˇ
ˇ
;

and where:

�1 WD
ˇ
ˇ
ˇ
ˇ
ˇ
ˇ

�'1;z '1;u2 '1;u3
�'2;z p�1C '2;u2 '2;u3
�'3;z '3;u2

p�1C '3;u3

ˇ
ˇ
ˇ
ˇ
ˇ
ˇ
;

with similar �2, �3. By definition, on a Class III1 CR-generic M5 � C
4 the fields:

n
S ; S ; T ; L ; L

o
;

where:

T WD p�1
�
L ;L

�
; S WD �L ; T

�
; S WD �L ; T

�
;

make up a frame for C˝R TM5. Computing these (iterated) Lie brackets, there are
certain coefficient-polynomials:

&i D &i

�
'
1;xjyku

l1
1 u

l2
2 u

l3
3
; '

2;xjyku
l1
1 u

l2
2 u

l3
3
; '

3;xjyku
l1
1 u

l2
2 u

l3
3

�

16jCkCl1Cl2Cl362
.i D 1; 2; 3/;

˘i D ˘i

�
'
1;xjyku

l1
1 u

l2
2 u

l3
3
; '

2;xjyku
l1
1 u

l2
2 u

l3
3
; '

3;xjyku
l1
1 u

l2
2 u

l3
3

�

16jCkCl1Cl2Cl363
.i D 1; 2; 3/;

so that (mind exponents in denominators):

T D &1

�2 �
2

@

@u1
C &2

�2 �
2

@

@u2
C &3

�2 �
2

@

@u3
;

S D ˘1

�4 �
3

@

@u1
C ˘2

�4 �
3

@

@u2
C ˘3

�4 �
3

@

@u3
;

S D ˘1

�3 �
4

@

@u1
C ˘2

�3 �
4

@

@u2
C ˘3

�3 �
4

@

@u3
:

Explicitness obstacle. The expansions of &1, &2, &3 as polynomials in their 3 � 20
variables incorporate 41 964 monomials while those of ˘1, ˘2, ˘3 as polynomials
in their 3 � 55 variables would incorporate more than (no computer succeeded)
100 000 000 terms.
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Hence one never can achieve complete explicitness.
Between the 5 fields

˚
S ;S ;T ;L ;L



, there are 10 D �5

2

	
Lie brackets. Assign

therefore formal names to the uncomputable appearing coefficient-functions.

Lemma 5 ([53]) In terms of 5 fundamental coefficient-functions:

P; Q; R; A; B;

the 10 Lie bracket relations write as:

�
S ;S

� D Krpl �S � Krpl �S � p�1 Jrpl �T ;

�
S ;T

� D �Frpl �S �Grpl �S � Erpl �T ;

�
S ;L

� D �Q �S � R �S � P �T ;

�
S ;L

� D �B �S � B �S � A �T ;

�
S ; T

� D �Grpl �S � Frpl �S � Erpl �T ;

�
S ; L

� D �B �S � B �S � A �T ;

�
S ; L

� D �R �S � Q �S � P �T ;

�
T ; L

� D �S ;
�
T ; L

� D �S ;

�
L ; L

� D p�1T ;

the coefficient-functions Erpl, Grpl, Hrpl, Jrpl, Krpl being secondary:

Erpl D p�1
�
L .A/�L .P/C ABC BP � AQ � PR

�
;

Frpl D p�1
�
L .B/�L .Q/C AC BB � RR

�
;

Grpl D p�1
�
L .B/ �L .R/C BBC BR � P � BQ � RQ

�
;

with similar, longer expressions for Jrpl, Krpl.

Introduce then the coframe:

˚
�0; �0; �0; �0; �0



;

which is dual to the frame:

˚
S ; S ; T ; L ; L



:
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Organize the ten Lie brackets as a convenient auxiliary array:

S S T L L

d�0 d�0 d�0 d�0 d�0
�
S ; S

� D Krpl � S C � Krpl � S C �p

�1 Jrpl � T C 0 C 0 �0 ^ �0
�
S ; T

� D � Frpl � S C � Grpl � S C � Erpl � T C 0 C 0 �0 ^ �0
�
S ; L

� D � Q � S C � R � S C � P � T C 0 C 0 �0 ^ �0
�
S ; L

� D � B � S C � B � S C �A � T C 0 C 0 �0 ^ �0
�
S ; T

� D � Grpl � S C � Frpl � S C � Erpl � T C 0 C 0 �0 ^ �0
�
S ; L

� D � B � S C � B � S C � A � T C 0 C 0 �0 ^ �0
�
S ; L

� D � R � S C � Q � S C � P � T C 0 C 0 �0 ^ �0
�
T ; L

� D �S C 0 C 0 C 0 C 0 �0 ^ �0
�
T ; L

� D 0 C �S C 0 C 0 C 0 �0 ^ �0
�
L ; L

� D 0 C 0 C p

�1T C 0 C 0 �0 ^ �0

Read vertically and put an overall minus sign to get the initial Darboux structure:

d�0 D �Krpl � �0 ^ �0 C Frpl � �0 ^ �0 C Q � �0 ^ �0 C B � �0 ^ �0C
C Grpl � �0 ^ �0 C B � �0 ^ �0 C R � �0 ^ �0 C �0 ^ �0;

d�0 D Krpl � �0 ^ �0 C Grpl � �0 ^ �0 C R � �0 ^ �0 C B � �0 ^ �0C
C Frpl � �0 ^ �0 C B � �0 ^ �0 C Q � �0 ^ �0 C �0 ^ �0;

d�0 D p�1 Jrpl � �0 ^ �0 C Erpl � �0 ^ �0 C P � �0 ^ �0 C A � �0 ^ �0C
C Erpl � �0 ^ �0 C A � �0 ^ �0 C P � �0 ^ �0 � p�1 �0 ^ �0;

d�0 D 0;
d�0 D 0:

The initial G-structure is:

Ginitial
III1 WD

8
ˆ̂
ˆ̂
<̂

ˆ̂
ˆ̂
:̂

0

B
B
B
B
B
@

a 0 0 0 0

0 a 0 0 0

b b aa 0 0

e d c aaa 0

d e c 0 aaa

1

C
C
C
C
C
A

2 M5�5.C/ W a 2 Cnf0g; b; c; d; e 2 C

9
>>>>>=

>>>>>;

:
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The lifted coframe is:
0

B
B
B
B
B
@

�

�

�

�

�

1

C
C
C
C
C
A

WD

0

B
B
B
B
B
@

aaa 0 0 0 0

0 aaa 0 0 0

c c aa 0 0
e d b a 0
d e b 0 a

1

C
C
C
C
C
A

0

B
B
B
B
B
@

�0
�0

�0
�0

�0

1

C
C
C
C
C
A

:

Performing absorption of torsion and normalization of group variables thanks to
remaining essential torsion [53, 58], the coefficient-function R is an invariant which
creates bifurcation. Even in terms of P, Q, R, A, B, the expressions of some of the
curvatures happen to be large and the study of their mutual independencies requires
to take account of iterated Jacobi identities, an aspect of the subject which remains
invisible in non-parametric Cartan method.

Theorem 8 (M.-Sabzevari, [53]) Within the branch R D 0, the biholomorphic
equivalence problem for M5 � C4 in Class III1 reduces to various absolute
parallelisms namely to feg-structures on certain manifolds of dimension 6, or
directly on the 5-dimensional basis M, unless all existing essential curvatures vanish
identically, in which case M is (locally) biholomorphic to the cubic model with a
characterization of such a condition being explicit in terms of the five fundamental
functions P, Q, R, A, B.

Within the branch R 6
 0, reduction to an absolute parallelism on the 5-
dimensional basis M always takes place, whence:

dim AutCR.M/ 6 5:

Class III2 was recently settled also.

Theorem 9 (Pocchiola, [64]) If M5 � C
4 is a local C ! CR-generic submanifold

belonging to Class III1, then there exists a 6-dimensional principal bundle P6 D
M5 � R

� and there exists a coframe on P6:

$ WD ��; 	; �; �; �; �	

such that any local C ! CR-diffeomorphism HMW M ! M lifts as a bundle
isomorphism OHMW P ! P which satisfies H�.$/ D $ . Moreover, the structure
equations of $ on P are of the form:

d	 D 4 � ^ 	 C I1 	 ^ � � I1 	 ^ � C 3 I1 � ^ �C � ^ � C � ^ �;
d� D 3 � ^ � C I2 	 ^ �C I3 	 ^ � C I3 	 ^ � C I4 � ^ ��

� 1
2

I1 � ^ � C 1
2

I1 � ^ � C � ^ � C � ^ �;
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d� D 2 � ^ �C I5 	 ^ � C I6 	 ^ �C I7 	 ^ � C I7 	 ^ � C I8 � ^ �C
C I9 � ^ � C I9 � ^ � � 1

2
I1 � ^ � C 1

2
I1 � ^ � C p�1 � ^ �;

d� D � ^ � C I10 	 ^ � C I11 	 ^ �C I12 	 ^ � C I13 	 ^ � C I14 � ^ �C I15 �^�;

for function I
�

, J
��

on P together with:

d� D
X

�;�

J�� � ^ � .�; �D 	; �; �; �; �/:

For both Classes III1 and III2, there also exist canonical Cartan connections
naturally related to the final feg-structures [54, 64].

These works complete the program of performing parametric Cartan equiva-
lences for all CR manifolds up to dimension 5.

In dimension 6, Ezhov-Isaev-Schmalz [22] treated elliptic and hyperbolic M6 �
C
4. A wealth of higher dimensional biholomorphic equivalence problems exists,

e.g. [34] for CR-generic M2Cc � C
1Cc in relation to classification of nilpotent Lie

algebras [26].

3 Kobayashi Hyperbolicity

The dominant theme is the interplay between the extrinsic projective geometry of algebraic
subvarieties of Pn.C/ and their intrinsic geometric features. Phillip Griffiths.

In local Cartan theory, as seen in what precedes, denominators therefore play
a central role in the differential ring generated by derivatives of the fundamental
graphing functions 'j. Similarly, in arithmetics of rational numbers p=q, like e.g.
in multizeta calculus [44] involving a wealth of nested Cramer-type determinants,
a growing complexity, potentially infinite, exists, and in fact, the complexity of
rational numbers also enters high order covariant derivatives of Cartan curvatures,
as an expression of the unity of mathematics. It is now time to show how explicit
rationality also concerns the core of global algebraic geometry.

Let X be a compact complex n-dimensional projective manifold that is of
general type, namely whose canonical bundle KX D �nT�

X is big in the sense that
dim H0

�
X; .KX/

˝m
	

> c mn when m!1 for some constant c > 0. It is known that
smooth hypersurfaces Xn � PnC1.C/ are so if and only if their degree d is > nC 3,
since the adjunction formula shows that KX Š OX.d�n�2/ (the related rationality
aspects will be discussed later).

A conjecture of Green-Griffiths-Lang expects that all nonconstant entire holo-
morphic curves f WC ! X should in fact land (be ‘canalized’) inside a certain
proper subvariety Y ¤ X. The current state of the art is still quite (very) far from
reaching such a statement in this optimality. Furthermore, a companion Picard-type
conjecture dating back to Kobayashi 1970 expects that all entire curves valued
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in Zariski-generic hypersurfaces Xn � PnC1.C/ of degree d > 2n C 1 should
necessarily be constant (see [32, 35, 67]), and the state of the art is also still quite
far from understanding properly when this occurs, even in dimension 2, because of
the lack of an appropriate explicit rational theory.

The current general method towards these conjectures consists as a first step in
setting up a great number of nonzero differential equations P

�
f ; f 0; f 00; : : : ; f .%/

	 D 0
of some order % (necessarily > n) satisfied by all nonconstant f WC ! X, and then
as a second step, in trying to eliminate from such numerous differential equations
the true derivatives f 0; f 00; : : : ; f .%/ in order to get certain purely algebraic nonzero
equations Q.f / D 0 involving no derivatives anymore.

In 1979, by computing the Euler-Poincaré characteristic of a natural vector
bundle nowadays called the Green-Griffiths jet bundle E GG

%;m T�
X ! X, and by relying

upon a H2-cohomology vanishing theorem due to Bogomolov, Green and Griffiths
[27] showed the existence of differential equations satisfied by entire curves valued
in smooth surfaces X2 � P

3 of degree d > 5. In 1996, a breakthrough article
by Siu-Yeung [71] showed Kobayashi-hyperbolicity of complements P

2nX1 of
generic curves of degree > 1013 (rounding off). Around 2000, McQuillan [36],
by importing ideas from (multi)foliation theory considered entire maps valued in
compact surfaces of general type having Chern numbers c21 � c2 > 0, which, for
the case of X2 � P

3, improved very substantially the degree bound to d > 36, and
this was followed in a work of Demailly and El Goul (see [16]) by the improvement
d > 21. Later, using the Demailly-Semple bundle of jets that are invariant under
reparametrization of the source C, Rousseau was the first to treat in great details
threefolds X3 � P

4 and he established algebraic degeneracy of entire curves in
degree d > 593 [65]. Previously, in two conference proceedings of the first 2000
years (ICM [68] and Abel Symposium [69]), Siu showed the existence of differential
equations on hypersurfaces Xn � P

nC1; the recent publication [70] of his extended
preprint of that time confirmed the validity and the strength of his approach, which
will be pursued infra.

Invariant jets used in [16, 21, 39, 65] are in fact deeply connected to rationality.
Indeed, another instance of the key role of denominators appears in computa-

tional invariant theory. Starting with an ideal I � CŒX1; : : : ;Xn� and with a nonzero
f 2 CŒX1; : : : ;Xn�, the f -saturation of I is:

I sat 
 I

f 1
defD ˚

g 2 CŒX�W f m g 2 I for some m 2 N


;

with increasing union stabilizing by noetherianity:

I

f
� I

f 2
� I

f 3
� � � � � I

f m
D I

f mC1 D � � � :
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The Kernel algorithm, discovered in the nineteenth Century, consists in:

˝
g0; : : : ;gn0

˛ D Initial ideal;
˝
g0; : : : ;gn0 ; : : : ;gn1

˛ D Saturationf
˝
g0; : : : ;gn0

˛
;

˝
g0; : : : ;gn0 ; : : : ;gn1 ; : : : ;gn2

˛ D Saturationf
˝
g0; : : : ;gn0 ; : : : ;gn1

˛
; etc.;

and it has been applied in [39] to set up an algorithm which generates all polyno-
mials in the %-jet of a local holomorphic map D ! C

n, � 7�! .f1.�/; : : : ; fn.�//
from the unit disc D D fj�j < 1g that are invariant under all biholomorphic
reparametrizations of D with saturation with respect to the first derivative f 0

1. The
explicit generators for n D 4 D % and for n D 2, % D 5 given in [39] show well that
saturation (division) by f 0

1 generates some unpredictable complexity, a well known
phenomenon in invariant theory.

Later, Berczi and Kirwan [7], by developing concepts and tools from reductive
geometric invariant theory, showed that the concerned algebra is always finitely
generated. A challenging still open question is to get information about the number
of generators and about the structure of relations they share. In any case, the
prohibitive complexity of these algebras still prevents to hope for reaching arbitrary
dimension n > 2 and jet order % > n for Green-Griffiths and Kobayashi conjectures
with invariant jets.

Around the same time, under the direction of Demailly and using an algebraic
version of holomorphic Morse inequalities delineated by Trapani, Diverio studied
a certain subbundle of the bundle of invariant jets, already introduced before by
Demailly in [16]. This, for the first time after Siu, opened the door to arbitrary
dimension n > 2, though this was clearly not sufficient to reach the first step towards
the Green-Griffiths-Lang conjecture. In fact, an inspection of [21] shows that on
hypersurfaces Xn � PnC1.C/ of degree d approximately > 2n5 (rounding off), many
differential equations exist with jet order % D n equal to the dimension, but when
increasing the jet order % D nC1; nC2; : : : , an unpleasant stabilization of the degree
gain occurs, so that there is absolutely no hope to reach the optimal d > nC 3 for
the first step towards the Green-Griffiths-Lang conjecture (as did Green-Griffiths
in 1979 in dimension n D 2) with Diverio’s technique (even) for hypersurfaces
Xn � PnC1.C/.

For all of these reasons, it became undoubtedly clear that the whole theory had
to come back to the bundle of (plain) Green-Griffiths jets.

On an n-dimensional complex manifold Xn, for a jet order % > 1 and for an
homogeneous order m > 1, the Green-Griffiths bundle E GG

%;m T�
X �! X in a local

chart .z1; : : : ; zn/WU �! Cn with U � X open, has general local holomorphic
sections which are polynomials in the derivatives z0, z00, . . . , z.%/ of the zi (considered
as functions of a single variable � 2 D) of the form:

X

j˛1jC2 j˛2jC ��� C% j˛% j D m

P˛1;:::;˛% .z/
�
z0	˛1 �z00	˛2 � � � �z.%/	˛% ;



190 J. Merker

the P˛1;:::;˛% being holomorphic in U (this local definition ignores rationality features
of the P˛;:::;˛% which will be explored infra).

The memoir [43] established that on a hypersurface X D Xn � PnC1.C/ of
degree:

d > nC 3;

if A ! X is any ample line bundle—take e.g. simply A WD OX.1/—, then:

h0
�
X; E GG

%;m T�
X ˝A �1	 > m.%C1/n�1

.%Š/n ..% C 1/n� 1/Š
n
.log %/n

nŠ d.d � n � 2/n

�Constantn;d � .log %/n�1o�
�Constantn;d;% � m.%C1/n�2;

a formula in which the right-hand side minorant visibly tends to 1, as soon as
both % > %0n;d and m > m0

n;d;% do (no explicit expressions of the constants was
provided there). This, then, generalized to dimension n > 2 the Green and Griffiths
surface theorem, by estimating the asymptotic quantitative behavior of weighted
Young diagrams and by applying partial (good enough) results of Brückmann [9]
concerning the cohomology of Schur bundles S .`1;:::;`n/T�

X .
Also coming back to plain Green-Griffiths jets, but developing completely

different elaborate negative jet curvature estimates which go back to an article of
Cowen and Griffiths [11] and which had been ‘in the air’ for some time, though
‘blocked for deep reasons’ by the untractable algebraic complexity of invariant
jets, Demailly [17] realized the next significant advance towards the conjecture by
establishing, under the sole assumption that X be of general type (not necessarily
a hypersurface), that nonconstant entire holomorphic curves f WC �! X always
satisfy (many) nonzero differential equations. The Bourbaki Seminar 1061 by
Paŭn [60] is a useful guide to enter the main concepts and techniques of the
topic.

However, according to [20], it is impossible to reach the Green-Griffiths con-
jecture for all general type compact complex manifolds by applying the jet
differential technique. This justifies to restrict attention to hypersurfaces or to
complete intersections in the projective space, and in this case, as recently high-
lighted once again by Siu [70], the only convincing strategy towards a first
solution to Kobayashi’s conjecture in arbitrary dimension n > 1 is to develop
a new systematic theory of explicit rational holomorphic sections of jet bun-
dles.
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3.1 Holomorphic Jet Differentials

Let ŒX0WX1W � � � WXn� 2 Pn.C/ be homogeneous coordinates. Recall that for t 2 N,
holomorphic sections of OPn.t/ are represented on Ui D fXi ¤ 0g as quotients:

`i.ŒX�/ WD P.X0WX1W � � � WXn/

.Xi/t
;

for some polynomial P 2 CŒX� homogeneous of degree t, while, for t 2 ZnN,
meromorphic sections are:

i([X ]) :=
(Xi)t

P(X0 : X1 : · · · ·: Xn)

P
2

y

x

X1

To review another global rationality phenomenon, consider a complex algebraic
curve X1 smooth or with simple normal crossings in P2.C/ of degree d > 1,
choose two points1x;1y 62 X so that the line 1x1y intersects X1 transversally
in d distinct points, and adapt homogeneous coordinates ŒTWXWY� 2 P2 with
affine x WD X

T and y WD Y
T so that 1x1y D P1

1 D fŒ0WXWY�g, 1x D Œ0W 1W 0�,
1y D Œ0W 0W 1�, whence:

X1 \ C
2
.x;y/ D

˚
.x; y/ 2 C

2W R.x; y/ D 0
;

for some polynomial R 2 CŒx; y� of degree d.
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Within the intrinsic theory, in terms of the ambient line bundles OP2 .t/ �! P2

(t 2 Z), the adjunction formula tells:

T�
X Š OX.d � 3/ defD OP2 .d � 3/

ˇ
ˇ
X
:

The genus formula is of great importance, because it exposes the relationship between the
‘intrinsic’ topological invariant g of the curve X1 and the ‘extrinsic’ quantity d. Phillip
Griffiths.

Theorem 10 (Inspirational) On a smooth degree d algebraic curve X1 � P2:

.d�1/.d�2/
2

D dim H0
�
X;T�

X

	 D genus.X/ D g:

But the extrinsic theory [28] tells more. Differentiating once 0 D R.x; y/:

0 D Rx dxC Ry dy ” dy

Rx
D � dx

Ry
;

denominators must appear. If X1 is smooth, X1 \ C2 D fRx ¤ 0g [ fRy ¤ 0g, and
global holomorphic sections of T�

X are represented by multiplications:

G.x; y/

�
dy

Rx
D � dx

Ry

�

;

with G 2 CŒx; y� having degree 6 d � 3, the space of such G being of dimension
.d�3C2/.d�3C1/

2
, since changing affine chart in order to capture P11nf1xg:

.x; y/ 7�!
�

x

y
;
1

y

�

DW �x2; y2
	
; R2.x2; y2/ WD .y2/

d R

�
x2
y2
;
1

y2

�

;

knowing dy D � dy2=.y2/2, the left side G dy=Rx transfers to:

G.x; y/
dy

Rx
D G

�
x2
y2
;
1

y2

�

.y2/
d�3 � dy2

R2;x2 .x2; y2/
;
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the denominator R2;x2 .x2; y2/ being nonzero on X at every point of fy2 D 0g D C11;y,

while .y2/d�3 compensates the poles of G
� x2

y2
; 1y2

	
as soon as deg G 6 d � 3.

Next, the intrinsic Riemann-Roch theorem states that, given any divisor D on
a compact, abstract, Riemann surface S, if OD denotes the sheaf of meromorphic
functions f 2 � .MS/ with div f > �D, then:

dim H0
�
S;OD

	 � dim H1
�
S;OD

	 D deg D � genus.S/C 1:

For compact Riemann surfaces S, there exists a satisfactory correspondence
between intrinsic features and extrinsic embeddings: all S admit a representation
as a curve X1 � P2, smooth or having normal crossings singularities.

Using Brill-Noether duality, the Riemann-Roch theorem can be proved [28] for
such X1 � P2 by means of two inequalities:

deg D � g.S/C 1 6 dim
˚
f 2M .S/W div.f / > �D


 D dim H0
�
S;OD

	
;

� deg DC g.S/� 1 6 dim
˚
! 2MT�

X .S/W div.!/ > CD

 D dim H1

�
S;OD

	
:

For instance, the second inequality is proved by means of extrinsic meromorphic
differential forms:

G

H

�
dy

Rx
D � dx

Ry

�

;

with G;H 2 CŒx; y� subjected to appropriate conditions with respect to D.

Jets of order 2. Next, consider second order jets of holomorphic maps D! X1 �
P2, use x0, y0 instead of dx, dy, and x00, y00. Differentiate 0 
 R

�
x.�/; y.�/

	
twice:

0 D x0 Rx C y0 Ry; 0 D x00 Rx C y00 Ry C .x0/2 Rxx C 2 x0y0 Rxy C .y0/2 Ryy;

divide by Rx Ry, solve for y00, replace y0 on the right:

y0

Rx
D � x0

Ry
;

y00

Rx
D � x00

Ry
� .x

0/2

Ry

�
Rxx

Rx

� 2 Rxy

Ry
C Rx

Ry

Ryy

Ry

�

:

To erase the division by Rx, multiply the first equation by x0 Rxx
Rx

and subtract:

y00

Rx
� y0x0

Rx

Rxx

Rx
D � x00

Ry
� .x

0/2

Ry

�

� 2 Rxy

Ry
C Rx

Ry

Ryy

Ry

�

:
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Little further, this expression can be symmetrized [48]:

y00

Rx
C .y0/2

Rx

�

� Rxy

Rx
C Ry

Rx

Rxx

Rx

�

D � x00

Ry
� .x

0/2

Ry

�

� Rxy

Ry
C Rx

Ry

Ryy

Ry

�

;

and this provides second order holomorphic jet differentials on X1 � P2 when
d > 4, after checking holomorphicity on the P11. For jets of order 3 [48]:

y000

Rx
C y00y0

Rx

�

� 3 Rxy

Rx
C 3

�
Ry

Rx

�
Rxx

Rx

�

C

C .y0/3

Rx

�

� 6
�

Ry

Rx

�
Rxy

Rx

Rxx

Rx
C 3

�
Ry

Rx

�2Rxx

Rx

Rxx

Rx
C 3

�
Ry

Rx

�
Rxxy

Rx
�
�

Ry

Rx

�2Rxxx

Rx

�

D

D � x000

Ry
� x00x0

Ry

�

� 3 Rxy

Ry
C 3

�
Rx

Ry

�
Ryy

Ry

�

�

� .x0/3

Ry

�

� 6
�

Rx

Ry

�
Rxy

Ry

Ryy

Ry
C 3

�
Rx

Ry

�2Ryy

Ry

Ryy

Ry
C 3

�
Rx

Ry

�
Rxyy

Ry
�
�

Rx

Ry

�2Ryyy

Ry

�

:

Strikingly, and quite interestingly, there appear explicit rational expressions belong-
ing to Z

�
R

��

Rx

�
on the left, and to Z

�
R

��

Ry

�
on the right.

Jets of arbitrary order. The Green-Griffiths bundle E GG
%;m T�

X1
�! X1 � P2

consists, for a jet order % > 1, in the m-homogeneous polynomialization of the
bundle J%

�
D; X1

	
, and is a vector bundle of:

rank
�
E GG
%;m T�

X1
	 D Card

n�
m1;m2; : : : ;m%

	 2 N
% W m1 C 2m2 C � � � C % m% D m

o
:

It admits a natural filtration whose associated graded vector bundle is [43]:

Gr�E GG
%;m T�

X1 Š
M

m1C���C%m%Dm
m1>0; :::;m%>0

�
Symm1T�

X ˝ � � � ˝ Symm%T�
X

�
;

whence:

Gr�E GG
%;m T�

X1 Š
M

m1C���C%m%Dm
m1>0; :::;m%>0

OX

�
.m1 C � � � Cm%/ .d � 3/

�
:

Knowing that for t > d:

dim H0
�
X;OX.t/

	 D
 

tC 2
2

!

�
 

t � d C 2
2

!

;
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and knowing H1
�
X;OX.t/

	 D 0, it follows:

dim H0
�
X; E GG

%;m T�
X1
	 D

X

m1C���C%m%Dm


 
.m1 C � � � C m%/.d � 3/C 2

2

!

�

�
 
.m1 C � � � C m%/.d � 3/� dC 2

2

!�

;

which, asymptotically, becomes:

dim H0
�
X; E GG

%;m T�
X

	
> m%

%Š %Š

h
d2 log % C d2 O.1/C O.d/

i
C O

�
m%�1	:

Theorem 11 ([48]) Given an arbitrary jet order % > 1, for every 1 6 � 6 %, if
deg R > % C 3, there exist perfectly symmetric expressions:

J�RWD

8
ˆ̂
ˆ̂
ˆ̂
<̂

ˆ̂
ˆ̂
ˆ̂
:̂

y.�/

Rx
C X

�1C���C.��1/���1D�

�
y0

	�1 � � � �y.��1/
	���1

Rx
J �

�1;:::;���1

 
Ry

Rx
;

�
Rxiyj

Rx

�

26iCj6
6�1C�1C���C���1

!

;

� x.�/

Ry
� X

�1C���C.��1/���1D�

�
x0

	�1 � � � �x.��1/
	���1

Ry
J �

�1;:::;���1

 
Rx

Ry
;

�
Ryixj

Ry

�

26iCj6
6�1C�1C���C���1

!

;

0 on X1 \ P
1
1

;

which define generating holomorphic jet differentials on the smooth curve X1 � P2,
notably on the two open subsets:

˚
Rx ¤ 0



where the bundle J%.D;X1/ has intrinsic coordinates:
�
yI y0; y00; : : : ; y.%/

	
;

˚
Ry ¤ 0



where the bundle J%.D;X1/ has intrinsic coordinates:
�
xI x0; x00; : : : ; x.%/

	
:

All J�R vanish on the ample divisor X1 \ P11, and involve universal polynomials:

J �
�1;:::;���1

DJ �
�1;:::;���1

�

R0;1;
�
Ri;j

�

26iCj6�1C�1C���C���1

�

with coefficients in Z, and in terms of these generating jet differentials, holomorphic
sections of E GG

%;m T�
X1

are generally represented as:

X

m1C2m2C���C%m%Dm

�
J1R
	m1�J2R

	m2 � � � �J%R
	m% �Gm1;m2;:::;m% .x; y/;
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with polynomials:

Gm1;m2;:::;m% D Gm1;m2;:::;m% .x; y/

of degrees:

deg Gm1;m2;:::;m% 6 m1.d � 3/C m2.d � 4/C � � � C m%

�
d � % � 2	

„ ƒ‚ …
DW ı

;

which belong to the quotient spaces:

CıŒx; y�
.

R � Cı�dŒx; y�;

the total number of such sections being equal to:
X

m1C���C%m%Dm


 
m1.d�3/C � � � C m%.d�%�2/C 2

2

!

�
 

m1.d�3/C � � � C m% .d�%�2/�d C 2

2

!�

;

that is to say, also asymptotically equal to:

m%

%Š %Š

h
d2 log % C d2 O.1/C O.d/

i
CO

�
m%�1	:

This generalizes directly to the case of complete intersection curves X1 �
P1Cc.C/:

0 D R1
�
z1; : : : ; zc; zcC1

	
; � � � � � � � � � ; 0 D Rc

�
z1; : : : ; zc; zcC1

	
;

minors of the Jacobian matrix naturally occupying denominator places:

z0
1ˇ

ˇ
ˇ
ˇ
ˇ
ˇ
ˇ

R1z2 � � � R1zcC1

�� � � � ��
Rc

z2
� � � Rc

zcC1

ˇ
ˇ
ˇ
ˇ
ˇ
ˇ
ˇ

D � � � � � � D .�1/c z0
cC1

ˇ
ˇ
ˇ
ˇ
ˇ
ˇ

R1z1 � � � R1zc

�� � � � ��
Rc

z1 � � � Rc
zc

ˇ
ˇ
ˇ
ˇ
ˇ
ˇ

:

Holomorphic sections of the canonical bundle. For Xn � P
nC1.C/ a smooth

hypersurface:

0 D R
�
z1; : : : ; zn; znC1

	
;
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affinely represented as the zero-set of a degree d > 1 polynomial, whence:

0 D Rz1 dz1 C � � � C Rzn dzn C RznC1
dznC1;

holomorphic sections of the canonical bundle KX WD �nT�
X (which generalizes the

cotangent T�
X of X1 � P2), are represented by the equalities:

dz1 ^ � � � ^ dzn

RznC1

D � dz1 ^ � � � ^ dzn�1 ^ dznC1
Rzn

D � � � � � � � � �

D .�1/n dz2 ^ � � � ^ dznC1
Rz1

;

that are always holomorphic on the Pn1 as soon as d > nC 3.

Question. For Xn � PnCc a complete intersection f0 D R1 D � � � D Rcg of
codimension c, are there explicit rational holomorphic sections of E GG

%;m T�
X having as

denominators the appropriate minors of the Jacobian matrix
�
Rj

zk

	
and numerators

in Z
�
Rj

z
˛1
1 ���z˛nCc

nCc

�
?

Surfaces X2 � P3. Let X2 � P3 be a smooth surface represented in affine
coordinates .x; y; z/ 2 C3 � P3 as:

0 D R.x; y; z/;

for some polynomial R 2 CŒx; y; z� of degree d > 1. Differentiate this once:

0 D x0 Rx C y0 Ry C z0 Rz:

Three natural open sets fRx ¤ 0g, fRy ¤ 0g, fRz ¤ 0g cover X2, by smoothness.
On X2 \ fRx ¤ 0g, coordinates are .y; z/, cotangent (fiber) coordinates are .y0; z0/.
The change of trivialization for T�

X Š J1.D;X/ from above X2 \ fRx ¤ 0g to above
X2 \ fRy ¤ 0g:

�
y; z; y0; z0	 7�! �

x; z; x0; z0	

amounts to just solving:

y0 D � x0 Rx

Ry
� z0 Rz

Ry
:

Inspired by what precedes for curves X1 � P2, seek global holomorphic sections of:

E GG
1;m T�

X Š Symm T�
X
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(symmetric differentials) under the form:

X

jCkDm

coeffj;k � .y0/j .z0/k
change of

7�!
trivialization

X

jCkDm

coeff
j;k � .x0/j .z0/k;

with all coefficient-functions coeffj;k.y; z/ being holomorphic on X2\fRx ¤ 0g and
all coeff
j;k.x; z/ being holomorphic on X2 \ fRy ¤ 0g. A question arises about the
nature of these coefficients, which should be related to the defining polynomial R.
A proposal of answer, inspired by X1 � P

2, is that they belong to:

1

Rx
Z

�
Ry

Rx
;

Rz

Rx

�

and to:
1

Ry
Z

�
Rx

Ry
;

Rz

Ry

�

;

because then, such jet differentials would vanish on the P21, as soon as deg R >
2m C 2. Of course, in this special case, the intrinsic theory [8, 19] already knows
that whenever % < n

c , on a complete intersection Xn � PnCc:

0 D H0
�
X; E GG

%;m T�
X

	
:

Here with n D 2, c D 1, % D 1, a confirmation is:

Proposition 4 For every m > 1, if polynomials ˘j;k 2 ZŒU;V� are such that the
rational differential expression having only 1

Rx
-denominators:

X

jCkDm

.y0/j .z0/k

Rx
˘j;k

�
Ry

Rx
;

Rz

Rx

�

D
X

jCkDm

� � x0 Rx
Ry
� z0 Rz

Ry

	j
.z0/k

Rx
˘j;k

�
Ry

Rx
;

Rz

Rx

�

D
X

jCkDm

.x0/j .z0/k

Ry
˘


j;k

�
Rx

Ry
;

Rz

Ry

�

becomes, after changing trivialization, an expression having only 1
Ry

-denominators,
then all ˘j;k 
 0.

However, the intrinsic theory knows already [8, 16, 19, 21, 65, 68, 69, 71] that
for Xn � PnCc, global holomorphic sections of E GG

%;m T�
X exist when % > n

c .
Hence for n D 2, c D 1, % D 2, differentiate twice:

0 Dx0 Rx C y0 Ry C z0 Rz;

0 Dx00 Rx C y00 Ry C z00 Rz C .x0/2 Rxx C .y0/2 Ryy C .z0/2 Rzz C 2x0y0 Rxy

C 2x0z0 Rxz C 2y0z0 Ryz:
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The interesting question (to which no answer is known not up to date) is whether
there exist holomorphic jet differentials of the rational form:

X

j1Ck1Cj2Ck2Dm

.y0/j1 .z0/k1 .y00/j2 .z00/k2
Rx

�˘j1k1j2k2

�
Ry

Rx
;

Rz

Rx
;

Rxx

Rx
;

Ryy

Rx
;

Rzz

Rx
;

Rxy

Rx
;

Rxz

Rx
;

Ryz

Rx

�

;

having the property that, after replacement of:

y0 D� x0 Rx

Ry
� z0 Rz

Ry
;

y00 D� x00 Rx

Ry
� z00 Rz

Ry
� .x0/2

Rxx

Ry
� .y0/2

Ryy

Ry
� .z0/2

Rzz

Ry
� 2x0y0 Rxy

Ry
� 2x0z0 Rxz

Ry

� 2y0z0 Ryz

Ry
;

after expansion and after reorganization, a similar jet-rational expression is got:

X

j1Ck1Cj2Ck2Dm

.x0/j1 .z0/k1 .y00/j2 .z00/k2
Ry

�˘

j1k1j2k2

�
Rx

Ry
;

Rz

Ry
;

Rxx

Ry
;

Ryy

Ry
;

Rzz

Ry
;

Rxy

Ry
;

Rxz

Ry
;

Ryz

Ry

�

which involves division by only Ry. The number of variables becomes 8 (large):

˘j1k1j2k2 2
1

Rx
� Z
�

Ry

Rx
;

Rz

Rx
;

Rxx

Rx
;

Ryy

Rx
;

Rzz

Rx
;

Rxy

Rx
;

Rxz

Rx
;

Ryz

Rx

�

;

˘

j1k1j2k2 2

1

Ry
� Z
�

Rx

Ry
;

Rz

Ry
;

Rxx

Ry
;

Ryy

Ry
;

Rzz

Ry
;

Rxy

Ry
;

Rxz

Ry
;

Ryz

Ry

�

:

By anticipation, for Xn � PnC1 and for jets of order % D n:

#
�

partial derivatives R
z
˛1
1 ���z˛n

n z
˛nC1
nC1

�
D
 

nC 1C n

n

!

	 22nC1 1p
�n
;

hence something is intimately exponential in the subject. For X2 � P3 of degree
d � 1, a patient cohomology sequences chasing shows that there exist nonzero
second-order holomorphic jet differentials in H0

�
X;E GG

2;m T�
X

	
only when:

m > 14
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(similarly, by [8], for X2 � P4 of bidegrees d1; d2 � 1, it is necessary that m > 10).
Hence combinatorially, there is a complexity obstacle, and moreover, an inspection
of what holds true for curves X1 � P2 shows that it is quite probable that the degrees
of the ˘j1k1j2k2 are about to be approximately equal to m > 14, whence the total
number of monomials they involve:

 
14C 8
8

!

D 319 770;

would be already rather large to determine in a really effective way whether they
exist.

It happens to be a bit easier to work with the Wronskians:

� WD
ˇ
ˇ
ˇ
ˇ
y0 z0
y00 z00

ˇ
ˇ
ˇ
ˇ D y0z00 � z0y00; � WD

ˇ
ˇ
ˇ
ˇ
z0 x0
z00 x00

ˇ
ˇ
ˇ
ˇ D z0x00 � x0z00:

Two fundamental transition formulas are:

y0

Rx
D � x0

Ry
� z0

Ry

Rz

Rx
;

ˇ
ˇ
ˇ
ˇ
y0 z0
y00 z00

ˇ
ˇ
ˇ
ˇ

Rx
D

ˇ
ˇ
ˇ
ˇ
z0 x0
z00 x00

ˇ
ˇ
ˇ
ˇ

Ry
� .x

0/2z0

Ry

��
Rx

Ry

�
Ryy

Ry
� 2 Rxy

Ry
C Rxx

Rx

�

�

� 2 x0.z0/2

Ry

��
Rz

Ry

�
Ryy

Ry
� Ryz

Ry
C Rxz

Rx
�
�

Rz

Ry

�
Rxy

Rx

�

�

� .z
0/3

Ry

��
Rz

Ry

�2Ryy

Rx
� 2

�
Rz

Ry

�
Ryz

Rx
C Rzz

Rx

�

:

Set as abbreviated new notations:

Rx

Ry
DW rx;

Rz

Ry
DW rz;

Rxx

Ry
DW ryy;

Rxy

Ry
DW rxy;

Ryy

Ry
DW rzz;

Rxz

Ry
DW rxz;

Rzz

Ry
DW rxx;

Ryz

Ry
DW ryz:
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Rewrite:

y0 D �x0 rx � z0 rz;

� D � rx � .x0/2z0hrx rx ryy � 2 rx rxy C rxx

i
�

� 2 x0.z0/2
h
rx rz ryy � rx ryz C rxz � rz rxy

i
�

� .z0/3
h
rz rz ryy � 2 rz ryz C rzz

i
:

Divide both sides by:

Rx D rx Ry;

and obtain:

y0

Rx
D � x0

Ry
� z0

Ry

rz

rx
;

�
Rx
D �

Ry
� .x

0/2z0

Ry

h
rx ryy � 2 rxy C rxx

rx

i
�

� 2 x0.z0/2

Ry

h
rz ryy � ryz C rxz

rx
� rz rxy

rx

i
�

.z0/3

Ry

h rz rz ryy

rx
� 2 rz ryz

rx
C rzz

rx

i
:

In the case n D 2 D %, c D 1, the question formulated above becomes:

Question. Do there exist nontrivial linear combinations of:

�� x0rx � z0rz/
j.z0/k

0

B
B
@

�rx � .x0/2z0�rxrxryy � 2rxrxy C rxx
�

� 2x0.z0/2
�
rxrzryy � rxryz C rxz � rzrxy

��
� .z0/3

�
rrzrzryy � 2rzryz C rzz

�

1

C
C
A

l

Rx rx
�

�
�
1

rx

�a �rz

rx

�b �rxx

rx

�c �ryy

rx

�d �rzz

rx

�e �rxy

rx

�f �rxz

rx

�g �ryz

rx

�h

;

for some nonnegative integers:

j; k; l; a; b; c; d; e; f ; g; h;

in which any 1
rx

would have disappeared?
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3.2 Slanted Vector Fields

To construct holomorphic jet differentials on a hypersurface Xn � PnC1 defined as:

0 D R.z1; : : : ; zn; znC1/ D
X

˛1C���C˛nC˛nC16d

a˛1:::˛n˛nC1
z˛11 � � � z˛n

n z
˛nC1

nC1 ;

two strategies exist, the first one (still open) being to work (only) in the ring (of
fractions) of all partial derivatives of R:

Z

h�
R

z
ˇ1
1 ���zˇnC1

nC1

�

ˇ1C���CˇnC16%

i
;

and the second one (currently active) being to work in the ring of coefficients:

Z

h�
a˛1:::˛nC1

�

˛1C���C˛nC16d

i
:

For instance, differentiate 0 DP˛ a˛ z˛ up to order, say, 4:

0 D
X

˛

a˛ z˛

0 D
X

˛

a˛

�X

j1

@.z˛/

@zj1

z0
j1

�

0 D
X

˛

a˛

�X

j1

@.z˛/

@zj1

z00
j1 C

X

j1; j2

@2.z˛/

@zj1@zj2

z0
j1z

0
j2

�

0 D
X

˛

a˛

�X

j1

@.z˛/

@zj1
z000

j1 C
X

j1; j2

@2.z˛/

@zj1@zj2
3 z0

j1z
00
j2 C

X

j1; j2; j3

@3.z˛/

@zj1@zj2@zj3
z0

j1z
0
j2z

0
j3

�

0 D
X

˛

a˛

�X

j1

@.z˛/

@zj1

z0000
j1
C
X

j1; j2

@2.z˛/

@zj1@zj2

�
4 z0

j1
z000

j2
C 3 z00

j1
z00

j2

	C

C
X

j1; j2; j3

@3.z˛/

@zj1@zj2@zj3

6 z0
j1z

0
j2z

00
j3 C

X

j1; j2; j3; j4

@4.z˛/

@zj1@zj2@zj3@zj4

z0
j1z

0
j2z

0
j3z

0
j4

�

:

Lemma 6 ([41]) The equation obtained by differentiating the condition R
�
f .�/

	 

0 up to an arbitrary order % > 1 reads in closed form as follows:

0 D
X

˛2NnC1

a˛

%X

eD1

X

16�1<���<�e6%

X

�1>1;:::;�e>1

X

�1�1C���C�e�eD%

%Š

.�1Š/�1�1Š � � � .�eŠ/�e�eŠ

nC1X

j11;:::;j
1
�1

D1
� � �

nC1X

je1;:::;j
e
�e D1

@�1C���C�e
�
z˛
	

@zj11
� � � @zj1�1

� � � @zje1
� � � @zje�e

z.�1/
j11
� � � z.�1/

j1�1
� � � z.�e/

je1
� � � z.�e/

je�e
:
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These equations for % D 0; 1; : : : ; % define a certain (projectivizable) subvariety:

J%vert � C
nC1
.zk/
�C

.nC1Cd/Š
.nC1/Š dŠ

.a˛/
;

complete intersection of codimension % C 1 outside fz0
1 D � � � D z0

nC1 D 0g. Vector
fields tangent to J%vert write under the general form:

T D
nC1X

iD1
Zi

@

@zi
C

X

˛2NnC1

j˛j6d

A˛
@

@a˛
C

nC1X

kD1
Z0

k
@

@z0
k
C

nC1X

kD1
Z00

k
@

@z00
k
C � � � C

nC1X

kD1
Z.%/k

@

@z.%/k

:

Notably, the next theorem works with the quotient ring of ZŒa˛�, not of ZŒRzˇ �.

Theorem 12 ([41, 55, 69, 70]) With % 6 d, at every point of J%vert

�fz0
i D 0g,

there exist jdn;% WD dim J%vert global holomorphic sections T1; : : : ;Tjdn;%
of the twisted

tangent bundle:

TJ%vert
˝ O

PnC1

�
%2 C 2 %	˝ O

P

.nC1Cd/Š
.nC1/Š dŠ �1

.1/;

which generate the tangent space:

CT1
ˇ
ˇ
p
˚ � � � ˚ CTjdn;%

ˇ
ˇ
p
D TJn

vert; p
:

According to Siu [69, 70], these fields can be used to show that, for X generic,
entire curves f WC! X land in the base locus of all global algebraic jet differentials
belonging to the space:

H0
�
X;EGG

n;mT�
X ˝ K�ım

X

	 ¤ 0; (7)

which is shown in [21] to be nonzero for small enough ı 2 Q>0, for % D n, for
m� 1, provided:

d D deg X > 2n5 :

More precisely, by an abstract argument, extend locally any such jet differential:

P
�
z; a
	 D

X

j�1jC���Cnj�njDm

p�
�
z; a
	 �

z0	�1 � � � .z.n/	�n
;

for a generic. Use the vector fields of Theorem 12 to eliminate .z0/�1 : : : .z.n//�n , and
get the:
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Proposition 5 Nonconstant entire curves algebraically degenerate inside the
proper algebraic subset of X:

Y WD ˚z 2 XWp�
�
z; a
	 D 0; 8 j�1j C � � � C n j�nj D m

„ ƒ‚ …
all coefficients, very numerous



:

Here, the total number of algebraic equations p�.z; a/ D 0 is exponentially

large 
 mn � .2n5 /n. Naturally, the common zero-set should conjecturally be
empty, whence Kobayashi’s conjecture—not in optimal degree—seems to be almost
established. However, all intrinsic techniques which provide global holomorphic
sections like (7) above, namely either a decomposition of jet bundles in Schur
bundles, or asymptotic Morse inequalities, or else probabilistic curvature estimates,
are up to now unable to provide a partial explicit expression of even a single
algebraic coefficient p� .z; a

	
.

This is why a refoundation towards rational effectiveness is necessary.
At least before refounding the construction of holomorphic jet differentials, such

intrinsic approaches may be pushed further to improve the degree bound d > 2n5 ,
and to treat new geometric situations.

Brotbek [8] produced holomorphic jet differentials on general complete intersec-
tions Xn � PnCc of multidegrees d1; : : : ; dc � 1. Mourougane [55] showed that for
general moving enough families of high enough degree hypersurfaces in PnC1, there
is a proper algebraic subset of the total space that contains the image of all sections.

Yet getting information about ‘high enough’ degrees represents a substantial
computational work.

The most substantial recent progress concerning degree bounds is mainly due to
Berczi [5, 6], in the case of f WC! Xn � PnC1.C/, with d > n8n, instead of d > 2n5 .
Logarithmic jet bundles introduced by Noguchi [56, 57] improve this bound. Using
the above vector fields and probabilistic curvature estimates for Green-Griffiths jets,
Demailly obtained in [18], still in the case f WC! Xn � PnC1.C/:

d > n4

3

�
n log

�
n
�

log.24 n/
		n
:

Theorem 13 (Darondeau, [12–14, 66]) Let Xn�1 � Pn.C/ be a smooth complex
projective algebraic hypersurface of degree:

d > .5 n/2 nn:

If Xn�1 is Zariski-generic, then there exists a proper algebraic subvariety Y ¤ Pn

of codimension > 2 such that every nonconstant entire holomorphic curve f WC !
PnnX actually lands in Y, namely f .C/ � Y.

Consider again the universal family of degree d hypersurfaces of Pn:

H WD
n�
ŒZ�; ŒA�

	 2 P
n � P

.nCd
d /�1W

X
A˛ Z˛ D 0

o
:
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With an additional variable W 2 C, introduce the family of hypersurfaces of PnC1:

Wd D
X

˛

A˛ Z˛:

The space J%vert.�log/ of vertical logarithmic %-jets is associated to jets of local
holomorphic maps f WD! PnnHA valued in the complement of a hypersurface HA

corresponding to a fixed A and having a certain determined behavior near fW D 0g.
The counterpart of Theorem 12 useful infra is:

Theorem 14 (Darondeau, [14, 41, 59]) With % 6 d, the twisted tangent bundle to
the space of logarithmic %-jets:

TJ%vert.�log/ ˝ OPn

�
%2 C 2%	˝O

P

.nCd/Š
nŠ dŠ

.1/

is generated by its global holomorphic sections at every point not in fW D 0g [
fZ0

i D 0g.

3.3 Prescribing the Base Locus of Siu-Yeung Jet Differentials

In [49, 71], it is shown that a surface X2 � P3 having affine equation: zd D R.x; y/,
where R 2 CŒx; y� is a generic polynomial of high enough degree d � 1, the
following holds. For every collection of polynomials Aj;k;p;q 2 CŒx; y� having degrees
deg Aj;k;p;q 6 d � 3m � 1, the meromorphic jet differential:

J.x; y; x0; y0; x00; y00/

Ry � zm.d�1/
D 1

Ry � zm.d�1/

X

jCkCpC3qDm

Aj;k;p;q .x
0/j .y0/k .R0/p

ˇ
ˇ
ˇ
ˇ
x0 R0

x00 R00

ˇ
ˇ
ˇ
ˇ

q

.R/m�p�q;

where:

R0 WD Rx x0 C Ry y0; R00 WD Rx x00 C Ry y00 C Rxx .x
0/2 C 2Rxy x0 y0 C Ryy .y

0/2;

possesses a restriction to X2 which is a holomorphic section of the bundle of the
Green-Griffiths jet bundle E GG

2;m T�
X , provided only that the polynomial numerator:

J.x; y; x0; y0; x00; y00/ 
 Ry.x; y/ QJ.x; y; x0; y0; x00; y00/

is divisible by Ry, which happens to be satisfiable for m D 81 and d D 729, and
more generally whenever m > 81 and d > 3m.

An expansion yields:

J D
X

˛CˇC3�Dm

�˛;ˇ;�

�
A

�

; J2x;yR
	
.x0/˛ .y0/ˇ

ˇ
ˇ
ˇ
ˇ
x0 y0
x00 y00

ˇ
ˇ
ˇ
ˇ

�

;

in terms of some �
�

that are linear in the A
�

and polynomial in the 2-jet J2x;yR.
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Since the vector fields of Theorem 14 have a maximal pole order 8 here, lowering
deg Aj;k;p;q 6 d�11m�1 enables to conclude, as in Proposition 5, that for a generic
curve fR D 0g � P2, nonconstant entire holomorphic maps f WC ! P2nfR D 0g
land inside the common zero set of all the �

�

, for d > 2916.

Open Problem Control or prescribe the base locus of coordinate jet differentials.

This problem is related to Debarre’s ampleness conjecture [15, 47], known
to hold for complete intersections Xn in P

nCc.C/ with c > n in degrees >
nn3 , but ampleness of second order jet bundles is more delicate. A conjecturally
accessible strategy is as follows, of course extendable to arbitrary dimensions. For
convenience, replace m 7! 3m. Decompose J D Jtop C Jcor

sub, where:

Jtop WD 1 �
ˇ
ˇ
ˇ
ˇ
x0 R0

x00 R00

ˇ
ˇ
ˇ
ˇ

m

.R/2m D
 ˇ
ˇ
ˇ
ˇ
x0 y0

x00 y00

ˇ
ˇ
ˇ
ˇ

m

Ry C .x0/3 Rxx C 2 .x0/2y0 Rxy C x0.y0/2 Ryy

!m

.R/2m;

Jcor
sub WD X

jCkCpC3qD3m
q6m�1

Aj;k;p;q.x; y/ .x
0/j .y0/k .R0/p

ˇ
ˇ
ˇ
ˇ
x0 R0

x00 R00

ˇ
ˇ
ˇ
ˇ

q

.R/m�p�q:

Since
�
.x0y00 � y0x00/Ry

	m
in Jtop is divisible by Ry, Proposition 5 would show that

entire curves land in f.Ry/
m�1 D 0g, and exchanging x $ y, in f.Rx/

m�1 D 0g,
hence are constant because ; D f0 D R D Rx D Ryg by smoothness of fR D 0g.

However, all �˛;ˇ;� , not just �0;0;m, should be divisible by Ry in order that
the restriction to the projectivization of fzd D R.x; y/g of J

ı�
Ry z3m.d�1/	 be a

holomorphic jet differential, because modulo Ry:

Jtop 

�
.x0/3 Rxx C 2 .x0/2y0 Rxy C x0.y0/2 Ryy

�m
.R/2m

is nonzero. The strategy is to use Jcor
sub in order to correct this remainder. Conjec-

turally, the linear map which, to the A
�

of Jcor
sub, associates the coefficients of a basis

xhyi of CŒx; y�=hRyi in all the monomials .x0/˛.y0/ˇ with ˛Cˇ D 3m is submersive,
also in arbitrary dimension, which would hence terminate.
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A Survey on Levi Flat Hypersurfaces

Takeo Ohsawa

Dedicated to Professor Yum-Tong Siu on the occasion of his 70th birthday

1 Introduction

In the theory of several complex variables, the notion of pseudoconvexity is of
basic importance since its discovery by Hartogs and the solution of the Levi
problem by Oka: Unramified domains over Cn are pseudoconvex if and only if they
are domains of holomorphy. The situation becomes subtler for the domains over
complex manifolds. Grauert [19] first noted that general pseudoconvex domains in
complex manifolds are not necessarily holomorphically convex. Narasimhan [36]
showed that a generically chosen complex torus of dimension � 2 contains a
pseudoconvex domain which contains a real hypersurface foliated by dense complex
leaves. Accordingly they do not admit nonconstant holomorphic functions by the
maximum principle. Grauert [20] showed that a tubular neighborhood of the zero
section of a generically chosen line bundle over a non-rational Riemann surface
also serves as such an example. In spite of these counterexamples, it was noticed
in [39] and [12] that generic disc bundles over non-rational compact Riemann
surfaces are Stein manifolds although their boundaries are foliated by complex
leaves. These examples naturally raised a question of classifying compact real
hypersurfaces in complex manifolds that are foliated by complex submanifolds of
codimension one. Such hypersurfaces are said to be Levi flat. The principal purpose
of the present article is to give an account of the studies towards a classification
of Levi flat hypersurfaces. After giving some preliminaries in Sect. 1 and a glance
at some species of Levi flat hypersurfaces in Sect. 2, we shall review the works
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on the classification of Levi flat hypersurfaces in compact complex manifolds. An
emphasis will be put on the existence and nonexistence results in CP

n, complex tori
and Hopf surfaces (cf. [3, 5, 28, 29, 34, 43, 45, 48, 49, 55]). The author thanks the
referee for useful comments.

2 Examples of Levi Flat Hypersurfaces

Let M be a connected complex manifold of dimension n and let X � M be a
closed and smooth real hypersurface of class C2. X is said to be Levi flat if X is
locally pseudoconvex from the both sides, i.e., for any point x 2 X one can find a
neighborhood U of x such that U n X is Stein. If X is Levi flat, the Levi form of X
vanishes everywhere, which implies that X admits a foliation whose leaves are of
dimension n � 1 and everywhere tangent to the holomorphic tangent vectors of X.
Since such a foliation is unique on X, we shall call it the Levi foliation of X. Trivial
examples of Levi flat hypersurfaces are simple closed curves in Riemann surfaces.
More general but still trivial ones are the preimages of such simple closed curves
by proper and smooth holomorphic maps. As for the background of complex spaces
and the Levi problem, the reader may consult [21, 53] and [10]. (For the motivation
from foliation theory, see [4] and [7].)

The following is a collection of Levi flat hypersurfaces from the literature.

2.1 Levi Flat Boundaries of Non-Stein Domains

Let M be a compact complex manifold of dimension � 1 and let E ! M be a
holomorphic vector bundle whose transition matrices are all unitary. Then the zero
section of E admits a pseudoconvex neighborhood system consisting of fiber vectors
of length less than constants. None of these neighborhoods are Stein and their
boundaries are Levi flat if and only if the rank of E is one. The Levi foliations have
dense leaves if and only if no nonzero tensor power of E is trivial. This observation
was first due to Grauert [20].

2.2 Stein Domains and Non-Stein Domains with Product
Structure

Let OC (D CP
1) be the Riemann sphere with inhomogeneous coordinate � and let

Y D .C n f0g/=Z, where the action of the infinite cyclic group Z on C n f0g is
generated by z 7! 2z. Let X D f.�; Œz�/I Im.�z/ D 0g and � D fIm.�z/ > 0g. Then
X is Levi flat, @� D X, and� is equivalent to the product of C n f0g and an annulus
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by the map .�; Œz�/ 7! .�; Œ�z�/. This example is taken from [39]. Note that the fibers
of the projection from� to Y are equivalent to the upper half plane H D fIm� > 0g
and� 
 H�.Cnf0g/=
 , where 
 is the subgroup of Aut.H�.Cnf0g// generated
by .�; z/ 7! .2�; 2z/. That � is equivalent to the product of an annulus and C n f0g
can be seen from this, too. Generalizing this, Diederich and Fornaess [11] gave an
answer to Grauert’s question whether or not every smoothly bounded pseudoconvex
domain in a compact complex manifold admits a plurisubharmonic exhaustion
function. Namely, they considered the manifold � D .H � .Cn n f0g//=
; n � 2,
where 
 is generated by .�; z1; : : : ; zn/ 7! .2�; 2z1; : : : ; 2zn/. Then � is a fibre
bundle over a Hopf manifold and bounded by a Levi flat hypersurface in the
associated OC-bundle. Since� 
 fexp.�2�2= log 2/ < j�j < 1g�.Cnnf0g/, we have
that� is not holomorphically convex, so that it does not admit any plurisubharmonic
exhaustion function.

2.3 Disc Bundles

The above examples of pseudoconvex domains with Levi flat boundaries are all disc
bundles over compact manifolds since H 
 D WD f�I j�j < 1g. A project started in
[12] to classify Stein manifolds arising in this way. A basic result obtained there is
that D-bundles over compact Kähler manifolds admit plurisubharmonic exhaustion
functions. For the proof, one observes at first that D-bundles with locally constant
transition functions over compact Riemannian manifolds admit either harmonic
sections with respect to the Poincaré metric on the fibers, or locally constant
sections on the boundary, i.e., locally constant sections of the associated OC-bundles
whose images are contained in the boundaries of the D-bundles. This follows from
the energy decreasing property of the solutions of certain heat equations on the
base manifold which has been established by Eells and Sampson [13]. Besides
the application of this existence result, a crucial step is to exploit Siu’s variant
of the Bochner trick in [54] which shows the pluriharmonicity of harmonic maps
from compact Kähler manifolds to locally symmetric spaces of negative curvature
(see also [6]). As a result, the harmonic sections of D-bundles over compact
Kähler manifolds turn out to be pluriharmonic, so that plurisubharmonic exhaustion
functions are obtained either as the logarithm of the fiberwise Bergman kernel
functions with respect to the fibre coordinates centered at the images of harmonic
sections, or as the squared length of the fiber vectors of the associated pluriharmonic
vector bundles. In the latter part, the classical Hodge theory is applied by mimicking
the method of Ueda [60], where the convexity properties of neighborhoods of
complex curves has been studied in detail. As for the function theoretic property
of D-bundles over compact Riemann surfaces (= compact and nonsingular complex
curves), the conclusion is summarized as follows.

Theorem 1 A D-bundle over a compact Riemann surface is Stein if and only if it
does not admit any holomorphic section.
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This has some similarity to Hartshorn’s question asking whether or not the
complement of a compact complex curve C in a projective algebraic surface over
C is Stein if C intersects with all the other curves. Note that the set of equivalence
classes of D-bundles is naturally identified with a subset of the equivalence classes
of AutD representations of the fundamental groups of the base manifolds, so that
it carries a natural topology. Teichmüller spaces of compact Riemann surfaces are
connected components of this space. By the way, the existence of pluriharmonic
sections is applied also to study the fundamental groups of compact Kähler
manifolds (cf. [59]). This direction is closely related to a conjecture by Shafarevich
asserting that the universal covering space of every compact Kähler manifold is
holomorphically convex. A recent successful work of Eyssidieux, Katzarkov, Pantev
and Ramachandran [15] including a solution of the Shafarevich conjecture for the
residually finite fundamental group has a very wide scope.

2.4 Levi Flat Hypersurfaces in Torus Bundles

The projection from the domain � in Sect. 2.2 to the first factor OC induces another
fiber structure on �; a bundle over C� D C n f0g whose fibers are annuli. By
generalizing this situation, Nemirovski [37] has presented a construction of certain
Levi flat hypersurfaces bounding Stein domains in a torus bundle over any projective
manifold S. Such a torus bundle arises, for instance, as the quotient of a C�-bundle,
say B ! S, by the action of Z generated by .w; z/ 7! .w; 2z/ in terms of the local
coordinate w of S and the fibre coordinate z. Then, for any meromorphic section s of
the OC-bundle associated to B such that its zeros and poles are mutually disjoint and
of order one, a Levi flat hypersurface X in B=Z is defined as the closure of the union
of .C� \ R/ � s.x/=Z, where x runs through the complement of s�1.0/ [ s�1.1/.
If S n .s�1.0/ [ s�1.1// is Stein, X bounds a Stein domain because holomorphic
fibre bundles with Stein fibers and Stein bases are Stein if the dimension of the fibers
are one (cf. [35]). This construction of Levi flat hypersurfaces can be generalized for
other torus bundles (cf. [41, 45]), and for the quotients of B by a more general action
of Z (cf. [48]). Nowadays real analytic Levi flat hypersurfaces in Hopf surfaces are
completely classified from this viewpoint (see Sect. 5).

3 Tools from Cohomology Theory

For the proof of certain nonexistence theorems for Levi flat hypersurfaces, Hartogs
type existence theorems are useful. The idea is that the Levi flatness is inconsistent
with the strict pseudoconvexity inside. Among several approaches to Hartogs type
extension theorems, one based on the cohomology vanishing theorem is effective
here. The L2-method for the @-operator is available to show such a vanishing
theorem. We shall recall it below for the reader’s convenience. Let .�; g/ be a
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(not necessarily connected) Hermitian manifold of dimension n and let .E; h/ be
a Hermitian holomorphic vector bundle over�. We denote by Cp;q.�;E/ the space
of E-valued C1-smooth .p; q/-forms on�. Recall that Cp;q.�;E/ is identified with
the set of C1 sections of the bundle

Vp
.T1;0�/� ˝Vq

.T0;1�/� ˝ E, where T1;0�
(resp. T0;1�) denotes the holomorphic (resp. antiholomorphic) tangent bundle of�.
We let Cp;q

0 .�;E/ denote the subset of Cp;q.�;E/ consisting of compactly supported
forms. Let @ (resp. @) denote the complex derivative of type .0; 1/ (resp. .1; 0/) on
�. By an abuse of notation the operator @@ will often be identified with the complex
Hessian. The @-cohomology groups Hp;q.�;E/ and Hp;q

0 .�;E/ are defined by

Hp;q.�;E/ WD Ker@ \ Cp;q.�;E/=Im@ \ Cp;q.�;E/; (1)

and

Hp;q
0 .�;E/ WD Ker@ \ Cp;q

0 .�;E/=Im@ \ Cp;q
0 .�;E/; (2)

respectively.
In order to analyse the @-cohomology groups, the metric structure .g; h/ is useful.

The pointwise length of u 2 Cp;q.�;E/ with respect to g and h is denoted by juj.
Then the L2-norm of u, denoted by kuk, is defined as the square root of the integral
of juj2 on� whenever u 2 Cp;q

0 .�;E/.
Let Lp;q

.2/.�;E/ be the completion of the pre-Hilbert space Cp;q
0 .�;E/with respect

to the L2-norm. The operator @ will also stand for a densely defined closed linear
operator on Lp;q

.2/.�;E/ whose domain of definition, denoted by Dom@, is ff 2
Lp;q.�;E/I @f 2 Lp;qC1.�;E/g, where @f is defined in the sense of distribution.
We define the L2 @-cohomology groups Hp;q

2 .�;E/ by

Hp;q
.2/ .�;E/ WD Ker@\ Lp;q

.2/.�;E/=Im@ \ Lp;q
.2/.�;E/: (3)

The bundle E will not be referred to if E is the trivial line bundle� � C.
The adjoint of @ will be denoted by @

�
. A basic fact is that

Hp;q
.2/ .�;E/ 
 Ker@ \ Ker@

� \ Lp;q
.2/.�;E/ (4)

if Im@\ Lp;q
.2/.�;E/ is closed (cf. [24]).

Commutator relations of the operators including @h D h�1 ı @ ı h, where h is
regarded as a smooth section of Hom.E;E

�
/ and maps Cp;q.�;E/ to Cp;q.�;E

�
/,

are used to obtain the L2-estimates of the Poincaré type for the operator @
�
. Here E�

stands for the dual of E and E
�

its complex conjugate.
Let ‚h be the curvature form of h. Recall that ‚h 2 C1;1.�;Hom.E;E//;‚h D

@h@C @@h as an operator, and that there are positivity notions of ‚h as a quadratic
form on E˝ T1;0�.
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The positivity of ‚h is that of @@' if rankE D 1 and h D e�' locally. .E; h/
is said to be flat if ‚h D 0. Vanishing of the L2-@-cohomology holds under some
positivity condition on ‚h. The following is one of the most basic theorems in this
theory.

Theorem 2 (cf. [2] and [1]) Hp;q
.2/ .�;E/ D 0 for pCq > n if g is a complete Kähler

metric on� and g D ‚h.

For any Hermitian form ‚ along the fibers of T1;0�, we shall denote by
�p.‚/; p D 1; : : : ; n; the eigenvalues of ‚ with respect to g ordered in such a
way that �1.‚/ � �2.‚/ � � � � � �n.‚/. The following is a variant of Grauert-
Riemenschneider’s vanishing theorem in [22]and essentially contained in [57] up to
the Serre duality.

Theorem 3 Let .�; g/ be a connected complete Kähler manifold of dimension n
and let .L; h/ be a Hermitian holomorphic line bundle over �. Suppose that there
exists a positive integer k such that

Pn
pDk �p.‚h/ is everywhere nonnegative and

greater than some positive number outside a proper compact subset of �. Then
Hn;n�kC1
.2/ .�;L/ D f0g and H0;k�1

.2/ .�;L�/ D f0g. Here L� denotes the dual bundle
of L equipped with the dual fiber metric.

Outline of the proof By the curvature condition, there exist c > 0 and a compact set
K � � such that

Z

�nK
juj2dV � c

Z

.k@uk2 C k@�
uk2/; (5)

holds for any u 2 Dom@\Dom@
� \ Ln;n�kC1

.2/ .�;L/, where dV denotes the volume
form.

From this estimate, it follows by Rellich’s lemma and Hörmander’s theorem that
Im@ \ Ln;n�kC1

.2/ .�;L/ is closed, and dimHn;n�kC1
.2/ .�;L/ < 1 (cf. Theorem 1.1.3

in [23]). Hence Hn;n�kC1
.2/ .�;E/ 
 Ker@ \ Ker@

� \ Ln;n�kC1
.2/ .�;E/. By (5) it

then follows that every element of Ker@ \ Ker@
� \ Ln;n�kC1

.2/ .�;E/ is zero outside
some compact subset of �, and so it vanishes identically by Aronszajn’s unique
continuation theorem. Hence Hn;n�kC1

.2/ .�;L/ D f0g. Similarly one obtains that

H0;k�1
.2/ .�;L�/ D f0g. �

Corollary 4 Let .�; g/ be as above and let ' W � ! Œ0;1/ be a C1 exhaustion
function on � such that

Pn
jDk �j.@@'/ is everywhere nonnegative and greater than

some positive constant outside a proper compact subset of �. Then Hn;p.�/ D f0g
(resp. H0;p

0 .�/ D f0g) hold for p � n � kC 1 (resp. p � k � 1).

Proof Let u 2 Ker@ \ Cn;n�kC1.�/. Then, one can find a convex increasing
function � such that u 2 Ln;n�kC1

.2/ .�/ with respect to the fiber metric e��.'/.
Hence, by Theorem 3 and the strong ellipticity of the Laplacian we have that
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u 2 Im.@jCn;n�k.�//. Hence Hn;n�kC1.�/ D f0g, Similarly one has Hn;p.�/ D f0g
for p � n � kC 1. Hence, by the Serre duality H0;p

0 .�/ D f0g for p � k � 1. ut
In particular, the following Hartogs type extension theorem holds.

Theorem 5 Let � be a connected complex manifold of dimension n admitting a
complete Kähler metric and a C1 exhaustion function ' such that the sum of any
n � 2 eigenvalues of @@' is everywhere nonnegative and bigger than some positive
constant outside a proper compact subset of �. Then the natural restriction map
H0;1.�/ ! lim! H0;1.� n K/ is surjective. Here lim! denotes the inductive limit and

K runs through the compact subsets of �.

The following is proved similarly as above.

Theorem 6 (cf. [9, 38, 51]) Let .�; g/ be a complete Kähler manifold and let .E; h/
be a flat Hermitian vector bundle over �. Assume that there exists a C1-smooth
plurisubharmonic function ' on � such that @@' is of rank � n � k C 1 outside a
compact subset of�. Then the natural inclusion homomorphism from Hp;q

0 .�;E/ to
Hp;q.�;E/ is injective for pC q � n � k.

Corollary 7 In the above situation, the restriction maps Hp;q.�;E/! lim! Hp;q.�n
K;E/ are surjective for pC q � n � k � 1.

Let’s consider the case � D M n X where M is compact and X is Levi flat. For
simplicity we shall assume moreover that X is of class C1. The following basic
observation is essentially contained in [18].

Proposition 8 If M admits a Kähler metric, then M n X admits a complete Kähler
metric.

Proof Let ı.z/ denote the distance from a point z of M to X with respect to a Kähler
metric g0 on M. Then there exists a neighborhood U of X such that g0 � @@ log ı
is a complete Kähler metric on U n X. Then one takes a C1-smooth function � W
M! Œ0; 1� which is identically 1 on a neighborhood of X and supp � � U. Clearly,
Ag0 � @@ log ı becomes a complete Kähler metric on M n X for sufficiently large
positive number A. ut

As for the global pseudoconvexity of M n X, an open question is whether or not
M n X admits a plurisubharmonic exhaustion function in the situation of Proposi-
tion 8. It is known that � log ı is plurisubharmonic (resp. strictly plurisubharmonic)
near X if the holomorphic bisectional curvature of M is semipositive (resp. positive)
near X (cf. [14, 56, 58]. See also [40] and [50]).

Remark 9 It is not difficult to extend the result to X of class C2 because of
an approximation theorem for plurisubharmonic functions by smooth “nearly
plurisubhamonic” ones on Kähler manifolds (cf. [8]). Similarly, by the method of
[51], the smoothness condition on ' can be weakened to C2 in Theorem 6 and
Corollary 8.
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4 Nonexistence Theorems in CP
n (n � 3)

and Generalizations

We shall focus here on the nonexistence question for the Levi flat hypersurfaces in
CP

n for n � 3. Positive results (on the nonexistence) and their generalizations will
be reviewed. The problem arose as a part of a conjecture that, for any holomorphic
foliation of codimension one (with singularities) on CP

n, any leaf accumulates to a
singular point of the foliation (cf. [4] and [7]).

Definition 10 A holomorphic foliation of codimension k on a complex manifold
M is a coherent analytic subsheaf, say F , of the sheaf O.T1;0M/ of the germs of
holomorphic sections of T1;0M, such that there exists a Zariski dense open subset
U � M and a bijectively embedded submanifold * W F ,! U of codimension k for
which *�F D O.T1;0F/ holds. The subbundle E � T1;0MjU satisfying T1;0F D *�E
is called the tangent bundle of F . The quotient of T1;0MjU by E is called the normal
bundle of F .

We denote by SingF the set of points around which F is not locally free. Clearly
U � MnSingF . Connected components of F are called the leaves of F. A nonempty
closed subset of M is called a stable set of F if it is a union of leaves of F . It is an
open question whether or not the closure of every leaf of F intersects with SingF if
M D CP

n .n � 2/ and F is of codimension one (cf. [7]). LinsNeto [29] proved the
following.

Theorem 11 On CP
n .n � 3/, holomorphic foliations of codimension one do not

have stable sets.

The proof in [29] is based on a study of holomorphic foliations on CP
2 in [4].

Theorem 11 implies the following nonexistence theorem for the real analytic Levi
flat hypersurfaces.

Theorem 12 There is no real analytic Levi flat hypersurfaces in CP
n .n � 3/.

Proof If there existed one, say X, then CP
n n X is Stein by a theorem of Fujita (cf.

[16]). On the other hand, by the real analyticity of X, there exists a holomorphic
foliation say G on a neighborhood of X whose leaves intersecting with X are those
of the Levi foliation. Since CP

n n X is Stein and of dimension � 3, we have that
G extends to a coherent analytic sheaf say QG on CP

n (cf. [52]). QG is obviously
a holomorphic foliation of codimension one on CP

n, so that a contradiction with
Theorem 11 arises. ut

We will now give an alternative proof based on the idea in [55]. It is more
straightforward and independent of Theorem 11.

Another proof of Theorem 12 Suppose the contrary. Then one has X and G as above.
The normal bundle of G, say N , is positive on a neighborhood W � X because it
is a quotient of T1;0CPn. Let ‚ be the curvature form of N such that ‚jW > 0. By
shrinking W if necessary, one can find a smooth 1-form � on W satisfying d� D
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‚, since N jX is topologically trivial. Let �0;1 be the .0; 1/ component of � . Then
@�0;1 D 0 since ‚ is of type .1; 1/. Since CP

n n X is Stein and n � 3, we have that
�0;1 extends as a smooth @-closed form on CP

n. Since H0;1.CPn/ D 0, there exists
a real valued function ' on CP

n such that @' D � . Hence ‚ D @@' on W so that '
is strictly plurisubharmonic along any leaf of the Levi foliation. Since X is compact,
this contradicts the maximum principle for plurisubharmonic functions.

From this point, Theorem 12 has been generalised in two different directions.
First, the method of the above alternate proof of Theorem 12 works also to show
the nonexistence of X under a weaker regularity assumption. Indeed, Siu combined
this approach with a technique of solving the @-equation with boundary regularity
to obtain the following.

Theorem 13 There exist no C12-smooth Levi flat hypersurfaces in CP
3.

Combining Theorem 13 with the argument of taking a generic hyperplane
section, one can deduce that the same is true for CP

n .n � 3/. Cao and Shaw
[5] further generalised the result to the hypersurfaces of Lipschitz class, where the
Levi flatness is to be understood as the two-sided pseudoconvexity, too. Another
generalization of Theorem 11 was done in [43] to compact Kähler manifolds.

Theorem 14 (cf. [43]) Let M be a compact Kähler manifold and let X be a real
analytic Levi flat hypersurface in M. Then M nX does not admit a plurisubharmonic
exhaustion function of class C2 whose Levi form has at least 3 positive eigenvalues
outside a compact subset of M n X.

Proof Suppose that there were a plurisubharmonic exhaustion function ' on M n X
such that @@' is of rank � 3 outside a compact subset of M n X. As in the above
proof of Theorem 11, we extend the Levi foliation of X to a neighborhood as a
holomorphic foliation say G, and let N be the normal bundle of G. Since N jX is
topologically trivial, N is defined on a neighborhood of X by a multiplicative 1-
cocycle which is the image of some additive 1-cocycle by the exponential map. In
virtue of the Dolbeault isomorphism, any additive holomorphic 1-cocycle extends
to M in view of Corollary 5 and Proposition 8 (see also the remark after them).
Therefore there would exist a holomorphic line bundle QN over M such that QN is
topologically trivial and extends N . Since M is Kähler, QN admits a flat Hermitian
structure. On the other hand, since G is a holomorphic foliation of codimension one,
there exists a system of locally defined closed holomorphic 1-forms !˛ .˛ 2 N/,
such that [˛Ker!˛ is the tangent bundle of G. Then !˛ is naturally indentified
with an N�-valued holomorphic 1-from. Since QN � is a flat extension of N � to M,
Corollary 5 implies that there exists an QN �-valued holomorphic 1-form Q! extending
f!˛g. Since QN � is unitary flat and M is Kähler, d! D 0 must hold. This is a natural
extension of Kodaira’s observation (cf. [25], Lemma 1.1.2).

Consequently, one has a system of closed holomorphic 1-forms, say Q!˛ , defining
G satisfying the transition relations Q!˛ D ei�˛ˇ Q!ˇ with �˛ˇ 2 R. In other words,
the leaves of G locally consists of the level sets of holomorphic functions say f˛
satisfying the transition relations f˛ D ei�˛ˇ fˇCc˛ˇ .c˛ˇ 2 C/, from which it follows
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that there exist a neighborhood U � X and a neighborhood V of the diagonal of
U�U such that jf .z/� f .w/j is a well defined continuous function on V , say d.z;w/.
Then we put

ı.z/ D inffd.z;w/ W .z;w/ 2 V \ .U � X/g; (6)

and choose a sufficiently small positive number � so that ı�1.�/ is compact. Then
'jı�1.�/ obviously violates the maximum principle. ut

Combining the above method with a technique of algebraic geometry, a similar
phenomenon was observed for the complement of analytic sets in compact Kähler
manifolds.

Theorem 15 (cf. [44]) Let M be a compact Kähler manifold and let A � M be a
complex analytic subset of codimension one. Assume that there exists an effective
divisor D supported on A such that its associated line bundle is topologically trivial
on A. Then M n A admits no C1-smooth plurisubharmonic exhaustion function
whose Levi form is of rank � 3 outside a compact subset of M n A.

As for recent results related to Theorem 15, see [46] and [61, 62]. Coming back to
Levi flat hypersurfaces, more in the spirit of Siu, Brunella [3] proved the following.

Theorem 16 Let M be a compact Kähler manifold of dimension � 3 and let X be
a Levi flat hypersurface of class C2;˛.˛ > 0/. If there exist a neighborhood U � X
and a holomorphic foliation F of codimension one on U for which X is stable, then
the normal bundle of F is not positive.

It turned out later that the curvature condition on the normal bundle can be
weakened to “semipositive of rank � 3” alike Theorem 14 (cf. [47]).

5 Classification in Tori

Let M be a complex torus T D Cn=
 , where 
 is a lattice, i.e., 
 D P2n
jD1 Zej

for linearly independent vectors ej over R, equipped with a metric induced from the
euclidean metric on Cn. In view of Theorems 12 and 13, one may expect that there
is a reasonable classification theory for Levi flat hypersurfaces in T. Indeed there
is one. Combining the method of the proof of Theorem 14 with a study of distance
functions to Levi flat hypersurfaces in T, the following was proved in [45].

Theorem 17 Let T be a complex torus and let A � T be a closed subset. Assume
that there exist a neighborhood U � A and a one-codimensional topologically
trivial holomorphic foliation F on U for which A is stable. Then, either there exists
a holomorphic 1-form ! on T such that F D Ker.!jU/, or there exist a complex
2-torus T 0, a holomorphic map � W T ! T 0, and a closed subset A0 � T 0 such
that A D ��.A0/. In the latter case, F D ��F 0 on a neighborhood of A for some
holomorphic foliation F 0 on a neighborhood of A0.
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The reason why one can apply the method of Theorem 14 in this situation is that
the curvature of the leaves of the Levi foliation contributes to the positivity of the
Levi form of � log ı for the distance ı to A in the following way.

Lemma 18 (cf. [32]) Let C � C2 be a complex curve defined by C D f.t; f .t//I t 2
Vg for open V � C and holomorphic f . Then, for any p 2 C there exists a
neighborhood U of p in C2 such that
P2

j;kD1.@2.log ı/=@zj@zk/�j�k D A=B

A D j@2f=@t2j2j�1 C .@f =@t/�2j2
B D 2.j@f@tj2 C 1/f.j@f=@tj2 C 1/2 � j@2f=@t2j2jz2 � f .t/j2g

holds for .z1; z2/ 2 U n C and � 2 C
2. Here ı denotes the euclidean distance from

z to C and the variable t in A and B are specified in such a way that t D t.z1; z2/ is
the solution of z1 � tC .@f =@t/z2 � f .t/ D 0.

There is unfortunately a fatal gap in the proof of the main theorem in [32].
Nevertheless Lemma 18 is very useful. As for some generalizations of Lemma 18,
the reader is referred to subsequent papers of Matsumoto (cf. [30, 31]). As a special
case where A is a real analytic Levi flat hypersurface and extends the Levi foliation,
Theorem 17 says the following.

Corollary 19 Let X be a real analytic Levi flat hypersurface in a complex torus T
of dimension � 3. Then either X is a parallel translate of a Lie subgroup of T, or
there exist a complex 2-torus T 0, a holomorphic map � W T ! T 0 and X0 � T 0 such
that X D ��1.X0/.

Sketch proof of Corollary 19 If X is neither a parallel translate of a Lie subgroup
nor the union of preimages of simple closed curves by a holomorphic map onto a
one-dimensional torus, the nullity of the Levi form of plurisubharmonic exhaustion
functions of T nX defines a trivial subbundle E of T1;0T of corank 2 such that EjX is
tangent to X by Theorem 17, which defines a map � whose fibers are tangent to E.

�

Obviously Theorem 17 says nothing about the case of 2-tori. Therefore it may be
worthwhile to note here that a definitive thing can be said for some 2-tori.

Theorem 20 Let X be a real analytic Levi flat hypersurface in a complex 2-torus
T. If T is not algebraic, then X is either a translate of a real subtorus of T, or T is
a principal 1-torus bundle over a 1-torus T 0 and X is the closure of the parallel
transports of the orbit of a Lie subgroup of the fiber group by a meromorphic
connection over T 0.

Proof If X is not a translate of any subtorus, then it is easy to see that T n X is Stein
by Lemma 18 and Grauert’s theorem in [19]. Hence, by the analytic continuation
theorem of Levi, the Gauss map associated to the Levi foliation extends to T as a
nonconstant meromorphic map from T to CP

1. (cf. [52]. See also [33].) Since T is
not algebraic, f does not have a point of indeterminacy. Hence f induces a smooth
fibration say � from T onto a 1-torus T 0 such that f is constant on each fiber of � .
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Then X is of the form as asserted with respect to a meromorphic connection with
poles in the set fx 2 T 0I�.x/ � Xg. ut

It has to be mentioned that holomorphic foliations of codimension one without
singularities have been classified by Ghys [17] on complex tori of any dimension.
Accordingly, all the Levi flat stables sets of such foliations can be described in a
similar manner as above (cf. [45], Appendix). Some of them have certain symmetry
property. (cf. [42]). Furthermore, the above method exploiting the Gauss map can
be generalized to the case of torus bundles over compact Riemann surfaces as long
as the algebraic dimension of the total space is � 1. In particular, one observes
that what Nemirovski described in [37] was essentially all the real analytic Levi
flat hypersurfaces with Stein complement in such surfaces. This is the main idea in
extending the classification to that in Hopf surfaces. The results will be explained
below.

6 Classification in Hopf Surfaces

By definition, Hopf surfaces are compact complex surfaces whose universal cover-
ing is C2 n f0g. It is known that, for any Hopf surface H, there exists a Hopf surface
H.a; b; �;m/ defined as the quotient of C2 n f0g by the action of Z generated by
.z1; z2/ 7! .az1 C �zm

2 ; bz2/, where .z1; z2/ is the coordinate of C2;m 2 N; a; b; � 2
C; 0 < jaj � jbj < 1 and .bm � a/� D 0, and an unramified covering map from
H.a; b; �;m/ to H (cf. [26]). H.a; b; �;m/ is called a primary Hopf surface. For the
classification of Levi flat hypersurfaces, it suffices to restrict ourselves to the case
H D H.a; b; �;m/. For simplicity we put H.a; b/ D H.a; b; 0;m/. Kim, Levenberg
and Yamaguchi [27] first studied Levi flat hypersurfaces in H.a; a/ by applying a
variational formula for the Robin function. The result was generalized in [28] as
follows.

Theorem 21 Let X be a real analytic Levi flat hypersurface in H.a; b/ such that
H.a; b/ n X is not Stein. Then either H.a; b/ n X is holomorphically convex or the
connected components of X are defined by jz1jlog jbjjz2j� log jaj D const:

In [28], it is noted that H.a; b/ n X is Stein if b is real and X D fImz2 D 0g.
Clearly, H.a; b; �;m/ n X is also Stein if b is real and X D fImz2 D 0g. This was
supplemented in [48, 49] as follows.

Theorem 22 Let X be a real analytic Levi flat hypersurface in H.a; b; �;m/. If
H.a; b; �;m/ n X is Stein, then there exist a surjective holomorphic map � from
C2 n f0g to OC with fibers C n f0g such that �j��1.C/ is a trivial fibration, a closed

curve C in a fiber of � , and a meromorphic 1-form � on OC such that the image,
under C2 nf0g 7! H.a; b; �;m/, of the union of the parallel transports of C induced
by � over the set of regular points of � is densely contained in X. If H.a; b; �;m/nX
is not Stein, then � D 0.
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The reader is referred to [48] for the proof of the first assertion, as well as how
the parallel transport of C is defined with respect to � (see also [41]). For the latter
part, see [49].

Remark 23 Recently, Miebach [34] gave an alternative proof of Theorem 21 by
analyzing the action of a Lie group on H.a; b/. Actually he determined all the non-
Stein pseudoconvex domains in H.a; b/. As for the domains with thin boundary,
it seems reasonable to expect, in view of Theorem 22, that such Stein domains in
H.a; b; �;m/ can be described explicitly, too. (Added in proof: This was solved by
Miebach, recently.)
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1 Introduction

CR manifolds are abstract models of real hypersurfaces in complex spaces. The
abstract definition of the boundary as a CR structure on a complex manifold is
essentially in Cartan [7]. For more detail, see [24, 25]. Strongly pseudoconvex
CR manifolds have rich geometric and analytic structures. Namely, there is an
intrinsic pseudo conformed geometry for which complete local invariants have
been obtained, see for example [8, 14, 41], as well as a deep analysis of the @b

complex, see for example [12, 22, 23, 46]. The harmonic theory for the @b complex
on compact strongly pseudoconvex CR manifolds was developed by Kohn [21].
Using this theory, Boutet de Monvel [4] proved that if X is a compact strongly
pseudoconvex CR manifold of dimension 2n � 1, n � 3, then there exist C1
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functions f1; : : : ; fN on X such that each @bfj D 0 and f D .f1; : : : ; fN/ defines an
embedding of X in C

N . Thus, any compact strongly pseudoconvex CR manifold
of dimension � 5 can be CR embedded in some complex Euclidean space. On the
other hand, 3-dimensional strongly pseudoconvex compact orientable CR-manifolds
are not necessarily embeddable. The first example is due to Andreotti according to
[37]. This example also appeared in the list of homogeneous structures of Cartan
although the embeddability question was not addressed. Nirenberg [35] first proved
that 3-dimensional CR manifolds might not be locally embeddable. Jacobowitz and
Treves [19, 20] showed that in fact non-embeddable CR structures are, in some
sense, dense in the space of CR-structures over a 3-dimensional manifold. The
theory of harmonic integrals on strongly pseudoconvex CR structures over small
balls was due to Kuranishi [23]. Using this theory, Kuranishi [23] proved that any
strongly pseudoconvex CR manifold of dimension 2n� 1 with n � 5 can be locally
CR embedded as a real hypersurface in C

n. For n D 4, Akahori [1] proved that
Kuranishi’s local embedding theorem is also true. However, the 5-dimensional case
of local embeddability of CR manifolds remains open.

Throughout this paper, our CR manifolds are always assumed to be compact
orientable and embeddable in some C

N . By a beautiful theorem of Harvey and
Lawson [16, 17], these CR manifolds are the boundaries of subvarieties in C

N .
This allowed the first author [46] to relate CR geometry and algebraic geometry of
singularities for the first time. The purpose of this paper is to discuss the interplay
between CR geometry and algebraic geometry. Our paper is organized as follows.
In Sect. 2, we shall recall the basic notion of CR geometry. In Sect. 3, we show how
to use the Bergman function of the first author to give canonical construction of
moduli space for complete Reinhardt domains. In Sect. 4, we use algebraic geometry
to study the complex Plateau problem. In Sect. 5, we study the minimal embedding
dimension of compact CR manifolds in complex Euclidean space. Finally in Sect. 6,
we study invariants of compact strongly pseudoconvex CR manifolds arising from
geometry of singularities.

2 Preliminary

Definition 2.1 Let X be a connected orientable manifold of real dimension 2n � 1.
A CR structure on X is an .n � 1/-dimensional subbundle S of the complexified
tangent bundle CTX such that

(1) S \ S D f0g
(2) If L;L0 are local sections of S, then so is ŒL;L0�.

A manifold with a CR structure is called a CR manifold. There is a unique subbundle
H of the tangent bundle T.X/ such that CH D S˚S. Furthermore, there is a unique
homomorphism J W H �! H such that J2 D �1 and S D fv � iJv W v 2 Hg. The
pair .H; J/ is called the real expression of the CR structure.
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Definition 2.2 Let L1; : : : ;Ln�1 be a local frame of S. Then L1; : : : ;Ln�1 is a local
frame of S and one may choose a local section N of TX such that L1; : : : ;Ln�1,
L1; : : : ;Ln�1;N is a local frame of CTX. The matrix .cij/ defined by

ŒLi;Lj� D †ak
ijLk C†bk

ijLk C
p�1cijN

is Hermitian and is called the Levi form of X.

Proposition 2.1 The number of non-zero eigenvalues and the absolute value of
the signature of the Levi form .cij/ at each point are independent of the choice of
L1; : : : ;Ln�1;N.

Definition 2.3 The CR manifold X is called strongly pseudoconvex if the Levi form
is definite at each point of X.

Theorem 2.2 (Boutet de Monvel [4]) If X is a compact strongly pseudoconvex CR
manifold of dimension .2n � 1/ and n � 3, then X is CR embeddable in C

N.

Although there are non-embeddable compact 3-dimensionable CR manifolds, in
this paper all CR manifolds are assumed to be embeddable in complex Euclidean
space. The following theorem links CR geometry and algebraic geometry together.

Theorem 2.3 (Harvey-Lawson [16, 17]) For any compact connected embeddable
CR manifold X, there is a unique complex variety V in CN for some N such that the
boundary of V is X and V has only normal isolated singularities.

3 Bergman Function and Moduli Space of Complete
Reinhardt Domains

Recall that a complex manifold M is called strictly pseudoconvex if there is a
compact set B in M, and a continuous real valued function � on M, which is strictly
plurisubharmonic outside B and such that for each c 2 R, the set Mc D fx 2
MW�.x/ < cg is relatively compact in M. Note that a strictly pseudoconvex complex
manifold is a modification of a Stein space at a finite many points.

Let V be a Stein variety of dimension n > 2 in CN with only irreducible isolated
singularities. We assume that @V is a smooth CR manifold. Let �WM ! V be a
resolution of singularity with E as an exceptional set. We shall define the k-th order
Bergman function B.k/M .z/ on M which is a biholomorphic invariant of M.

Definition 3.1 Let F (respectively, Fk) be the set of all L2 integrable holomorphic
n-forms ‰ on M (respectively, vanishing at least the k-th order on the exception
set E of M). Let fwjg (respectively, fw.k/j g) be a complete orthonormal basis of
F (respectively, Fk). The Bergman kernel (respectively Bergman kernel vanishing
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on the exceptional set of k-th order) is defined to be K.z/ D P
wj.z/ ^ wj.z/

(respectively, K.k/.z/ DPw.k/j .z/ ^ w.k/j .z/).

Lemma 3.1 F=Fk is a finite dimensional vector space.

Lemma 3.2 Bergman kernel vanishing on the exceptional set of k-th order K.k/.z/
is independent of the choice of the complete orthonormal basis of Fk and K.k/.z/ is
invariant under biholomorphic maps.

Definition 3.2 Let M be a resolution of a Stein variety V of dimension n > 2 in
CN with only irreducible isolated singularity at the origin. The k-th order Bergman
function B.k/M on M is defined to be K.k/

M =KM .

Theorem 3.1 B.k/M is a global function defined on M which is invariant under

biholomorphic maps. Moreover, B.k/M is nowhere vanishing outside the exceptional
set of M. If the canonical bundle is generated by its global sections in a neighbor-
hood of the exceptional set, then the zero set of the k-th order Bergman function B.k/M
is precisely the exceptional set of M.

Theorem 3.2 Let M be a strictly pseudoconvex complex manifold of dimension
n > 2 with exceptional set E. Let A be a compact submanifold contained in E.
Let �WM1 ! M be the blow up of M along A. Then we have K.k/

M1
.z/ D ��K.k/

M .z/

and KM1 .z/ D ��KM.z/. Consequently B.k/M1
.z/ D ��B.k/M .z/.

Let �iWMi ! V , i D 1; 2, be two resolutions of singularities of V . By Hironaka’s
theorem [18], there exists a resolution Q�W QM ! V of singularities of V such that QM
can be obtained from Mi, i D 1; 2, by successive blowing up along submanifolds
in exceptional set. In view of Theorems 3.1 and 3.2, the following definition is well
defined if the canonical bundle is generated by its global sections in a neighborhood
of the exceptional set.

Definition 3.3 Let V be a Stein variety in C
N with only irreducible isolated

singularities. Let �WM ! V be a resolution of singularities of V such that the
canonical bundle is generated by its global sections in a neighborhood of the
exceptional set. Define the k-th order Bergman function B.k/V on V to be the push

forward of the k-th order Bergman function B.k/M by the map � .

Theorem 3.3 Let V be a Stein variety in CN with only irreducible isolated
singularities. Assume that there exists a resolution M of singularities of V such that
the canonical bundle is generated by its global sections in a neighborhood of the
exceptional set. Then the k-th order Bergman function B.k/V on V is invariant under

biholomorphic maps and B.k/V vanishes precisely on the singular set of V.

For the convenience of the readers, we recall the following two important
theorems.
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Theorem 3.4 ([13]) A biholomorphic mapping between two strictly pseudoconvex
domains is smooth up to boundary and the induced boundary mapping gives a CR-
equivalence between the boundaries.

Theorem 3.5 ([40]) Two n-dimensional bounded Reinhardt domains D1 and D2

are mutually equivalent if and only if there exists a transformation � W Cn ! Cn

given by zi 7! riz�.i/.ri > 0; i D 1; � � � ; n and � being a permutation of the indices i)
such that �.D1/ D D2.

The following Proposition 3.1 tells us how to use singularity structures to
distinguish CR structures.

Proposition 3.1 ([50]) Let X1, X2 be two strictly pseudoconvex CR manifolds of
dimension 2n�1which bound varieties V1, V2 respectively in CN with only isolated
normal singularities. If ˆWX1 ! X2 is a CR-isomorphism, then ˆ can be extended
to a biholomorphic map from V1 to V2.

In view of the above Proposition 3.1, if X1 and X2 are two strictly pseudoconvex
CR manifolds which bound varieties V1 and V2 respectively with non-isomorphic
singularities, then X1 and X2 are not CR equivalent. Therefore to study the CR
equivalence of two strictly pseudoconvex CR manifolds X1 and X2, it remains to
consider the case when X1 and X2 are lying on the same variety V . It is known
that the global invariant Bergman function of k-th order can be used to study the
CR equivalence problem of smooth CR manifolds lying on the same variety. As
an example, we shall show explicitly how CR manifolds varies in the An-variety
QVn D f.x; y; z/ 2 C3W f .x; y; z/ D xy�znC1 D 0g. An explicit resolution Q�W QMn ! QVn

can be given in terms of coordinate charts and transition functions as follows:

Coordinate charts: QWk D C
2 D f.uk; vk/g; k D 0; 1; � � � ; n:

Transition functions:

8
<

:

ukC1 D 1

vk

vkC1 D ukvk
2

or

8
<

:

uk D ukC12vkC1
vk D 1

ukC1

Resolution map: Q�.uk; vk/ D
�
ukC1

k vk
k ; u

n�k
k vnC1�k

k ; ukvk
	

or

.x; y; z/ D .u0; un
0v

nC1
0 ; u0v0/ D � � � D .un

nC1vn
n ; vn; unvn/

Exceptional set: E D Q��1.0/ D Ck D fuk�1 D 0g [ fvk D 0g;
k D 1; � � � ; n:

From now on, we suppose V to be a bounded complete Reinhardt domain
in QVn (cf. Definition 3.5). Then let M D Q��1.V/ D [n

kD0Wk, where Wk D
Q��1.V/ \ QWk; k D 0; 1; � � � ; n: Observe that under � WD Q� jMWM ! V , W0nC1
is mapped biholomorphically onto Vny-axis. In particular MnW0 is of measure zero
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in the obvious sense. Hence, we may compute integrals on M using the .u0; v0/
coordinate on the chart W0 alone.

The following proposition is a general consequence of the proof of Proposi-
tion 3.2 of [50].

Proposition 3.2 ([10]) In the above notations, let �˛ˇ D u˛0v
ˇ
0 du0 ^ dv0, ˛; ˇ D

0; 1; 2; : : : . Then
n

�˛ˇ
k�˛ˇkM

: ˛ > n
nC1ˇ

o
is a complete orthonormal base of F and

n
�˛ˇ

k�˛ˇkM
W˛ > n

nC1ˇ and ˛ > k
o

is a complete orthonormal base of Fk. Therefore the

Bergman kernel vanishing on the exceptional set of k-th order K.k/
M and the Bergman

kernel KM are given respectively by:

K.k/
M .u0; v0/ D ‚.k/

M du0 ^ dv0 ^ du0 ^ dv0

where

‚
.k/
M D

X

˛> n
nC1 ˇ

˛>k

ju0j2˛jv0j2ˇ
k�˛ˇk2M

;

and

KM.u0; v0/ D

0

B
B
@

1

k�00k2M
C

X

˛> n
nC1 ˇ

16˛6k�1

ju0j2˛jv0j2ˇ
k�˛ˇk2M

C‚.k/
M

1

C
C
A du0 ^ dv0 ^ du0 ^ dv0:

The following results generalize Theorem 3.3 in [50].

Theorem 3.6 ([10]) In the above notations, the k-th order Bergman function for
the strongly pseudoconvex complex manifold M is given by

B.k/M .u0; v0/ D
‚
.k/
M0

B
B
@

1

k�00k2M
C

X

˛> n
nC1 ˇ

˛>1

ju0j2˛jv0j2ˇ
k�˛ˇk2M

1

C
C
A

The k-th order Bergman function for the variety is given by

B.k/V .x; y/ D
‚
.k/
V�

1

k�00k2M
C‚.1/

V

� ;
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where

‚
.k/
V D

X

˛> n
nC1 ˇ

˛>k

jxj2˛� 2nˇ
nC1 jyj 2ˇnC1

k�˛ˇk2M

Definition 3.4 An open subset D � Cn is a complete Reinhardt domain if,
whenever .z1; � � � ; zn/ 2 D then .�1z1; � � � ; �nzn/ 2 D for all complex numbers �j

with j�jj 6 1.

It is well known that QVn D f.x; y; z/ 2 C3 W xy D znC1g is the quotient of C2

by a cyclic group of order nC 1, i.e. ı:.z1; z2/ D .ız1; ınz2/, where ı is a primitive
.n C 1/-th root of unit. The quotient map � W C2 ! QV is given by �.z1; z2/ D
.znC1
1 ; znC1

2 ; z1z2/.

Definition 3.5 An open set V in the An-variety QVn D f.x; y; z/ 2 C3 W xy D znC1g
is called a complete Reinhardt domain if ��1.V/ is a complete Reinhardt domain
in C2.

Theorem 3.7 ([10]) Let Vi, i D 1; 2, be two bounded complete Reinhardt domains
in An-variety QVn D f.x; y; z/ 2 C3 W xy D znC1g. Let

g.˛; ˇ/ D k�10k
˛� n

nC1 ˇk�n;nC1k
ˇ

nC1

k�˛ˇkk�00k˛� n�1
nC1 ˇ�1 :

If V1 is biholomorphic to V2, then

�.˛; ˇ/ WD g.˛; ˇ/ � g.n˛�.n�1/ˇ;.nC1/˛�nˇ/ ;

�.˛; ˇ/ WD g.˛; ˇ/ C g.n˛�.n�1/ˇ;.nC1/˛�nˇ/ ;

�.˛; p; q/ WD .g.˛; p/ � g.n˛�.n�1/p;.nC1/˛�np// � .g.˛; q/ � g.n˛�.n�1/q;.nC1/˛�nq//

and

!.˛1; ˛2; p1; p2/ WD .g.˛1; p1/ � g.n˛1�.n�1/p1;.nC1/˛1�np1// �
.g.˛2; p2/ � g.n˛2�.n�1/p2;.nC1/˛2�np2//;

where

˛ > 1; ˛ > n

nC 1ˇ; 0 6 p; q 6
�

nC 1
n

˛

�

; p ¤ q;

0 6 pi 6
�

nC 1
n

˛i

�

; ˛i > 1; ˛1 ¤ ˛2; i D 1; 2;
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are all invariants, i.e.

�
.˛;ˇ/
V1
D �.˛;ˇ/V2

; �
.˛;ˇ/
V1
D �.˛;ˇ/V2

; �
.˛;p;q/
V1

D �.˛;p;q/V2
;

!
.˛1; ˛2; p1; p2/
V1

D !.˛1; ˛2; p1; p2/V2
:

The following Theorem says that these invariants in Theorem 3.7 determine
completely the Bergman function up to automorphisms of An-variety.

Theorem 3.8 ([10]) Let Vi, i D 1; 2, be two bounded complete Reinhardt strictly
pseudoconvex (respectively C!-smooth pseudoconvex) domains in QVn D f.x; y; z/ 2
C3: xy D znC1 }. If

�
.˛;ˇ/
V1
D �.˛;ˇ/V2

; �
.˛;ˇ/
V1
D �.˛;ˇ/V2

; �
.˛;p;q/
V1

D �.˛;p;q/V2
;

!
.˛1; ˛2; p1; p2/
V1

D !.˛1; ˛2; p1; p2/V2
;

where

˛ > 1; ˛ > n

nC 1ˇ; 0 6 p; q 6
�

nC 1
n

˛

�

; p ¤ q;

0 6 pi 6
�

nC 1
n

˛i

�

; ˛i > 1; ˛1 ¤ ˛2; i D 1; 2;

then there exists an automorphism‰ D . 1;  2;  3/ of An-variety QVn D f.x; y; z/ 2
C3 W xy D znC1g given by either

. 1;  2;  3/ D
�k�10kM2

k�00kM2

k�00kM1

k�10kM1

x;
k�n;nC1kM2

k�00kM2

k�00kM1

k�n;nC1kM1

y;
k�11kM2

k�00kM2

k�00kM1

k�11kM1

z

�

;

or

. 1;  2;  3/ D
�k�10kM2

k�00kM2

k�00kM1

k�n;nC1kM1

y;
k�n;nC1kM2

k�00kM2

k�00kM1

k�10kM1

x;
k�11kM2

k�00kM2

k�00kM1

k�11kM1

z

�

:

such that‰ sends V1 to V2.

As an immediate corollary of Theorem 3.8 above, we have the following
theorem.
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Theorem 3.9 ([10]) The moduli space of bounded complete Reinhardt strictly
pseudoconvex (respectively C!-smooth pseudoconvex) domains in An-variety QVn D
f.x; y; z/ 2 C3 W xy D znC1g is given by the image of the map ˆ W fV W V a bounded
complete Reinhardt strictly pseudoconvex (respectively C!-smooth pseudoconvex)
domain in QVng ! R1, where the component function of ˆ are the invariant
functions

�.˛;ˇ/; �.˛;ˇ/; �.˛;p;q/; !.˛1; ˛2; p1; p2/;

˛ > 1; ˛ > n

nC 1ˇ; 0 6 p; q 6
�

nC 1
n

˛

�

; p ¤ q;

0 6 pi 6
�

nC 1
n

˛i

�

; ˛i > 1; ˛1 ¤ ˛2; i D 1; 2:

defined in Theorem 3.7.

The following theorem says that the biholomorphic equivalence problem for
bounded complete Reinhardt domains in An-variety QVn is the same as the biholo-
morphic equivalence problem for the corresponding bounded complete Reinhardt
domains in C2.

Theorem 3.10 ([10]) Let � W C2 ! QVn D f.x; y; z/ 2 C3 W xy D znC1g be the
quotient map given by �.z1; z2/ D .znC1

1 ; znC1
2 ; z1z2/. Let Vi, i D 1; 2, be bounded

complete Reinhardt domains in QVn such that Wi WD ��1.Vi/; i D 1; 2; are bounded
complete Reinhardt domain in C2. Then V1 is biholomorphic to V2 if and only if W1

is biholomorphic to W2. In particular, V1 is biholomorphic to V2 if and only if there
exists a biholomorphism ˆ W V1 ! V2 given by ˆ.x; y; z/ D .anC1x; bnC1y; abz/ or
ˆ.x; y; z/ D .anC1y; bnC1x; abz/ where a; b > 0.

As a corollary of Theorems 3.10 and 3.9, we have the following theorem.

Theorem 3.11 ([10])

(1) Let W D fW W W D ��1.V/ where V is a bounded complete Reinhardt domain
in An-variety} be the space of bounded complete Reinhardt domains in C2 which
are invariant under the action of the cyclic group of order nC 1 on C2. Then

�.˛;ˇ/; �.˛;ˇ/; �.˛;p;q/; !.˛1; ˛2; p1; p2/;

˛ > 1; ˛ > n

nC 1ˇ; 0 6 p; q 6
�

nC 1
n

˛

�

; p ¤ q;

0 6 pi 6
�

nC 1
n

˛i

�

; ˛i > 1; ˛1 ¤ ˛2; i D 1; 2;

defined in Theorem 3.7 are invariants of W .
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(2) Let WP D fW W W D ��1.V/ where V is a complete Reinhardt pseudoconvex
C!-smooth domain in An-variety} and WSP D fW W W D ��1.V/ where V
is a complete Reinhardt strictly pseudoconvex domain in An-variety}. Then the
moduli space of WP (respectively WSP) is given by the image of the map Q̂ P W
WP ! R1 (respectively Q̂ SP W WSP ! R1), where the component functions
of Q̂ P (respectively Q̂ SP) are the invariant functions

�.˛;ˇ/; �.˛;ˇ/; �.˛;p;q/; !.˛1; ˛2; p1; p2/;

˛ > 1; ˛ > n

nC 1ˇ; 0 6 p; q 6
�

nC 1
n

˛

�

; p ¤ q;

0 6 pi 6
�

nC 1
n

˛i

�

; ˛i > 1; ˛1 ¤ ˛2; i D 1; 2;

defined in Theorem 3.7. In particular, the moduli space of WP (respectively
WSP) is the same as the moduli space of bounded complete Reinhardt pseudo-
convex C!-smooth domains (respectively bounded complete Reinhardt strictly
pseudoconvex domains) in An-variety QVn D f.x; y; z/ 2 C3 W xy D znC1g.

It is an interesting question to study the geometry of the moduli space of bounded
complete Reinhardt domains in An-variety. As an example, we look at two families
of domains in An-variety and construct the moduli space of these families explicitly.
More specifically, consider

V.d/
.a;b;c/ D f.x; y; z/W xy D z2; ajxj2d C bjyj2d C cjzj2d < "0g:

Here we assume that a; b; c are strictly greater than zero, and d is a fixed integer
greater than or equal to one. This is a 3 parameters family of pseudoconvex domains
in A1-variety QV1 D f.x; y; z/ 2 C3 W xy D z2g. Using our Bergman function theory,
we can write down the explicit moduli space of this family as shown in the following
theorem by means of the invariant

�.˛;ˇ/ D .�.˛;ˇ//
1
2 � .�.n˛�.n�1/ˇ;.nC1/˛�nˇ//

1
2

.�.˛;˛//
1
2

; for n D 1:

Theorem 3.12 ([10]) Let

V.d/
.a;b;c/ D f.x; y; z/ 2 C

3W xy D z2; ajxj2d C bjyj2d C cjzj2d < "0g:

Let 	 denote the biholomorphic equivalence. Then the map

'W fV.d/
.a;b;c/g ! RC; V.d/

.a;b;c/ 7! �.2d�1;d�1/
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is injective up to a biholomorphism equivalence. More precisely, the induced map

Q'W fV.d/
.a;b;c/g=	! RC

is one-to-one map from fV.d/
.a;b;c/g=	 onto

�

0;
2

�

�

. So the moduli space of fV.d/
.a;b;c/g

is an open interval

�

0;
2

�

�

.

The biholomorphically equivalent problem of domains in A1-variety is not only
interesting in its own right, but also has application to the classical biholomorphi-
cally equivalent problem of domains in C

2. In fact, let

W.d/
.a;b;c/ D f.x; y/W ajxj2d C bjyj2d C cjxyjd < "0g

Corollary 3.1 ([10]) The moduli space of W.d/
.a;b;c/ is the same as the moduli space

of V.d/
.a;b;c/, which is .0; 2

�
/.

As an application to the above theory, it is easy to compute explicitly the invariant
�.3;1/ for two domains V.1/

.1;1;1/ and V.2/

.1;1;1/ in A1-variety. As a consequence, we see

that V.1/

.1;1;1/ is not biholomorphic to V.2/

.1;1;1/ and the domain W.1/

.1;1;1/ in C
2 is not

biholomorphic to the domain W.2/

.1;1;1/ in C2.
One of the basic problems in complex geometry is to find a reasonable object

which parametrizes all non-isomorphic complex manifolds. This is the well known
moduli problem. Let D1 and D2 be two domains in Cn. One of the most fundamental
problems in complex geometry is to find necessary and sufficient conditions which
will imply that D1 and D2 are biholomorphically equivalent. For n D 1, the
celebrated Riemann mapping theorem states that any simply connected domains
in C are biholomorphically equivalent. For n � 2, there are many domains which
are topologically equivalent to the ball but not biholomorphically equivalent to the
ball [36]. Poincaré studied the invariance properties of the CR manifolds, which
are real hypersurfaces in Cn, with respect to biholomorphic transformations. The
systematic study of such properties for real hypersurface was made by Cartan [7]
and later by Chern and Moser [8]. A main result of the theory is the existence
of a complete system of local differential invariants for CR-structures on real
hypersurface. In 1974, Fefferman [13] proved that a biholomorphic mapping
between two strongly pseudoconvex domains is smooth up to the boundaries and
the induced boundary mapping is a CR-equivalence on the boundary. Thus, one can
use Chern-Moser invariants to study the biholomorphically equivalent problem of
two strongly pseudoconvex domains. Using the Chern-Moser theory, Webster [44]
gave a complete characterization when two ellipsoids in Cn are biholomorphically
equivalent. In 1978, Burns Shnider and Wells [6] showed that the number of
moduli of a moduli space of a strongly pseudoconvex bounded domain has to be
infinite. Thus the moduli problem of open manifolds is really a very difficult one.
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Lempert [27] made significant progress in the subject. He was able to construct the
moduli space of bounded strictly convex domains of Cn with marking at the origin.
Although the theory established by Lempert is beautiful, the computation of his
invariants is a hard problem.

In [10], Du and Yau studied the moduli problem of complete Reinhardt domains
in C2. The main tool to solve this moduli problem with geometry information is the
new biholomorphic invariant Bergman function defined by Yau [50]. In fact Yau’s
Bergman function theory can also solve the biholomorphic equivalence problem
or moduli problem for complete Reinhardt pseudoconvex domains in Cn for all
n � 2. In order to describe the complete biholomorphic invariants of bounded
complete Reinhardt domains in Cn, we introduce the following notations. Let Sn

be the symmetric group of degree n. Recall that group ring RŒSn� is a ring of the
form RŒ	1; 	2; : : : ; 	nŠ� with 	i 2 Sn for 1 6 i 6 nŠ. Let

P

i
xi	i and

P

j
yj	j, where

xi; yj are in R, be two elements in RŒSn�. Then

.
X

i

xi	i/.
X

j

yj	j/ WD
X

i;j

xiyj.	i � 	j/;

where 	i � 	j is the product in the group Sn. We shall consider RŒSn� � � � � � RŒSn�

the product of the group ring with itself. Such a product has a natural Sn-module
structure in the following manner. Let � 2 Sn and .

P

i
xi	i; � � � ;P

i
yi	i/ 2 .RŒSn� �

� � � � RŒSn�/. Then

�.
X

i

xi	i; � � � ;
X

i

yi	i/ D .
X

i

xi.	i�/; � � � ;
X

i

yi.	i�//:

Definition 3.6 Two elements f ; g in RŒSn� � � � � � RŒSn� are said to be equivalent
and denoted by f 	 g if there exists a � 2 Sn such that �.f / D g.

Let Ę D .˛1; : : : ; ˛n/ be an n-tuple of nonnegative integers. Denote � Ę D�Qn
ĘD1 z˛i

i

	
dz1 ^ dz2 ^ � � � ^ dzn: For a domain D in Cn, we shall use notation

k� Ęk2D WD
R

D � Ę ^ � Ę: In [9], the authors showed that all biholomorphic invariants
of a bounded complete Reinhardt domains are contained in .RŒSn��� � ��RŒSn�/= 	
where there are nŠ copies of RŒSn� and 	 is the equivalence relation defined in
Definition 3.6.

Theorem 3.13 ([9]) Let D be a bounded complete Reinhardt domain in Cn. Let
Ę D .˛1; : : : ; ˛n/ be a n-tuple of nonnegative integers and 	 2 Sn. Denote

g	D. Ę/ D
k�E0k†˛i�1

D k�
	. Ę/kD

nQ

iD1
k�Eei
k˛	.i/D
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where 	. Ę/ D .˛	.1/; : : : ; ˛	.n// and Eei D .0; : : : ; 0; 1; 0; : : : ; 0/ with 1 in the ith
component. Then for all n-tuple of nonnegative integers

Ě
1; � � � ; ĚnŠ; �. Ě

1;��� ; ĚnŠ/
D D .

X

	2Sn

g	D. Ě1/	; � � � ;
X

	2Sn

g	D. ĚnŠ/	/

as an element in .RŒSn��� � ��RŒSn�/= 	 is a biholomorphic invariant. In fact, if D1

and D2 are two such domains which are biholomorphically equivalent, then there
exists a � 2 Sn such that

g	D. Ę/ D g	 ��
D2 . Ę/ 8	 2 Snand 8 Ę n-tuple of nonnegative integers.

The invariants in Theorem 3.13 are complete invariants for bounded complete
Reinhardt pseudoconvex domains with C1 boundaries.

Theorem 3.14 ([9]) Let Di, i D 1; 2, be two bounded complete Reinhardt pseu-
doconvex domains in Cn with C1 boundaries. If for all Ę1; � � � ; ĘnŠ n-tuples of

non-negative integers, �. Ę1;��� ; ĘnŠ/
D1

D �. Ę1;��� ; ĘnŠ/
D2

in .RŒSn� � � � � � RŒSn�/= 	; where

�
. Ę1;��� ; ĘnŠ/
D D .

X

	2Sn

g	D. Ę1/	; � � � ;
X

	2Sn

g	D. ĘnŠ/	/;

then there exists � 2 Sn and a biholomorphic map

‰�.z1; : : : ; zn/ D .a1z�.1/; : : : ; anz�.n//;

where ai D k�
E0
kD1k�

Eei
kD2

k�
Ee�.i/

kD1k�
E0
kD2

, such that ‰� sends D1 onto D2.

Theorems 3.13 and 3.14 above give a complete characterization of two bounded
complete Reinhardt domains with real analytic boundaries in Cn to be biholomor-
phically equivalent in terms of the group ring .RŒSn� � � � � � RŒSn�/= 	. In case
n D 2, we can actually write down the complete numerical invariants for two
bounded complete Reinhardt domains with real analytic boundaries in C2 to be
biholomorphically equivalent.

Theorem 3.15 ([9]) Let D1;D2 be two bounded complete Reinhardt pseudoconvex
domains in C2 with C1 boundaries. Then D1 is biholomorphic to D2 if and only if

.1/ gD1 .˛1; ˛2/C gD1.˛2; ˛1/ D gD2 .˛1; ˛2/C gD2 .˛2; ˛1/

.2/ gD1 .˛1; ˛2/gD1 .˛2; ˛1/ D gD2.˛1; ˛2/gD2 .˛2; ˛1/

.3/ .gD1 .˛1; ˛2/ � gD1 .˛2; ˛1//.gD1 .ˇ1; ˇ2/ � gD1 .ˇ2; ˇ1//

D .gD2.˛1; ˛2/� gD2.˛2; ˛1//.gD2.ˇ1; ˇ2/� gD2.ˇ2; ˇ1//
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for all non-negative integers ˛i; ˇi, where

gDi.˛1; ˛2/ D
k�E0k˛1C˛2�1Di

k�.˛1;˛2/kDi

2Q

jD1
k�Eej
k˛j

Di

Corollary 3.2 ([9]) The moduli space of bounded complete Reinhardt domains
with C1 boundaries in C2 can be constructed explicitly as the image of the complete
family of numerical invariants: gD.˛1; ˛2/C gD.˛2; ˛1/, gD.˛1; ˛2/gD.˛2; ˛1/ and

.gD.˛1; ˛2/ � gD.˛2; ˛1//.gD.ˇ1; ˇ2/� gD.ˇ2; ˇ1//

8 ˛i; ˇi non-negative integers.

In order to find the complete numerical biholomorphic invariants of bounded
complete Reinhardt domain in Cn for n > 3, we need to consider the finite
symmetric group Sn D f�1; �2; : : : ; �nŠg of degree n acting on the affine space
CnŠnŠ D CnŠ � � � � � CnŠ; which is the product of nŠ copies of CnŠ, in the following
manner. Let 	 2 Sn and

.x�1 ; : : : ; x�nŠ I � � � I y�1 ; : : : ; y�nŠ / 2 C
nŠ � � � � �C

nŠ D C
nŠnŠ:

Then

	 � .x�1 ; : : : ; x�nŠ I � � � I y�1 ; : : : ; y�nŠ / D .x�1	 ; : : : ; x�nŠ	 I � � � I y�1	 ; : : : ; y�nŠ	 /:

Since Sn is linearly reductive, by Hilbert Theorem, the ring of invariants

CŒx�1 ; : : : ; x�nŠ I � � � I y�1 ; : : : ; y�nŠ �
Sn

is finitely generated. Moreover, the generators can be listed explicitly by Göbel’s
theorem [15]. Before we give the statement of Göbel’s theorem, we shall introduce
some definitions first.

Definition 3.7 Suppose that a finite group G acts as permutations on a finite set X.
We then refer to X together with the G-action as a finite G-set. A subset B � X is
called an orbit if G permutes the elements of B among themselves and the induced
permutation action of G on B is transitive.

Definition 3.8 If K D .k1; � � � ; kn/ is an n-tuple of non-negative integers, then K
is called an exponent sequence. The associated partition of K is the ordered set
consisting of the n numbers k1; � � � ; kn rearranged in weakly decreasing order. We
denote by �.K/ the partition associated to K, so

�.K/ D .�1.K/ � �2.K/ � � � � � �n.K//
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and the n-tuple .�1.K/; �2.K/; � � � ; �n.K// is a permutation of k1; � � � ; kn. The
monomial xK is called special if the associated partition �.K/ of the exponent
sequence K satisfies

.1/ �i.K/� �iC1.K/ � 1 for all i D 1; � � � ; n � 1 and

.2/ �n.K/ D 0:

Notice that if two exponent sequences A and B are permutations of each other,
then �.A/ D �.B/.
Theorem 3.16 Let G be a finite group, X a finite G-set, and R a commutative ring.
Then the ring of invariants RŒX�G is generated as an algebra by ejXj D

Q

x2X
x, the top

degree elementary symmetric polynomial in the elements of X, and the orbit sums of
special monomials.

Theorem 3.17 ([9]) Let f1; : : : ; fN 2 CŒx�1 ; : : : ; x�nŠ I : : : I y�1 ; : : : ; y�nŠ �
Sn be the

generators of the ring of invariant polynomials computed by Theorem 3.16. Let D
be a bounded complete Reinhardt domain in Cn. Then, for Ę1; Ę2; : : : ; ĘnŠ n-tuples
of non-negative integers,

f1.g
�
D. Ę1/; : : : ; g�D. ĘnŠ//�2Sn ; : : : ; fN.g

�
D. Ę1/; : : : ; g�D. ĘnŠ//�2Sn

are biholomorphic invariants, where

g�D. Ě/ D
k�E0k

P
ˇi�1

D k�
�. Ě/kD

Qn
iD1 k�Eei

k�.i/D

; Ě D .ˇ1; ˇ2; : : : ; ˇn/

The following theorem says that the above invariants are actually complete in
case the domain D is pseudoconvex.

Theorem 3.18 ([9]) Let Di, i D 1; 2, be two bounded complete Rein-
hardt pseudoconvex domains in Cn with C1 boundaries. Let f1; : : : ; fN 2
CŒx�1 ; : : : ; x�nŠ I : : : I y�i ; : : : ; y�nŠ �

Sn be the generators of the ring of invariant
polynomials computed by Theorem 3.16. If for all Ę1; : : : ; ĘnŠ n-tuples of non-
negative integers

fi.g
�
D1
. Ę1/; : : : ; g�D1. ĘnŠ//�2Sn D fi.g

�
D2
. Ę1/; : : : ; g�D2 . ĘnŠ//�2Sn ;

i D 1; 2; : : : ;N;

then there exists 	 2 Sn and a biholomorphic map

‰	 WCn ! C
n; ‰	 .z1; : : : ; zn/ D .a1z	.1/; : : : ; anz	.n/ /;
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where

ai D k�EokD1k�Eei
kD2

k�e�.i/kD1k�EokD2

;

such that‰	 sends D1 onto D2.

Corollary 3.3 ([9]) The moduli space of bounded complete Reinhardt pseudocon-
vex domains with C1 boundaries in Cn can be constructed explicitly as the image of
the complete family of numerical invariants fi.g�D. Ę1/; : : : ; g�D. ĘnŠ//�2Sn , 1 6 i 6 N,
where Ę1; : : : ; ĘnŠ are all possible n-tuples of nonnegative integers.

Remark 3.1 One can compute explicitly the relation of the generators

f1; : : : ; fN 2 CŒx�1 ; : : : ; x�nŠ I : : : I y�i ; : : : ; y�nŠ �
Sn :

These relations define an algebraic variety in R1 where the moduli space lies.

For complete Reinhardt pseudoconvex domains with real analytic boundaries, we
can use fewer numerical invariants to characterize these domains. More precisely,
we have the following theorems.

Theorem 3.19 ([9]) Let Di, i D 1; 2, be two bounded complete Reinhardt pseudo-
convex domains in Cn with real analytic boundaries. Then D1 is biholomorphically
equivalent to D2 If and only if for all Ę n-tuple of non-negative integers, � Ę

D1
D � Ę

D2

in RŒSn�= 	 where � Ę
Di
D P

	2Sn

g	Di
. Ę/	 . In this case, there exists � 2 Sn and a

biholomorphic map

‰�.z1; : : : ; zn/ D .a1z�.1/; : : : ; anz�.n//;

where ai D k�
E0
kD1k�

Eei
kD2

k�
Ee�.i/

kD1k�
E0
kD2

, such that ‰� sends D1 onto D2.

Theorem 3.20 ([9]) Let D1;D2 be two bounded complete Reinhardt pseudoconvex
domains in C2 with real analytic boundaries. Then D1 is biholomorphic to D2 if and
only if

gD1 .˛1; ˛2/C gD1 .˛2; ˛1/ D gD2 .˛1; ˛2/C gD2.˛2; ˛1/

gD1 .˛1; ˛2/gD1 .˛2; ˛1/ D gD2 .˛1; ˛2/gD2 .˛2; ˛1/

for all non-negative integers ˛1; ˛2, where

gDi.˛1; ˛2/ D
k�E0k˛1C˛2�1Di

k�.˛1;˛2/kDi

2Q

jD1
k�Eej
k˛j

Di
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Theorem 3.21 ([9]) Let Di, i D 1; 2, be two bounded complete Reinhardt pseudo-
convex domains in Cn with real analytic boundaries. Let

f1; : : : ; fN 2 CŒx�1 ; : : : ; x�nŠ �
Sn

be the generators of the ring of invariant polynomials computed by Theorem 3.16.
Then D1 is biholomorphically equivalent to D2 if and only if for all Ę n-tuples of
nonnegative integers

fi.g
�
D1. Ę//�2Sn D fi.g

�
D2. Ę//�2Sn ; i D 1; : : : ;N:

In this case, there exists 	 2 Sn and a biholomorphic map ‰	 WCn ! C
n,

‰	.z1; : : : ; zn/ D .a1z	.1/; : : : ; anz	.n//, where

ai D
k�E0kD1k�Eei

kD2

k�e�.i/kD1k�E0kD2

such that‰	 sends D1 onto D2.

4 Complex Plateau Problem

Let X be a compact connected CR manifold of dimension 2n� 1 in CN . The famous
complex Plateau problem asks under what conditions on X, X will be a boundary
of a complex submanifold in CN . By a theorem of Harvey and Lawson [16], X is a
boundary of a unique complex variety V in CN . Therefore we need to understand
under what conditions on X, V will be a complex submanifold.

In 1963, J.J. Kohn solved the famous @-Neumann problem. Based on this work,
Kohn and Rossi [22] in 1965 introduced the fundamental CR invariants, the Kohn-
Rossi cohomology groups Hp;q

KR.X/. They proved the finite dimensionality of their
cohomology groups for 1 � q � n � 2 if X is strongly pseudoconvex. Following
Tanaka [42], we shall recall the definition of Kohn-Rossi cohomology groups as
follows.

Let fAk.X/; dg be the De-Rham complex of X with complex coefficients, and let
Hk.X/ be the De-Rham cohomology groups. There is a natural filtration of the De-
Rham complex as follows. For any integer p and k, put Ak.X/ D ƒk.CT.X/�/ and
denoted by Fp.Ak.X// the subbundle of Ak.X/ consisting of all � 2 Ak.X/ which
satisfy the equality

�.Y1; : : : ;Yp�1;Z1; : : : ;Zk�pC1/ D 0
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for all Y1; : : : ;Yp�1 2 CT.X/x and Z1; : : : ;Zk�pC1 2 Sx; x being the origin of �.
Then

Ak.X/ D F0.Ak.X// � F1.Ak.X// � � � � � Fk.Ak.X// � FkC1.Ak.X// D 0

setting Fp.Ak.X// D 
.Fp.Ak.X///, we have

Ak.X/ D F0.Ak.X// � F1.Ak.X// � � � � � Fk.Ak.X// � FkC1.Ak.X// D 0:

Since clearly dFp.Ak.X// � Fp.AkC1.X//, the collection fFp.Ak.X//g gives a
filtration of the De-Rham complex.

Definition 4.1 Hp;q
KR.X/, the Kohn-Rossi cohomology group of type .p; q/, is

defined to be the group Ep;q
1 .X/ of the spectral sequence fEp;q

r .X/g associated
with the filtration fFp.Ak.X//g.

More explicitly, let

Ap;q.X/ D Fp.ApCq.X//; Ap;q.X/ D 
.Ap;q.X//

Cp;q.X/ D Ap;q.X/
ı

ApC1;q�1.X/; Cp;q.X/ D 
.Cp;q.X//:

Since d W Ap;q.X/ ! Ap;qC1.x/ maps ApC1;q�1.X/ into ApC1;q.X/, it induces an
operator @b W Cp;q.X/! Cp;qC1.X/. Hp;q

KR.X/ are then the cohomology groups of the
complex fCp;q.X/; @bg.
Definition 4.2 Hk

h.X/, the holomorphic De-Rham cohomology group of degree k,
is defined to be the group Ek;0

2 .X/ of the spectral sequence fEp;q
r .X/g associated with

the filtration fFp.Ak.X//g.
More explicitly, recall Ep;q

0 .X/ D Cp;q.X/ and d0 W Cp;q.X/ �! Cp;qC1.X/ is the
map @b above. Note that Ek;0

0 .X/ D Ck;0.X/ D Ak;0.X/ � Ak.X/. Next,

Ep;q
1 .X/ D

Ker.d0 W Cp;q.X/ �! Cp;qC1.X//
Im.d0 W Cp;q�1.X/ �! Cp;q.X//

and d1 W Ep;q
1 .X/ �! EpC1;q

1 .X/ is the naturally induced map. In particular,

Ek;0
1 .X/ D ker.d0 W Ck;0.X/ �! Ck;1.X//

D f� 2 Ak;0.X/ W d� 2 AkC1;0.X/g

and d1 is just d on Ek;0
1 .X/ � Ak.X/. Ek;0

1 .X/ is called the space of holomorphic
k-forms on X. Denoting Ek;0

1 .X/ by Sk.X/, we have the holomorphic De Rham
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complex fSk.X/; dg. Then

Ek;0
2 .X/ D

Ker.d W Sk.X/ �! SkC1.X//
Im.d W Sk�1.X/ �! Sk.x//

D fclosed holomorphic k-forms on Xg
fexact holomorphic k-forms on Xg ;

is the holomorphic De Rham cohomology Hk
h.X/.

A strongly pseudoconvex complex manifold M is a modification of a Stein space
V with isolated singularities. In 1965, Kohn and Rossi [22] conjectured that in
general, either there is no boundary cohomology of the boundary X D @V in degree
.p; q/ for q ¤ 0, n�1, or it must result from the interior singularities of V . Yau [46]
solved the Kohn-Rossi conjecture affirmatively in 1981.

Theorem 4.1 (Yau [46]) Let X be a compact strongly pseudoconvex CR manifold
of dimension 2n � 1, n � 3, which is the boundary of a Stein space V with isolated
singularities x1; : : : ; xm. Then for 1 � q � n � 2,

Hp;q
KR.X/ '

mM

iD1
HqC1

fxig .V; �
p
V/;

where �p
V is the sheaf of germs of holomorphic p-forms on V. If x1; : : : ; xm are

hypersurface singularities, then

dim Hp;q
KR.X/ D

8
<

:

0 pC q � n � 2; 1 � q � n � 2
	1 C � � � C 	m pC q D n � 1; n; 1 � q � n � 2

0 pC q D nC 1; 1 � q � n � 2

where 	i is the number of moduli of V at xi.

Remark 4.1 Let f W .CnC1; 0/ �! .C; 0/ be a holomorphic function. Suppose
that V D fz 2 C

nC1 W f .z/ D 0g has isolated singularity of the origin. Then the
local moduli of V is the dimension of the parameter space of the semi universal
deformation space of .V; 0/. This number is 	 D dimCfz0; : : : ; zng

ı
.f ; fz0 ; : : : ; fzn/.

As a result of the above theorem, Yau answers the classical complex Plateau
problem for real codimension 3 CR in CnC1 satisfactory.

Theorem 4.2 (Yau [46]) Let X be a compact connected strongly pseudoconvex CR-
manifold of real dimension 2n � 1; n � 3, in the boundary of a bounded strongly
pseudoconvex domain D in CnC1. Then X is a boundary of the complex submanifold
V � D � X if and only if Kohn-Rossi cohomology groups Hp;q

KR.X/ are zero for
1 � q � n � 2.

For n D 2 in Theorem 4.2, X is a 3-dimensional CR manifold. The classical
complex Plateau problem remains unsolved for over a quarter of a century. The main
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difficulty is that the Kohn-Rossi cohomology groups are infinite dimensional in this
case. Let V be the complex variety with X as its boundary. Then the singularities of
V are surface singularities. In order to solve the classical complex Plateau problem
for n D 2, one would like to ask under what kind of condition on X, V will
have only very mild singularities. Our basic observation is the following. Although
Kohn-Rossi cohomology groups are infinite dimensional, we can derive from them
the holomorphic De Rham cohomology. Let M be a complex manifold. The k-
th holomorphic De Rham cohomology Hk

h.M/ of M is defined to be the d-closed
holomorphic k-forms quotient by the d-exact holomorphic k-forms. It is well known
that if M is a Stein manifold, then the holomorphic De Rham cohomology coincides
with the ordinary De Rham cohomology.

Definition 4.3 Let .V; x/ be an isolated singularity of dimension n. Let � W
.M;A/ �! .V; x/ be a resolution of singularity with A as exceptional set. Let

s D dim
.M � A; �n/
ı
Œd
.M � A; �n�1/C 
.M; �n/�:

s is an invariant of the singularity .V; x/. It turns out that the s-invariant plays an
important role in the relationship between Hn

h.M � A/ and Hn
h.M/.

Theorem 4.3 (Luk-Yau [31]) Let X be a compact connected .2n�1/-dimensional
.n � 2/ strongly pseudoconvex CR manifold. Suppose that X is the boundary of a n-
dimensional strongly pseudoconvex complex manifold M which is a modification of
a Stein space V with only isolated singularities fx1; : : : ; xmg. Let A be the maximal
compact analytic set in M which can be blown down to fx1; : : : ; xmg. Then

(1) Hq
h.X/ Š Hq

h.M � A/ Š Hq
h.M/ for 1 � q � n � 1.

(2) Hn
h.X/ Š Hn

h.M � A/; dim Hn
h.M � A/ D dim Hn

h.M/C s

where s D s1 C � � � C sm and si is the s-invariant of the singularity .V; xi/.

Remark 4.2 The above theorem in particular asserts that up to degree n � 1,
the holomorphic De Rham cohomology can extend across the maximal compact
analytic set.

Definition 4.4 A normal surface singularity .V; 0/ is Gorenstein if these exists a
nowhere vanishing holomorphic 2-form on V � f0g.

Recall that isolated hypersurface or complete intersection singularities are
Gorenstein. It is a natural question to ask for a characterization of Gorenstein surface
singularities with vanishing s-invariant.

Theorem 4.4 (Luk-Yau [31]) Let .V; 0/ be a Gorenstein surface singularity. Let
� W M �! V be a good resolution with A D ��1.0/ as exceptional set.
Assume that M is contractible to A. If s D 0, then .V; 0/ is a quasi-homogeneous
singularity, H1.A;C/ D 0, dim H1.M; �1/ D dim H2.A;C/ C dim H1.M;O/,
and H1

h.M/ D H2
h.M/ D 0. Conversely, if .V; 0/ is a two dimensional quasi-

homogeneous Gorenstein singularity and H1.A;C/ D 0, then the s-invariant
vanishes.
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Let X be a compact CR manifold with CR-structure S. For any C1 functions u,
there is a section @bu 2 
.S�

/ defined by .@bu/.L/ D Lu for any L 2 
.S/. This can
be generalized as follows:

Definition 4.5 A complex vector bundle E over X is said to be holomorphic if there
is a differential operator @E W 
.E/ �! 
.E˝ S

�
/ such that if Lu denotes .@Eu/.L/

for u 2 
.E/ and L 2 
.S/, then for any L1;L2 2 
.S/ and any C1 function f on
X:

(1) L.fu/ D .Lf /uC f .Lu/
(2) ŒL1;L2�u D L1L2u � L2L1u.

A solution u of the equation @Eu D 0 is called a holomorphic section.

The vector bundle OT.X/ D CT.X/
ı

S is holomorphic with respect to the

following @ D @ OT.X/. Let ! be the projection from CT.X/ to OT.X/. Take any

u 2 
. OT.X// and express it as u D !.Z/, Z 2 
.CT.X//. For any L 2 
.S/,
define .@u/.L/ D !.ŒL;Z�/. The section .@u/.L/ of OT.X/ does not depend on the
choice of Z and @u gives a section of OT.X/˝ S

�
. Further the operator @ satisfies the

conditions in Definition 4.5. The resulting holomorphic vector bundle OT.X/ is called
the holomorphic tangent bundle of X.

Lemma 4.1 If X is a real hypersurface in a complex manifold M, then the
holomorphic tangent bundle OT.X/ is naturally isomorphic to the restriction of X
of the bundle T1;0.M/ of all .1; 0/ tangent vectors to M.

Definition 4.6 Let X be a compact CR manifold of real dimension 2n� 1. X is said
to be a Calabi-Yau CR manifold if there exists a nowhere vanishing holomorphic
section in 
.ƒn OT.X/�/ where OT.X/ D CT.X/

ı
S is the holomorphic tangent bundle

of X.

Remark 4.3 (a) Let X be a compact CR manifold of real dimension 2n � 1 in Cn.
Then X is a Calabi-Yau CR manifold. (b) let X be a strongly pseudoconvex CR
manifold of real dimension 2n� 1 contained in the boundary of a bounded strongly
pseudoconvex domain in CnC1. Then X is a Calabi-Yau manifold.

The following theorem is a fundamental theorem toward the complete solution
of the classical complex Plateau problem for 3-dimensional strongly pseudoconvex
Calabi-Yau CR manifold in Cn. The theorem is interesting in its own right.

Theorem 4.5 (Luk-Yau [31]) Let X be a strongly pseudoconvex compact Calabi-
Yau CR manifold of dimension 3. Suppose that X is contained in the boundary of
a strongly pseudoconvex bounded domain D in Cn. If the holomorphic De Rham
cohomology H2

h.X/ D 0, then X is a boundary of a complex variety V in D
with boundary regularity and V has only isolated singularities in the interior and
the normalizations of these singularities are Gorenstein surface singularities with
vanishing s-invariant.
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Corollary 4.1 (Luk-Yau [31]) Let X be a strongly pseudoconvex compact CR
manifold of dimension 3. Suppose that X is contained in the boundary of a strongly
pseudoconvex bounded domain D in C3. If the holomorphic De Rham cohomology
H2

h.X/ D 0, then X is a boundary of a complex variety V in D with boundary
regularity and V has only isolated quasi-homogeneous singularities such that the
dual graphs of the exceptional sets in the resolution are star shaped and all the
curves are rational.

Before we proceed further, we need to introduce some invariants of singularities
as well as CR-invariants.

Let V be a n-dimensional complex analytic subvariety in CN with only isolated
singularities. In [47], Yau considered four kinds of sheaves of germs of holomorphic
p-forms

1. N�p
V WD ���p

M , where � W M �! V is a resolution of singularities of V .

2. NN�p
V WD ���p

VnVsing
where � W VnVsing �! V is the inclusion map and Vsing is the

singular set of V .
3. �p

V WD �p
CN=K

p, where K p D ff˛ C dg ^ ˇ W ˛ 2 �p
CN Iˇ 2 �p�1

CN I f ; g 2 I g
and I is the ideal sheaf of V in CN .

4. Q�p
V WD �p

CN=H
p, where H p D f! 2 �p

CN W !jVnVsing D 0g.
Clearly �p

V , Q�p
V are coherent. N�p

V is a coherent sheaf because � is a proper map.
NN�p

V is also a coherent sheaf by a theorem of Siu (cf. Theorem A of [38]). If V is a

normal variety, the dualizing sheaf !V of Grothendieck is actually the sheaf NN�n
V .

Definition 4.7 The Siu complex is a complex of coherent sheaves J� supported on
the singular points of V which is defined by the following exact sequence

0 �! N�� �! NN�� �! J� �! 0: (1)

Definition 4.8 Let V be a n-dimensional Stein space with 0 as its only singular
point. Let � W .M;A/ ! .V; 0/ be a resolution of the singularity with A as
exceptional set. The geometric genus pg, the irregularity q and g.p/ invariant of the
singularity are defined as follows (cf. [39, 47]):

pg WD dim
.MnA; �n/=
.M; �n/; (2)

q WD dim
.MnA; �n�1/=
.M; �n�1/; (3)

g.p/ WD dim
.M; �p
M/=�

�
.V; �p
V/: (4)

And recall that the s-invariant of the singularity is defined (cf. Definition 4.3) as
follows

s WD dim
.MnA; �n/=Œ
.M; �n/C d
.MnA; �n�1/�: (5)
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Lemma 4.2 ([31]) Let V be a n-dimensional Stein space with 0 as its only singular
point. Let � W .M;A/ ! .V; 0/ be a resolution of the singularity with A as
exceptional set. Let J� be the Siu complex of coherent sheaves supported on 0.
Then:

1. dimJn D pg;

2. dimJn�1 D q;
3. dimJi D 0, for 1 � i � n � 2:
Proposition 4.1 ([31]) Let V be a n-dimensional Stein space with 0 as its only
singular point. Let � W .M;A/ ! .V; 0/ be a resolution of the singularity with
A as exceptional set. Let J� be the Siu complex of coherent sheaves supported on 0.
Then the s-invariant is given by

s D dimHn.J�/ D pg � q (6)

and

dimHn�1.J�/ D 0 (7)

Let X be a compact connected strongly pseudoconvex CR manifold of real
dimension 3, in the boundary of a bounded strongly pseudoconvex domain D in CN .
By Harvey and Lawson [16], there is a unique complex variety V in CN such that
the boundary of V is X. Let � W .M;A1; � � � ;Ak/ ! .V; 01; � � � ; 0k/ be a resolution
of the singularities with Ai D ��1.0i/; 1 � i � k, as exceptional sets. Then the
s-invariant defined in Definition 4.8 is CR invariant, which is also called s.X/.

In order to solve the classical complex Plateau problem, we need to find
some CR-invariant which can be calculated directly from the boundary X and the
vanishing of this invariant will give the regularity of Harvey-Lawson solution to the

complex Plateau problem. For this purpose, we define a new sheaf NN�1;1
V .

Definition 4.9 Let .V; 0/ be a Stein germ of a 2-dimensional analytic space with an

isolated singularity at 0. Define a sheaf of germs NN�1;1
V by the sheaf associated to the

presheaf

U 7!< 
.U; NN�1
V/ ^ 
.U; NN�1

V/ >;

where U is an open set of V .

Lemma 4.3 ([11]) Let V be a 2-dimensional Stein space with 0 as its only singular
point in C

N. Let � W .M;A/ ! .V; 0/ be a resolution of the singularity with A as

exceptional set. Then NN�1;1
V is coherent and there is a short exact sequence

0 �! NN�1;1
V �! NN�2

V �! G .1;1/ �! 0 (8)
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where G .1;1/ is a sheaf supported on the singular point of V. Let

G.1;1/.MnA/ WD 
.MnA; �2
M/= < 
.MnA; �1

M/ ^ 
.MnA; �1
M/ >; (9)

then dimG
.1;1/
0 D dimG.1;1/.MnA/.

Thus, from Lemma 4.3, we can define a local invariant of a singularity which is
independent of resolution.

Definition 4.10 Let V be a 2-dimensional Stein space with 0 as its only singular
point. Let � W .M;A/ ! .V; 0/ be a resolution of the singularity with A as
exceptional set. Let

g.1;1/.0/ WD dimG
.1;1/
0 D dimG.1;1/.MnA/: (10)

We will omit 0 in g.1;1/.0/ if there is no confusion from the context.
Let � W .M;A1; � � � ;Ak/ ! .V; 01; � � � ; 0k/ be a resolution of the singularities

with Ai D ��1.0i/; 1 � i � k, as exceptional sets, and A D [iAi. In this case, we
still let

G.1;1/.MnA/ WD 
.MnA; �2
M/= < 
.MnA; �1

M/ ^ 
.MnA; �1
M/ > :

Definition 4.11 If X is a compact connected strongly pseudoconvex CR manifold of
real dimension 3which is the boundary of a bounded strongly pseudoconvex domain
D in DN . Suppose V in CN such that the boundary of V is X. Let � W .M;A D
[iAi; / ! .V; 01; � � � ; 0k/ be a resolution of the singularities with Ai D ��1.0i/,
1 � i � k, as exceptional sets. Let

G.1;1/.MnA/ WD 
.MnA; �2
M/= < 
.MnA; �1

M/ ^ 
.MnA; �1
M/ > (11)

and

G.1;1/.X/ WD S 2.X/= < S 1.X/ ^S 1.X/ > (12)

where S p are holomorphic cross sections of ^p. OT.X/�/. Then we set

g.1;1/.M n A/ WD dimG.1;1/.M n A/ (13)

g.1;1/.X/ WD dimG.1;1/.X/: (14)

Lemma 4.4 ([11]) Let X be a compact connected strongly pseudoconvex CR man-
ifold of real dimension 3 which bounds a bounded strongly pseudoconvex variety
V with only isolated singularities f01; � � � ; 0kg in CN. Let � W .M;A1; � � � ;Ak/ !
.V; 01; � � � ; 0k/ be a resolution of the singularities with Ai D ��1.0i/, 1 � i � k, as
exceptional sets. Then g.1;1/.X/ D g.1;1/.MnA/, where A D [Ai, 1 � i � k.
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By Lemma 4.4 and the proof of Lemma 4.3, we can get the following lemma
easily.

Lemma 4.5 Let X be a compact connected strongly pseudoconvex CR manifold of
real dimension 3, which bounds a bounded strongly pseudoconvex variety V with
only isolated singularities f01; � � � ; 0kg in CN. Then g.1;1/.X/ D P

i g.1;1/.0i/ D
P

i dimG
.1;1/
0i

.

The following proposition is to show that g.1;1/ is bounded above.

Proposition 4.2 ([11]) Let V be a 2-dimensional Stein space with 0 as its only
singular point. Then g.1;1/ � pg C g.2/.

The following theorem is the crucial part for the classical complex Plateau
problem.

Theorem 4.6 ([11]) Let V be a 2-dimensional Stein space with 0 as its only normal
singular point with C

�-action. Let � W .M;A/ ! .V; 0/ be a minimal good
resolution of the singularity with A as exceptional set, then g.1;1/ � 1.

In the paper [31], Luk and Yau gave a sufficient condition H2
h.X/ D 0 to

determine when X can bound some special singularities. However, even if both
H2

h.X/ and H1
h.X/ vanish, V still can be singular.

The CR invariants in Definition 4.11 (formula 14) can be used to give sufficient
and necessary conditions for the variety bounded by X being smooth after normal-
ization.

Theorem 4.7 ([11]) Let X be a strongly pseudoconvex compact Calabi-Yau CR
manifold of dimension 3. Suppose that X is contained in the boundary of a strongly
pseudoconvex bounded domain D in CN. Then X is a boundary of the complex
variety V � D � X with boundary regularity and the variety is smooth after
normalization if and only if s-invariant and g.1;1/.X/ vanish.

Corollary 4.2 ([11]) Let X be a strongly pseudoconvex compact CR manifold
of dimension 3. Suppose that X is contained in the boundary of a strongly
pseudoconvex bounded domain D in C3. Then X is a boundary of the complex sub-
manifold V � D � X if and only if s-invariant and g.1;1/.X/ vanish.

Corollary 4.3 ([11]) Let X be a strongly pseudoconvex compact Calabi-Yau CR
manifold of dimension 3. Suppose that X is contained in the boundary of a strongly
pseudoconvex bounded domain D in CN with H2

h.X/ D 0. Then X is a boundary of
the complex sub-manifold up to normalization V � D�X with boundary regularity
if and only if g.1;1/.X/ D 0.

Corollary 4.4 ([11]) Let X be a strongly pseudoconvex compact CR manifold
of dimension 3. Suppose that X is contained in the boundary of a strongly
pseudoconvex bounded domain D in C

3 with H2
h.X/ D 0. Then X is a boundary

of the complex sub-manifold V � D � X if and only if g.1;1/.X/ D 0.
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5 Minimal Embedding Dimension of Compact CR Manifold

Let us first consider a compact strongly pseudoconvex manifold X of dimension
2n� 1 where n � 3. As mentioned above, X can be CR embedded in some CN . It is
therefore of interest to study the minimal dimensional complex Euclidean space in
which X CR embeds. Our starting point is the Theorem 4.1 which provides us with
obstruction to CR embedding:

Theorem 5.1 Let X be a compact strongly pseudoconvex CR manifold of dimension
2n � 1; n � 3. Then X cannot be CR embedded in Cn unless all Hp;q

KR.X/ D 0,
1 � q � n � 2. Further, X cannot be CR embedded in CnC1 if one of the following
does not hold:

(1) Hp;q
KR.X/ D 0 for pC q � n � 2 and 1 � q � n � 2

(2) dim Hp;q
KR.X/ D dim Hp0;q0

KR .X/ for
pC q

p0 C q0
�

D n � 1; n and 1 � q; q0 � n � 2
(3) Hp;q

KR.X/ D 0 for pC q � nC 1 and 1 � q � n � 2.

We next consider an interesting class of CR manifolds.

Definition 5.1 Let X be a CR manifold with structure bundle S. Let ˛ be a smooth
S1-action on X and V be its generating vector field. The S1-action ˛ is called
holomorphic of LV
.S/ � 
.S/ where LV denotes the Lie derivative. It is called
transversal if V is transversal to S˚ S in CTX at every point of X.

For a CR manifold X which admits a transversal holomorphic S1-action, the
invariant Kohn-Rossi cohomology is defined as follows.

Definition 5.2 With the notation in Definition 5.1, consider first the differential
operator on k forms N W Ak.X/! Ak.X/ defined by N� D p�1LV�, � 2 Ak.X/.
Observe that N leaves invariant the spaces Ap;q.X/ and Cp;q.X/, and commutes with
the operators d and @b. Hence N acts on the cohomology groups Hp;q

KR.X/. Now define
the invariant Kohn-Rossi cohomology by QHp;q

KR.X/ D fc 2 Hp;q
KR.X/ W Nc D 0g.

For a compact strongly pseudoconvex CR manifold X of dimension 2n � 1; n �
3, which admits a transversal holomorphic S1-action, the invariant Kohn-Rossi
cohomology QHp;q

KR.X/, for 1 � pCq � 2n�N�1, are obstructions to CR embedding
in CN . This is implied by the following theorem.

Theorem 5.2 (Luk-Yau [33]) Let X be a compact strongly pseudoconvex CR
manifold of dimension 2n � 1; n � 3, which admits a transversal holomorphic
S1-action. Suppose that X is CR embeddable in C

N. Then QHp;q
KR.X/ D 0 for all

1 � pC q � 2n � N � 1.

The proof of Theorem 5.2 contains two main parts. The first part depends heavily
on the work of Lawson-Yau [26], which provides us with topological restrictions on
X. In particular it can be shown that the De Rham cohomology groups Hk.X/ D 0

for 1 � k � 2n � N � 1. The second part follows Tanaka’s differential geometric
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study on the @b cohomology groups [42]. The existence of the vector field V
with ŒV; 
.S/� � 
.S/ entails a formalism analogous to Kähler geometry linking
the various cohomology groups via harmonic forms. The details of the proof of
Theorem 5.2 are contained in [33].

For 3 dimensional compact strongly pseudoconvex CR manifolds, global CR
embedding in complex Euclidean space may fail and much work has been done on
this phenomenon. See for example [3, 5, 28]. We only remark that as a consequence
of the global invariants to be discussed in the next section, we find obstructions to
CR embedding in C

3, assuming that the 3-dimensional strongly pseudoconvex CR
manifold is CR embeddable in someCN to begin with. These obstructions provide us
with numerous examples of such 3-dimensional CR manifolds not CR embeddable
in C

3.

Remark 5.1 It is interesting to note that there are compact strongly pseudoconvex
3 dimensional CR manifolds with arbitrarily large minimal embedding dimensions.
For any positive integer N, take any 2-dimensional strongly pseudoconvex complex
manifold with maximal compact analytic set A which is a smooth rational curve
having self intersection number �N. The corresponding weighted dual graph is
hence

��N :

On blowing down A, one gets a 2-dimensional rational singularity .V; x/. The
minimal embedding dimension of .V; x/ is �A � A C 1 D N C 1. Let X be the
intersection of V with a small sphere centered at x. Then the minimal embedding
dimension of X is N C 1.

6 Global Invariants of Compact Strongly Pseudoconvex CR
Manifolds

As a first step towards the difficult classification problem of compact strongly
pseudoconvex CR manifolds [43], it would be useful to understand the following
notion of equivalence which is weaker than CR equivalence.

Definition 6.1 Assume that X1, X2 are compact strongly pseudoconvex embeddable
CR manifolds of dimension 2n � 1, n � 2. By [16, 17], there are unique complex
varieties V1 � CN1 and V2 � CN2 such that @V1 D X1, @V2 D X2, V1 and V2 have
only isolated normal singularities. X1;X2 are called algebraically equivalent if V1
and V2 have isomorphic singularities Y1;Y2, i.e. .V1;Y1/ Š .V2;Y1/ as germs of
varieties.
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Remark 6.1 It is not difficult to show that CR equivalence implies algebraic
equivalence. Hence all algebro-geometric invariants of the singularities of V are
CR invariants of X.

In case a compact strongly pseudoconvex CR manifold X of dimension 2n � 1
embeds in CnC1, n � 2, it is the boundary of a complex hypersurface V with isolated
singularities x1; : : : ; xm. In this case, an Artinian algebra can be associated to X as
follows.

Definition 6.2 With the above notation, let fi be a defining function of the germ
.V; xi/, 1 � i � m. Then the C-algebra Ai D OnC1

ı
.fi;

@fi
@z0
; : : : ;

@fi
@zn
/ is a

commutative local Artinian algebra called the moduli algebra of .V; xi/. The moduli
algebra is independent of the choice of defining function. We associate to the CR

manifold X the Artinian algebra A.X/ D
mL

iD1
Ai.

By the work of Mather-Yau [34] on isolated hypersurface singularities, it can be
shown that the associated Artinian algebras are complete algebraic CR invariants in
the following sense.

Theorem 6.1 (Luk-Yau [30]) Two compact strongly pseudoconvex real codimen-
sion 3 CR manifolds X1;X2 are algebraically equivalent if and only if the associated
Artinian algebras A.X1/, A.X2/ are isomorphic C-algebras.

Definition 6.3 With the above notation, let L.X/ be the algebra of derivations of
A.X/. Since A.X/ is finite dimensional as C-vector space and L.X/ is contained in
the endomorphism algebra of A.X/, consequently L.X/ is a finite dimensional Lie
algebra with the obvious Lie algebra structure.

Theorem 6.2 (Yau [48, 49]) With the above notation, L.X/ is a finite dimensional
solvable Lie algebra.

We remark that there are Torelli type examples in which the Lie algebras L.Xt/

associated to a family of compact strongly pseudoconvex real codimension 3 CR
manifolds Xt suffice to distinguish CR equivalence. For example, in the family Xt D
f.x; y; z/ 2 C3 W x6C y3C z2C tx4y D 0 and jxj2C jyj2C jzj2 D �2g where � > 0 is
a small fixed number and t 2 C with 4t2 C 27 ¤ 0, Xt1 ;Xt2 are CR equivalent if and
only if L.Xt1 /;L.Xt2 / are isomorphic Lie algebras.

Question 6.1 How can one compute A.X/ and L.X/ directly from X without going
through V?

For the rest of this section we consider embeddable 3 dimensional compact
strongly pseudoconvex CR manifolds. By taking resolutions of the singularities of
the subvariety V bounded by such a CR manifold X in complex Euclidean space,
numerical invariants under algebraic equivalence may be defined as follows.

Definition 6.4 Let � W M ! V be a resolution of the singularities Y of V such
that the exceptional set A D ��1.Y/ has normal crossing, i.e., the irreducible
components Ai of A are nonsingular, they intersect transversally and no three meet
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at a point. According to Artin [2], there exists a unique minimal positive divisor
Z, called the fundamental cycle, with support on A, such that Z � Ai � 0 for all
Ai. For any positive divisor D D †diAi, let OM.�D/ be the sheaf of germs of
holomorphic functions on M vanishing to order di on Ai, let OD D OM=OM.�D/

and let �.OD/ D
2P

iD0
.�1/i dim Hi.M;OD/. It can be proved that pf .X/ WD 1��.OZ/,

pa.X/ WD sup.1 � �.OD// where D ranges over all positive divisors with support
on A and pg.X/ WD dim H1.M;O/ are defined independent of the resolution � and
are invariants of X under algebraic equivalence. The detailed proofs are contained in
[32]. We refer to pf .X/; pa.X/ and pg.X/ as the fundamental genus, arithmetic genus
and geometric genus of X respectively.

The following facts are known:

• 0 � pf .X/ � pa.X/ � pg.X/
• pf .X/ D 0, pa.X/ D 0, pg.X/ D 0.

Further numerical invariants under algebraic equivalence are given by mZ.X/ WD
Z �Z, q.X/ WD dim H0.M�A; �1/

ı
H0.M; �1/, �.X/ WD K �KC�T .A/ and !.X/ WD

K � K C dim H1.M; �1/, where �1 is the sheaf of germs of holomorphic 1-form on
M, �T .A/ is the topological Euler characteristic of A and K is the canonical divisor
on M. These invariants are defined independent of the choice of the resolution � .
Since K is a divisor with rational coefficient, �.X/ and !.X/ are in general rational
numbers.

Using the above invariants, one may attempt a rough algebraic classification of
embeddable 3 dimensional compact strongly pseudoconvex CR manifolds.

Definition 6.5 An embeddable 3 dimensional compact strongly pseudoconvex CR
manifold X is called a rational (respectively elliptic) CR manifold if pa.X/ D 0

(respectively pa.X/ D 1).

If X is a rational or an elliptic CR manifold embeddable in C3 and M0 is the
minimal good resolution of the subvariety V bounded by X in C3, then the weighted
dual graph for the exceptional set of M0 is completely classified. The same also
holds for those X embeddable in C3 and has pg.X/ D 1. With the weighted dual
graphs classified, the topology of the embedding of the exceptional set in M0 is well
understood.

As an application, one obtains obstructions to embedding in C3 for the above
three classes of CR manifolds when their weighted dual graphs fail to have the
required forms. For example, a rational CR manifolds whose weighted dual graph is
not a direct sum of the graphs Ak, Dk, E6, E7, E8 is not embeddable in C3.

Similarly in view of the following theorem, one obtains numerical obstructions
to embedding in C3 for those CR manifolds failing the conditions in the theorem.
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Theorem 6.3 ([29, 32]) Let X be a compact strongly pseudoconvex 3-dimensional
CR manifold embeddable in C3. Then

(1) �.X/ and !.X/ are integers.
(2) 10pg.X/C !.X/ � 0
(3) If pa.X/ D 1, then �.X/ � �3
(4) If X admits a transversal holomorphic S1-action, then 6pg.X/C �.X/ > 0.

We remark that (4) depends on the Durfee conjecture which is solved by Xu and
Yau [45].
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Fatou Coordinates for Parabolic Dynamics

Tetsuo Ueda

1 Introduction

Parabolic maps have rich structure and their behavior can be described in terms
of the Fatou coordinates. In this article, we will first review, in the case of one
complex variable, the characterization of intrinsic structure of parabolic fixed
points. We will discuss how this description can be generalized for the case of
mappings in two variables. Polynomial automorphisms of C2 provide concrete
and interesting examples. We will review some basic definitions and results on
polynomial automorphisms and make remarks in the case of the maps with semi-
parabolic fixed points. Finally we will make an overview on the recent results in [3]
about bifurcations of semi-parabolic mappings.

2 Fatou Coordinates in One Variable

We will consider a holomorphic map in one complex variable of the form

x 7! xC A2x
2 C A3x

3 C � � � ;

defined in a neighborhood of 0 2 C. Such a map is said to have a parabolic fixed
point at 0. In this article we will treat only the case where A2 ¤ 0. Changing
coordinates by z D �1=.A2x/, we can regard this as a mapping defined in a
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neighborhood of z D1 in the Riemann sphere OC, of the form

z 7! f .z/ D zC 1C a1
z
C � � � : (1)

We choose a sufficiently large R0 > 0 and assume that f and its inverse f �1 are
both injective on fR0 < jzj � 1g and that jf .z/ � z � 1j < ı < 1 there.

Theorem 2.1 There exists a neighborhood U of1 and its subdomains B*;Bo with
the following properties:

(1) B* [ Bo D U n f1g.
(2) f .B*/ � B* and f njB* ! 1 when n ! 1; f �1.Bo/ � Bo and f �njBo ! 1

when n!1;
(3) The intersection B* \ Bo consists of two connected components UC and U�

which are invariant under f .

Theorem 2.2 There exist injective holomorphic functions '*=o on B*=o satisfying the
Abel equation '*=o.f .z// D '*=o.z/C1. These functions are determined uniquely up
to additive constants by either one of the following conditions:

(i) '*=o.z/ � z � a1 log z! const: when Re z! ˙1 (where log denotes a single
valued branch of the logarithm on B*=o;

(ii) d'*=o=dz! 1 when Re z!˙1;

The functions '*=o are called (incoming and outgoing) Fatou coordinates for f and
they are given by

'*=o.z/ D lim
n!1

˚
f ˙n.z/ � a1 log f ˙n.z/� n


C arbitrary const.

For the detail we refer to the original work [8] by Fatou or the standard text [14].
See also [19], where the two variable case is discussed. The argument is easily

adapted to one variable case.
On UC and U� we have Fatou coordinates '* and 'o. The relation between these

two Fatou coordinates are described in the following way:
We can choose K > 0 so that the images 'o.UC/ and 'o.U�/ contain UoC D

fIm � > Kg and Uo� D fIm � < �Kg, respectively. We define

h˙.�/ D '* ı .'o/�1.�/ on Uo
˙:
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Since we have h˙.�C 1/ D h˙.�/C 1 the functions h˙.�/� � are periodic with
period 1 and have Fourier expansion:

8
ˆ̂
ˆ̂
<̂

ˆ̂
ˆ̂
:̂

hC.�/ D � C
1X

kD0
cC

k exp.2�ik�/ on UoC ;

h�.�/ D � C
1X

kD0
c�

k exp.�2�ik�/ on Uo� :

If we choose Fatou coordinates Q'*.z/ D '* C ˛ and Q'o.z/ D 'o C ˇ, then

Qh˙.�/ D Q'* ı . Q'o/�1.�/ D '* ı .'o/�1.� � ˇ/C ˛ D h.� � ˇ/C ˛

The pair h D .hC; h�/ will be called the connection of the mapping f , (for '*=o).
Two connections h D .hC; h�/ and Qh D .QhC; Qh�/ are said to be equivalent if there
exist ˛ and ˇ such that Qh˙.�/ D h.� � ˇ/C ˛.

The following result due to Écalle and Voronin gives an intrinsic characterization
of the structure of parabolic fixed points (cf., [7, 22]).

Theorem 2.3 The map f determines an equivalence class of connections and two
mappings f1 and f2 are conjugate if and only if their connections are equivalent.
Conversely, for a given pair .hC; h�/, there exists a mapping of the form (1) that
has .hC; h�/ as its connection.

Voronin’s proof is sketched as follows: When a connection .hC; h�/ is given,
we construct a Riemann surface by patching two domains corresponding to B* and
Bo using this connection. The crucial point is to show that the resulting Riemann
surface is conformally equivalent to a punctured disk. Then, we can fill the puncture
and obtain the desired map that has the filled puncture as the fixed point.

Global maps Now suppose that f is a holomorphic self map of the Riemann sphere
OC (i.e. rational function) with a parabolic fixed point, which we assume to be 1.
By the parabolic basin B to1, we mean the set of points in OC whose forward orbits
tend to1 locally uniformly. We have B D Sn�1 f �n.B*/.

Then the incoming Fatou coordinate '* can be continued to a holomorphic
function on B, with the use of the Abel’s equation '*.f .z// D '*.z/C 1. We denote
by H D .'o/�1 the inverse of the outgoing Fatou coordinate 'o. Then, using the
equation H.� C 1/ D f ı H.�/, the map H can be continued to a holomorphic map
H W C ! OC. Setting � D H�1.B/ � C (�-plane), the map h can continued to a
mapping

h D '* ı H W �! B:
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Simultaneous linearization We can regard a parabolic fixed point as a limit of
hyperbolic fixed points, i.e. attracting or repelling fixed points (cf. [21]). Let

f�.z/ D �zC a2z
2 C � � �

be a family of maps with fixed point 0 depending on the parameter �. When 0 <
j�j < 1, the origin is an attracting fixed point and there are a neighborhood U� of 0
and a holomorphic function  �.z/ on U� satisfying the Schröder equation

 �.f�.z// D � �.z/ .z 2 U�/

Suppose that � tends to 1 from inside of the unit disk non tangentially. We can
choose U� in such a way that they tend to an open set U with 0 on its boundary. We
set

'�.z/ D 1

 �.z/
C �

� � 1
Thus the Fatou coordinate is regarded as the limit of modified linearizing coordi-
nates of attracting maps, and '�.z/ tends to the incoming Fatou coordinate for f1.z/.

Problems

1. Give a similar description for 2-dimensional maps with (semi-)parabolic fixed
points. Specifically give an intrinsic characterization of conjugacy classes of
these maps using (2-dimensional versions of) connections.

In the next section we see a partial answer for this problem. A complete
answer seems to be still not known.

2. When a 2-dimensional map with a semi-attracting fixed point is perturbed in a
good direction, this splits into a pair of an attracting fixed point and a saddle
point. We will be able to regard the Fatou coordinates as limits of the linearizing
coordinates for the attracting point and saddle.

3 Semi-parabolic (Semi-attracting) Fixed Points

Let M be a complex manifold of dimension 2 and F W M ! M be a holomorphic
automorphism of M. Suppose that this map has a fixed point O 2 M, i.e., F.O/ D O,
and that the differential F0.O/ of F at O has eigenvalues 1 and b with 0 < jbj < 1.
In this case, the origin is said to be a semi-parabolic fixed point of F. Then we can
choose a local coordinate system .x; y/ so that F takes the form

�
x; y
	 7!

�
xC

X

jCk�2
ajkxjyk; byC

X

jCk�2
bjkxjyk

�
:

In what follows we pose the condition a20 ¤ 0.
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Convergence by forward and backward iterations Let us first look at the
dynamical structure of the fixed points of this type. What are the sets of points
that converge (pointwise or locally uniformly) to the fixed point O under forward or
backward iterations of F? The answer to this question is given in terms of the sets
B; C and † defined as follows. (We refer to [19, 20] for the detail. See also [9].)

We define the Basin of local uniform convergence B by

B D fp 2 M j Fn ! O .n!1/ locally uniformly g:

This set B is a connected open set biholomorphic to C2. The fixed point O is on the
boundary @B of B. Further there exists a biholomorphic map ˆ W B! C2 such that
FjB is conjugate to a translation on C2:

where G stands for the translation .u; v/ 7! .uC 1; v/
The Strong stable curve (Stable manifold corresponding to the eigenvalue b) is

defined as a holomorphic map � W C! M with �.0/ D O; �0.0/ ¤ 0 satisfying the
following commutative diagram.

where b stands for the multiplication t! bt.
We will also call the image C WD �.C/ the strong stable curve. The set C lies on

the boundary @B of B and the union B [ C is the sets of all points that are attracted
(pointwise) to O by the forward iterations of F.

There exists a holomorphic map H W C ! M satisfying F ı H.�/ D F.� C 1/,
i.e.,

where 	1 stands for the translation by 1.
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By the Asymptotic curve (or the unstable manifold), we mean either this map or
its image† D H.C/ � M. Then †[ fOg is the set of all points that are attracted to
O by the backward iterations of F.

Fatou coordinates We define the incoming Fatou coordinate on B by '*.p/ D
u ı ˆ.p/. Here ˆ W B ! C2 is the biholomorphic map and u stands for the
first component of this map. The function '* gives the information on the ‘future’
behavior of points in B. This satisfies the Abel’s functional equation

'*.F.p// D '*.p/C 1 .p 2 B/:

We define the outgoing Fatou coordinate 'o W † ! C to be the inverse map of
H W C ! †. This gives the information on the ‘past’ of points in †. This satisfies
the equation

'o.F.p// D 'o.p/C 1 .p 2 †/

Structure of the intersection † \ B If a point is in the intersection of B and †,
both of its forward and backward orbits converges to the fixed point O. Investigation
of these points are important since, when the map F is perturbed, they can yield
periodic points.

We have both incoming and outgoing Fatou coordinates on B \ †, and thus its
structure can be described using the relation between the two Fatou coordinates. For
this purpose we define � to be the biholomorphic image of B \ † on the complex
plane of the outgoing Fatou coordinate:

� D 'o.B \†/ D H�1.B \†/:

Proposition 3.1 (1) � is invariant under the translation � 7! � C 1.
(2) � contains fj Im �j > Rg if R > 0 is sufficiently large.
(3) Suppose that M is a Stein manifold (for example M D C

2). Then � has at least
two connected components, one of which �C contains fIm � > Rg and another
�� contains fIm � < �Rg. Further all the connected components are simply
connected.

The assertion (1) follows from the fact that B\† is invariant under F. (2) follows
from the local property of a semi-attracting fixed point. (3) follows from the fact that
B is a Runge domain (see [3] for the detail).

Now we consider the function

h D '* ı .'o/�1 W �! C
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This satisfies the functional equation h.� C 1/ D h.�/ C 1. Hence h.�/ � � is a
periodic function with period 1. We have the expressions on �˙:

8
ˆ̂
ˆ̂
<̂

ˆ̂
ˆ̂
:̂

hC.�/ D � C cC
0 C

1X

nD1
cC

n exp.2n�i�/ � 2 �C

h�.�/ D � C c�
0 C

1X

nD1
c�

n exp.�2n�i�/ � 2 ��

The Fatou coordinates are unique up to additive constants, and the map F
determines the equivalence class of the pair .hC; h�/ as in Sect. 1. We will choose
the Fatou coordinates so that cC

0 C c�
0 D 0 holds.

Transition maps For a map F with a semi-attracting fixed point, we define the
family of transition maps T˛ W B! † with parameter ˛ 2 C by

T˛ D .'o/�1 ı 	˛ ı '*

Here 	˛ denotes the translation � 7! � C ˛.
The reason for making this definition may be unclear: There is no relation

between the future behavior of a point in B and the past behavior of a point on†. So
there seems to be no reason to make correspondence between these two points—as
long as we are looking at only the map F. Though the transition maps are defined
only in terms of the map F, they can be regarded as approximations of the dynamics
when F is perturbed in adequate direction. Thus the transition maps will serve to
give description of the perturbations in terms the unperturbed map F.

We consider the restriction of the map T˛ toB\†. The outgoing Fatou coordinate
'o gives the correspondence of† onto C, and hence B\† onto�, So we may think
of the map

h˛ D 'o ı T˛ ı .'o/�1 W �! C

as an expression of the map T˛jB \ † in terms of the outgoing Fatou coordinate.
We note the following relation:

h˛ D 'o ı .'o/�1 ı 	˛ ı '* ı .'o/�1 D 	˛ ı '* ı .'o/�1 D 	˛ ı h

4 Polynomial Automorphisms of C2

Analogs of (Filled-)Julia sets Here we recall some basic results on polynomial
automorphisms of C2. Polynomial automorphisms of C2 are, in a sense, considered
as a natural generalization of polynomial maps in one complex variable. By a result
of Friedland and Milnor [11], dynamically interesting polynomial automorphisms
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of C2 are those that are conjugate to compositions Fk ı � � �ıF1 of generalized Hénon
maps.

Fj.x; y/ D .y;Pj.y/� ajx/; j D 1; : : : ; k;

where aj are complex numbers¤ 0 and Pj.y/ are polynomials of degree � 2. In the
following we will consider only polynomial automorphisms of this type.

For a polynomial automorphism F, the analog of the 1-dimensional filled Julia
set is the set

K˙ D f.x; y/ 2 C
2 j fF˙n.x; y/gn�0 are boundedg

The boundaries these sets correspond to the Julia set:

J˙ D @K˙

Further we define

K D KC \ K� and J D JC \ J�

The sets K˙; J˙ are unbounded and closed. On the other hand their intersections
K; J are compact sets. We set

J� D fsaddle periodic points of Fg (closure)

This set J� is a subset of J. It is not known whether these two sets coincide.
The Green functions G˙.x; y/ for the map F is defined by

G˙.x; y/ D lim
n!1

1

dn
logC kF˙n.x; y/k

These functions are continuous on C
2. The sets K˙ and J˙ are characterized in

terms of G˙:

K˙ D f.x; y/ 2 C
2 j G˙.x; y/ D 0g and J˙ D supp ddcG˙:

For the details of these results we refer to [1, 2, 10, 12, 15].

Semi-continuity Let M be a manifold and consider a family (set-valued function)
" 7! X" of subsets X" � M depending on the parameter " 2 E � C. The family X" is
said to be upper semi-continuous at "0 if, for any open set U in M with U\X"0 D ;,
there is a neighborhood E0 of "0 such that U \ X" D ; holds for all " 2 E0. The
family X" is said to be lower semi-continuous at "0 if, for any open set U in M
with U \ X"0 ¤ ;, there is a neighborhood E0 of "0 such that U \ X" ¤ ; holds
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for all " 2 E0. The family X" is continuous at "0 when it is both upper and lower
semi-continuous.

Now suppose that F" ." 2 U/ is a family of polynomial automorphisms of
C2 depending continuously on the parameter ". Since the Green function depends
continuously on the parameter, we have the following theorem.

Theorem 4.1

(1) The set valued function " 7! K˙.F"/ is upper semi-continuous.
(2) The set valued functions " 7! J˙.F"/ and " 7! J�.F"/ are lower semi-

continuous.

Hénon maps with semi-attracting fixed point The simplest of dynamically
interesting polynomial automorphisms are the quadratic Hénon maps:

Fa;c W .x; y/ 7! .y; y2 C c � ax/;

which constitute a family depending on two parameters .a; c/ 2 C� � C. The map
Fa;c has two fixed points if .aC1/2�4c ¤ 0. When .aC1/2�4c D 0, the map Fa;c

has only one fixed point ..aC 1/=2; .aC 1/=2/ with eigenvalues of the differential
1 and jaj. When jaj < 1, this is semi-attracting of the type we discussed in Sect. 3.

Now, for general polynomial automorphisms with a semi-attracting fixed point,
we will make some remarks on the relations between the sets K˙, J˙, K, J and B,
†, B \†. These facts follow easily by combining the results in [19, 20] and [1].

Theorem 4.2

(1) B is a connected component of int KC.
(2) C � @B D JC D @KC (dense).
(3) † � J� D K� (dense).
(4) † \ B � K.

Since K is bounded, we know from (4) that † 6� B.

5 Bifurcation of Semi-parabolic Maps

This section is devoted to outline the results given in [3], to which we refer the
readers for the detail. (See also [4–6, 13, 16–18, 23].)

Let us consider a family fF"g of polynomial automorphisms of C2 depending on
the parameter " 2 E, where E is a neighborhood of 0 in C. We will assume the
following conditions:

(i) For " D 0, the map F0 has a semi-attracting fixed point O and F0 is of the form
.x; y/ 7! .xC x2 C � � � ; byC � � � / with respect to a local coordinate with center
O.

(ii) For " ¤ 0, the fixed point splits into two fixed points .˙"; 0/C O."2/.
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Proposition 5.1 By choosing a suitable local coordinates .x; y/ and the parameter
", we may suppose that the family F" is of the form

F" W .x; y/ 7! .xC .x2 C "2/˛".x; y/; b".x/yC .x2 C "2/ˇ".x; y//:

where ˛".0; 0/ D 1.

Then .˙i"; 0/ are the fixed points and fx D ˙i"g are the stable curves for these
fixed points. The restrictions to these stable curves of the mapping F" are scalar
multiplications.

˛-sequences Let ˛ 2 C. A sequence of pairs f."j; nj/g of "j 2 C and nj 2 N will
be called an ˛ sequence, if "j ! 0; nj !1 and nj � �="j ! ˛ when j! 1. A
sequence f"jg will be called an ˛-sequence if fnjg can be so chosen that f."j; nj/g is
an ˛-sequence.

From this condition it follow that Im 1="j D Im "j=j"jj2 is bounded. In other
words, an ˛ sequence f"jg is quadratically tangent to the positive part of the real
axis

The following theorem implies that, when F0 is a map with a semi-attracting
fixed point, the perturbed maps F" can be approximated by transition maps T˛ for
F0. This is a generalization of the Lavaurs theorem to the 2-dimensional case. Since
the tools in one dimension such as the uniformization theorem are not available in
our case, we need some detailed considerations.

Theorem 5.2 If f."j; nj/g is an ˛-sequence, then lim
j!1 F

nj
"j D T˛ holds.

If the image under the transition map T˛ of a point p in the attracting basin B
is contained again in B, then we can define its image T2˛.p/. The transition map T˛
thus defines a partially defined dynamics on B.

The set KC.F0; T˛/ We will define analogs of filled-Julia for transition maps T˛ .
We define KC.F0;T˛/ to be the set of points p in KC.F0/ that satisfies one of the
following conditions:

(i) Tn
˛.p/ are well-defined and contained in B for all n � 0.

(ii) There exists some n � 0 such that, Tk
˛.p/ 2 B for k < n, and that Tn

˛.p/ 2
KC.F0/ n B.

In other words, the set KC.F0;T˛/ is the complement of the set consisting of the
points such that there is an n � 0 such that Tk

˛.p/ 2 B for k < n and Tn
˛.p/ 62

KC.F0/.

Proposition 5.3 The set KC.F0;T˛/ has the following properties:

(1) KC.F0;T˛/ n B D KC.F0/ n B D KC.F0;T˛/ � KC.F0/:
(2) KC.F0;T˛/ D F.KC.F0;T˛// D KC.F0;T˛C1/: Hence KC.F0;T˛/ depends

only on ˛ mod 1.
(3) KC.F0;T˛/\ B consists of the fibers of f'* D const:g.
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The following theorem implies that the Julia-Lavaurs sets for transition maps can
be approximated, in a sense, by the (filled) Julia sets for the perturbed maps.

Theorem 5.4 If f"jg is an ˛-sequence, then

B \ lim sup
j!1

KC.F"j/ � KC.F0;T˛/

For any point p 2 B, we can choose ˛ 2 C so that p … KC.F0;T˛/. For such a
point p, we have p … lim supj!1 KC.F"j/.

The set J�.F0; T˛/ Now we also define analogs of J� for transition maps:

J�.F0;T˛/ WD frepelling periodic points of T˛g (closure):

Theorem 5.5 If f"jg is an ˛-sequence, then

lim inf
j!1 J�.F"j/ � J�.F0;T˛/:

We can show that B \ J�.F0;T˛/ is non-empty. If p 2 B \ J�.F0;T˛/, then we
have p 2 lim infj!1 J�.F"j/.

Discontinuity By combining the above facts, we know that there are ˛; ˛0 2 C

such that B \ J�.F0;T˛/ 6� KC.F0;T˛0 /.

Theorem 5.6 For X D J�; J; JC; K; KC, the set valued functions " 7! X.F"/ are
discontinuous at " D 0.

To show this, we choose ˛ and ˛0 2 C so that B \ J�.F0;T˛/ 6� KC.F0;T˛0/.
Then by the preceding theorem we have

J�.F0;T˛/ � lim inf
j!1 J�.F"j/ � lim inf

j!1 X.F"j/

KC.F0;T˛/ � B \ lim sup
j!1

KC.F"j/ � B \ lim sup
j!1

X.F"j/

If X.F"/ is continuous at " D 0, then B \ J�.F0;T˛/ � KC.F0;T˛/, which is a
contradiction.
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Aspects in Complex Hyperbolicity

Sai-Kee Yeung

Dedicated to Professor Yum-Tong Siu on the occasion of his 70th birthday

1 Introduction

Complex hyperbolicity is a notion in complex geometry which could be understood
either from the point of view of value distribution of entire holomorphic curves
in a complex manifold, or the point of view of existence of non-positive curved
metric. The two commonly used notions are Brody hyperbolicity and Kobayashi
hyperbolicity. A complex manifold M is said to be Brody hyperbolic if it does not
contain the image of any non-trivial holomorphic map from C. M is said to be
Kobayashi hyperbolic if the Kobayashi metric on M is non-degenerate, cf. [44]. For
simplicity, we regard a pseudo-metric as a metric in this exposition. The Kobayashi
metric can be characterized as the largest among all the pseudo-distance functions
ıM on M satisfying ıM.f .a/; f .b// � dP.a; b/ for all holomorphic maps f W �! M
and a; b 2 �, where� is the unit disc in C and dP is the hyperbolic distance function
on �, cf. [22]. It follows immediately that any Kobayashi hyperbolic manifold is
Brody hyperbolic as well, since the image of any entire holomorphic curve on
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M would have degenerate Kobayashi semi-distance. For a compact manifolds, the
two notions are equivalent, following a normal family argument as given by Brody
reparametrization argument in [9]. For non-compact manifolds, there are examples
of Brody hyperbolic manifolds which are not Kobayashi hyperbolic.

In recent years, interests in complex hyperbolicity have been kindled by con-
jectured parallelism between complex hyperbolicity and Mordellic properties in
diophantine geometry, due to conjectures of Bombieri, Lang, Osgood and Vojta,
cf. [55]. For a smooth projective variety V defined over a number field k, we say
that V is Mordellic if the number of rational points in k is at most finite. In case that
V is quasi-projective, we say that V is Mordellic if the number of integral points with
respect to the infinity divisor is finite. A general conjecture of Lang [27] states that
a smooth projective variety V defined over a number field k is complex hyperbolic
if and only if it is Mordellic.

It is in general a difficult problem to prove that a complex manifold is complex
hyperbolic, and even more so to prove Mordellic properties. The main purpose
of this article is to consider some aspects of these topics through some explicit
examples.

It is a pleasure for the author to thank Wing-Keung To for his helpful comments
on the first draft of this article.

1.1 P1
C � f0; 1; 1g Revisited

The example of P1C � f0; 1;1g is historically among the first interesting examples
in complex hyperbolicity. Little Picard Theorem concludes that P1C � f0; 1;1g is
hyperbolic.

To give a conceptually simple reason, we recall a handy criterion in the
proof of hyperbolicity, the Schwarz Lemma of Ahlfors. Suppose M is a complex
manifold equipped with a Hermitian metric h with holomorphic sectional curvature
bounded from above by a negative constant. Ahlfors Schwarz Lemma states that a
holomorphic map f W � ! M satisfies f �h � cgP, where gP is the Poincaré metric
on � and c is a positive constant. An immediate consequence is that M as above is
complex hyperbolic.

Little Picard Theorem can be explained conceptually from Riemann Uniformiza-
tion Theorem, which states that the universal covering of P1C � f0; 1;1g is
biholomorphic to the unit disk � in C. Now the Poincaré metric on � has constant
negative holomorphic sectional curvature �4, from which hyperbolicity follows
after applying Ahlfors Schwarz Lemma.

Another observation is that P1C � f0; 1;1g D �=�2, where �2 is the second
congruence subgroup of PSL.2;Z/ of level 2. As such�=�2 is naturally a covering
of �=PSL.2;Z/. On the other hand it is well-known that �=PSL.2;Z/ can be
considered as the parameter space of the space of all elliptic curves. Hence
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P1C � f0; 1;1g D �=�2 naturally parametrizes a family of elliptic curves. This
is the simplest of a moduli space which satisfies hyperbolic properties.

The example and the above two observations lead naturally to two directions
which lead to a lot of developments for complex hyperbolicity.

The first one is whether the complement of a divisor of high degree in Pn
C is

hyperbolic. Clearly we may also ask for similar or more refined questions for other
pairs of manifolds as well. The second one is whether a natural moduli space of
some appropriate complex manifolds are hyperbolic or not.

The first direction is well-motivated and has generated a lot of research activities
with a vast amount of literature. Since there are already good overviews of this
direction in literature such as [45], we would only remark briefly on known
results in the Sect. 2, but focus on the second direction as well as some arithmetic
considerations in later sections.

In the following we explain some further motivations for the second direction.

1.2 The Moduli Space of Curves Mg for g > 2

The moduli space of curves Mg as a topological space is the set of all equivalence
classes of Riemann surfaces of genus g with the equivalent relation given by
biholomorphism. It is known that Mg can be given the structure of a complex space
with at worst orbifold singularities, or stacks. We may represent Mg as the quotient
of a Teichmüller space Tg by the mapping class group�g, and the Teichmüller space
can be regarded as a bounded domain in C3g�3. The complex structure on Mg can
also be understood in terms of Kodaira-Spencer theory on deformation of complex
structures.

On Mg a natural biholomorphic invariant metric is given by the Weil-Petersson
metric. Let t 2 Mg representing a Riemann surface Mt of genus g. A holomorphic
tangent vector to Mg at t can be identified with the Kodaira-Spencer class in
H1.Mt; �/, where � is the sheaf of holomorphic tangent vector fields on Mt.
Denote by H 1.Mt; �/ the set of harmonic representative in H1.Mt; �/. Classically
these are known as harmonic Beltrami differentials. Hence a tangent vector at x is
represented by ˚x 2H 1.Mt; �/. The Weil-Petersson metric gWP is represented by

.˚1; ˚2/WP WD
Z

Mt

h˚1;˚2i!P (1)

where h�; �i is the pointwise inner product with respect to the Poincaré metric gP on
Mt, and the integral is taken with respect to the volume form !P of the Poincaré
metric. It follows from the work of Ahlfors that gWP is Kähler. Furthermore, it
is known from the work of Ahlfors [2, 3] and Royden [39] that the holomorphic
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sectional curvature of gWP is negative with negative upper bound. In [58] Wolpert
showed that the pointwise curvature of gWP from the point of view of differential
geometry can be expressed in closed form as

R.WP/

iNjk Ǹ .t/ D 2
Z

Mt

..�� 2/�1h˚i; ˚ji/ � h˚k; ˚`i!P (2)

C2
Z

Mt

..� � 2/�1h˚k; ˚ji/ � h˚i; ˚`i!P:

Here � is the Laplace-Beltrami operator. As a result, the holomorphic sectional
curvature is bounded above by � 1

2�.g�1/ . Note that 2.g � 1/ is the degree of the
canonical line bundle on Mt. We conclude that Mg is Kobayashi hyperbolic from
Ahlfors Schwarz Lemma.

1.3 Algebraic Geometric Results in Moduli Spaces of Higher
Dimensional Varieties

The results of Sect. 1.1 show that moduli spaces of smooth projective curves with
ample or flat canonical line bundle are Kobayashi hyperbolic. The result has the
following algebraic geometric interpretation. Suppose that � W M ! P1C is an
algebraic family of generically smooth curves. Then there are at least 3 singular
fibers. The reason is that P1C minus three or more points is hyperbolic, but P1C minus
two or fewer points is not hyperbolic, since it contains C�, or image of C after the
exponential mapping. Similarly if the base curve is an elliptic curve, there is at least
one singular fiber.

From an algebraic geometric point of view, it is interesting to know if the above
observation is true also for family of higher dimensional varieties of general type.
In fact, results in this direction have been proved by Migliorini [32] and Kovacs
[25, 26]. A typical result is that for a P1C family of canonically polarized projective
algebraic varieties, there are at least 3 singular fibers in the family. As P1C minus 3
points is hyperbolic, the above result is the consequence of a result of Viehweg and
Zuo [53], that the base manifold of any family of non-trivial canonically polarized
projective algebraic manifolds is Brody hyperbolic. For a precise statement, we refer
the readers to statement in [53].

Two questions arise naturally. The first one is whether the base manifold above
is Kobayashi hyperbolic as well. As mentioned before, the notion of Kobayashi
hyperbolicity is strictly stronger than Brody hyperbolicity for non-compact mani-
folds. The second is whether similar results hold for families of polarized Kähler
Ricci flat manifolds. We would address the above the problems from Sects. 3 to 4.
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2 Some Tools in the Study of Complex Hyperbolicity

The purpose of this section is to explain some examples in the first direction
mentioned in the introduction of this paper. We would also explain some techniques
known in the study of complex hyperbolicity which directly or indirectly motivate
the discussions in the later sections.

A far reaching generalization of Little Picard Theorem is Nevanlinna theory.
Nevanlinna theory provides the formalism and techniques for the study of entire
holomorphic curve, which is the image of an entire holomorphic map from C
in a complex manifold. In particular, the classical Little Picard Theorem is a
consequence of the formulation that the defect of any entire holomorphic curve on
P1C is at most 2 C � for arbitrarily small � > 0, which itself is consequence of the
Second Main Theorem of Nevanlinna.

A direct generalization of Little Picard Theorem to higher dimensions is the
question of complex hyperbolicity or its analogs for Pn

C � D, where D is the union
of a finite number of hyperplanes in general positions. Among many interesting
results, we just mention a few below. For statements in value distribution of entire
holomorphic curves, there is the result of H. Cartan on Truncated Second Main
Theorem [10], a direct generalization of the result of Nevanlinna to higher dimen-
sional projective spaces. There is also the result of Ahlfors [1], who introduced
the notion of associated curves and studied their defects. In an inhomogeneous
representation of an entire holomorphic curve f W C! Pn

C, the associated curve can
be considered as a wedge product of the mapping f and its successive derivatives,
f ^ f 0^� � � f .k/, regarded as a map from C taking values in the Grassmanian resulted.
Ahlfors obtained Second Main Theorem and defect relations for the associated maps
iteratively. Hyperbolicity of complement of 2nC 1 hyperplanes in generic positions
in Pn

C is proved by Greens. Replacing 2nC 1 hyperplanes by 2nC 1 hypersurfaces,
the result is also known due to Ru and other people, cf. [40] and the references there.
for results in this direction.

The more difficult situation is the question of hyperbolicity of Pn
C � D for a

generic divisor D of high degree. For a generic D, defined by a polynomial of degree
d, G.X1; � � �XnC1/ D 0 in Pn

C, we may consider the branch cover M of Pn
C�D defined

by

Td D G.X1; � � �XnC1/ (3)

in PnC1
C . In this way, a hyperbolicity problem on Pn

C � D is reduced to the
corresponding problem on a hypersurface M on PnC1

C . The statement can be made
precise. In particular, Kobayashi conjectured that Pn

C � D is hyperbolic if deg D >
2nC 1, similarly for a generic hypersurface D � PnC1 of degree at least 2.nC 1/.
Analogous results for a general manifold have been conjectured by Lang and Vojta,
cf. [27, 55]. The precise degree is expected to be dictated by the geometry of the
manifold involved, such as the degree of the canonical class.
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The Kobayashi Conjecture as mentioned has led to a lot of research activities,
though still not solved. In [48], Siu and myself showed that the conjecture is true for
n D 2 if the degree of D is very large. The degree was lowered greatly by the work of
McQuillen [28, 29] and Demailly-Elgoul [14]. In higher dimensions, a breakthrough
comes from [46], see also [45], where Siu introduced the method of slanted vector
fields on moduli of hypersurfaces and showed that the statements of the conjectures
of Kobayashi were true if the degree of D is sufficiently large. Reasonable effective
bounds of the method in dimensions 2 and 3 have been given as in Paun [37] and
Rousseau [38]. For the analogous problem of algebraic degeneracy of the image of
entire holomorphic curves, results with bounds on the degree of D has been obtained
by Diverio-Merker-Rousseau [16], see also [30].

As used in [48], there are in general the following steps in proving complex
hyperbolicity. The first step is the construction of some non-trivial jet differentials
! vanishing on some ample divisor on M. Once this is available, a suitable
Schwarz Lemma for holomorphic jet differentials implies that the image of an entire
holomorphic curve f W C ! M satisfies f �! D 0. This means that the image
of f is confined in the sense its jets satisfy a differential equation coming from !.
The second step involves further restriction of the image, by either repeating the
construction of sections on the restriction of the jet bundles on the Zariski closure
of the image of f in the jet space, or by showing that there are a lot of freedom in the
choice of the jet differentials! so that their common vanishing set could be shown to
be small when projected down to the manifold M. For the first step, the usual method
is by Riemann-Roch together with estimates of higher cohomology groups as given
in [12, 21, 45], or by explicit Siegel Lemma type argument as in [48], Section 2,
and [45]. See the results of [13, 31] and the references there for more recent works.
For the second step, a direct computation using Riemann-Roch type theorem on the
image of jets of entire holomorphic curve works only in special situation or low
dimensions. The method of slanted vector fields introduced in [44] is general but
the degree involved is still quite large at this stage. The latter approach is parallel to
the restrictions of rational curves on a very general hypersurface of large degree in
projective spaces as studied by Clemens [11], Ein [17] and Voisin [54].

The Schwarz Lemma for holomorphic jet differentials was proved for special
two jet in dimension 2 in [48], here the word special means that the jet differential
has invariant form under reparametrization, and is generalized to all situations in
[12, 50] and [45].

As mentioned earlier, the formulation of complex hyperbolicity of a complex
manifold M in terms of geometry either in the form of M or a pair .M;D/ has been
generalized by Lang and Vojta, cf. [27, 55]. Apart from Pn

C, one may for example ask
the same question for ample divisors M in Abelian varieties A and the complement
of an ample divisor D in an Abelian variety A. For the case of M � A, the results
of Bloch essentially implies that the Zariski closure of an entire holomorphic curve
in M is a translation of some sub-Abelian variety, cf. [7, 45]. The modern use of
jet differentials as well as some analogues of Schwarz Lemma can be traced to
the work of [7]. The case of AnD has been a conjecture of Lang and was settled
in [49, 50]. The corresponding result for semi-Abelian varieties were discussed in
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[36]. The situation of Abelian varieties has an analogue in arithmetics, which would
be discussed in Sect. 5.

We mention that the use of generalized Weil-Petersson metric on iterated
Kodaira-Spencer class in [51] to be explained in Sect. 3 is motivated by this version
of Schwarz lemma. The formulation of telescoping estimates of the curvature
expressions mentioned in Sect. 3.3 is motivated by the formulation of Ahlfors for
associated curves as mentioned above.

3 Moduli of Canonically Polarized Manifolds

In the following two sections, we would explain results in the second direction
mentioned in the Sect. 1.1. From a differential geometric point of view, it would
be desirable to generalize the computation of curvature for a family of Riemann
surfaces of fixed genus as given in Sect. 1.2 to a family of higher dimensional
manifolds, from which complex hyperbolicity would follow naturally. We consider
a holomorphic family � W X ! S of compact canonically polarized complex
manifolds over a complex manifold S. By this we assume that � W X ! S is
a surjective holomorphic map of maximal rank between two complex manifolds
X and S, and each fiber Mt WD ��1.t/, t 2 S, is a compact complex manifold
such that KMt is ample. From results of Aubin [5] and Yau [59], every compact
complex manifold with ample canonical line bundle admits a Kähler-Einstein metric
of negative Ricci curvature, which is unique up to a positive multiplicative constant.
Hence on each Mt, the Ricci curvature tensor of the Kähler-Einstein metric g
satisfies R˛ Ň.t/ D kg˛ Ň.t/ for some constant k < 0.

The formulation of the problem and the first breakthrough are given by the paper
of Siu in [44].

3.1 Curvature Formula of Siu for the Weil-Petersson Metric

For a holomorphic family � WX ! S of complex manifolds, holomorphic tangent
vectors at t 2 S are represented by Kodaira-Spencer map �t W TtS ! H1.Mt;TMt/.
We say that � is effectively parametrized if each �t is injective. One can easily define
Weil-Petersson metric with respect to the Kähler metric in the same way as in the
case of one dimensional fibers. The curvature formula for higher dimensional fibers
is however complicated and the sign is difficult to determine.

Here are some details. Consider an effectively parametrized family � W X ! S
of canonically polarized manifolds. For t 2 S and a local tangent vector field u
(of type .1; 0/) on an open subset U of S, there is a unique lifting of u such that
˚.u.t// is the harmonic representative of Kodaira-Spencer class �t.u.t// for each
t 2 S, which is called the canonical lifting or horizontal lifting of u, cf. [41, 43]
When u D @=@ti is a coordinate vector field, we will simply denote its canonical
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lifting by vi WD v@=@ti and the associated harmonic Kodaira-Spencer representative

by ˚i WD ˚.@=@ti/. The Weil-Petersson metric h.WP/ DPn
i;jD1 h.WP/

iNj dti˝ dNtj on S is
defined as in Eq. (1) by

h.WP/

iNj .t/ WD
Z

Mt

h˚i; ˚ji!
n

nŠ
; (4)

where h˚i; ˚ji WD .˚i/
�

N̨ .˚j/
ıŇg� Nıg N̨ˇ denotes the pointwise Hermitian inner product

on tensors.
It follows from Koiso’s result [24] that h.WP/ is Kähler. Let R.WP/ denote the

curvature tensor. By [43], p. 296, the components of the curvature tensor R.WP/ of
h.WP/ with respect to normal coordinates (of h.WP/) at a point t 2 S are given by

R.WP/

iNjk Ǹ .t/ D k
Z

Mt

..� � k/�1h˚i; ˚ji/ � h˚k; ˚`i!
n

nŠ
(5)

Ck
Z

Mt

..� � k/�1h˚k; ˚ji/ � h˚i; ˚`i!
n

nŠ

Ck
Z

Mt

h.� � k/�1Lvi˚k;Lvj˚`i
!n

nŠ

C
Z

Mt

hH.˚i � ˚k/;H.˚j � ˚`/i!
n

nŠ
:

Here by normal coordinates of h.WP/ at the point t 2 S, we mean h.WP/
iNj .t/ D ıij, and

@kh.WP/

iNj .t/ D @Nkh.WP/

iNj .t/ D 0. The notation Lv˚ denotes the Lie derivative of ˚

with respect to the vector field v and H.˚i � ˚k/ denotes the harmonic projection
as a bundle-valued form of the wedge product of ˚i and ˚k in both the form and
tangent vector directions.

The pointwise computation of the curvature formula in (5) is a beautiful formula
on which all later curvature computations of Weil-Petersson type metrics built
on. The deduction comes from clever grouping of terms and involved loops of
integration by parts guided from geometric intuitions.

The holomorphic sectional curvature corresponds to components of form R.WP/

iNiiNi .
The first two terms on the right hand side of (5) are negative from our assumption
of effective parametrization and the third one is semi-negative. The problem is
on control of the fourth term which is semi-positive. Hence beautiful as it is, the
formula (5) is not sufficient to deduce hyperbolicity properties of the moduli space
except under very restrictive situations corresponding to the vanishing of the fourth
term.

For a long time, people have been trying to dominate the fourth term by the first
three terms. This seems to be not possible in general (cf. the remark in [52]). In
the next subsection, we will introduce the method of [51] to handle the difficulty.
At this point, we mention that the approach of (5) has been applied to the case of
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families of polarized Kähler Ricci flat manifolds in Nannicini [35]. The results of
(5) has also been formulated in a sometimes more efficient way in [41]. The work
of [51] follows more closely the formulation in [43], but also makes use of some
simplifications in [41]. In Sect. 4, we will present the results on hyperbolicity for
family of Kähler-Ricci flat manifolds.

3.2 Generalized Weil-Petersson Metric and Curvature Formula

In the next few subsections, we will summarize the results in [51], whose goal is to
provide a Finsler metric with holomorphic sectional curvature bounded from above
by a negative constant so that the space is Kobayashi hyperbolic. Results in this
section is the first step, which is a generalization of the formula of Siu in (5).

We fix a coordinate open subset U � S with coordinate functions t D .t1; : : : ; tm/

such that the origin t D 0 lies in U. For each t 2 S and each coordinate tangent vector
@
@ti

, we recall the horizontal lifting vi and the harmonic representative ˚i of �t.
@
@ti
/

on Mt as given earlier. Fix an integer ` satisfying 1 6 ` 6 n; and let J D .j1; : : : ; j`/
be an `-tuple of integers satisfying 1 6 jd 6 m for each 1 6 d 6 `. We denote by

�J WD H.˚j1 � � � �� ˚j` / 2 A 0;`.^`TMt/ (6)

the harmonic projection of ˚j1 � � � �� ˚j` . As t varies, we still denote the resulting
family of tensors by�J (suppressing its dependence on t), when no confusion arises.

Observe that from definition, the expression .˚j1 � � � ��˚j` / 2 A 0;`.^`TMt/ is
symmetric in j1; : : : ; j`. Hence after composing with the Kodaira-Spencer map, we
may define a Hermitian metric on S`.TS/ with norm given by

kvi1 � � �vi`k22 D
Z

Mt

hvi1 � � �vi` ; vi1 � � �vi`i
!n

nŠ
: (7)

We call such an expression a generalized Weil-Petersson metric. To compute
the curvature, we need to study @ik�Jk22. The following proposition is a direct
generalization of the identity in (5).

Proposition 1 We have

@i@i log k�Jk22 (8)

D 1

k�Jk22
� � k..� � k/�1.˚i � �J/; ˚i � �J/� k..� � k/�1h˚i; ˚ii; h�J; �Ji/

�k..� � k/�1.Lvi�J/;Lvi�J/�
ˇ
ˇ.Lvi�J;

�J

k�Jk2 /
ˇ
ˇ2

�.H.˚i � �J/;H.˚i � �J//
	
:
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In the remaining part of this subsection, we give some ideas for the proof of
Proposition 1. The expression that we need to compute is given by

@i@i log k�Jk22 D @i.
@ik�Jk22
k�Jk22

/

D @i@ik�Jk22
k�Jk22

� .@ik�Jk22/.@ik�Jk22/
k�Jk42

: (9)

For this purpose, we observe that

@ik�Jk22 D
@

@ti

Z

Mt

h�J; �Ji!
n

nŠ

D
Z

Mt

hLvi�J ; �Ji!
n

nŠ
C
Z

Mt

h�J;Lvi�Ji!
n

nŠ

D
Z

Mt

hLvi�J ; �Ji!
n

nŠ
;

where in the last step we have used the fact that�J is harmonic and that .Lvi�J/
.0;`/

.`;0/

is @-exact (cf. [51], Lemma 3), so that

Z

Mt

h�J;Lvi�Ji!
n

nŠ
D 0 (10)

Differentiating the complex conjugate of above expression, we get

0 D @

@ti

Z

Mt

hLvi�J ; �Ji!
n

nŠ

D
Z

Mt

hLviLvi�J ; �Ji!
n

nŠ
C
Z

Mt

hLvi�J;Lvi�Ji!
n

nŠ
: (11)

We obtain

@i@ik�Jk22 D @i@ik�Jk22 D
@

@ti

Z

Mt

hLvi�J ; �Ji!
n

nŠ

D
Z

Mt

hLviLvi�J ; �Ji!
n

nŠ
C
Z

Mt

hLvi�J ;Lvi�Ji!
n

nŠ
:

D I C II C III; (12)
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where

I W D �
Z

Mt

hLvi�J ;Lvi�Ji!
n

nŠ
; (13)

II W D
Z

Mt

hLŒvi;vi ��J; �Ji!
n

nŠ
D .LŒvi ;vi��J ; �J/;

III W D
Z

Mt

hLvi�J ;Lvi�Ji!
n

nŠ
D .Lvi�J ;Lvi�J/:

after applying the identity LviLvi D LviLvi CLŒvi;vi�: It remains to compute the
expressions I, II and III. After some careful manipulation of the terms similar to
[43], we find that

I D �k..� � k/�1.˚i � �J/; ˚i � �J/� .˚i � �J ; ˚i � �J/ (14)

C.˚i & �J ; ˚i & �J/C .˚i % �J; ˚i % �J/;

II D �.h˚i; ˚ii; h�J; �Ji/� k..� � k/�1h˚i; ˚ii; h�J; �Ji/;
III D .˚i � �J ; ˚i � �J/ � .H1.˚i � �J/;H1.˚i � �J//

�k..� � k/�1.Lvi�J/Lvi�J/;

where ˚i & �J 2 A 1;`�1.^`TMt/ and ˚i % �J 2 A 0;`.^`�1TMt ^ TMt/ are
defined by

.˚i & �J/
˛1���˛`
ıˇ1 ���ˇ`�1 WD .˚i/

�

ı
.�J/

˛1���˛`
�ˇ1���ˇ`�1 and (15)

.˚i % �J/
˛1 ���˛`�1�
ˇ1���ˇ` WD .˚i/

�
� .�J/

˛1���˛`�1�
ˇ1���ˇ`

respectively. Proposition 1 follows by putting the above information together.
We remark that the above calculations follows closely the one in [43], where

the case of ` D 1 was treated. Note that the fourth term on the right hand side is
controlled by the third term there from spectral decomposition. Hence the first four
terms gives rise to a non-negative sign, but the fourth one is of non-positive sign and
is the one to be controlled.

After the completion of the paper [51], we noticed that an analogous formula
in dual formulation had been obtained independently by [42]. Here by dual
formulation, we refer to computation of curvature for the dual bundle in the sense
of Kodaira-Serre, cf. [23].
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3.3 A Telescopic Formulation

The second step in the construction of the Finsler metric in [51] is to formulate
estimates in identity (8) in a way that we may apply a telescopic argument.

Fix vi 2 TS and let ˚i the corresponding harmonic representative in the Kodaira-
Spencer class. For a positive integer `, we define the relative tensor

H.`/ WD H.˚i � � � �� ˚i„ ƒ‚ …
`�times

/; (16)

so that H.`/ D �J with J given by the `-tuple .i; i; � � � ; i/, here H.�/ refers to the
projection to the harmonic component. The second main step of our argument is the
following.

Proposition 2 Suppose kH.`/k2 > 0 that kH.`�1/k2 > 0. Then we have

@i@i log kH.`/k22 �
kH.`/k22
kH.`�1/k22

� kH
.`C1/k22
kH.`/k22

: (17)

Here is the outline of proof. From Proposition 1 and the remark there, we
conclude that

@i@i log kH.`/k22 > 1

kH.`/k22
� � k..� � k/�1.˚i � H.`//; ˚i � H.`// (18)

�k..� � k/�1h˚i; ˚ii; hH.`/;H.`/i/
�.H.˚i � H.`//;H.˚i � H.`///

	
:

The key point of our argument in this step is to neglect the second term on the
right hand side, and observe that numerator of the first term satisfies

.�k.� � k/�1.˚i �H.`//; ˚i � H.`// > .H.˚i � H.`//; ˚i � H.`//

� ˇˇ�˚i � H.`/;
H.`�1/

kH.`�1/k2
	ˇ
ˇ2

D kH.`/k42
kH.`�1/k22

:

In the above the first inequality follows from spectral decomposition. The key obser-
vation is the second identity which follows from linear algebra. The proposition
follows directly from combining the above estimates.
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3.4 Construction of the Finsler Metric

Given the above Proposition, we may hope to absorb the bad of term of the right
hand side of estimates (17) for ` by the good term for ` C 1. Observe that the bad

term kH.`C1/k22
kH.`/k22 D 0 for ` D n, since HnC1.Mt;^nC1�/ D 0. However, the term

may vanish for some ` < n and the greatest such ` may be different for different
base point t. As a result, the search for Finsler metric with negative upper bound in
curvature is rather challenging. This is the third step of the proof in [51]. Our result
is as follows.

Let N � n be a fixed positive integer. Let

A WD .2�/nKn
Mt

knnŠ
: (19)

Let C1 WD min
˚
1; 1A



and C` D C`�1

3
D C1

3`�1
for 2 � ` � n: Let a1 D 1 and

a` D
�
3a`�1

C1

	N D �
3

C1

	 N.N`�1�1/
N�1 for 2 � ` � n: Define for u 2 TtS and t 2 S a

function h W TS! R given by

h.u/ D
� nX

`D1
a`kuk2N

WP;`

� 1
2N

(20)

Then

@t@Nt log..h.
@

@t
//2/ � Cn

n
1
N a

1C 1
N

n

� .h. @
@t
//2: (21)

This implies that the holomorphic sectional curvature is bounded by a negative
constant. Hence we conclude the following theorem after applying Ahlfors Schwarz
Lemma.

Theorem 1 Let � W X ! S be an effectively parametrized holomorphic family
of compact canonically polarized complex manifolds over a complex manifold
S. Then S admits a C1 Aut.�/-invariant Finsler metric whose holomorphic
sectional curvature is bounded above by a negative constant. Hence S is Kobayashi
hyperbolic.

Here we say that a Finsler metric h on S is Aut.�/-invariant if f �h D h for any
pair of automorphisms .F; f / 2 Aut.X / � Aut.S / satisfying f ı � D � ı F.

We remark that the upper bound of the holomorphic sectional curvature in (21)
depends only on the degree Kn

Mt
of the fibers. In complex dimension one, the result

is essentially the same as (2), the formula of Wolpert for moduli space of Riemann
surfaces.
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4 Moduli of Polarized Kähler Ricci-Flat Manifolds

Recall that in complex dimension 1, the space P1C �f0; 1;1g parametrizes a family
of elliptic curves, and the base space is Kobayashi hyperbolic. Elliptic curves have
trivial canonical line bundle. A higher dimensional analogue of the result is to
consider the same problem for a holomorphic family of polarized Kähler Ricci-
flat manifolds. Hence a natural question is whether such a family is Kobayashi
hyperbolic or not. In particular, one asks if it is possible to study such problems
from the point of view of Weil-Petersson metric. The question is answered in [52]

Theorem 2 Let � W X ! S be an effectively parametrized holomorphic family
of compact polarized Ricci-flat Kähler manifolds over a complex manifold S.
Then S admits a C1 Aut.�/-invariant Finsler metric whose holomorphic sectional
curvature is bounded above by a negative constant coming from generalized Weil-
Petersson metrics. As a consequence, S is Kobayashi hyperbolic.

A holomorphic family of compact complex manifolds � W X ! S over a
complex manifold S is said to be a family of polarized Ricci-flat Kähler manifold
if it satisfies the following properties. The mapping � W X ! S is a surjective
holomorphic map of maximal rank between two complex manifolds X and S, and
each fiber .Mt; !t/ is a Ricci-flat Kähler manifold polarized by !t, where Mt WD
��1.t/, t 2 S. Moreover, we require that the cohomology class Œ��

t !t� 2 H2.M0;C/
is a constant class for all t, where �t W M0 ! Mt is the restriction of � to M0 � ftg
for a smooth trivialization � W M0 � I !X .

Historically, a result analogous to the work of [43] for a family of polarized
Kähler Ricci-flat manifolds was obtained by Nannicini [35] as follows.

R.WP/

iNjk Ǹ .t/ D �
1

4V
.hijhlk C hikhlj/�

Z

Mt

hLvi˚k;Lvj˚`i
!n

nŠ

C
Z

Mt

hH.˚i � ˚k/;H.˚j � ˚`/i!
n

nŠ
;

here V is the volume of Mo.
Modifying the argument of the last section, Wing-Keung To and myself obtained

in [52] first the following generalization to the higher dimensional cases.

@i@i log k�Jk22
D 1

k�Jk22
�
H.˚i � �J/; ˚i � �J/C .H.h˚i; ˚ii/; h�J; �Ji/

C..H.Lvi�J/;Lvi�J/�
ˇ
ˇ.Lvi�J;

�J

k�Jk2 /
ˇ
ˇ2 � .H.˚i � �J/;H.˚i � �J//

	
:
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The rest of the argument is then a modification of the arguments in Sect. 3. In
particular, in place of A chosen in (19), we define

A WD .2�/n!n
t

knnŠ
D .2�/n!n

0

knnŠ
: (22)

Similar to the case of a family of canonically polarized manifolds, the upper bound
on the holomorphic sectional curvature depends only on A.

5 Some Higher Dimensional Examples of Varieties
with Finite Number of Rational Points

In this final section, we remark on a few observations related to the arithmetic
aspects of complex hyperbolic manifolds. A basic conjecture of Lang states that
a smooth projective algebraic manifold defined over a number field k is complex
hyperbolic if and only if it has a at most a finite number of rational points over k,
and a similar statement for integral points with respect to the divisor given by a
compactifying divisor, cf. [27].

The conjecture in complex dimension one for hyperbolic compact Riemann
surfaces is verified by the solution of Mordell Conjecture by Faltings [18]. The
quasi-projective case in complex dimension one is known earlier in the results of
Siegel. An alternative proof of the Mordell Conjecture is given by Vojta [56]. The
problem in higher dimensions is wide open. An interesting class of examples known
in higher dimension is the result of Faltings [19, 20] on subvarieties X of Abelian
varieties A defined over a number field k, which states that the Zariski closure of the
set of rational points on X is a the translate of an Abelian subvariety in A. A similar
statement for integral points on the complement of an ample divisor is proved in the
papers as well. Note that the corresponding results for complex hyperbolicity were
proved by Bloch [7] and Siu-Yeung [48] mentioned in Sect. 3. The arithmetic results
on semi-abelian varieties was given by Vojta [57].

From Riemann Uniformization Theorem, the universal covering of a compact
hyperbolic Riemann surface is just the complex ball of dimension one, B1C Š �1,
and similarly for a non-compact Riemann surface of finite volume. From differential
geometric point of view, the simplest complex hyperbolic manifolds are provided by
complex hyperbolic spaces Bn

C=� for some discrete group � . The hyperbolicity
follows from Ahlfors Schwarz Lemma and the existence of a Kähler metric
with negative Riemannian sectional curvature. The only other compact complex
manifolds known to possess a Kähler metric of negative Riemannian sectional
curvature are the examples known as Mostow-Siu surfaces, see [34] and [15]. In
the following we describe a few examples studied in [60] for which results in
complex geometry and the results of Faltings above allow us to deduce Mordellic
properties. We will only consider complex dimension two. First we make the
following observation in [60].
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Proposition 3 Let M be a smooth projective algebraic surface defined over a
number field F. Assume that there exists an unramified covering M0 ! M defined
over some number field F0 so that the irregularity q.M0/ D dim H1.M0;OM0/ is at
least 3 and that there is no non-constant morphism from a curve of genus 0 or 1 into
M, then M.F/ has finite cardinality.

The idea of the proof is to relate rational points M.F/ on M to rational points
M0.F0/ for some finite extension F0 of F by classical results of Hermite and
Chevalley-Weil. Then one considers the Albanese map on M0 and apply the results
of Faltings in [19] mentioned above.

We have the following immediately corollary, for which conditions in the
proposition above can be verified.

Corollary 1 The number of rational points on a smooth Picard Modular Surface
defined over a number field is finite. Similarly the result holds for the number of
rational points on a Mostow-Siu surface defined over a number field.

Proposition 3 shows that Mordellic properties would follow from virtual posi-
tivity of the first Betti number for surfaces, at least for complex two ball quotients.
In this way, the problem is related to the following problem in cohomology of Lie
groups and geometric topology. It has been conjectured by Borel [8], parallel to a
corresponding conjecture of Thurston for real hyperbolic spaces, that the first Betti
number of of a complex ball quotient is virtually positive. Recall that a property is
virtually true on a manifold if it holds after passing to a finite unramified covering
if necessary. Hence Mordellic properties of complex two ball quotients can be
established if the first Betti number is shown to be virtually at least 5. The conjecture
of Borel is open for a general compact complex ball quotient at this point. It is
proved in [60] that the conjecture is true for a non-compact complex ball quotient
of finite volume.

Theorem 3 Let M Š B2C=� be a smooth cofinite complex two ball quotient. Then
given any N > 0, there exists a finite unramified covering of M0 with b1.M0/ > N:
In particular, M has at most a finite number of integral points with respect to some
compactifying divisor.

The idea of proof is to observe that the Betti number of such a complex two
ball quotient increases with the number of cusps, which increases when one goes
to some unramified coverings. In the case of an arithmetic quotient of a complex
two ball, a compactification can be given by Baily-Borel compactification [6] which
adds a point to a cusp and is singular, or by toroidal compactification developed by
Ash-Mumford-Rapoport-Tai [4] which adds a torus to an end and is smooth. In the
case of non-arithmetic quotients, a differential geometric construction to each of the
above two cases has been developed by Siu-Yau [47] and Mok [33]. To find some
non-trivial class in H1, we consider the structure near the toroidal compactification
of an end, and in a sense show that some 1-cycle from the compactifying torus lifts
to M.
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At this point, the situation for other complex ball quotients is still not completely
understood.
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A Survey on L2 Extension Problem

Xiangyu Zhou

1 Introduction

It’s natural to explain the L2 extension problem using the Oka-Cartan’s global
theory on Stein manifolds including Cartan’s theorem A and theorem B and Cartan
extension theorem, and Hörmander’s L2 method for solving N@�equation.

Multiplier ideal sheaf could be regarded as a mixture of sheaf cohomology
method and L2 method. It’s used to give a unify treatment of Kodaira embedding
theory in complex geometry and some fundamental problems in several complex
variables such as Cartan extension theorem, Levi problem, Cousin problems I and
II et al.

Given a coherent analytic sheaf on a Stein manifold, Cartan’s theorem A asserts
that the stalk of the sheaf is generated by the global section of the sheaf; while
Cartan’s theorem B asserts that degree�1 cohomology groups of the Stein manifold
with value in the sheaf vanish.

Cartan extension theorem says that given a closed complex subvariety S in the
Stein manifold M, then any holomorphic function f on the complex subvariety S
(or holomorphic section of a holomorphic vector bundle restricting on S) can be
holomorphically extended to a holomorphic function F (or holomorphic section) on
the Stein manifold M.
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It’s known that Cartan’s theorem B implies theorem A (an early result of Siu)
and Cartan’s theorem B is equivalent to Cartan extension theorem. Cartan’s theory
was established in 1950s by the method of sheaf cohomology.

In 1960s, L2 method for solving N@�equation was established which is also
successful to obtain the above Cartan’s theorems and to provide another method
to solve some fundamental problems in several complex variables such as Levi’s
problem, Cousin problems I and II, and so on. For basic knowledge on several
complex variables including L2 method, the reader is referred to [15, 16, 18, 20, 32–
39, 49–52, 55, 71–74, 82, 83].

In the above setting of Cartan extension theorem, the following question seems
to be quite natural:

A natural question if the holomorphic function or section is of a special property
(say, invariant w.r.t. a group action, bounded or L2), could one find the holomorphic
extension which is still of the same special property?

For a discussion of the above question for the case of group actions, i.e., the case
for the extension invariant w.r.t. a group action, the reader is referred to [70, 87, 88].
This is related to Zhou’s solution in 1997 of a longstanding problem – the extended
future tube conjecture, which was posed by N.N. Bogoliubov, V. S. Vladimirov and
A.S. Wightman in 1950s when they studied QFT and Hilbert 6th problem.

In the present paper, we’ll focus on discussing the above question for the case of
the L2 extension.

The L2 extension problem is stated as follows (see, Demailly [21]):

L2 extension problem for a suitable pair .M; S/, where S is a closed complex
subvariety of a complex manifold M, given a holomorphic function f (or a
holomorphic section of a holomorphic vector bundle) on S satisfying suitable L2

conditions on S, find an L2 holomorphic extension F on M together with a good or
even optimal L2 estimate for F on M.

It’s obvious that the problem could be divided into two parts, we call the first one
existence part, the latter one optimal-estimate part. In the present paper, we mainly
consider the optimal-estimate part of the L2 extension problem, and also consider
an application of the existence part in a solution of the strong openness conjecture.

The famous Ohsawa-Takegoshi L2 extension theorem (Ohsawa wrote a series
of papers on L2 extension theorem in more general settings) gives an answer to
the first part of the problem – existence of L2 extension. There have been other
proofs and a lot of important applications of the theorem in complex geometry and
several complex variables, thanks to the works of Y.-T. Siu [75–81], J.P. Demailly
[17, 19, 21–26], Ohsawa [59–66], and Berndtsson [2–10] et al. [27, 56, 57, 67].

An unsolved problem remained – the second part of the L2 extension problem,
which we call the L2 extension problem with optimal estimate or sharp L2 extension
problem. The above-mentioned works of Siu, Demailly, Ohsawa, and Berndtsson et
al. not only gave other proofs of the Ohsawa-Takegoshi L2 extension theorem, but
also gave some explicit good estimates which could be also regarded as attempts to
the L2 extension problem with optimal estimate.
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One of the motivations to consider the L2 extension problem with optimal
estimate originates from the so-called Suita’s conjecture.

Let � be an open Riemann surface, which admits a Green function G�. Let %�
be the Bergman kernel for square integrable holomorphic .1; 0/ forms on �.

Let cˇ.z/ be the logarithmic capacity which is locally defined by

cˇ.z/ WD exp lim
�!z

.G�.�; z/ � log j� � zj/

on � (see [69]).
In [84], Suita conjectured in 1972 the following:

Suita’s conjecture On any open Riemann surface � with Green function, then
.cˇ.z//2jdzj2 � �%�.z/, equality holding for z 2 � if and only if � is conformally
equivalent to the unit disc less a (possible) closed set of inner capacity zero.

It should be noted that Suita’s conjecture is originally posed for open Riemann
surfaces (not only for the bounded planar domains) and actually consists of two
parts: inequality part and equality part, although the inequality part was often
referred as Suita’s conjecture. The equality part is more difficult.

2 Optimal Estimate for Ohsawa’s Paper III

2.1 A Previous Result

We started to consider the L2 extension problem with optimal estimate in [91],
introducing a new method of undetermined function.

Theorem 0 (Guan, Zhou, Zhu) Let M be a Stein manifold of dimension n. Let '
and  be two plurisubharmonic functions on M. Assume that w is a holomorphic
function on M such that sup

M
. C 2 log jwj/ � 0 and dw does not vanish identically

on any branch of w�1.0/. Put H D w�1.0/ and H0 D fx 2 H W dw.x/ ¤ 0g. Then
there exists a uniform constant C < 1:954 independent of M, ',  and w such that,
for any holomorphic .n � 1/-form f on H0 satisfying

cn�1
Z

H0

e�'� f ^ Nf <1;

where ck D .�1/ k.k�1/
2 ik for k 2 Z, there exists a holomorphic n-form F on M

satisfying F D dw ^ Qf on H0 with ��Qf D f and

cn

Z

M
e�'F ^ NF � 2C�cn�1

Z

H0

e�'� f ^ Nf ;

where � W H0 �! M is the inclusion map.
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Remark When ' and  are psh and C is large, the above is due to Ohsawa [60],
the so-called Ohsawa’s L2 extension theorem with negligible weight which is more
general than Ohasawa-Takegoshi L2 extension theorem.

2.2 Method of Undetermined Functions

A method of introducing undetermined functions with using ODE was initiated to
approach the L2 extension problem with optimal estimate in [91]. This method turns
out to be able to reach the solution of the problem.

Method of undetermined functions:

• take undetermined function for twist factor or weight instead of taking explicit
function,

• do L2 estimate according to twisted Bochner-Kodaira Identity or the method of
complete Kähler metric, together with a lemma of Berndtsson,

• get suitably divided two sum terms
• via naturally asking one term zero, obtain ODE and decide the undetermined

functions by solving the ODE

This method is based on combining of the earlier and advanced works of Ohsawa-
Takegoshi, Berndtsson, Demailly, McNeal-Varolin, Ohsawa, Siu (who developed
the twisted Bochner-Kodaira Identity and the method of complete Kähler metric).

One key difference between our method and their works is that they choose
the explicit functions for the twist factor or the weight, while we choose the
undetermined functions.

For bounded pseudoconvex domain in Cn and a special  , instead of using the
twisted Bochner-Kodaira Identity or the method of complete Kähler metric, Blocki
used Chen’s proof (arXiv:1105.2430), but this part didn’t give a better or optimal
estimate. In order to get better estimate, Blocki in [11] used the same method and the
same ODE as G-Z-Z’s to obtain the same constant as G-Z-Z’s, and then developed
this equation to obtain first C D 1 in [12] as a continuation of [91].

2.3 Main Result: Optimal Estimate

Continuing our previous work [40, 91], in the framework of Ohsawa series paper III
on L2 extension theorem, Guan and Zhou [41] obtained the optimal estimate version
of Ohsawa’s L2 extension theorem with negligible weight.

Theorem 1 (Guan, Zhou) In the above theorem, we only assume that ' C  and
 be plurisubharmonic on M. The same conclusion is true for C D 1.



A Survey on L2 Extension Problem 295

We illuminate briefly one idea of our proof on the method of undetermined
function which was first introduced in [40].

Lemma (see (Demailly’s book)) Let .X; !/ be a Kähler manifold of dimension n
with a Kähler metric !, .E; h/ be an Hermitian holomorphic vector bundle. Suppose
that �; g > 0 are smooth functions on X, ˛ 2 D.X; ƒn;qT�

X ˝ E/ (space of smooth
differential forms with values in E with compact support). Denote by N@� the Hilbert
adjoint operator of N@:

Then we have

k.�C g�1/ 12 N@�˛k2Qh C k�
1
2 N@˛k2Qh

� hhŒ�p�1‚E �
p�1@N@��p�1g@� ^ N@�;ƒ!�˛; ˛iiQh:

We introduce two undetermined functions s; u, one function s is for the twist
factor, another one u is for the weight.

Take the twist factor �, the weight �, and the new metric Qh on E in the above
lemma as follows.

• v is a smooth increasing convex function on R, such that v.0/ D 0,
• � WD s.�v ı ‰/ and � WD u.�v ı ‰/, where s 2 C1..0;C1//, and u 2

C1..0;C1//,
• Qh WD he�‰�� .

Then we have

�
p�1@N@� �p�1@N@��p�1g@� ^ N@�

D.s0 � su0/..v0 ı‰/p�1@N@‰ C .v00 ı‰/p�1@.‰/ ^ N@.‰//
C..u00s � s00/ � gs02/

p�1@.v ı‰/ ^ N@.v ı‰/;

Therefore we get two sum terms in the above formula. Asking naturally the
second term zero, i.e., we take g D u00s�s00

s02 ı .�v ı ‰/. Because of the first term,
we’re naturally led s0 � u0s D 1.

In this case, we have �C g�1 D .sC s02

u00s�s00

/ ı .�v ı‰/.
In summary, using a lemma of Berndtsson [1] (see also [91]), we’re led to the

following ODE system.
Two undetermined functions u; s 2 C1..0;C1// satisfy the following two ODE

equations:

.1/.sC s02

u00s � s00 /e
u�t D C;

.2/s0 � u0s D 1;
(1)

where t 2 Œ0;C1/, and C D 1, u00s � s00 > 0.
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When u D 0, it is just the ODE obtained in G-Z-Z articles [40, 91] where we got
C < 1:954.

The method in G-Z’s work: take two undetermined functions, one is from the
twist factor, another from the weight; get two ODE’s with boundary conditions (one
developed from G-Z-Z, another one is new which turns out to be important in our
sequel works); easy to solve the ODE system.

The idea of using two explicit functions for the twistor and the weight already
appeared in Siu’s paper. Our idea of using two undetermined functions existed
for some time, see Zhou’s former student Zhu’s Ph.D’s thesis (available in some
Chinese libraries) finished in 2010 and defended in May 2011.

2.4 Application: Inequality Part in Suita’s Conjecture

One has a relation between the L2 extension theorem with estimate C and the
inequality part of the Suita’s conjecture:

the L2 extension theorem with estimate C implies the inequality part of the Suita’s
conjecture with the constant C: .cˇ.z//2jdzj2 � C�%�.z/.

For bounded domain in C, Blocki first gave a solution of the inequality part of
Suita’s conjecture[12] as a continuation of [91].

The inequality part of Suita’s conjecture in its original form was obtained
independently as a corollary of the above Theorem 1.

Consequently, we solve an equivalent problem relate to the Fuchsian groups
given in [68].

2.5 Application: Stability of the Bergman Kernels

The above Theorem 1 (not necessarily asking both ' and  are plurisubharmonic,
only assuming ' C  and  are plurisubharmonic) was used to study the stability
of the Bergman kernels under a deformation of a bounded pseudoconvex domains
by Ohsawa in [65].

3 Optimal Estimate for Ohsawa’s Paper V

In the framework of Ohsawa series paper V on L2 extension theorem, Guan and
Zhou [42, 43] obtained the L2 extension theorem with optimal estimate.
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3.1 Main Result: Optimal Estimate

We present our main result in this setting as follows.

Theorem 2 (Guan, Zhou) Let .M; S/ satisfy condition .ab/, S be of pure codim k,
h be a smooth metric on a holomorphic vector bundle E on M with rank r. Then,
for any negative polar function ‰ on M such that ‰ 2 C1.M n S/ and ‚he�‰ � 0
and‚he�.1Cı/‰ � 0 on M n S in the sense of Nakano, there exists a uniform constant
C D 1 such that, for any holomorphic section f of KM ˝ EjS on S satisfying

�k

kŠ

Z

S
jf j2hdVMŒ‰� <1;

there exists a holomorphic section F of KM ˝ E on M satisfying F D f on S and

Z

M
jFj2hdVM � C.1C ı�1/

�k

kŠ

Z

S
jf j2hdVMŒ‰�:

Especially, if ‰ is furthermore psh, there exists a holomorphic section F of KM ˝ E
on M satisfying F D f on S and

Z

M
jFj2hdVM � C

�k

kŠ

Z

S
jf j2hdVMŒ‰�:

For the definition of the pair .M; S/ satisfying condition .ab/, the reader is
referred to [43]. It includes:

(1) M is a Stein manifold, and S is any closed complex subvariety of M;
(2) M is a complex projective algebraic manifold, and S is any closed complex

subvariety of M;
(3) M is a projective family, and S is any closed complex subvariety of M.

A polar function is an upper-semi-continuous function ‰ from M to the interval
Œ�1;A/ where A 2 .�1;C1�, such that

(1) ‰�1.�1/ � S, and ‰�1.�1/ is a closed subset of M;
(2) If S is l�dimensional around a point x 2 Sreg, there exists a local coordinate

.z1; � � � ; zn/ on a neighborhood U of x such that zlC1 D � � � D zn D 0 on S \ U
and

sup
UnS
j‰.z/� .n� l/ log

nX

lC1
jzjj2j <1:



298 X. Zhou

For each polar function ‰, one can associate a positive measure dVMŒ‰� on S as
the minimum element of the partial ordered set of positive measures d� satisfying

Z

Sl

fd� � lim sup
t!1

2.n� l/

�2n�2l�1

Z

M
fe�‰

If�1�t<‰<�tgdVM

for any nonnegative continuous function f with compact support on M.

3.2 Application: A Conjecture of Ohsawa

As a corollary of the above Theorem 2, we obtain a proof of a conjecture of Ohsawa
in [63] which is an extension of the Suita’s conjecture (inequality part) to high
dimensional manifolds and high codimensional subvarieties.

Let G.�; S/ be the nontrivial generalized pluricomplex Green function. Let dVM

be a continuous volume form on M and let f�jg1jD1 (resp. f	jg1jD1) be a complete
orthogonal system of A2.M;KM; dV�1

M ; dVM/ and A2.S;KMjS; dV�1
M ; dVMŒG.�; S/�/

Denote by %M DP1
jD1 �j˝ N�j 2 C!.M;KM˝ NKM/ (resp. %M=S DP1

jD1 	j˝ N	j 2
C!.S;KM ˝ NKM/:)

A conjecture of Ohsawa %M=S.x/ � .�k=kŠ/%M.x/ for any x 2 Sn�k.

Corollary (Guan, Zhou) The above conjecture of Ohsawa holds.

3.3 A Relation to Berndtsson’s Log-Plurisubharmonicity

Considering two cases,

(1) M a pseudoconvex domain in C
nCm with coordinate .z; t/, Y is a domain in C

m

with coordinate t, p.z; t/ D tI
(2) M is a projective manifold, and Y is a complex manifold, and p is a fibration.

Let L be an Hermitian holomorphic line bundle over M, e be the local frame of
L. Let %Mt be the Bergman kernel of KMt ˝ L on the fibre Mt, and %Mt WD Bt.z/dz˝
e˝ dNz˝ Ne locally.

Berndtsson established the following:

Theorem (Berndtsson) log Bt.z/ is a plurisubharmonic function with respect to
.z; t/.

One dimensional case is due to Maitani-Yamaguchi.

We observed the following relation between L2 extension theorem with optimal
estimate and log-plurisubharmonicity of the relative Bergman kernel.



A Survey on L2 Extension Problem 299

Corollary (Guan, Zhou) Our L2 extension theorem with optimal estimate implies
the above Berndtsson’s theorem.

Note that L2 extension theorem without optimal estimate can not do so.

3.4 Weakly Psedoconvex Case

Let R be a class of functions defined by

˚
R 2 C1.�1; 0� W R > 0; R0 � 0 and

Z 0

�1
1

R.t/
dt < C1
:

We will denote
R 0

�1
1

R.t/dt by CR.

Theorem (Zhou, Zhu) Let R be a function in R. Let .X; g/ be a weakly pseudocon-
vex complex n-dimensional manifold possessing a Kähler metric g, and let L (resp.
E) be a Hermitian holomorphic line bundle over X (resp. a Hermitian holomorphic
vector bundle of rank m over X), and s a global holomorphic section of E. Let  be
a smooth plurisubharmonic function on X. Assume that s is generically transverse
to the zero section, and let

Y D fx 2 X W s.x/ D 0; ^mds.x/ ¤ 0g:

Moreover, assume that

.1/
p�1‚L C

p�1@N@. C m log jsj2/ � 0

and that there is a continuous function ˛ � 0 on X such that the following two
inequalities hold everywhere on X:

.2/ ˛
p�1‚L C ˛

p�1@N@. C m log jsj2/C 1

m

p�1@N@ � f
p�1‚Es; sg
jsj2 ;

.3/
1

m
 C log jsj2 � �2˛:

Then for every holomorphic section f on Y with values in the line bundle KX ˝ L
(restricted to Y), such that

Z

Y

jf j2
j ^m .ds/j2 e� dVY < C1;
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there exists a holomorphic section F on X with values in KX ˝ L, such that F D f
on Y and

Z

X

jFj2
e Cm log jsj2R. C m log jsj2/dVX � CR

.2�/m

mŠ

Z

Y

jf j2
j ^m .ds/j2 e� dVY :

Remark The above theorem in [90] could be regarded as an optimal version of the
Ohsawa-Takegoshi-Manivel L2 extension theorem in [19].

4 The Sharp L2 Extension Problem in a General Setting

Let h be a smooth metric on a holomorphic vector bundle E on M with rank r which
is semi-positive in the sense of Nakano. An hermitian metric h on E is said to be
semi-positive in the sense of Nakano if ‚h is semi-positive definite as an hermitian
form on TX ˝ E, i.e. if for every u 2 TX ˝ E, u ¤ 0, we have ‚h.u; u/ � 0.

Let ‰ � A be a negative plurisubharmonic polar function on M, which is smooth
on M n S.

4.1 Main Result: A Solution of the Sharp L2 Extension
Problem

We establish an L2 extension theorem with optimal estimate, solving the L2

extension problem with optimal estimate in a general setting:

Theorem 3 (Guan, Zhou) There exists a uniform constant C D 1 such that, for
any holomorphic section f of KM ˝ EjS on S of pure codimension k satisfying

�k

kŠ

Z

S
jf j2hdVMŒ‰� <1;

there exists a holomorphic section F of KM ˝ E on M satisfying F D f on S and

Z

M
cA.�‰/jFj2hdVM � C.

Z 1

�A
cA.t/e

�tdt/.
�k

kŠ

Z

S
jf j2hdVMŒ‰�/:

Here, cA.t/ is a positive smooth function on .�A;C1/ .A 2 .�1;C1�/
satisfying

R1
�A cA.t/e�tdt <1, and

.

Z t

�A
cA.t1/e

�t1dt1/
2 > cA.t/e

�t
Z t

�A

Z t2

�A
cA.t1/e

�t1dt1dt2;

for any t 2 .�A;C1/.
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It’s easy to see that when cA.t/e�t is decreasing with respect to t and A is finite,
the above inequality holds.

4.2 Application 1: Equality Part in Suita’s Conjecture

One of the key points in the paper [44, 45] is the introduction of the function CA.t/,
which was motivated by Ohsawa’s paper [59] and Demailly’s paper [19] et al., and
plays a key role in the proof of the difficult equality case in Suita’s conjecture, by
selecting carefully a special CA.t/:

Corollary (Guan, Zhou) The equality part of Suita’s conjecture holds.
Therefore the full Suita’s conjecture holds.

4.3 Application 2: L-conjecture

Let� be an open Riemann surface which admits a Green function G�, which is not
biholomorphic to unit disc less a (possible) closed set of inner capacity zero.

The adjoint L-kernel is defined by L�.z; t/ WD 2
�

@2G�.z;t/
@z@t .

L-Conjecture Assume that G�.�; t/ is exhaustion for any t 2 �. Then for any t 2 �,
9z 2 �, s.t. L�.z; t/ D 0.

The equality part of Suita’s conjecture implies L-conjecture.

Corollary (Guan, Zhou) L-conjecture is true.

The L-conjecture was stated for a finite Riemann surface � (see [85, 86]). It’s
known that for such a Riemann surface, the assumption holds, i.e., on a finite
Riemann surface �, the Green function G�.�; t/ is exhaustion for any t 2 �.

4.4 Application 3: The Extended Suita’s Conjecture

Let � be an open Riemann surface, which admits a Green function G�.
Let p W 
! � be the universal covering from unit disc 
 to �.
We call the holomorphic function f (resp. holomorphic .1; 0/ form F) on 
 is a

multiplicative function (resp. multiplicative differential (Prym differential)) if there
is a character �, which is the representation of the fundamental group of �, such
that g�f D �.g/f (resp. g�F D �.g/F), where j�j D 1.

Denote the set of such kinds of functions f (resp. forms F) by O�.�/ (resp.

�.�/).
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Note that F^ NF is fibre constant respect to p, then one can define the multiplicative
Bergman kernel %�.x; Ny/ for 
�.�/ on � ��.

For Green function G�.�; z0/, one may find a �z0 and a multiplicative function
fz0 2 O�z0 .�/, such that jfz0 j D p�eG�.�;z0/.

Extended Suita Conjecture c2ˇ.z/jdzj2 � %��.z; Nz/, and equality holds if and only
if � D �z0 .

Corollary (Guan, Zhou) The extended Suita conjecture holds.

4.5 Application 4: Optimal Versions of Various L2 Extension
Theorems

By taking different cA.t/, obtain optimal estimate versions of various well known L2

extension theorems due to Ohsawa, Siu, Manivel, Demailly, Berndtsson, McNeal-
Varolin, Demailly-Hacon-Paun, et al.

Demailly-Hacon-Paun’s L2 extension theorem plays an important role in [22] on
the existence of good minimal models.

As examples, we give two optimal versions of Ohsawa’s L2 extension theorem in
[59], by taking cA.t/.

Corollary For any holomorphic section f of KSreg ˝ EjSreg on Sreg satisfying

�m

mŠ

Z

Sreg

ff ; f gh <1;

where S D fg1 D � � � D gm D 0g, gi are holomorphic functions on M, which
satisfies ^m

jD1dgjjSreg ¤ 0,
there exists a holomorphic section F of KM˝E on M satisfying F D f^Vm

kD1 dgk

on Sreg and

Z

M
.1C jg1j2 C � � � C jgmj2/�m�"fF;Fgh

� C.m
m�1X

jD0
Cj

m�1.�1/m�1�j 1

m � 1 � jC "/
.2�/m

mŠ

Z

Sreg

ff ; f gh;

where the uniform constant C D 1, which is optimal for any m.

To obtain the above result, we take c1.t/ WD .1C e� t
m /�m�" in our Theorem 3.
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Corollary For any holomorphic section f of KSreg ˝ EjSreg on Sreg satisfying

�m

mŠ

Z

Sreg

ff ; f gh <1;

there exists a holomorphic section F of KM ˝ E on M satisfying F D f ^Vm
kD1 dgk

on S and
Z

M
.1C .jg1j2 C � � � C jgmj2/m/�1�"fF;Fgh

� C
1

"

.2�/m

mŠ

Z

Sreg

ff ; f gh;

where uniform constant C D 1, which is optimal for any m.

To obtain the above result, we take c1.t/ WD .1C e�t/�1�" in our Theorem 3.

5 Strong Openness Conjecture

5.1 Statement of the Conjecture

Let X be complex manifold with dimension n and ' be a plurisubharmonic function
on X.

Definition (Nadel [58]) The multiplier ideal sheaf I.'/ is the sheaf of germs of
holomorphic functions f such that jf j2e�' is locally integrable (see also [21, 80, 81],
etc.).

Nadel proved that the multiplier ideal sheaf is coherent.

Denote by

IC.'/ WD [">0I..1C "/'/:

Strong openness conjecture of Demailly One has IC.'/ D I.'/:

Some known cases:

• Under the assumption that e�2' is locally integrable, i.e., when I.'/ D OX , this
was proved by Berndtsson (arXiv:1305.5781).

• When dimX < 3; this was proved by Favre, Jonsson, Mustată.

Theorem 4 (Guan, Zhou [46, 47]) The strong openness conjecture of Demailly
holds.

The effectiveness problem in the strong openness conjecture is also discussed in
[48].
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5.2 A Sketch of the Proof of the Conjecture

Our proof is by induction method. One main idea of the proof of the strong openness
conjecture is a use movably of the L2 extension theorem.

Since IC.'/ � I.'/; it’s sufficient to prove I.'/ � IC.'/:
Let F 2 I.'/. Take a series of movable hyperplanes close to the origin. Using

Ohsawa-Takegoshi L2 extension theorem, one can extend the restricted functions of
F on the movable hyperplanes, together with upper bounds which are variable for
the L2 norms of the extended holomorphic functions.

By induction method, we get that the extended functions belong to IC.'/: By
contraction, if the conjecture were not true, i.e., F … IC.'/, we would have obtained
a contradiction. Therefore, by curve selection lemma (see [21]), the extended
functions would have been divided by F at least along some analytic curve.

We observe that the L2 norms of such extended functions have lower bounds
which are also variable. Furthermore, one may observe that the ratios of the lower
bounds and upper bounds would have gone to infinity. This is a contradiction.

5.3 A Conjecture of Demailly-Kollár

Demailly and Kollár posed in [24] the following conjecture:

Conjecture D-K Let ' be a plurisubharmonic function on 
n � Cn, and K be
compact subset of 
n. If cK.'/ < C1, then

1

r2cK .'/
�.f' < log rg/

has a uniform positive lower bound independent of r 2 .0; 1/, where cK.'/ D
supfc � 0 W exp�2c' is L1 on a neighborhood of Kg, and � is the Lebesgue measure
on Cn.

The above conjecture implies the openness conjecture.

Theorem 5 (Guan, Zhou) The above conjecture of Demailly-Kollár is true.

5.4 A Conjecture of Jonsson-Mustată

Let I be an ideal of O
n;o, which is generated by ffjgjD1;��� ;l. In [54], Jonsson and
Mustată posed the following conjecture for level sets of plurisubharmonic functions
(see also [53]):
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Conjecture J-M Let  be a plurisubharmonic function on 
n � Cn. If cI
o. / <

C1, then

1

r2cI
o. /

�.fcI
o. / � log jIj < log rg/

has a uniform positive lower bound independent of r 2 .0; 1/, where

log jIj WD log max
1�j�l
jfjj;

cI
o. / D supfc � 0 W jIj2e�2c is L1 on a neighborhood of og is the jumping number

in [54], and � is the Lebesgue measure on Cn.

For n � 2, the above conjecture was proved by Jonsson and Mustată in [53].
The above conjecture implies the strong openness conjecture.

Theorem 6 (Guan, Zhou) The above conjecture of Jonsson-Mustată holds.

5.5 Applications

We present two immediate consequences of the truth of the strongly openness
conjecture.

Corollary One has fI.'/g D fI.'A/g, where ' is a p.s.h. function and 'A is a
p.s.h. function with analytic singularities.

This follows from the truth of the strong openness conjecture together with
Demailly’s equi-singular approximation theorem.

Corollary Vanishing theorem of Kawamata – Vieweg – Nadel type holds on
compact Kähler manifolds.

In a more precise way, we have the following vanishing theorem:
Let .L; '/ be a pseudo-effective line bundle on a compact Kähler manifold X of

dimension n, and nd.L; '/ be the numerical dimension of .L; '/.

Hp.X;KX ˝ L˝ I.'// D 0;

for any p � n � nd.L; '/C 1.

This follows from the truth of the strong openness conjecture together with
Demailly-Peternell’s [25] and Cao’s results [14].
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7. Berndtsson, B., Păun, M.: Bergman kernels and the pseudoeffectivity of relative canonical
bundles. Duke. Math. J. 145, 341–378 (2008)
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