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Preface

This essential reference provides the most comprehensive presentation of the state
of the art in the field of solar photovoltaics (PV). This growing field of research and
applications is currently being supported by numerous governmental, industrial,
and educational initiatives in the United States, Asia, and Europe to overcome solar
grid parity. The technology is particularly intended for increasing the usage of
renewable energy resources for energy production. The next-generation solar PV is
focused on improving the single junction cell conversion efficiency to near the
Shockley-Queisser limit and also working toward reducing the gap between cell
and module efficiencies while reducing the cost of the present process lines for
existing flexible PV. This book can be used as a research and professional reference
for teaching earth-abundant and inorganic-organic hybrid solar photovoltaics.
World-renowned authors explore the topic in nine engaging chapters: (1) 3D
Geometries: Enabling Optimization Toward the Inherent Limits of Thin-Film
Photovoltaics; (2) Earth-Abundant Cu2ZnSn(S,Se)4 (CZTSSe) Solar Cells;
(3) Cu2ZnSnS4, Cu2ZnSnSe4 and Related Materials; (4) ZnO Doping and Defect
Engineering—A Review; (5) Hydrogen Production and Photodegradation at TiO2/
Metal/CdS Sandwich Using UV-Visible Light; (6) Organic Photovoltaics;
(7) Nanophase Engineering of Organic Semiconductor-Based Solar Cells; (8) Solar
Cell Characterization; and (9) Applications.

The first article by Debnath et al. provides an overview and outlook of 3D
geometries with the promise of improved efficiency. A number of 3D nano and
microscale approaches based on silicon (Si), cadmium telluride (CdTe), copper
indium sulfide (CIS), copper indium gallium selenide (CIGS), gallium arsenide
(GaAs), and Zinc oxide (ZnO) absorbers are discussed. The approaches attempt to
decouple conflicting criteria for optimization of performance, eliminate particular
criteria, modify materials properties, or achieve some combination thereof.
Significant challenges do exist for scaling-up the current designs based on nano and
micro-manufacturing. Research on 3D geometries for light management are also
presented, as are developments of back contacts. A number of third-generation 3D
PV devices are approaching double digit efficiencies, and there is a significant
crosstalk between planar and 3D solar cell developments.
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The main challenge in solar PV technology is to reduce the cost and use
earth-abundant elements for manufacturing reliable, efficient PV devices for global
clean energy needs. A promising pathway to reduce PV cost is the use of thin-film
technologies in which thin layers of earth-abundant photoactive materials are
deposited on large-area substrates. One of the most promising thin-film PV tech-
nologies is based on earth-abundant copper-zinc-tin-chalcogenide-based kesterites,
Cu2ZnSnS4 (CZTS), Cu2ZnSnSe4 (CZTS(Se)). These materials are presented in
great detail in the next two contributions. Significant developments have been made
on CZTS(Se) devices in the past few years, reporting *11 %-efficient solar cell.
However, CZTS(Se) PV technology is currently in its amateur state and requires
extensive research to become marketable in the near future. The chapter by Das
et al. covered a limited overview of the technologies employed to prepare
CZTS-based materials. CZTS absorbers have been prepared by a variety of physical
vapor deposition techniques such as evaporation, sputtering, and pulsed laser
deposition. In addition, they have been prepared by a variety of nonvacuum
deposition techniques such as solution processing, nanocrystal-based deposition,
electrodeposition, screen printing, spray pyrolysis, and chemical bath deposition.
CZTS thin-film technologies can be deposited on a wide variety of substrate
materials making it possible to manufacture very lightweight, flexible solar cells on
metals, sodalime glass, and plastic substrates, and thus have correspondingly lower
cost. This CZTS has a direct bandgap of 1.4–1.5 eV and high optical absorption
coefficient for photon energies higher than the bandgap such that only a few
microns of material are needed to absorb most of the incident light, and hence
material and production costs are reduced. Thin-film CZTS solar cells can be 100
times thinner than silicon-wafer cells. The CZTS cells consist of at least five layers:
(i) substrate (soda-lime glass); (ii) back contact (Mo); (iii) CZTS absorber; (iv) CdS
emitter; and (v) front contact (ZnO, ITO).

The article by Shiyou Chen introduces the fundamental material properties of
CZTS, CZTS(Se), and related quaternary compound semiconductors, including
how they are derived from binary II–VI semiconductors, crystal structures, elec-
tronic structure, alloys, thermodynamic stability, secondary phases, defects, and
surfaces. Their influence on electrical, optical, and photovoltaic performance is
discussed. As a result of the increased chemical and structural freedom of these
quaternary semiconductors, these properties are much more flexible and compli-
cated than those of simple elemental and binary semiconductors, and are also
critical for understanding the limiting mechanism to the solar cell performance.
Detailed band structure calculations for CZTS-related materials are also reported.
Growth and fundamental understanding of the photoactive CZTS layers with
reduced defect density, compositional variations, grain boundary doping, and
microstructure and their correlation with photovoltaic properties are necessary to
increase the cell efficiency further.

The current status of ZnO n-type and p-type doping is comprehensively
reviewed in the chapter by Xiu and Xu, including the different doping methods and
dopant sources. ZnO is inexpensive, nontoxic, and compatible with semiconductor
manufacturing processes. Also, ZnO has been synthesized with a variety of
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nanostructures. The nanoscale p–n junctions can increase the injection rate of
carriers many times more than that for a planar ZnO diode. Based on these
advantages, ZnO has seen a surge of research interest aimed at achieving high
efficiency for ultrabright LEDs, laser diodes, and ultrafast photodetectors. However,
the main obstacle hindering ZnO application is a reliable method for fabricating
p-type ZnO material with a high hole concentration, high mobility, and low
resistivity. The current state of p-type doping of ZnO seems to be similar to that of
p-type doping of GaN more than 20 years ago. Therefore, it is believed that, with
continuing innovation, the p-doping difficulty in ZnO could be solved in the near
future.

As clean energy resources, sunlight and water are abundant and universally
available, and hence there is immense interest for energy applications. Hydrogen
production utilizing sunlight and water is a sustainable and logical approach for
constant energy generation. This is an example of a conversion of solar energy into
chemical energy. As a well-known photocatalyst, TiO2 is of interest and has been
examined persistently for water splitting for a range of reasons, including its
wide-ranging pH stability, nontoxicity, and good photoactivity in the presence of
UV light. The chapter by Manivannan et al. discusses a wet chemical approach to
synthesize anatase-only TiO2, incorporate platinum group metals (PGMs), and
subsequently deposit a chalcogenide to form a unique high surface area nano-
composite. Optical, microstructural, and photoelectrochemical studies have shown
that the as-prepared TiO2 has a particle size of 20 nm, demonstrates 60 % higher
surface area compared to the commercial TiO2, and exhibits superior photoelect-
rochemical responses (e.g., 60 % increase in photocurrent) indicating that it is a
promising base material for preparing visible light active composites. Among the
three PGMs studied for photocatalytic hydrogen generation, *0.79 wt% of Pt on
as-synthesized TiO2 is noted to be most useful: attributable at least in part to its
known stability relative to other PGMs during photocatalysis. To conclude, metal
oxides such as TiO2 can be used as a replacement for polysulfide stabilizers with the
dual benefit of its photodegradation as well as hydrogen generation.

The contribution by Delongchamp provides details about the origin of organic
photovolatics (OPV) and the future outlook of these solar cell devices. The active
layer of an OPV solar cell is composed of hydrocarbon-based organic materials.
OPV occupies a special niche among solar energy technologies in that it could
potentially satisfy the growing energy needs of the world with a product that is
sustainable, elementally abundant, and cheaply manufactured. OPV cells have
recently seen a dramatic uptick in reported efficiencies, with power conversion
efficiencies reaching ≈11 %. These increases in power conversion efficiency have
largely been driven by the development and discovery of new OPV active layer
materials and new ways to process them. The technology has gained significant
commercial attention over the past decade, as its unique attributes merit consider-
ation for a place in the landscape of distributed energy generation devices. Some of
OPV’s advantages include a flexible form factor and facile processing, either from
fluids or from vacuum deposition.
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The chapter by Yang et al. describes chemical synthesis approaches to tune the
electronic energy levels in low bandgap polymers to match the energy levels of
fullerene derivative acceptors for optimized charge transfer. They also review recent
progress in tuning the film morphologies with solvent annealing, thermal annealing,
processing additives, and compatibilizers. The development of OPVs toward future
commercialization is still underway. Very recently, the organometal halide perov-
skite solar cells have shown great promise with efficiency of over 15 %. The
remarkable success of organic–inorganic hybrid perovskites is based on the com-
bination of the advantages of organic materials, such as low cost, solution pro-
cessing capability, and flexibility, with the advantages of inorganic semiconductors,
such as high crystallinity and excellent charge transport properties.

The solar cell characterizations covered in the chapter by Hamadani and
Dougherty address the electrical power generating capabilities of the cell. Some
of these covered characteristics pertain to the workings within the cell structure
(e.g., charge carrier lifetimes) while the majority of the highlighted characteristics
help establish the macro performance of the finished solar cell (e.g., spectral
response, maximum power output). Specific performance characteristics of solar
cells are summarized in this article, while the method(s) and equipment used for
measuring these characteristics are also emphasized.

Lastly, the various solar cell applications are reviewed in the chapter by Chen
et al. The important applications in space are discussed first, including the history,
development, and materials consideration of solar panels in space. Among terres-
trial applications, the most widely used is solar power generation for grid utilities.
Building-integrated photovoltaics (BIPV) have been identified as a fast growth
application with a large market, and the latest developments in hybrid solar,
transparent solar panel are discussed. In addition, solar cells have also been used in
automotives, public electric facilities, such as road lighting, water pumps, vending
machines, and various consumer electronics such as watches and hand calculators.
The solar cell efficiency, life cycle, and cost of these various applications are
reviewed. Finally, this chapter provides an overview of the latest solar panel
technology and the major solar panel manufacturers worldwide, as well as a broad
look at the current solar market and the outlook for the future.

Overall, the nine chapters in this book provide the reader an excellent resource for
understanding materials for solar photovoltaics over a wide range of topical areas.

We acknowledge Ms. Sara Kate Heukerott for her involvement in editing and
producing this book. Special thanks are due to the authors and manuscript reviewers
for their contributions.

Oak Ridge, USA M. Parans Paranthaman
Gaithersburg, USA Winnie Wong-Ng
Golden, USA Raghu N. Bhattacharya
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Chapter 1
3D Geometries: Enabling Optimization
Toward the Inherent Limits of Thin-Film
Photovoltaics

R. Debnath, C.M. Hangarter and D. Josell

1.1 Introduction

Three dimensionally patterned photovoltaic (3D PV) geometries are the subject of
modeling and experimental study because theory indicates such devices could
outperform traditional one-dimensional planar devices. The proposed functional
improvements possible through the 3D geometry broadly arise from (1) decoupling
of conflicting criteria for performance optimization, (2) elimination or relaxation of
criteria for performance optimization, and (3) enhancement of performance through
material or device properties that are not observed with bulk materials. Examples of
3D PV research focused on assessing and/or improving the performance of inor-
ganic thin-film PV devices through each of these three approaches are detailed in
this chapter.

In the principal examples where 3D geometries are used to decouple conflicting
criteria for optimization, the conflict lies in the requirements for thicker absorber to
improve capture of light and thinner absorber to improve collection of generated
carriers. Decoupling these conflicting length scale criteria is the goal of studies with
cadmium selenide/cadmium telluride (CdSe/CdTe) and cadmium sulfide/cadmium
telluride (CdS/CdTe) devices with micro- and nanopillar geometries for which the
length scales for light absorption and carrier collection are independently
controllable.

For 3D approaches that eliminate or relax criteria for optimization, the principle
example is elimination of requirements that the conducting contact layer, for
example, indium tin oxide (ITO) or aluminum doped zinc oxide in planar devices
with p-type CdTe as well as p-type copper indium sulfide (CIS) or copper indium
gallium selenide (CIGS) absorbers, be highly transparent as well as highly con-
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ductive. Devices with back contact geometries are detailed that entirely eliminate
the need for the transparent conducting layer, rear side placement permitting
high-density arrays of interdigitated metal electrodes. The restriction on optically
transparent n-type junction material is also lifted as it is also moved behind the
absorber layer.

Approaches to enhance materials’ properties through 3D patterning are captured
in a summary of recent efforts to understand photonics of 3D structures. Studies are
described whereby the small-scale structuring in the 3D devices leads to enhanced
optical coupling of light and thereby potentially more effective utilization of
material.

One might anticipate that the most successful approaches accomplish more than
one of these goals. Indeed, this is almost inherent in 3D geometries, which can
impact performance all the way from light absorption through carrier transport to
current collection. Thus, the pillar geometries will be detailed as an approach to
decouple conflicting criteria for light absorption and current collection as well as a
means to enhance light absorption. Such overlap is, however, not always the case.
Thus, modeling of fine metal structures for plasmonics control of light absorption
suggests no significant role with regard to carrier transport or current collection,
leaving discussion of this approach entirely in the third section of the review.

1.2 Broader Background

While this chapter is focused on 3D inorganic thin-film devices, it is worth noting
that 3D geometries are already ubiquitous in commercial silicon (Si) solar cells.
Albeit typically in more limited form, these 3D implementations provide functional
improvement by reducing or eliminating conflicting optimization criteria; they do
not enhance or modify material properties. Metallization wrap through technologies
are one example, reducing front contact shading without degrading carrier collec-
tion. Back contact Si devices with localized rear surface positive and negative
contacts [1–5] are another example. The back contact geometry relaxes the
conflicting requirements on absorber thickness dictated by light absorption and
carrier collection, albeit absorber thickness still influences both. Although there are
no commercial devices, Si nanowire and micro-column devices with dimensions
that more fully decouple the length scales of absorption and collection are the
subjects of numerous studies.

The 3D approaches addressed are broadly relevant across materials. Organic
devices, albeit having efficiencies that are generally lower and degrade more
quickly than those of inorganic devices, are frequently based on structures that are
highly 3D in nature. They are subject to issues of material heterogeneity that can
factor as heavily into device performance as intentional 3D micro-, and even nano-,
structuring. While there are numerous studies of hybrid PV devices incorporating

2 R. Debnath et al.



dispersed nanodots, nanorods, and nanowires (NWs), interpretation of observed
behavior is complicated by the need to account for variations in size, orientation,
geometry, and percolation between particles in addition to consideration of the
orientations of polymers and other organic compounds around them. For this rea-
son, this overview is limited to studies of thin-film inorganic devices with
well-defined geometries.

1.3 Conflicting Requirements

Significantly, pillar and related 3D geometries that seek to decouple conflicting
criteria for optimization have achieved only 6 % efficiency to date, despite their
success in decoupling light absorption from carrier collection, the latter length scale
being reduced to lengths to less than 500 nm [6]. A major factor limiting their
performance is the new complication introduced by the pillars of CdS themselves.
These thick light absorbing structures necessitate undesirable illumination through
the metal contact on the CdTe side and increase the interface area on which carriers
can recombine. The example thus illustrates what is commonly called the law of
unintended consequences. However, it also highlights the benefits of alternative
approaches, e.g., back contact devices that decouple light absorption from carrier
collection but do so without requiring illumination through the metal contact
(or any contact) and can reduce interface areas even below those in planar devices.

The direct bandgap thin-film CdTe, CIS, and CIGS absorbers, of interest as
thinner alternatives to indirect bandgap Si in planar devices, introduce a number of
unintended consequences. Unlike Si, which can be readily doped n-type and p-type
to make homojunction devices, these compound semiconductor absorbers are
typically p-type. Heterojunction devices in these systems thus require an n-type
material, typically a CdS layer. The n-type layer must be thin to minimize
absorption of light within it but sufficiently thick that there are no pinholes that
shunt the junction. One must therefore optimize the window layer thickness to
balance the conflicting criteria of minimal absorption and a pinhole-free layer,
commonly resulting in substantial loss of UV response with commercial panels.
The use of a larger bandgap layer is used to relax these conflicting requirements.
However, this approach limits the choice of window materials, and consideration
must be given to possible influence on the device performance through the nature of
the p-n junction.

Micrometer-scale recombination lengths in polycrystalline thin-film materials
are not associated with finger electrodes of similar pitch on the front surface of
thin-film devices only because the transparent conducting oxide (TCO) layer on this
surface carries the current. In the absence of TCO, such thin-film devices would
require finger electrodes with pitch fine enough to both accommodate the recom-
bination length of the underlying materials and provide tolerable series resistance.
Unfortunately, increasing the conductivity of an oxide by doping generally makes it
less transparent. Similar to the case with the n-type window layer, the TCO
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composition, doping, and thickness must balance the competing criteria of high
transparency and high conductivity.

Clearly, the front TCO and n-type semiconductor layers, while integral to
operation of traditional 1D geometry thin-film devices, bring with them a number of
conflicting criteria for device optimization. Low open-circuit voltage (Voc) of
CdTe/CdS planar devices (900 mV, well below the ≈1.5 eV CdTe bandgap as well
as Voc values for devices based on GaAs, which has a similar bandgap) indicates
that performance in these devices is far from ideal. Approaches that eliminate
conflicting criteria present the possibility to overcome associated limitations and
thus achieve a more optimal value.

1.4 Optical Modeling and Simulation of 3D Geometries

Like planar devices, NW and other nanostructured PV devices include regions of
layered materials, the optical properties of each material affecting the transmission
of light through all the layers. The optical properties of the materials are represented
by their complex refractive indices, ~n ¼ nþ jk (where n is the refractive index and
k is the extinction coefficient) or by the complex relative permittivity er defined by
~n ¼ ffiffiffiffi

er
p

for nonmagnetic substances. As the spectrum of interest for PV applica-
tions is broadband in nature, ~n and er typically depend on the wavelength of the
irradiating light (λ). The intensity of light is typically presumed to decrease expo-
nentially with propagation distance x according to the Beer–Lambert equation
IðkÞ ¼ I0ðkÞe�aðkÞx where the absorption coefficient in the material α can also be
expressed in terms of the extinction coefficient as a ¼ 4pk

k . Reflection and trans-
mission at interfaces, as defined by the optical properties of the adjacent materials,
also affect light propagation through a PV cell. This frequently begins with the
reflection of a significant portion of the incident light from the device surface due to
the substantial mismatch of the refractive indices of most materials from that of air.
The benefits of one-dimensional (1D) optical modeling for thin-film PV devices
pale in comparison with those derived from the application of two-dimensional
(2D) and/or 3D optical models to devices containing relevant materials’ distribu-
tions or surface texturing. With light management critical to device performance,
accurate understanding of light scattering and absorption in nanostructured devices
that incorporate novel optical concepts and device architectures through optical
modeling is often crucial. 3D solar cells can, of course, be analyzed using rigorous
3D optical modeling to properly understand the optical behavior of the system [7].
However, substantial understanding can frequently be obtained from consideration
of simpler subcomponents (e.g., surface textures or metal nanoparticles) bringing
together 1D, 2D, and 3D modeling concepts in order to reduce computational
requirements.

Methods developed to solve the electromagnetic wave equations in PV devices
include the finite element method, finite difference time domain (FDTD), and
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rigorous coupled-wave analysis. The methods have their own advantages and are
applied to solve electromagnetic problems accordingly. Typically, subwavelength
spatial discretization of the PV structure is employed in modeling wave propagation
and wave interaction with the PV materials. When the dimensions of the structure
are smaller than the relevant wavelengths of light, geometric ray optics cannot be
applied to model light scattering and other modeling approaches are utilized. With
the optical properties defined and boundary conditions imposed, the light source is
added and the electric and magnetic fields are evaluated in the simulation domain in
order to generate the desired light reflection and absorption and associated carrier
generation. With their simplifying periodicity and relevance to numerous systems,
nanopillar geometries have been the subject of a number of such models [6, 8–10].
Models that evaluate both optical and electrical response have been used to
understand light trapping [10, 11] and device physics of nanostructured solar cells
[12]. For plasmonic solar cells, such models predict how nanoparticles within a PV
device influence the electronic response of the system [13, 14].

1.5 Nano-/Micro-pillars

Developments in nanotechnology have yielded nanostructured materials with
demonstrated potential for high-performance electronic devices [15–17]. In par-
ticular, NW-based solar cells possess a number of potential advantages over planar
wafer-based thin-film solar cells. The advantages arise from the unique character-
istics of these nanomaterials: (i) superior light trapping, (ii) excellent absorption and
anti-reflection, (iii) enhanced radial charge separation making them less sensitive to
defect states, and (iv) single-crystal growth on non-epitaxial low-cost substrates
being more structurally relaxed due to their reduced dimensionality. With the
efficiencies of crystalline Si devices already incorporated into commercial solar
panels exceeding 23 % as of the submission of this chapter, limited improvement
toward the single-junction limit is possible through 3D redesign. Nonetheless, while
NW-based PV devices have yet to supersede the efficiency limit of their planar
crystalline Si counterparts, these unique characteristics may provide less expensive
processing options and enable use of a wider range of geometries as well as
materials, organic or inorganic.

1.5.1 Advantages of NW Geometry

High efficiency solar cells transmit incident photons into the device, absorb them in
the appropriate location, and then efficiently collect generated photocurrent. The
tailored geometries of NW-based devices can minimize the losses in each photo-
conversion step, permitting low reflectivity, high absorption, and reduced carrier
diffusion lengths.
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1.5.1.1 Broadband Absorption and Anti-reflection

Because the refractive indices of device materials impact detrimental light reflec-
tion, a quarter wavelength transparent layer is typically used as an anti-reflective
coating for thin-film solar cells; however, such a layer is effective only for a narrow
range of wavelengths. In contrast, a gradual change in refractive indices can sup-
press reflection for a wide range of wavelength, with such impedance matching
achievable through engineered nanostructures on the device surface. NWs in par-
ticular and their geometry determining the local absorption of photons as well as the
efficiency of photogenerated carrier collection at the electrodes appear ideal in this
regard. As such, there has been substantial exploration in the last decades of NW
materials of different shapes and sizes fabricated using vapor–liquid–solid
(VLS) methods, template-assisted growth, colloidal lithography, etc. [18–21].
Smoother transition between air and material can be achieved using arrays of
NWs/pillars or multi-diameter micro-wires with gradually changing diameter [22],
different aspect ratio [23], or pitch [24] where they can deliver absorption
approaching, or even exceeding, the Lambertian limit.

Nanocones or tapered NW structures exhibit more efficient broadband absorp-
tion than planar thin-film samples due to refractive index matching with air that
suppresses Fresnel reflection [25, 26]. Figure 1.1a shows scanning electron
micrograph (SEM) of a-Si:H nanocone arrays fabricated by a scalable
low-temperature nanosphere lithography process [27]. For wavelengths between

Fig. 1.1 a SEM images of Si:H nanocones fabricated by nanosphere lithography. Inset shows the
nanocone solar cell. b Comparison of absorption data from a-Si:H thin film, nanowire arrays, and
nanocones at normal incident over a broad range of wavelengths. Adapted with permission from
Ref. [27]. Copyright © 2009, American Chemical Society. c Schematic showing the
cross-sectional structure of nanodome solar cells. d FDTD simulation of electric field of the
nanodome structure at different wavelengths. Incident plane wave is polarized in the x direction.
Adapted with permission from Ref. [29]. Copyright © 2010, American Chemical Society
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400 and 800 nm, absorption is significantly higher than that of either NW arrays or
thin films (Fig. 1.1b). Even for thin active layers, absorption is improved due to the
broadband suppression of front surface reflection over a wide range of incident
angles [28, 29]. The same phenomenon has been observed with nanodome solar
cells in which the a-Si:H solar cell is conformably deposited on top of the
nanocone-patterned substrate (Fig. 1.1c). Enhanced absorption arises from both
decreased reflection, due to refractive index matched with air, and increased optical
path length due to scattering of reflected light along the in-plane direction. 3D
FDTD simulations indicate that nanodome structures can absorb 93 % of normally
incident sunlight over the spectral range from 400 to 800 nm, with single-pass
absorption of shorter wavelength light and multi-pass absorption of longer wave-
length light (Fig. 1.1d). In an analogous manner, Ge nanopillars with reduced
diameter toward the top exhibit improved broadband absorption by decoupling
reflection of light at different wavelengths as shown in Fig. 1.2 [22]. Other materials
such as Si, InP, GaP, and CdS also show much reduced reflection with both tapered
and untapered NW configurations [6, 30, 31]. Ordered nanopillar arrays with
appropriately well-controlled geometries can be readily synthesized by
template-assisted growth.

Fig. 1.2 a Schematics of Ge dual diameter nanopillar arrays. b Simulated electric field intensity
distribution at 800 nm, which decays axially as the absorption of photons in Ge takes place.
c Broadband absorption spectra showing the enhancement. Adapted with permission from Ref.
[22]. Copyright © 2010, American Chemical Society
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1.5.1.2 Improvement in Charge Separation and Collection

In addition to improvements in optical absorption, optimally designed NW devices
can significantly improve charge collection efficiency. While one may improve light
absorption in the active region of planar devices by increasing their thickness,
minority carrier diffusion ultimately becomes a bottleneck, with reduced photo-
carrier collection efficiency. For single-crystalline material such as Si, the minority
carrier diffusion length is hundreds of micrometers so that increased thickness is
less of a problem in this respect. However, for polycrystalline materials, smaller
minority carrier diffusion lengths impose real thickness limitations on planar device
architectures. 3D structures can overcome these limitations both by separating the
charges laterally and by collecting them more quickly through band conduction.
When the carrier collection distance is significantly reduced, such devices are more
defect-tolerant. Examples include enhanced carrier collection from Cd (Se,Te) [32]
and CdS/CdTe [6] 3D nanorod array solar cells, manifesting as higher quantum
yield in the red and higher fill factor than devices with planar configurations.

1.5.2 Single-Nanowire/Micro-wire Devices

Consistent with nominal expectations for application, NWs are typically assembled
and integrated as arrays in experimental PV devices. However, a number of efforts
have studied single-NW (or micro-wire) devices to elucidate fundamental under-
standing of surface recombination, minority carrier diffusion, doping effects, etc., in
such systems. The NWs in such devices typically have one of two structural geom-
etries that are defined by the modulation of dopants within them, axial [33–36] and
radial (core-shell) [34, 35, 37–39], although there has been study of single dopant NW
devices [40]. The standard motif is the p-i-n configuration shown in Fig. 1.3a. In the
axial configuration, the dimensions of the p-i-n regions are controlled during the NW
synthesis, and the doped (n and p) regions can be made arbitrarily small near the metal
contact at either end. The architecture can impose limits on carrier collection efficiency
due to enhanced bulk recombination for NW lengths greater than the comparatively
small minority carrier diffusion lengths of most semiconductors. These shortcomings
can be circumvented in radially modulated p-i-n device (Fig. 1.3c) in which carrier
separation takes place over much reduced distances in the radial direction, making
photogenerated carrier collection more efficient.

PV properties of axial and radial Si NW diodes are shown in Fig. 1.3b, d. Dark
current–voltage (I–V) curves of the axial p-i-n Si NW diodes show the rectifying
nature of the junction for different lengths of the i region. Under AM1.5 solar
illumination, the PV nature is evident with improved diode quality factor as
compared to its p-n counterpart and 0.5 % efficiency in which the (projected) area is
approximated as the length of the intrinsic region and the depletion widths in the p-
and n-regions multiplied by the NW diameter [33]. However, the efficiency is only
0.15 % considering the entire length between the contacts of the p-i-n axial device.
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The Si core–shell single-NW diode in the radial p-i-n configuration exhibits an
apparent upper bound short-circuit current density of 24 mA/cm2, a substantial
improvement over the axial version as well as close to that of polycrystalline Si
solar cells [41]. This implies very good absorption of light within the material as
well as efficient charge collection/separation. Short-circuit current that scales line-
arly with the device length indicates uniformly efficient charge separation along the
entire length of such core–shell structures (Fig. 1.3d).

When the NW diameter is similar to the wavelength of the light, optical inter-
ference effects can play a major role in the absorption spectra. For high absorption
coefficient direct bandgap III–V material like GaAs in particular, resonances can
occur that significantly increase the total absorption [38]. When a single GaAs NW
solar cell with radial p-i-n configuration is vertically oriented, the short-circuit
current becomes one order of magnitude higher than predicted from the Lambert–
Beer law. Due to the high absorption cross section, light gets concentrated in the
standing NW (Fig. 1.4) resulting in an optimal GaAs p-n junction diode that
exceeds the solar cell efficiency set forth by the Shockley–Queisser limit based on
its actual physical area.

Fig. 1.3 Schematic of a axial p-i-n Si NWs with b current–voltage (I–V) characteristics under
dark (first plot) and AM1.5G illumination (second plot). Red, green, and black curves correspond
to i-segment lengths of 0, 2, and 4 μm, respectively. SEM image of the Si NW device (inset). The
scale bar indicates 4 μm. Adapted with permission from Ref. [33]. Copyright © 2008, American
Chemical Society. c Illustration of coaxial Si NW structure showing the photogenerated electrons
(e−) and holes (h+) are swept into the n-shell and p-core, respectively, due to the built-in electric
field. d Linear increase of short-circuit current of the NW PV device at 0.6 sun as a function of
device length suggesting that the photogenerated carriers are collected uniformly along the radial
structure. Adapted with permission from Ref. [37]. Copyright © 2007, Macmillan Publishing
Limited
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1.5.3 3D Absorber Solar Cells

In traditional thin-film PV, the active layers should be thick enough to absorb all the
incident photons, but the limited minority carrier diffusion length of many semi-
conducting materials imposes a thickness limitation on the device architecture. This
conflict can be overcome either by using p-n radial junction as explained earlier or
introducing nanopillars (NPs) within the thin film. By optimally designing the
dimension of the NPs, the latter architecture can take full advantage of high photon
absorption and efficient carrier collection in this 3D configuration as compared to it
planar counterpart.

1.5.3.1 Chalcogenide Absorbers

CdS/CdTe devices in which polycrystalline CdTe thin film was deposited by
chemical vapor deposition (CVD) on arrays of CdS NPs have demonstrated
enhanced absorption as well as efficient carrier collection [6, 42, 43]. Highly
periodic anodic alumina membranes (AAM) have been used to template the
high-density, single-crystalline CdS NP arrays, the device efficiency depending on
the embedded nanopillar lengths (Fig. 1.5). The volumetric recombination of
photogenerated carriers is substantially reduced as the carrier collection volume
near the n-p junctions is increased beyond that of the conventional planar structure,
overcoming the small minority diffusion length that limits planar CdS/CdTe solar
cells. The 3D geometry exhibits enhanced optical absorption and has permitted
fabrication on a flexible substrate, although the efficiency of these devices only

Fig. 1.4 a Simulation of light absorption in GaAs NW (2.5 μm) under solar AM1.5G
illumination. The absorption rate depends on the diameter and wavelength. Optimal light
absorption leads to solar cell efficiency above the Shockley–Queisser limit. b Short-circuit current
density exceeds by more than one order of magnitude that predicted using the Lambert–Beer rule
under 1 sun. Adapted with permission from Ref. [38]. Copyright © 2013, Macmillan Publishing
Limited
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reached ≈6 %. Similar efficiency was obtained from devices with high-density
randomized CdS NWs grown on fluorine-doped tin oxide/soda lime glass substrates
via low-temperature liquid-phase synthesis and electrochemically deposited
CIGS [44].

1.5.3.2 Si Micro- and Nanowires

Using a VLS growth process, arrays of Si micro-wires with minority carrier dif-
fusion lengths and surface recombination velocities similar to those of single-crystal
materials can be grown on different substrates [45]. These arrays can provide
significant photon absorption using a very small fraction of the materials used in
wafer-based PV devices with significant improvements in effective optical con-
centration and charge collection [46]. Solar cells fabricated with wires whose
diameter is of the order of the minority carrier diffusion length have been predicted
to achieve efficiencies up to 17 % [45].

Arrays of disordered NWs grown by a VLS method on low-cost substrates such
as glass and surrounded by a thin transparent conductive oxide have both low
diffuse and specular reflection. These anti-reflective properties enhance infrared
absorption in the core–shell NWs, with additional enhancement in external quantum
efficiency (EQE) obtained with overlying nanocrystalline Si [47].

Nanostructured 3D “folded cell” amorphous/microcrystalline Si multi-junction
solar cells (micromorph) have also been proposed for improved efficiency over
planar a-Si devices [48]. Monte Carlo optical modeling indicates a stable efficiency
of amorphous Si p-i-n solar cells of over 12 % range is possible. For the mi-
cromorph cells, efficiency over 15 % is predicted given thicknesses of amorphous
Si below 200 nm and of microcrystalline Si around 500 nm.

Fig. 1.5 a Fabrication process flow of CdS/CdTe 3D nanopillar solar cells. Highly periodic
anodized aluminum is used as the template for the direct synthesis of single-crystalline n-CdS
nanostructures. A p-type CdTe thin film is then deposited by CVD followed by thermal
evaporation of the Cu/Au metal contact on top. b Efficiency of the cells as a function of the
embedded nanopillar height in which the CdTe film thickness is maintained constant. Adapted
with permission from Ref. [6]. Copyright © 2009, Macmillan Publishing Limited

1 3D Geometries: Enabling Optimization Toward … 11



1.5.3.3 Oxides

A design that uses solution processed vertically oriented n-type ZnO NWs and
p-type cuprous oxide (Cu2O) nanoparticles combines the ideal of a NW-based solar
cell with the concept of environment friendly, inexpensive, scalable, and durable
semiconducting PV [49]. Cu2O–ZnO heterojunctions are formed electrochemically,
and the device performance is compared with that of a bilayer structure for different
active layer thickness and NW dimensions [50]. Although these NW heterojunction
devices show improved charge collection, a blocking layer of TiO2 reducing
shunting and enabling long-term stability [51], the efficiency is less than that of a
bilayer structure.

1.6 3D Structures for Light Management

The traditional means to increase light absorption in solar cells has been to increase
absorber thickness, previously noted to underlie the conflict between optimization
of light absorption and charge collection. Barring the related light management
schemes of anti-reflective coatings and multi-junction cells, the primary approach to
mitigate this tradeoff in Si solar cells has been surface texturing. The roughened
surface scatters light internally to increase propagation distances. Utilizing ray
optics, the conventional limit on absorption enhancement has been determined to be
4n2/sinθ [52], where n is the index of refraction.

Light management has been long recognized as a strategy to increase the effi-
ciency of solar cells and light-emitting diodes. In solar cells, this approach aims to
fully absorb light in a particular spectral region with a much thinner absorber layer
than that dictated by material absorption coefficients. Thus, with proper design,
absorbers can be made to be “optically thick” for increased efficiency while being
physically thin. The advantage is twofold in that the thinner absorber reduces
material costs even as it mitigates, or eliminates, the tradeoff between the diffusion
length and absorption length thickness criteria.

This section explores 3D structures and surfaces that fall under the umbrella of
light management. This excludes the important, related schemes of transparent
anti-reflective coatings and multi-junction cells and focuses upon techniques that
can be loosely categorized as surface texturing and micro-/nanoscale photonic
architectures. Surface texturing is introduced from the classic ray optic approach,
before briefly surveying more recent developments in nano- and microscale
topologies, already covered to a greater extent, that push absorption beyond the ray
optic limit. In the latter, a host of structures, including plasmonic and reflector
designs, will be described for light trapping. Recent examples in the literature are
used to illustrate advances.
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1.6.1 Surface Texturing

While the original motivation behind surface texturing was to improve the response
of Si photodiodes, the concept has since been adopted by the PV community as a
means to increase the propagation length of light in Si solar cells [53, 54]. The basic
premise is that a textured surface can randomize the direction of light with a
maximum absorption enhancement factor of 4n2/sin(θ) assuming an ideal back
reflector with total internal reflectance [55]. For diffusely scattering surfaces
(Lambertian), derived path lengths are nearly double that of a planar surface [56].

1.6.1.1 Nanocones

In the previous section, a fine scale patterned adaptation of this approach was
examined with several NW studies finding optical absorption enhancement over
planar counterparts. Hydrogenated amorphous Si nanocones were shown to absorb
light more efficiently over a larger angle of incidence than cylindrical wires due to
the graded effective refractive index associated with the cone sidewalls shown in
Fig. 1.6 [27]. This work demonstrated considerable improvement in absorption

Fig. 1.6 a–d Schematic illustration of 1-μm-thick a-Si:H on ITO-coated glass substrate, a
monolayer of silica nanoparticles on top of a-Si:H thin film, NW arrays, and NC arrays. The
effective refractive index profiles of the interfaces between air and e a-Si:H thin film, f 600 nm
a-Si:H NW arrays, and g 600 nm a-Si:H NC arrays. Adapted with permission from Ref. [27].
Copyright © 2009, American Chemical Society
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could be achieved with nanoscale patterned geometries, setting the stage for
short-circuit current density (JSC) gains in devices.

Subsequent studies with nanopillar textured Si thin films realized a nearly
three-fold improvement over the Lambertian limit depending on the nanopillar
length [9]. Despite the increased absorbance exhibited by nanopillar patterned films,
the patterned film exhibited a similar value in JSC. This was rationalized as
increased surface recombination on the large area of the unpassivated nanopillar
surface, both the fill factor and open-circuit voltage degrading with extended pillar
length. VLS-grown Si micro-wire arrays, reported almost concurrently, were also
shown to display near ideal absorption and photoelectrochemical internal quantum
efficiency [46]. Similar solid-state solar cells have been limited to single-wire
devices that are difficult to correlate to bulk performance due to configurational
differences [45].

1.6.1.2 Mei Resonators

A separate class of surface-textured structures known as Mei resonators has also
been recently identified as a means to substantially reduce reflection through
NW-type gratings and low aspect ratio morphologies [57, 58]. This approach,
applicable to any high index material, is based on the large absorption cross section
of Mie resonances in nanostructured absorbers [59]. The behavior was first dem-
onstrated with Ge NWs, illustrating the size-dependent absorption efficiency and
weak dependence on illumination angle [60]. Absorption efficiency and coupling of
Mei resonances into Si substrates was shown to be strongly dependent on
cross-sectional geometry. The angular insensitivity of the grating structure was also
improved upon by utilizing discretely patterned particles on a Si substrate [57]. The
general scheme of light trapping with Mie resonators and a patterned wafer is
shown in Fig. 1.7 along with images of bare and Mie resonator patterned wafers.

While this first step in photon management has been demonstrated in several
systems [9, 22, 46, 61], translation into improved power conversion efficiency is
still challenging as contacts play a crucial role in realizing the completed device and
absorbance behavior. As mentioned previously, recombination at both contacts and
exposed surfaces is problematic in these high surface area structures. Although
exposed surfaces can be passivated to reduce recombination, surface roughness
factors can still elevate surface recombination velocities to detrimental values.
Additionally, high surface area contacts may present additional challenges as heavy
doping is usually employed to mitigate contact recombination. Low aspect ratio
Mie resonators may offer a disruptive surface texturing route to increase absorption
with minimal increase in surface recombination.
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1.6.2 Plasmonic Structures

1.6.2.1 Plasmonic Scattering

For nearly two decades, plasmonic structures have been utilized as a means to
enhance scattering in solar cells. The impact of these metallic particles resides in
localized surface plasmons, polarized oscillations of conduction electrons, whose
enhanced local electromagnetic field increases the light-active cross section of the
particle beyond that of its geometric cross section. Incident light near the surface
plasmon resonance frequency is absorbed while off-resonant light is scattered. For
solar cells, light absorbed by plasmonic structures is dissipated as heat and con-
sidered detrimental. However, the off-resonant scattering can increase absorption in
the solar cell absorber and consequently increase current collection. These inter-
actions with light can be easily tailored in PV devices as the particle shape, size,
material, and refractive index of the surrounding medium can impact the dipole
surface plasmon resonance frequency [62]. Three different key plasmonic solar cell
geometries, shown in Fig. 1.8, including both particle and grating structures, have
been identified as promising routes to significantly increase light trapping [63] and
will be discussed next.

Fig. 1.7 a Mie scattering
surface nanostructure for light
trapping. b Photograph of a
bare flat 4-inch Si wafer (left)
and a 4-inch Si wafer fully
imprinted with an optimized
(250 nm diameter, 150 nm
height, 450 nm pitch) Si NP
array overcoated with a
60-nm-thick Si3N4 layer
(right). Scale bar represents 1
inch. c Oblique scanning
electron microscope image of
a bare Si NP array (scale bar
represents 500 nm) and d a
Si NP array coated with a
60-nm-thick Si3N4 layer
(scale bar represents 1 μm).
Adapted with permission
from Ref. [57]. Copyright ©
2012 Macmillan Publishing
Limited
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Early experiments with plasmonically coupled semiconductor explored the use
of Cu, Ag, and Au particle decorated surfaces with Si-on-insulator
(SOI) photodiodes [64, 65]. These efforts demonstrated over an order of magni-
tude gain in photocurrent over that of particle-free devices at 800 nm. Importantly,
the particles were separated from the absorber by a thin insulating film to provide
electrical isolation and prevent detrimental surface recombination. This general
scheme was revisited by several groups for SOI, Si, a-Si, and GaAs solar cells with
ISC enhancement factors that spanned 8–33 % [66–68]. The particle size, shape, and
material were also shown to play an important role in front decorated forward
scattering configurations [66]. These parameters were explored through simulation,
which correlated scattering from cylindrical and hemispherical Ag particles to path
length enhancement over that of Au and spherical geometries. More recently, rear
plasmonic designs with an underlying back reflector have yielded a 25 % increase
in power efficiency attributable to strong scattering and reduced parasitic absorption
by the Ag particles [69].

Since reduced materials usage is an important theme for plasmonic solar cells, a
natural extension of this work is coupling plasmonic designs with waveguide
structures, which have been utilized to increase propagation of light in thin solar
cells. In this architecture, the plasmonic particles/grating is placed on the front or
backside of the solar cell waveguide, consisting of a solar cell sandwiched between
low refractive index dielectric layers. In some cases, these dielectric layers are
conducting metal oxides that function as contact layers, while in others, they are
simply passivation layers. In the latter case, metal contacts must penetrate the
passive layer to make contact to the absorber. In plasmonic waveguide solar cells,
including SOI devices, the plasmon resonance can couple light into the waveguide
modes, which traps light in the absorber. Hence, design of the plasmonic resonance
should take into consideration the waveguide modes for efficient coupling [64].

Fig. 1.8 Plasmonic light-trapping geometries for thin-film solar cells. a Light trapping by
scattering from metal nanoparticles at the surface of the solar cell. Light is preferentially scattered
and trapped into the semiconductor thin film by multiple and high-angle scattering, causing an
increase in the effective optical path length in the cell. b Light trapping by the excitation of
localized surface plasmons in metal nanoparticles embedded in the semiconductor. The excited
particles’ near field causes the creation of electron–hole pairs in the semiconductor. c Light
trapping by the excitation of surface plasmon polaritons at the metal/semiconductor interface.
A corrugated metal back surface couples light to the surface plasmon polariton or photonic modes
that propagate in the plane of the semiconductor layer. Adapted with permission from Ref. [63].
Copyright © 2010 Macmillan Publishing Limited
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1.6.2.2 Near-Field Coupling

Plasmonic nanoparticles can also enhance near-field coupling with the semicon-
ductor. Since light absorption is proportional to the electromagnetic field, the
enhanced local field around the particle increases absorption in the semiconductor
material near the particle. These particles consequently act as light concentrators
and are generally smaller to reduce emission. The behavior can be exploited with
several different geometries, front, back, and embedded, but most demonstrations
incorporate particles near the junction as a means to enhance absorption in materials
with low diffusion lengths (e.g., polymers). Inorganic efforts applicable to direct
bandgap semiconductors are less developed as scattering has yielded more prom-
ising results. Although difficult to isolate experimentally, near-field coupling has
also been suggested to directly excite carriers without phonon assistance [70].

1.6.2.3 Surface Plasmon Polaritons

The last scenario in Fig. 1.8c illustrates the use of corrugated back contacts to
couple light into surface plasmon polariton (SPP) and photonic modes. SPPs are
electromagnetic waves that travel along the metal–insulator interface with propa-
gation lengths that can reach 100 μm in the infrared region for some systems. SPP
modes are tightly bound to the interface with depths (tens of nanometers) that
facilitate absorption in the semiconductor. In theory, the concept is easily assimi-
lated into current thin-film designs as metallic back contacts are existing compo-
nents in all solar cells. Several reports have examined the use of patterned back
contacts, exploring the impact of particle order, size, pitch, and material [10, 12, 61,
71]. These studies have shown that patterned back contacts provide substantial
short-circuit current enhancement, albeit primarily due to photonic modes arising
from the metal/conducting metal oxide interface as the metal oxide interlayer
reduces SPP modes [10]. Attention to this geometry, with a dielectric interlayer
between the absorber and patterned metal, may speak to the recombination chal-
lenges associated with a high surface area metal contact as well as pragmatic
barriers to SPP modes. In an alternative structure, the interfacial area between the
absorber and metal is reduced by introducing a dielectric in the recess regions of the
corrugated metal contact.

Although study of plasmonic solar cells has seen a surge in recent years, one of
the most significant challenges they face is material based. Nearly all studies to date
have focused on Ag because of its high scattering cross section. However, the cost
of Ag can be significant in some designs and alternative metals such as Al and Cu
compromise performance. It is also quite clear that improved absorption does not
translate into an equal improvement in current density, and other considerations,
such as recombination and contact configuration, must be addressed before practical
utility can be assessed. Moreover, extension of the demonstrated power conversion
efficiency improvements of 1–3 % in poorly performing devices to more efficient,
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commercially relevant solar cells must be questioned. That being said, the rapid rate
of progress in plasmonic solar cells provides significant impetus for continued
development.

1.7 Back Contact Geometry Devices

Back contact devices such as that pictured in Fig. 1.9 place the n-type “window”
layer behind the absorber so that light strikes the absorber without passing through a
window layer. The back contact geometry thus permits optimization of the window
layer without concern for light transmission.

However, research on back contact thin-film solar cells is far more limited than
that just summarized for pillar and plasmonic-type devices. The referenced texts
would seem to encompass the only publications focused on devices with this
geometry. The majority detail geometrically ordered structures and inorganic
materials, all CdTe-based, including CdTe homojunction [72, 73] and CdTe/CdS
[74] and CdTe/CdSe [75, 76] heterojunction devices.

Fig. 1.9 a Schematic of the windowless interdigitated CdSe/CdTe solar cells, including removal
of the CdTe from a portion to show the CdSe-coated wire and bare wire contacts. b Cross-sectional
SEM image of a CdSe/CdTe device exhibits periodicity at a length scale twice that of the electrode
pitch due to the CdSe deposit on every other wire. Arrows mark the locations of the wire contacts.
c Higher magnification images of a CdSe-coated wire contact with overlying CdTe and the
heterojunction delineated, and d the CdTe wire contact. Scale bars are 1 μm. Adapted with
permission from Ref. [75]. Copyright © 2013, American Chemical Society
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The relative paucity of study in this area finds an interesting analog in the
dominance of 1D Si panels despite higher performance of back contact Si panels
(due to higher cost per watt).

Particularly in light of present commercial market conditions that include a
capacity glut and commodity-like pricing pressures, scalability concerns and
associated cost of the complicated manufacturing procedures required for many 3D
geometries are constraints on even far-sighted research efforts. The back contact
geometries are intermediate in this respect, as the steps in manufacture can be
similar to those presently used for manufacture of some types of planar devices,
with the main changes being in the order in which the steps are conducted.

1.7.1 Back Contact Manufacturing Approaches

A key difference between manufacture for thin-film and Si back contact PV devices
is the sequence in which semiconductor and metallization are fabricated. With Si
devices, the semiconductor serves as the substrate upon which all processing is
executed. This need not be the case with thin-film devices. Indeed, for the back
contact thin-film devices manufactured to date, the metallization for both the
positive and negative contacts is deposited first (on an insulating substrate), the
semiconducting components being deposited subsequently onto the metallization
(s). The sequence of manufacture can be inferred from the schematic and scanning
electron microscope images of actual devices in Fig. 1.9.

It has been previously noted that the back contact geometry eliminates
conflicting criteria for device optimization by placing the n-type window layer
behind the absorber and eliminating the need for a transparent current collector
layer. A benefit of the manufacturing approach used for the devices in Fig. 1.9a is
that only a single patterning process, to fabricate both the positive and negative
interdigitated electrodes, is required for device fabrication; this is a point of some
practical significance for manufacture of micrometer-scale features. Differentiation
of the two electrodes is achieved by electrodeposition, application of different
potentials to the two electrodes enabling selective, highly conformal deposition
onto only the desired electrode.

1.7.2 Back Contact Heterojunction CdS/CdTe Devices

The first inorganic heterojunction devices fabricated in this manner were based on
the commercial CdTe/CdS system [72]. Fabrication involved CdS electrodeposition
on one electrode followed by CdTe electrodeposition on both electrodes through
impingement of the deposits, with annealing after each process. Devices exhibited
efficiencies of less than 1 % with a correlation of performance and the pitch of the
electrodes. Modeling suggested extremely low carrier concentrations in the intrinsic
electrodeposited CdTe. Additional factors negatively impacting performance
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included recombination on the unpassivated surface, the use of identical contact
metallizations for both n-type CdS and p-type CdTe, and low aspect ratio contacts.

Taking advantage of the flexibility introduced by the back contact geometry,
devices were also fabricated using n-type material, CdSe, selected without con-
sideration of light absorption (i.e., bandgap). Devices with CdSe electrodeposition
on one electrode followed by CdTe electrodeposition on both electrodes through
impingement of the deposits reached efficiency of only ≈2 % after annealing, likely
still limited by the same issues as the CdS/CdTe devices.

Devices were also fabricated with pulse laser deposited (PLD) CdTe. Fabrication
involved CdSe electrodeposition on one electrode followed by PLD of CdTe over
the entire surface of the device. Device efficiencies reached ≈2.8 % after annealing.
Subsequent passivation of the devices by immersion in ammonium sulfate increased
the maximum device efficiency to ≈4.3 % [75], the improvement largely associated
with increase of Voc by ≈150 mV (such devices have since reached ≈5.1 % effi-
ciency, while devices with modified contacts widths have reached 5.9 % efficiency.

1.7.3 Laser Beam-Induced Current Mapping of Device
Performance

The spatial variation of device performance has been explored using laser
beam-induced current measurements. The spatial variation of short-circuit current
collection as the laser beam was rastered over the device surface is shown in
Fig. 1.10 for back contact devices with PLD CdTe absorber. The 3D aspects of
device performance are evident, in particular reduced collection for illumination
over the contacts.

Fig. 1.10 a Schematic of scanning photocurrent microscopy. b External quantum efficiency maps
obtained by scanning photocurrent microscopy (focused 532 nm laser) of part of a back contact
CdSe/CdTe PV device (i) before and (ii) after surface passivation treatment. Locations of wire
contacts are indicated. Scale bars are 1 μm. Adapted with permission from Ref. [75]. Copyright ©
2013, American Chemical Society
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1.8 Summary and Outlook

3D PV is the subject of substantial exploration, in part, because such devices present
the promise of improved efficiency. A number of 3D nano- and microscale
approaches to solar cell efficiency enhancement have been discussed. The approaches
attempt to decouple conflicting criteria for optimization of performance, eliminate
particular criteria, modify materials properties, or achieve some combination thereof.
Examples of 3D devices based on each approach have been captured herein.

While the scientific rational for such approaches is sound and initial results are
promising for the most part, processing complexity and cost-to-performance ratios
do not presently yield significant commercial value. Significant challenges exist for
nano- and micro-manufacturing that prevent current designs from being imple-
mented on a macro scale with high parallelism. Additionally, contacts are proving
to be quite critical in these designs and frequently are not addressed despite being of
the utmost importance in commercial planar solar cells. Performance problems are
exacerbated by high surface area structures that require significantly reduced sur-
face recombination velocities, not to mention understanding and control of doping
gradients at submicrometer length scale, to be competitive with thin-film devices.

A number of third-generation 3D PV devices are approaching double-digit
efficiencies and have done so in a relatively short period of time. Furthermore, as
the field matures, continued cross talk between planar and 3D solar cell develop-
ment can be expected to expedite efficiency gains. That said, if thin-film progress is
an indicator of the 3D PV road map, progress will become slower and more
incremental as efficiencies continue to improve.
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Chapter 2
Earth-Abundant Cu2ZnSn(S,Se)4
(CZTSSe) Solar Cells

Sandip Das, Krishna C. Mandal and Raghu N. Bhattacharya

2.1 Introduction

Current benchmark thin film solar cell (TFSC) technologies based on polycrys-
talline CuInxGa1−xS(Se)2 (CIGS) and CdTe absorber materials have reached record
efficiencies of 20.8 and 19.6 % for laboratory-scale devices and have already
reached the commercial production stage [1]. However, these thin film photovoltaic
(PV) technologies suffer from serious issues of toxicity, skyrocketing material cost,
and/or low abundance of raw materials, which are predicted to severely limit the
production, mass deployment, and economic sustainability of these solar cells
[2–9]. Indium (In), gallium (Ga), and tellurium (Te) supply have been categorized
as “critical” by the US Department of Energy (DOE) and the European Commission
(EC) [10, 11]. Particularly, In supply for CIGS production could be stringent as
more than 80 % of In produced worldwide is consumed by the flat panel display
(FPD) industry and with ever-increasing demand of such displays, sustainability
and economic viability of CIGS PV technology could be in great danger in
upcoming years [12]. Also, due to the environmental health concerns, use of toxic
cadmium (Cd) hinders the mass production and deployment of CdTe solar cells
[13]. Thus, an intense research effort has been triggered to develop alternative
thin film solar absorber materials comprising of earth-abundant, low-cost, and
non-toxic elements which can yield high-efficiency devices, be economically
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competitive with the conventional energy sources, and support terawatt (TW)-scale
PV generation in the near future.

Copper (Cu)-based I2–II–IV–VI4 quaternary kesterite compounds—Cu2ZnSnS4
(CZTS), Cu2ZnSnSe4 (CZTSe), and mixed chalcogenide Cu2ZnSn(SxSe1−x)4
(CZTSSe) have emerged as the potential alternative to the existing CIGS and CdTe
absorbers in thin film solar cells. CZTS(Se) is an attractive choice for thin film solar
cell absorber material owing to its tunable direct bandgap of 1.0–1.5 eV with a large
optical absorption coefficient (>104 cm−1) and p-type conductivity [14–19]. The
constituent elements of CZTS(Se) are earth abundant, inexpensive, and environ-
mentally benign. The reserve of Cu, Zn, Sn, and sulfur on earth’s crust is 68 ppm,
79 ppm, 2.2 ppm, and 420 ppm, respectively, compared to 0.16 ppm of In,
0.15 ppm of Cd, and 0.001 ppm of Te [20].

The availability of Zn and Sn is about 500 and 14 times higher, and the annual
global production is 20 times and 340 times more compared to the scarce and
expensive In [21]. Also, the Zn price is nearly two orders and Sn price is one order
of magnitude less than indium, while the In price is sharply rising [21, 22].
Abundance and recent cost of the constituent elements for CZTS(Se), CIGS, and
CdTe compounds are illustrated in Fig. 2.1.

Calculations according to the Shockley–Queisser photon balance have estimated
the theoretical conversion efficiency of single-junction CZTS(Se) solar cells to be as
high as 32.2 % [23]. In light of the above-mentioned advantages, CZTS(Se) shows
extreme promise to be the ideal thin film solar cell material for low-cost, sustain-
able, high-efficiency, and environment-friendly PV technology.

Significant developments have been made on CZTS(Se)-based thin film pho-
tovoltaic solar cells in the past few years, reporting solar cell with *11 % effi-
ciency [24]. However, CZTS(Se) PV technology is currently in its amateur state
and requires extensive research to become marketable in the near future. This

Fig. 2.1 Abundance on earth’s crust and cost of constituent elements for CIGS, CdTe, and CZTS
(Se) absorber materials for thin film solar cells

26 S. Das et al.



chapter presents an overview of the various techniques employed to prepare CZTS
(Se) absorber material, physical properties of the material, defect physics, and
photovoltaic performances of selected high-efficiency solar cells achieved following
different absorber preparation routes.

2.2 Crystal Structure

Cu2ZnSn(S,Se)4 belongs to the I2–II–IV–VI4 quaternary material system with
similar structure to that of ternary chalcopyrite material CuInSe2 (space group I42d)
(Fig. 2.2a), in which one half of In atoms (group III) are replaced by Zn (group II)
and other half by Sn atoms (group IV). Cu2ZnSn(S,Se)4 crystallizes in two primary
crystalline structures known as kesterite (space group I4) and stannite (space group
I42m) [25–28]. These two crystal structures are very similar; both have cations
located at tetrahedral sites but differ in the stacking arrangement of Cu and Zn
atoms along the c-axis [26–31]. The crystal structure and atomic arrangements for
the kesterite and stannite structures are illustrated in Fig. 2.2b and c, respectively.

(a)

(b) (c)

Fig. 2.2 Crystal structure of
a chalcopyrite CuInSe2,
b kesterite Cu2ZnSnS4, and
c stannite Cu2ZnSnS4
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In kesterite structure, the cationic layers along the c-axis are arranged in the Cu–
Sn, Cu–Zn, Cu–Sn, and Cu–Zn fashion. One Cu atom is located at 2a position; Zn
atom and the other Cu atom are located at 2d and 2c positions, respectively, with
corresponding Madelung potentials of −15.04, −21.88, and −15.21 V. In stannite
structure, a periodic arrangement of Zn–Sn cationic layer sandwiched in between
Cu–Cu layers is repeated, where both Cu atoms are located at 4d position and the
Zn atom at 2a position with Madelung potentials of −15.30 and −21.62 V,
respectively. Sn atom site is located at 2b position in both structures [32, 33].
Theoretical studies have predicted that the kesterite phase has slightly lower energy
compared to the stannite phase and therefore should be thermodynamically more
stable than stannite counterpart [33–40]. As predicted theoretically, most of CZTS
samples have been reported to have kesterite structure.

Due to the similar structural properties and isoelectronic nature of Cu+ and Zn2+,
it is very difficult to distinguish between the kesterite and stannite phases experi-
mentally by X-ray diffraction. Recently, neutron diffraction [31] and anomalous
diffusion [41] studies confirmed that Cu2ZnSn(S,Se)4 compounds crystallize in
kesterite structure and are dominant at temperature <876 °C. It is suggested that
observations of stannite structure for Cu2ZnSn(S,Se)4 compounds were due to the
existence of partial disorders of Cu and Zn sites in the I–II (001) layer of the
kesterite phase [31, 42, 43]. This disorder could be due to the formation of both
kesterite and stannite phases during crystallization process since there is only a
negligible difference in the lattice parameters and the total energy.

2.3 Solar Cell Structure

The well-studied CIGS thin film solar cell structure is usually inherited for
CZTS-based devices. The schematic structure of a typical CZTS solar cell is shown
in Fig. 2.3a, and a corresponding cross-sectional SEM image showing the device

Ni/Al grid

Al-ZnO

i-ZnO

n-CdS

p-CZTSSe
absorber layer

Mo back contact

SLG substrate

+Ve

-Ve

(a) (b)

Fig. 2.3 a Schematic device structure of a typical CZTSSe thin film solar cell, b cross-sectional
SEM image showing all layers of the device [17]
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structure is presented in Fig. 2.3b. Sputtered bilayer molybdenum (Mo) film with a
thickness of *0.5–1.0 μm deposited on soda-lime glass (SLG) substrate is used as
the standard back contact. The p-type CZTS absorber layer with thickness ranging
from *0.6 to 2.0 μm is grown on the Mo film. A thin n-type CdS layer of 50–
100 nm thickness is deposited on the p-CZTS film, usually by chemical bath
deposition to fabricate the heterojunction. Subsequently, the device structure is
completed by deposition of a 50–90-nm high-resistive intrinsic ZnO (i-ZnO) buffer
layer followed by the deposition of a transparent conducting oxide (TCO) layer as
the front contact. Typically, 0.5–1.0 μm thick Al-doped n-type ZnO (Al-ZnO) or
indium tin oxide (ITO) is used as the TCO. Finally, Ni/Al grid lines are deposited
on the TCO layer for improved current collection. The typical device configuration
of a CZTS-based solar cell is as follows: SLG/Mo/CZTS/CdS/i-ZnO/Al:ZnO/Al/Ni.
In order to reduce the loss of reflection, MgF2 antireflection coating is often
deposited on top of the cell to capture the incident light more efficiently.

2.4 Composition and Phase Diagram

It is extremely challenging to grow pure single-phase kesterite Cu2ZnSnS(Se)4.
CZTS(Se) can be grown via solid-state chemical reactions between Cu2S, ZnS, and
SnS2 (or Cu2Se, ZnSe, and SnSe2). Due to the complexity of the quaternary
material system, several binary and ternary sulfides (or selenides) including ZnxS
(Se), CuxS(Se), SnxS(Se), and CuxSnS(Se)y phases can easily form during the CZTS
(Se) film growth which may adversely affect the photovoltaic performance of the
resulting device. The ternary phase diagram of the Cu2S–ZnS–SnS2 (or Cu2Se–
ZnSe–SnSe2) system exhibits very narrow region of stability for single-phase ke-
sterite CZTS(Se) crystals (Fig. 2.4) [44–47]. Kesterite structure is highly sensitive
to composition compared to the chalcopyrite structure [48–51]. Only 1–2 %

Fig. 2.4 Phase diagrams of a Cu2S–ZnS–SnS2 [44] and b Cu2Se–ZnSe–SnSe2 pseudo-ternary
systems at 670 K [45]
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deviation from the ideal stoichiometric composition is allowed compared to *4 %
deviation in chalcopyrites [52]. Also, the stability region of Cu2ZnSnS4 for Cu-rich
condition in the chemical potential µSn–µZn diagram is about 0.1 eV wide stability
region [48, 49, 53] compared to the 0.5 eV wide stability region for CuInSe2 [54].
Based on ab initio calculations and experimental results, it is considered that
single-phase kesterite is far more difficult to prepare compared to chalcopyrites.

So far, high-efficiency CZTS-based solar cells were found to have slightly
Cu-poor and Zn-rich composition in general. It is observed that irrespective of the
deposition technique or absorber preparation method, the best solar cells were
obtained around a composition ratio of *0.8–0.9 for Cu/(Zn + Sn) and *1.1–1.2
for Zn/Sn. From selected published literature data, an efficiency map is generated
against the Cu/(Zn + Sn) and Zn/Sn ratios as shown in Fig. 2.5a. Experimental data
plotted in the ternary phase diagram as shown in Fig. 2.5b provides a clear idea of
the confined composition space to realize high-efficiency CZTS-based solar cells. It
is observed that the stoichiometric CZTS(Se) devices were limited to only *5 %
efficiency range, suggesting that Zn-rich composition is favorable.

During the absorber layer fabrication process, secondary phases such as ZnS(Se)
and Cu2SnS(Se)3 may form in the Zn-rich regime. Nagoya et al. [48] and Maeda
et al. [55] have theoretically predicted ZnS to be the predominant impurity phase
under the Cu-poor and Zn-rich growth condition with CuZn antisite being the most
stable defect in the entire stability region of CZTS [53].

Existence of the ZnSe secondary phase in Cu2ZnSnSe4 films has been experi-
mentally confirmed [56, 57]. ZnS(Se) has a wider bandgap and is usually less
conductive and therefore is not considered to be responsible for reduced
open-circuit voltage or reduced shunt resistance, but can lead to high series resis-
tance of the solar cell [30, 56]. Other secondary phases such as SnS(Se)x, CuS(Se)x,
or Cu–Sn sulfide(selenide) are considered to be more detrimental because of their
lower bandgap and high conductivity, which can significantly reduce the

Fig. 2.5 a Efficiency map for CZTS-based solar cells plotted against Cu/(Zn + Sn) and Zn/Sn
composition ratios and b solar cell efficiencies plotted in the ternary phase diagram
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open-circuit voltage and decrease the shunt resistance leading to much inferior
photovoltaic performance of the cell [42].

2.5 Etching

Surface preparation of semiconductors is important to achieve improved junction
properties, reducing the recombination at the interface. For CZTS absorbers, KCN
etching has been regularly performed to remove Cu2−xS phases from the surface,
improving the device performance. Influence of KCN etching on the chemical and
electronic structure of CZTS films has been studied by Bär et al. [58]. It was
observed that KCN preferentially etches Cu and some amount of Sn, changing the
surface composition of CZTS films and widening the surface bandgap from 1.53 to
1.91 eV. However, air voids are often formed after the etching.

Katagiri et al. [59] have introduced a simple and non-hazardous etching process
by soaking the absorber film in DI water. The CZTS/CdS heterojunction was
fabricated after 10-min DI water soaking of the absorber, resulting in improved
efficiency. The authors concluded that metal oxide particles on the absorber surface
were removed in this process. Electron probe micro analysis (EPMA) showed that
oxygen concentration on the film surface was significantly reduced as a result of the
DI water soaking (Fig. 2.6).

Timmo et al. [60] studied the effect of different etching agents on Cu2ZnSn(S,
Se)4 monograins including HCl, KCN, NH4OH, and Br-methanol. They observed
that HCl could effectively etch Sn and Se, KCN has a preferential etching effect on
Cu, Sn, and chalcogens, whereas NH4OH preferentially etched copper and chalc-
ogens. A tin-rich CZTS surface was obtained by Br-methanol etching.

Fairbrother et al. [61] showed that HCl etching drastically enhanced the device
efficiency almost twofold compared to a device without any etching. The process
was less hazardous and more effective than KCN etching. Experiments were carried
out on CZTS films with Cu-poor and Zn-rich composition, which typically show

Fig. 2.6 Oxygen distribution (bright points) on CZTS surface: a before DI water soaking and
b after 4 h DI water soaking [59]
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superior photovoltaic performance. The authors suggested that HCl preferentially
removes the Zn-rich secondary phases formed on the film surface leading to low
series resistance, improved fill factor, and enhanced conversion efficiency. A device
efficiency of 5.2 % was achieved with HCl etching compared to 3.3 and 2.7 % for
KCN and unetched samples, respectively (Fig. 2.7).

2.6 Defects

Defects play an important role in the resulting optoelectronic properties of semi-
conductor materials. There are thirteen possible isolated intrinsic point defects in
kesterite structure that may form during the CZTS(Se) thin film/bulk crystal growth
including vacancies (VCu, VZn, VSn, and VS), antisites (CuZn, ZnCu, CuSn, SnCu,
ZnSn, and SnZn), and interstitial defects (Cui, Zni, and Sni). Existence of point
defects and deviation from the ideal stoichiometry lead to the self-doping and
intrinsic p-type conductivity of CZTS(Se).

Several theoretical defect studies based on density functional theory (DFT)/
first-principle calculations have been employed to investigate the defect mechanism
and formation energies of different possible point defects in kesterites [48, 49, 51,
53, 55, 62–64]. Chen and co-workers have thoroughly studied the defect charac-
teristics of CZTS(Se) [38, 53, 65, 66]. The polyhedron for the stable region of
CZTS and CZTSe in the (µCu–µZn–µSn) three-dimensional space with
µCu = −0.2 eV is shown in Fig. 2.8 [65], and the calculated defect formation
energies of various isolated point defects (vacancies, antisites, and interstitials) as a
function of Fermi energy at the chemical potential point P of the polyhedron is

Fig. 2.7 J–V characteristics of the solar cells prepared using HCl-etched, KCN-etched, and
without etched CZTS absorber layers [61]
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represented in Fig. 2.9. Out of the possible 13 point defects mentioned above, the
lowest five formation energies in ascending order correspond to CuZn, VCu, ZnSn,
VZn, and CuSn, respectively, for Cu-poor kesterite as represented in Fig. 2.9.

All investigations converge to the general agreement that the acceptor defects
such as CuZn or CuSn antisites and the Cu vacancy (VCu) have lower energy of
formation with the lowest formation energy for CuZn antisite defect (Fig. 2.9). The

Fig. 2.8 Stable chemical potential area (black) of Cu2ZnSnS4 (CZTS) and Cu2ZnSnSe4 (CZTSe)
in (μZn, μSn) planes with μCu = −0.20 eV in (μCu, μZn, μSn) three-dimensional chemical potential
space [65]

Fig. 2.9 Change of defect formation energies in Cu2ZnSnS4 (left) and Cu2ZnSnSe4 (right) as a
function of the Fermi energy at the chemical potential point P (see Fig. 2.8). For the same Fermi
energy, only the most stable charge state is plotted, and the charge state changes at the circles
(open for acceptors and filled for donors), which show the transition energy levels [65]
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donor defects such as the S vacancy (VS) and the ZnCu antisite have much higher
energy of formation. Such low formation energies of the acceptor defect levels,
particularly CuZn antisite, suggest the favorable formation of acceptors and are
generally attributed to the evolution of p-type characteristics of Cu2ZnSnS4 [67–75]
and Cu2ZnSnSe4 [76–79]. This explains why CZTS(Se) has always been reported
to be of p-type regardless of the deposition method, and CZTS(Se) films for
high-efficiency solar cells have shown Cu-poor and Zn-rich stoichiometry.

The CuZn acceptor level is predicted to lie about 0.1 eV above the valence band
maximum (VBM) compared to the shallower acceptor VCu at *0.02 eV above the
VBM [53]. It is suggested that Cu vacancy (VCu) is preferred than the CuZn antisite
for high-performance solar cells, since CuZn antisite produces deeper acceptor level
than that of the VCu [53]. The CuSn antisite energy level lying near the mid-gap
(*0.6 eV above the VBM) is predicted to be the most active deep recombination
center for the charge carriers [53, 80].

The CuZn substitution occurs at the 2d site, and ZnCu substitutions occur at the 2c
site [81, 82]. The existence of charge-compensated electrically neutral defect
complexes such as ½CuZn� þ ZnCuþ�0 and ½VCu

� þ ZnCuþ�0 are also predicted for
Cu-rich, Zn-poor and Cu-poor, Zn-rich CZTS, respectively [49]. However, such
electrically benign defect pairs are believed to help in screening and electronic
passivation of the deep levels, thus reducing the charge carrier recombination
resulting in improved device performance [48, 53, 55].

In addition, two deep defect levels corresponding to activation energies of
0.12 and 0.167 eV have been experimentally identified via admittance spectroscopy
of monograin CZTS solar cells which were attributed to CuZn deep acceptor level
and to interface states, respectively [83].

2.7 Deposition Techniques

Several physical and chemical deposition methods have been investigated for the
fabrication of CZTS(Se) thin film absorber layer including thermal evaporation,
electron beam evaporation, atom beam sputtering, RF/DC magnetron sputtering,
hybrid sputtering, pulsed laser deposition (PLD), electrochemical deposition,
solution-processed, nanoparticle-based synthesis, sol–gel spin coating, spray
pyrolysis, chemical bath deposition (CBD), open-atmosphere chemical vapor
deposition (OACVD), successive ion layer adsorption and reaction (SILAR), and
screen printing. The main driving force for exploring different deposition methods
is to develop a suitable absorber preparation technique to realize commercially
viable low-cost and high-efficiency CZTS(Se) thin film solar cells. Such deposition
techniques can be broadly classified as vacuum-based and non-vacuum deposition
methods. The vacuum-based techniques are categorized as the methods requiring
sophisticated instrumentation for deposition of precursor materials or absorber film
fabrication under high vacuum. All physical vapor deposition (PVD) techniques—
thermal evaporation, e-beam evaporation, atom beam sputtering, RF/DC magnetron
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sputtering, hybrid sputtering, and pulsed laser deposition (PLD) fall into this cat-
egory. On the other hand, the non-vacuum absorber deposition techniques promise
high-throughput roll-to-roll production opportunity at reduced cost. Deposition
techniques such as electrochemical deposition, solution processing,
nanoparticle-based synthesis, sol–gel spin coating, spray pyrolysis, chemical bath
deposition (CBD), open-atmosphere chemical vapor deposition (OACVD), suc-
cessive ion layer adsorption and reaction (SILAR), and screen printing are classified
as non-vacuum deposition methods.

Efficiency of the CZTS(Se)-based thin film solar cells has been improved sig-
nificantly over the past decade since the first report by Katagiri et al. in 1997 [73].
The evolution of efficiency using different deposition techniques is illustrated in
Fig. 2.10. All types of deposition methods have realized noticeable improvement
over the years. Details of the deposition methods and corresponding solar cell
device characteristics are summarized in Table 2.1.

So far, the best photovoltaic performance has been achieved by Se-enriched CZTS
absorber layer (CZTSSe) deposited using a non-vacuum solution-processed technique
developed by IBM. A solar cell efficiency of 11.1 % was reported for CZTSSe-based
device [24]. Only sulfur-containing (Se free) CZTS solar cell has reached an efficiency
of 8.4 %, and only Se-containing CZTSe solar cell has been reported with an effi-
ciency of 9.15 %, respectively, employing vacuum-based evaporation technique [14,
84]. The efficiencies > 3 %, achieved by different vacuum and non-vacuum methods
for CZTS, CZTSe, and CZTSSe absorbers, are depicted in Fig. 2.11.

2.7.1 Vacuum-Based Deposition Methods

Vacuum-based absorber layer fabrication techniques can be subclassified into
one-step or two-step processes. Unlike CIGS, the vacuum-based CZTS(Se)
absorber layer fabrication technique had been exclusively the two-step process. In a

Fig. 2.10 Evolution of CZTS
(Se)-based solar cell
efficiency using different
deposition techniques
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two-step process, the first step involves the deposition of constituent elements of
CZTS(Se) compound onto a substrate by deposition of pure elemental metals
(Cu/Zn/Sn) or a combination of elemental and binary chalcogenides (such as
Cu/ZnS/SnS). They can be either deposited in a stacked layer fashion or
co-deposited together to achieve the desired composition in the final film. In the
second step, the CZTS(Se) film growth and incorporation of balance chalcogen
atoms (S/Se) are achieved by an atmospheric thermal processing of the substrate
under S/Se vapor or H2S(Se) gas flow. Recently, a one-step absorber layer fabri-
cation process had been reported for CZTSe solar cell, where the deposition and
film growth were achieved in a single step by controlled evaporation of all con-
stituent elements (Cu, Zn, Sn, and Se) inside the vacuum chamber under elevated
substrate temperature yielding 9.15 % champion cell [14]. The one-step process can
be considered superior compared to the two-step process from commercial point of
view, as it eliminates the hazardous thermal processing step, reducing the time and
cost of fabrication. This section will review the various vacuum-based deposition
techniques employed to prepare CZTS(Se) solar cells and the notable results
reported in the literature.

2.7.1.1 Evaporation

Evaporation is a well-established technique for the fabrication and development of
thin film solar cells. Various types of evaporation technologies such as electron beam
evaporation, thermal evaporation including co-evaporation, and fast evaporation have
been investigated to fabricate CZTS(Se) absorber layer [14, 17, 73, 74, 84–97].

Fig. 2.11 Best
photoconversion efficiencies
achieved via different vacuum
and non-vacuum deposition
techniques using pure CZTS,
pure CZTSe, and mixed
CZTSSe solar absorber layers
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In 1997, the first photovoltaic performance of a CZTS-based thin film solar cell was
reported by Katagiri et al. with an open-circuit voltage (VOC) of 400 mV, short-circuit
current density (JSC) of 6 mA/cm2, and a photoconversion efficiency of 0.66 % [73].
The absorber layer was fabricated by sequential deposition of Zn/Sn/Cu elemental
stacked precursor layers on Mo-coated soda-lime glass (SLG) substrate by electron
beam evaporation at 150 °C substrate temperature followed by sulfurization of the
precursor layers under N2 + H2S (5 %) flow at 500 °C for 1–3 h. The heterojunction
was formed by the deposition of n-CdS window layer on the p-type CZTS film. Since
then, evaporation technique has been intensively used in the development of CZTS
(Se) solar cells.

The same year, Friedlmeier et al. [88] reported CZTS solar cell with 2.3 %
efficiency, fabricated by thermal evaporation of elemental metals and binary
chalcogenides under high vacuum. Later, in 2001, Katagiri et al. [74] further
improved the efficiency by replacing the elemental Zn with ZnS in the precursor
layer and subsequent sulfurization at an increased temperature of 550 °C under H2S
flow for 1 h. The substrate temperature was also elevated up to 400 °C during the
precursor layer deposition. Absorbers with different thicknesses from 0.95 to
1.63 µm were fabricated to study the effect on the photovoltaic response of the
resulting devices. XRD peaks corresponding to (112), (200), (220/204), and
(312/116) planes with a preferential orientation along [112] were observed and
attributed to the kesterite structure. Film compositions were found slightly Cu-poor
and Zn-rich with an optical absorption coefficient >104 cm−1 and a bandgap of
1.45 eV for the best performing cell. A significant decrease of the short-circuit
current density and fill factor were observed with increasing thickness of the CZTS
active layer, leading to drastically reduced efficiency. The best solar cell with
Al/ZnO:Al/CdS/CZTS/Mo-SLG device configuration showed a photoconversion
efficiency of 2.62 % [74]. By optimization of the sulfurization process and the
device structure, the same group of researchers developed a device with 5.45 %
efficiency in 2003 with a reported VOC = 582 mV, JSC = 15.5 mA/cm2, and 60 % fill
factor [89].

Large dependence of Cu/(In + Ga) ratio on the optoelectronic properties of CIGS
thin film motivated the investigation of such dependence in CZTS solar cells by
varying the Cu/(Zn + Sn) ratio [98]. Kobayashi et al. [86] studied the effect of Cu/
(Zn + Sn) and the sulfurization temperature on the resulting film properties prepared
via e-beam evaporation. CZTS absorbers were prepared with the varying Cu/
(Zn + Sn) ratio ranging from 0.49 to 1.18 in the final film, and the sulfurization
temperature was varied from 510 to 550 °C. The best photovoltaic performance was
obtained for the CZTS film sulfurized at 520 °C with measured elemental ratios of
Cu/(Zn + Sn) = 0.85, Zn/Sn = 1.03, and S/metal = 1.18. The best solar cell
exhibited an efficiency of 4.53 % with VOC = 629 mV, JSC = 12.53 mA/cm2, and
FF = 58 %. Araki et al. [85] studied the influence of different stacking orders of
elemental Zn, Sn, and Cu in the precursor layer on the film properties. Stacked
precursor layers with six possible sequences were fabricated by e-beam evaporation
on Mo-coated borosilicate glass and subsequently sulfurized at 560 °C for 2 h under
the flow of elemental sulfur vapor to form CZTS films. Surface morphology,
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composition, and electronic properties of the resulting films were found to be highly
dependent on the precursor layer stacking order. The best cell was obtained for the
precursor with a Mo/Zn/Cu/Sn stacking configuration yielding a photoconversion
efficiency of 1.79 %. It was observed that considerably higher efficiency is achieved
for the films with Cu and Sn layers placed adjacent to each other.

Wang et al. developed a simple two-step method where film processing time was
significantly reduced to few minutes compared to the previous reports of H2S
processing requiring hours of annealing. They prepared high-quality PV-grade
CZTS films by thermal co-evaporation of constituent elements on Mo/SLG sub-
strates held at 110 °C followed by a hot-plate annealing for 5 min at 540 °C under
sulfur vapor [17]. Absorber layers with different thicknesses ranging from 0.65 to
1.2 µm were fabricated. Raman spectra showed the CZTS characteristic peaks
corresponding to 287, 338, and 368 cm−1 without the presence of any secondary
phases. Similar to the observation made by Katagiri et al. [74], a significant
reduction in efficiency was observed with increasing absorber thickness mainly due
to degraded fill factor. The completed device had a configuration of SLG/700 nm
Mo/CZTS absorber/70 nm CdS/80 nm i-ZnO/460 nm Al:ZnO or 180 nm ITO/Ni–
Al metal fingers. A 105 nm MgF2 antireflection coating was applied on top of the
cell. The champion device (device D in Fig. 2.12a) showed a photoconversion
efficiency of 6.8 % (VOC = 587 mV, JSC = 17.8 mA/cm2, and FF = 65 %) with an
absorber layer thickness of 0.65 µm. The J–V characteristics of the cells with
different absorber layer thickness are presented in Fig. 2.12a.

The device performance was limited by high series resistance (RS). A strong
temperature dependence of RS indicated the existence of a back-contact blocking
layer (Schottky barrier) at the Mo/CZTS interface, suppressing the hole transport
from the absorber to the Mo back contact. A barrier height of 0.32 eV for the
blocking back contact was estimated from temperature-dependent measurement of
the series resistance, and an activation energy of 1.05 eV corresponding to the

Fig. 2.12 a J–V curves of solar cells with different CZTS absorber thickness. The dark J–V and
the pseudo J–V correspond to device C, b open-circuit voltage (VOC) versus temperature plot of
device C. A hypothetical band diagram showing the dominant recombination pathway at the CdS
buffer/CZTS absorber interface and presence of a blocking back contact [17]
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dominant recombination loss was extracted from the temperature-dependent VOC

measurement. A hypothetical band diagram was proposed based on these mea-
surements, and the authors suggested that the subbandgap activation energy cor-
responds to the interfacial recombination at the CdS/CZTS interface, leading to
lower open-circuit voltage (Fig. 2.12b).

Following the same procedure developed by Wang et al. [17], an 8.4 % efficient
CZTS solar cell was reported by Shin et al. [84]. CZTS films were fabricated by
thermal co-evaporation of constituent elements and 5 min atmospheric annealing at
570 °C. The device structure was as follows: Mo-coated SLG/*600 nm CZTS/90–
100 nm CdS/80 nm i-ZnO/450 nm Al:ZnO/Ni–Al metal fingers/100 nm MgF2.
A bimodal grain size distribution was observed with larger grains comparable to the
film thickness in the bulk of the film and much smaller grains at the immediate
vicinity of the Mo back contact (Fig. 2.13a). The EDX line scan data perpendicular
to the substrate (shown by the red arrow in Fig. 2.13a) revealed that the smaller
grains correspond to an interfacial ZnS layer near the Mo back contact, whereas the
larger grains in the bulk of the film are CZTS compound (Fig. 2.13b).

A depletion layer width of 180 nm and minority carrier diffusion length larger
than 350 nm was estimated from time-resolved photoluminescence (TRPL) mea-
surements and drive-level capacitance measurements. The champion cell exhibited
VOC = 661 mV, JSC = 19.5 mA/cm2, and a fill factor of 65.8 % (Fig. 2.14).

Loss of Sn under high vacuum during the annealing process for the Cu–Zn–Sn–
S, Cu–Sn–S, and Sn–S material systems was investigated by Weber et al. [90].
Experimental results showed that Sn loss occurs in these systems as volatile SnS
above 350 °C at a pressure of 1 × 10−2 Pa and the rate of Sn loss is increased
significantly at temperatures above 550 °C. Decomposition of ternary Cu2SnS3 and
Cu4SnS4 and quaternary Cu2ZnSnS4 phases leaves CuxS and ZnS solid phases in
the annealed films. They suggested the decomposition reaction to take place fol-
lowing the reaction paths as summarized in (2.1)–(2.3). The authors suggested
CZTS film processing at temperatures less than 550 °C under an inert gas ambient
to minimize high degree of Sn loss and decomposition of CZTS.

(a) (b)

Fig. 2.13 a Bright-field cross-sectional TEM image of the champion CZTS device (Se free) and
b EDX line scan along the red arrow in Fig. 2.13a showing the elemental profile [84]
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2Cu2SnS3 sð Þ ! Cu4SnS4 sð Þ þ SnS gð Þ þ S gð Þ ð2:1Þ

Cu4SnS4 sð Þ ! 2Cu2S sð Þ þ SnS gð Þ þ S gð Þ ð2:2Þ

Cu2ZnSnS4 sð Þ ! Cu2S sð Þ þ ZnS sð Þ þ SnS gð Þ þ S gð Þ ð2:3Þ

Redinger et al. addressed this issue by introducing extra Sn along with excess
sulfur during the annealing process [91]. They prepared the CZTSe films by
co-evaporation of Cu, Zn, Sn, and Se under high vacuum followed by annealing at
560 °C for 2 h under elemental S vapor. A dramatic increase of the device efficiency
from 0.02 to 5.4 % was achieved with the addition of Sn in the annealing chamber.
It was suggested that Sn in the presence of excess sulfur forms SnS during
high-temperature processing of CZTS films and the partial pressure of volatile SnS
creates a dynamic equilibrium with its solid-state counterpart in the film, resulting
in suppression of Sn loss in the form of SnS from the CZTS precursor layer. The
authors modified the proposed decomposition reaction path suggested by Weber
et al. [90] to a reversible reaction mechanism under the improved annealing con-
ditions in the presence of excess Sn.

In 2006, Tanaka et al. [92] reported on the growth of CZTS film by
co-evaporation of elemental Cu, Zn, Sn, and sulfur simultaneously deposited for 3 h
on quartz substrates held at 400–600 °C. Notably, this was the first report on the
one-step film fabrication approach, although no photovoltaic performance was
investigated. All films showed p-type conductivity with a strong preferred orien-
tation along [112] plane. The grain sizes increased with increasing substrate tem-
perature, and large columnar grains were reported to form at 550 °C. Later, in 2008,
Oishi et al. adopted the similar approach to grow CZTS thin films on (110) Si
wafers by one-step co-evaporation technique [93]. Films were fabricated by
simultaneous deposition of Cu, ZnS, Sn, and sulfur for 3 h at substrate temperatures

Fig. 2.14 J–V characteristics
of the solar cell with 8.4 %
efficiency under dark and
under 1 sun illumination.
Band alignment of CdS buffer
with the CZTS absorber layer
is depicted in the inset [84]
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from 430 to 500 °C. All films showed slightly Cu-rich and highly Zn-rich stoi-
chiometry. XRD pattern revealed that the (112) peak intensity is decreased and
(004)/(200) peak intensity is increased for the films grown at elevated temperature,
suggesting a temperature-induced orientational growth at higher temperatures.
Tanaka et al. [94] studied the influence of Cu/(Zn + Sn) on the physical properties
of CZTS thin films prepared by one-step co-evaporation technique. CZTS films
were grown by multisource evaporation of the constituent elements at 550 °C
substrate temperature for 2 h. Cu/(Zn + Sn) ratio was varied from 0.82 to 1.06
keeping the constant Zn/Sn ratio at 1.1, and in a second set, Cu/(Zn + Sn) was
varied from 0.82 to 1.28 with a constant Zn/Sn ratio of 0.95, while S/metal ratio
was kept constant at 0.93 for all films. Structural, morphological, and electrical
characteristics of the films were correlated with the film compositions. For Zn-rich
films, the resistivities of the films were found to be highly dependent on the Cu/
(Zn + Sn) ratio, but Sn-rich films did not show such dependency. An increase of the
(112) peak intensity and a narrower FWHM in the X-ray diffraction pattern with
increasing Cu/(Zn + Sn) ratio suggested an improved crystallinity which was
supported by the larger grains evidenced in SEM micrographs. This important
observation suggested that growth of high-quality larger grain CZTS film can be
promoted by a Cu-rich growth condition similar to the benchmark CIGS films
obtained by multistage evaporation, where the deposition process begins with
Cu-rich condition and is controlled to terminate with a Cu-poor stoichiometry.

A fast (16 min) co-evaporation technique was introduced by Schubert et al. to
fabricate CZTS absorber in one-step process [87]. Cu, ZnS, Sn, and sulfur were
co-evaporated on Mo-coated SLG substrates held at 550 °C under constant sulfur
partial pressure of 2–3 × 10−3 Pa. Due to the formation of a secondary CuS phase as
evidenced from X-ray diffraction pattern, the as-grown films were highly Cu-rich
with a Cu/(Zn + Sn) ratio of 1.42. The absorber layer was etched with aqueous
KCN solution before CdS deposition to remove the excess CuS. As a result of KCN
etching, the Cu/(Zn + Sn) ratio decreased to 1.01, resulting in nearly stoichiometric
films. The best cell with a SLG/Mo/CZTS/CdS/Al:ZnO/Ni/Al device configuration
showed a total area efficiency of 4.1 % with VOC = 541 mV, JSC = 13.0 mA/cm2,
and FF = 59.8 %. So far, this holds the record for the high-efficiency CZTS solar
cell produced via one-step vacuum co-evaporation technique.

Repins et al. [14] fabricated Cu2ZnSnSe4 (CZTSe) solar cell with 9.15 % effi-
ciency by co-evaporation. The CZTSe absorber layer was grown by four-source
(Cu, Zn, Sn, and Se) thermal co-evaporation. A 15 nm NaF layer was deposited on
Mo-coated SLG substrate by e-beam evaporation before the CZTSe film fabrica-
tion. The NaF layer was used to compensate the low out-diffusion of sodium. It was
argued that the NaF deposition helped to improve the VOC, JSC, and the fill factor.
Deposition flux of each source and the substrate temperature were precisely con-
trolled during the film growth (Fig. 2.15a). A Cu-rich growth was carried out for
initial 12.5 min to favor larger grain growth, and the Cu source was turned off
thereafter. Formation of CuxSey is expected during this period which further reacts
with continuing Zn and Sn flux to form kesterite CZTSe film.
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The film composition was slightly Zn-rich and Cu-poor and was found to be
uniform throughout the bulk with a Cu-poor surface. Void-free, large 0.5–1.0-µm
columnar grains with faceted surfaces extending the entire absorber thickness were
observed. Single-phase kesterite CZTSe without any secondary phases were
detected by XRD and Raman measurements. The best solar cell with *0.42 cm2

total area exhibited VOC = 377 mV, JSC = 37.4 mA/cm2, and FF = 64.9 %, yielding
an efficiency of 9.15 % (Fig. 2.15b).

A high diode ideality factor of 1.8 and lower VOC indicated dominant recom-
bination in the device which was further confirmed by small carrier lifetime of 1–
2 ns calculated from TRPL measurements. Notably, unlike the high-efficiency
CZTS device reported by Wang et al. [17], no evidence of a blocking back contact
was observed for the solar cells obtained in this process. Therefore, it can be
concluded that formation of such blocking barrier is dependent on the particular
deposition process and not an intrinsic issue related to the kesterite material system.

Controlling the deposition parameters play key role to obtain single-phase ke-
sterite compound. Even a small presence of secondary phases could be highly
detrimental to the resulting photovoltaic performance and by choosing the right
deposition parameters, the undesired secondary Sn chalcogenides can be avoided in
the resulting film [95]. XRD data showed that binary Sn chalcogenides can easily
form at lower deposition temperature or if the Sn flux is continued below 450 °C
during cooling down of the substrate. Similarly, control of Cu flux and Zn flux is

Fig. 2.15 a Deposition rate of source materials (top) and substrate temperature profile (bottom);
b external quantum efficiency (top) and the illuminated J–V characteristic of the CZTSe device
with 9.15 % efficiency (bottom) [14]
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also important to obtain the absorber layer without binary Cu/Zn chalcogenides
which can severely limit the solar cell performance.

A multistage evaporation technique was experimented by Weber et al. [96] to
fabricate CZTS thin film absorber. Two different batches of samples were produced.
In the first one, Cu–Sn–S (CTS) precursor was reacted with ZnS, and in the second
one, ZnS precursor was reacted with Cu–Sn–S phase to promote CZTS growth. Both
types of samples showed kesterite-type structure. Densely packed larger grains were
observed for the second sample, and the highest efficiency of 1.1 % (VOC = 436 mV,
JSC = 6.0 mA/cm2, and FF = 41 %) was achieved for this batch compared to the 0.7 %
efficiency (VOC = 501 mV, JSC = 4.2 mA/cm2, and FF = 35 %) obtained from the first
batch of samples with CTS precursor.

2.7.1.2 Sputtering

Sputtering is another well-established high-vacuum deposition technique widely
used in the semiconductor industry to fabricate high-quality thin film devices.
Different variations of sputtering technologies have been investigated to prepare
CZTS(Se) thin film absorber materials including argon beam sputtering, DC/RF
magnetron sputtering, and hybrid and reactive sputtering [68, 71, 99–108]. Similar
to evaporation, CZTS(Se) film fabrication approach by sputtering techniques also
could be subclassified into one-step or two-step processes.

Historically, the first report on the preparation and characterization of CZTS thin
films made by Ito and Nakazawa in 1988 [71] employed sputtering technique. The
absorber layer was deposited on Corning 7059 glass substrates at different tem-
peratures by atom beam sputtering of quaternary target material synthesized by
heating elemental powders to 1050 °C in a vacuum-sealed quartz ampoule. The
deposited polycrystalline films showed a strong diffraction peak from (112) plane at
substrate temperature higher than 90 °C, and the authors have suggested the crystal
structure to be stannite type. An increase of the grain sizes and decrease of resis-
tivity were observed for the films deposited at higher substrate temperatures due to
the higher mobility of sputtered particles. A direct bandgap of 1.45 eV was mea-
sured for the film deposited at substrate temperature of 120 °C, and the absorption
coefficient was in the range of 104 cm−1. Photovoltaic cells were fabricated on
CZTS films deposited on stainless steel substrate at 160 °C. The heterodiode
formed by the deposition of cadmium tin oxide window layer on CZTS absorber
showed an open-circuit voltage of 165 mV. Shortly after, they improved the VOC to
265 mV with a short-circuit current density of 0.1 mA/cm2 by atmospheric
annealing of the deposited film [103].

In 2003, Seol et al. [105] reported on CZTS thin films prepared by RF mag-
netron sputtering at room temperature using a cold-pressed target made of Cu2S,
ZnS, and SnS2 powders. The as-deposited films were sulfur-deficient and were
subsequently annealed under Ar + S(g) atmosphere at 250–400 °C for 2 h to
improve the S content. The ratio of Cu2S, ZnS, and SnS2 was kept at 2:1.5:1 and the
RF power between 50 and 100 W to obtain a stoichiometric CZTS film after
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sulfurization. The films became Sn-rich and Cu-deficient as the RF power was
increased over 100 W. XRD results showed strong diffraction peaks corresponding
to (112), (200), (220), and (312) planes with a preferential orientation along
(112) and showed improved crystallinity at higher annealing temperatures. The
crystal structure was identified as kesterite type and the measured bandgap was
1.51 eV with an optical absorption coefficient of 1 × 104 cm−1.

Tanaka et al. [68] experimented with a hybrid sputtering system equipped with
Cu and Sn sputtering sources and Zn and S effusion cells inside a high-vacuum
chamber to achieve sequential deposition of Cu/Zn/Sn precursor layer followed by
annealing under incident S flux to prepare CZTS films. Sn layer was deposited by
DC sputtering, Zn layer by evaporation, and Cu layer was deposited by RF sput-
tering at different substrate temperatures from 300 to 500 °C. A decrease in film
thickness was observed at higher substrate temperatures, which was attributed to
reduced sticking coefficient and/or increased density due to improved crystalliza-
tion. At lower substrate temperature (<350 °C), binary CuxS compounds were
formed as identified from XRD analysis. Formation of stannite CZTS compound
along with binary Cu sulfides started above 350 °C as evidenced by the evolution of
CZTS (112) peak in the diffraction pattern. At 400 °C, single-phase stoichiometric
CZTS film was obtained without the presence of any significant secondary phases.
Above 450 °C, films were Zn-poor due to high vapor pressure of Zn, resulting in
substantial Zn loss. Replacing Zn by ZnS or by introducing S flux during Zn
deposition to form zinc sulfide was suggested to mitigate the Zn loss at higher
substrate temperatures. The film obtained at 400 °C showed a direct bandgap of
1.5 eV with an optical absorption coefficient >104 cm−1. The films exhibited p-type
conductivity with a carrier concentration of 8 × 1018 cm−3.

In order to avoid the effect of moisture adsorption from atmosphere during the film
fabrication process, Jimbo et al. [109] developed an inline-type vacuum apparatus
consisting of two interconnected chambers: one for precursor deposition by RF
co-sputtering and the other for sulfurization of the precursor. Cu, ZnS, and SnS
targets were co-sputtered to deposit the precursor film. After the precursor layer
fabrication, the substrate was transferred to the annealing chamber without breaking
the vacuum. Annealing was performed under N2 + H2S (20%) environment at 580 °C
for 3 h. The best solar cell showed VOC = 662mV, ISC = 15.7 mA/cm2, and a fill factor
of 55 %, leading to 5.74 % conversion efficiency. The composition of the CZTS
absorber was found to be slightly Cu-deficient and Zn-rich with compositional ratios
of Cu/(Zn + Sn) = 0.87 and Zn/Sn = 1.15, respectively. An external quantum effi-
ciency of 65 % at λ = 480 nm and bandgap of 1.45 eV were measured.

Later in 2008, the same group of researchers further improved the efficiency by
soaking the CZTS absorber in DI water prior to CdS window layer deposition [59].

The metal oxide particles in the film were removed by DI water, resulting in an
improved device performance. The stoichiometry of the films was found to be
Cu-poor and Zn-rich with elemental composition ratios of Cu/(Zn + Sn) = 0.85,
Zn/Sn = 1.25, and S/metal = 1.1, respectively. The champion cell showed an
open-circuit voltage of 610 mV, short-circuit current density of 17.9 mA/cm2, and a
fill factor of 62 %, leading to an efficiency of 6.77 % after light soaking for 5 min

2 Earth-Abundant Cu2ZnSn(S,Se)4 (CZTSSe) Solar Cells 47



under AM 1.5 illumination. This is the highest efficiency cell fabricated by sput-
tering technique till date. An incident photon to current efficiency (IPCE) of >70 %
was observed at *550 nm. The J–V characteristic and the IPCE curve showing the
photovoltaic response of the device in the visible spectrum are shown in Fig. 2.16.

Similar to the study of Araki et al. [85], the effect of precursor layers’ staking
order on the physical properties of resulting CZTS thin films was investigated by
Fernandes et al. [104]. CZTS films were prepared with Mo/Zn/Cu/Sn and
Mo/Zn/Sn/Cu initial metallic precursor stacking orders deposited by DC magnetron
sputtering. Sulfurization of the precursor layer was performed in N2 + S(g) atmo-
sphere at 525 °C for 10 min. However, contrary to the results obtained by Araki
et al., the authors concluded the best precursor order to be Mo/Zn/Sn/Cu. It was
argued that top Cu layer helped to reduce the Zn and Sn loss during the annealing
process, leading to a better composition. Binary CuxS was detected on the film
surface which was subsequently removed by KCN etching. The resulting films had
a kesterite structure as confirmed by Raman spectroscopy. A sharp absorption edge
at 1.43 eV and a carrier concentration of 3.3 × 1018 cm−3 were measured.

Yoo et al. [107] studied the influence of Cu-rich, Cu-correct, and Cu-poor
precursor on the structural and morphological properties of CZTS films. Stacked
Cu, Zn, and Sn elemental precursor layers with different Cu content and various
stacking sequences were prepared by RF magnetron sputtering and sulfurized at
570 °C under S vapor. CuxS phase was observed in the films with precursors
containing excess Cu and stoichiometric amount of Cu, but was free from such
impurity phases in films produced from Cu-poor precursor. Also, a smoother
morphology was obtained for the Cu-poor films.

Liu et al. [108] have reported on a single-step CZTS film fabrication approach by
DC reactive sputtering. A Cu–Zn–Sn alloy target with stoichiometric Cu:Zn:Sn
molar ratio of 2:1:1 and 98 % H2S was used as the reactive gas for sputtering. The
substrate was held at 500 °C during the film deposition. As-prepared films showed a
preferential orientation along (112) plane with densely packed columnar grains.
However, undesired secondary phases such as Cu2−xS and Cu3SnS4 were detected

Fig. 2.16 J–V characteristics
of the CZTS cell with 6.77 %
efficiency prepared by
co-sputtering and (inset) IPCE
curve of the corresponding
device [59]
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in the film alongside CZTS. The films exhibited p-type conductivity with a carrier
concentration of 2.2 × 1018 cm−3.

Momose et al. [101] reported on a CZTS solar cell with 3.7 % device efficiency
prepared by co-sputtering of elemental metal precursors from a single target fol-
lowed by sulfurization. The target was constructed by placing Zn and Sn plates on a
Cu disk, exposing the top surfaces of each metal according to the required stoi-
chiometry. The best cell was obtained by sulfurization of the deposited precursor for
7 min at 590 °C under 1.5 atmospheric pressure of S vapor. A VOC of 425 mV,
JSC = 16.5 mA/cm2, and a fill factor of 53 % were recorded for the best performing
cell with a SLG/MO/CZTS/CdS/In2O3 device configuration. The absorber layer of
the corresponding device showed a Cu-poor and Zn-rich composition with Cu/
(Zn + Sn) = 0.89 and Zn/Sn = 1.15. Chalapathy et al. [99] used DC sputtering to
deposit Cu/ZnSn/Cu stacked layer on Mo-coated SLG substrate at room temperature
and subsequent 30 min sulfurization at 560 °C and 580 °C under S vapor to grow
CZTS absorber layer. The atomic concentration of the ZnSn target was kept at Zn:
Sn = 60:40. The completed device with a SLG/Mo/CZTS/CdS/i-ZnO/Al:ZnO/Al
configuration prepared on the CZTS film fabricated at 560 °C showed a conversion
efficiency of 4.59 % (VOC = 545 mV, JSC = 15.44 mA/cm2, and FF = 54.6 %).
A quantum efficiency of 65 % at λ = 520 nm and an optical bandgap of 1.46 eV were
reported. In situ XRD and Raman data were collected during the annealing ramp-up
cycle at different temperatures to understand the growth mechanism. Below 470 °C,
only binary metal sulfides (Cu2−xS, ZnS, and SnS2) were observed. Kesterite CZTS
compound was found to form at 470 °C. At 560 °C and 580 °C sharp CZTS peaks
were observed in Raman spectra. However, small amount of Cu2−xS still exists
which disappeared after 30-min annealing. Contrary to the other reports of
high-efficiency CZTS(Se) solar cells, the absorber film composition in this study was
highly Cu-depleted and excess in zinc. The corresponding elemental ratios were
measured to be 0.67 and 1.45 for Cu/(Zn + Sn) and Zn/Sn, respectively. One
important structural feature observed in the best absorber film in this study was the
presence of a bilayer grain distribution with dense small grain microstructure near
the Mo back contact and grooved larger grains on the top, similar to the observation
made by Shin et al. [84] for the CZTS solar cell with 8.4 % efficiency.

Katagiri et al. [106] employed RF co-sputtering to fabricate CZTS thin films
using Cu, ZnS, and Sn/SnS targets. The influence of the film composition was
directly correlated with the photovoltaic performance of the solar cells. The com-
positional ratios of Cu/(Zn + Sn) and Zn/Sn were varied in a wide range from 0.75
to 1.25 and 0.8 to 1.35, respectively. The annealing was performed under N2 + H2S
environment at 580 °C for 3 h with different H2S concentrations from 5 to 20 %. No
significant difference in the film properties were observed between the films
annealed at different H2S concentrations. The device with 5 % H2S-treated absorber
showed an open-circuit voltage, VOC = 612 mV, short-circuit current density,
JSC = 10.6 mA/cm2, and FF = 62.3 %, resulting in an efficiency (η) of 4.1 %
compared to VOC = 634 mV, JSC = 9.5 mA/cm2, FF = 62.7 %, and η = 3.8 % of the
device obtained by sulfurization under 20 % H2S concentration. To study the
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dependence of photovoltaic performance on the film composition, device efficiency
data were plotted against the absorber layer composition, collected from a series of
solar cells prepared with varying elemental ratios as shown in Fig. 2.17. Clearly,
superior devices lie in a confined space within the composition map in Fig. 2.17,
having a Zn/Sn ratio in the range of 1.1–1.3 and a Cu/(Zn + Sn) ratio in the range of
0.8–0.9. This study supports the observation of Cu-poor and Zn-rich stoichiometry
evidenced in best performing CZTS-based devices prepared by any deposition
technique and suggests the compositional range to obtain high-efficiency cells.

2.7.1.3 Pulsed Laser Deposition (PLD)

Pulsed laser deposition (PLD) is a relatively new method explored for the depo-
sition of high-quality thin films and fabrication of interconnections in integrated
circuits. This method offers flexible and controlled deposition of highly crystalline
thin films under high vacuum with great reproducibility [110]. The film is deposited
by physical ablation of the target material onto a substrate by a high-power pulsed
laser radiation, and the film properties can be easily controlled by altering various
deposition parameters, such as laser power, pulse rate, duration, distance from the
substrate to the target, and substrate temperature. Although PLD has been proved to
be a versatile and competent technique to grow different thin film materials,
application of this technique for commercial manufacturing of large-area photo-
voltaic devices is currently limited mainly due to the small deposition area
achievable by present laser technology.

In 2006, Sekiguchi et al. [111] have reported on the growth of epitaxial CZTS
films on n-type (100)-oriented GaP substrates using pulsed laser deposition. CZTS

Fig. 2.17 Device efficiency versus composition of the CZTS absorber layer [106]
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target was synthesized by solid-state reaction of equimolar amounts of Cu2S, ZnS,
and SnS2 powders in a quartz ampoule sintered at 750 °C for 24 h. Deposition was
carried out at a constant laser power of 0.85 J/cm2 using a KrF laser source with
varying substrate temperatures from 300 to 400 °C. Structural, compositional, and
optical properties of the as-deposited films were reported. X-ray diffraction peaks
corresponding to reflections from CZTS (112), (020)/(004), and (040)/(008) planes
were observed. Films were found to be slightly S-deficient with nearly stoichi-
ometric metal composition. Best crystallinity was obtained for the film deposited at
400 °C substrate temperature showing a bandgap of 1.5 eV.

Photovoltaic cells employing PLD technique for absorber layer deposition were
first reported by Moriya et al. in 2007 [112]. The target CZTS pellet was synthe-
sized by adopting the similar recipe used by Sekiguchi et al. [111]. KrF excimer
laser (248 nm) with 1.5 J/cm2 energy density and 10 ns pulse width at a repetition
rate of 30 Hz was used for the deposition. CZTS film was deposited onto
Mo-coated SLG substrate at room temperature and subsequently annealed under
inert N2 ambient at 300–500 °C for 1 h. The films annealed at 500 °C exhibited
improved crystallinity with strong (112) orientation. XRD peaks corresponding to
(112), (200), (220), and (312) planes of CZTS were identified. Contrary to the
widely reported Cu-poor and Zn-rich stoichiometry for PV-grade CZTS films, all
films under this study showed Cu-poor, Sn-rich, and S-poor stoichiometry with
elemental ratios of Zn/Sn = 0.86, Cu/(Zn + Sn) = 0.73, and S/metal = 0.92 for the
film annealed at 500 °C. The best device was obtained from the film annealed at
500 °C. The resulting solar cell showed VOC = 546 mV, JSC = 6.78 mA/cm2, and
FF = 48 %, leading to a conversion efficiency of 1.74 %.

Later in 2008, the same group of researchers changed the annealing environment
from N2 to N2 + H2S (5 %) in order to improve the S content of the CZTS films
[113]. Also, the laser power was varied from 0.7 to 1.5 J/cm2 to optimize the
ablation process. Films deposited at 1.5 J/cm2 incident laser power showed for-
mation of Cu–Sn–S grains on the film surface, while a smoother and better quality
film was obtained at 0.7 J/cm2 incident laser power. As a result of annealing in the
presence of H2S, the films became nearly stoichiometric. However, the cell per-
formance was inferior compared to the earlier report [112]. The best solar cell
efficiency of 0.64 % was reported with VOC of 336 mV, JSC = 6.53 mA/cm2, and a
fill factor of 46 %.

The influence of incident laser power on the resulting CZTS film properties was
further studied in detail by Pawar et al. [114]. The density of laser energy was
varied from 1.0 to 3.0 J/cm2, and corresponding structural, morphological, and
optical properties of the films were investigated. Preparation of CZTS target was
similar to that of the earlier reports by Moriya et al. [113]. A KrF excimer laser
source (248 nm) operated at 25 ns pulse width at a frequency of 10 Hz was used to
deposit CZTS thin films on glass substrates. As-deposited films were annealed
under N2 + H2S (5 %) ambient at 400 °C for 1 h. Structural, morphological, and
optical properties of the as-deposited films improved with increased laser power up
to 2.5 J/cm2, but degraded at higher energy density of 3.0 J/cm2. Improvement of
crystallinity was evidenced from the evolution of larger diffraction peak intensity
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with increasing power till 2.5 J/cm2, which slightly decreased at 3.0 J/cm2.
A consistent enhancement of grain size and a decrease in optical bandgap were
observed with higher laser energy. However, the bandgap increased slightly when
the laser power increased beyond 2.5 J/cm2.

Influence of the substrate temperature on the resulting film properties was carried
out by Sun et al. [115]. Only the substrate temperature (Tsub) was varied from 300
to 450 °C without changing other deposition parameters. As-deposited films were
characterized for structural, optical, and compositional analysis. All CZTS films
showed kesterite structure with strong (112) orientation and had a Cu-rich and
S-deficient composition. At lower temperatures, isolated island-like crystallites
were formed, whereas larger clusters were formed at higher temperature due to
higher surface mobility leading to coalescence of islanded structures. Raman
spectroscopy showed formation of Cu2−xS compound at 350 and 400 °C, which
disappeared at higher deposition temperature. A gradual decrease of the bandgap
from 1.98 to 1.53 eV was observed with increasing Tsub. From XRD and Raman
analysis, the authors suggested existence of internal compressive strain in the
as-deposited films.

The research group of Moholkar et al. [116–118] made consistent progress over
last few years on the development of CZTS solar cells made by PLD technique.
Without altering the device architecture and the target synthesis recipe, a gradual
improvement of efficiency was achieved by optimization of the absorber layer
properties and the deposition process parameters. In 2011, they studied the influ-
ence of pulse frequency on the film properties and a conversion efficiency of 2.02 %
was reported [117]. The pulse repetition rate was modulated from 2 to 20 Hz with a
constant laser power of 1.5 J/cm2. As-deposited films were annealed in N2 + H2S (5
%) at 400 °C for 1 h. Annealed films showed improved crystallinity with increasing
pulse rate with strong (112) orientation. Thickness of the deposited films also
increases up to 18 Hz, but noticed to fall at 20 Hz. Composition of the annealed
films deposited at 10 Hz pulse frequency was nearly stoichiometric with Cu:Zn:Sn:
S = 2.04:0.8:1.0:4.16. The optical bandgap of the films after annealing was in the
range of 1.5–1.8 eV. Solar cell with a glass/Mo/CZTS/CdS/Al:ZnO/Al device
structure fabricated with the absorber layer deposited at 10 Hz exhibited
VOC = 585 mV, JSC = 6.74 mA/cm2, and a fill factor of 51 %, resulting in an
efficiency of 2.02 %. A maximum 32 % quantum efficiency was recorded at
λ = 530 nm.

In the same year, an enhanced efficiency of 3.14 % was reported for pulsed laser
deposited CZTS solar cells [116]. CZTS absorber film deposition was carried out at
a fixed laser power of 2.5 J/cm2 pulsed at 10 Hz with varying deposition time from
5 to 45 min. The best device prepared with an absorber layer thickness of *2.9 µm
obtained by 30 min of deposition followed by 1 h of annealing at 400 °C under 5 %
H2S showed VOC = 651 mV, JSC = 8.76 mA/cm2, and FF = 55 %, yielding an
efficiency of 3.14 %. An optical bandgap of 1.54 eV for the absorber and a peak
quantum efficiency of 34 % at 530 nm were measured for the respective device.

In 2012, the photoconversion efficiency was further improved to 4.13 % by
optimization of chemical composition of the deposited CZTS films [118]. So far, it
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is the highest efficiency CZTS-based device obtained by PLD technique. The
composition ratio of Cu/(Zn + Sn) in the target material was varied from 0.8 to 1.2,
keeping a constant Zn/Sn ratio. The J–V characteristics of the best devices obtained
from CZTS films deposited using different chemical composition of the target are
shown in Fig. 2.18, where “a” denotes the Cu/(Zn + Sn) ratio of the target material.

It was found that the chemical composition of the deposited films can be
gradually varied by changing the composition of the target. Crystallinity of the
films was improved and larger grains were obtained by increasing Cu/(Zn + Sn)
ratio from 0.8 to 1.1, indicating promotion of grain growth under Cu-rich and
Zn-poor condition. However, structural and morphological degradation is observed
for higher Cu/(Zn + Sn) ratio of 1.2. The absorber layer thickness was found to
increase with increasing Cu/(Zn + Sn) ratio up to 1.1. Bandgap (Eg) of the films
shifted to lower energy, changing from 1.79 to 1.53 eV for increased Cu/(Zn + Sn)
from 0.8 to 1.2. The champion cell obtained from a target composition of Cu/
(Zn + Sn) = 1.1 corresponding to the absorber with Eg = 1.54 eV showed
VOC = 700 mV, JSC = 10.01 mA/cm2, FF = 0.59, and η = 4.13 %. The maximum
quantum efficiency of the champion cell was measured to be 36 % at 810 nm.

2.7.2 Non-vacuum Deposition Methods

The PVD technique is expensive and challenging to scale up because of film
non-uniformity and low material utilization. Sputtering techniques are suitable for
large-area deposition; however, they require expensive vacuum equipment and

Fig. 2.18 J–V characteristics of the CZTS solar cells obtained by PLD technique deposited with
various target compositions of a = Cu/(Zn + Sn) = 0.8–1.2 and (inset) the quantum efficiency
curves of the respective devices [118]
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sputtering targets. The PLD technique is also very expensive and has not demon-
strated high-efficiency devices yet. Some of the many disadvantages of vacuum
technology are complicated instrumentation, materials waste, high cost per surface
area of deposition, and instability of some compounds at the high deposition
temperature. Recently, the record efficiency of 11.1 %-CZTS(Se) thin film solar cell
has been achieved by a non-vacuum hybrid solution-particle processing technique
developed by IBM [24]. In the past decade, various non-vacuum deposition tech-
niques have been investigated to prepare CZTS-based solar absorbers and photo-
voltaic solar cell fabrication including electrochemical deposition, hybrid
solution-particle processing, nanoparticle-based synthesis, sol–gel spin coating,
spray pyrolysis, chemical bath deposition (CBD), open-atmosphere chemical vapor
deposition (OACVD), successive ion layer adsorption and reaction (SILAR), and
screen printing. In this section, different non-vacuum approaches for CZTS(Se)
absorber fabrication are discussed.

2.7.2.1 Nanocrystal-Based Approach

Recent developments of semiconductor nanoparticle synthesis have opened up new
opportunities to fabricate thin films using the nanocrystals and construct solar cells
with novel device architecture. Owing to tunable optoelectronic properties and easy
composition control capability, nanocrystal-based approach for solar absorber
fabrication is an attractive choice. In recent years, a significant research effort has
been dedicated for the synthesis of I–III–VI2 nanocrystals for photovoltaic appli-
cations [119–122].

In 2009, three individual research groups reported on the synthesis of CZTS
nanocrystals, out of which two reported on solar cell properties, prepared using the
nanocrystals [123–125]. All of these reports investigated solution-based colloidal
hot-injection method for nanocrystal synthesis.

Riha et al. [125] synthesized homogeneous, nearly monodisperse CZTS nano-
crystals and characterized their structural, compositional, and optical properties.
Stoichiometric amounts of metal salts (copper(II) acetylacetonate, zinc acetate, and
tin(IV) acetate) dissolved in oleylamine and elemental sulfur powder separately
mixed in oleylamine were used as precursor solutions. Both precursors were
quickly injected into trioctylphosphine oxide (TOPO) solution heated to 300 °C,
initiating the nucleation and growth of CZTS nanocrystals. As-synthesized trian-
gular and round-shaped nanocrystals were stoichiometric in composition and
showed single-crystalline tetragonal structure with an average diameter of
12.8 ± 1.8 nm. Diffraction spots corresponding to (112), (200), (220), (312), (008),
and (332) planes of kesterite CZTS phase were identified from selected-area
electron diffraction (SAED) pattern. Phase purity of the nanocrystals was further
confirmed by differential thermal analysis (DTA). The CZTS nanocrystals exhibited
an optical bandgap of 1.5 eV.

Sheinhagen et al. [123] reported photovoltaic properties of devices prepared
using CZTS nanocrystals synthesized by arrested precipitation at high temperature.
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Copper acetylacetonate, zinc acetate, tin chloride dihydrate, and elemental sulfur
were used as precursor materials. Oleylamine was solely used as the coordinating
solvent for the precursors. Nanocrystal growth was carried out for 1 h under an inert
atmosphere at elevated precursor solution temperature of 280°C. As-synthesized
irregular-shaped CZTS nanocrystals had an average particle size of 10.6 ± 2.9 nm
with slightly Sn-rich and S-poor stoichiometry. An optical bandgap of 1.3 eV was
estimated and powder XRD pattern revealed characteristic peaks of kesterite CZTS
structure. TEM and SEM micrographs of the as-prepared CZTS nanocrystals are
shown in Fig. 2.19. The nanocrystals dispersed in toluene were used as an ink to
deposit CZTS absorber layer by spray coating. A solar cell fabricated with
SLG/Au/CZTS/CdS/ZnO/ITO configuration exhibited an open-circuit voltage,
VOC = 321 mV, short-circuit current density, JSC = 1.95 mA/cm2, and a fill factor of
37 %, yielding an efficiency of 0.23 %.

Guo et al. [124] fabricated CZTSSe solar cells by drop-casting of CZTS
nanocrystals prepared by a hot-injection method followed by selenization of the
films under Se vapor. Copper(II) acetylacetonate, zinc acetylacetonate, tin(IV) bis
(acetylacetonate) dibromide, and elemental sulfur at 2:1:1:4 molar ratios were used
as precursors and oleylamine as the solvent for nanocrystal synthesis. The growth
reaction was initiated by swift injection of the sulfur solution into the mixed metal
precursor solution at 225 °C, and the reaction was continued for 30 min. As-grown
nanocrystals were purified by successive precipitation and decantation using
organic solvents. Absorber film was fabricated by drop-casting of the CZTS
nanocrystal ink on Mo-coated SLG substrate forming *0.75 µm thick film.
A thicker film was obtained by repeating the drop-casting process two times and

Fig. 2.19 a TEM image of
the as-synthesized CZTS
nanocrystals,
b high-resolution TEM image
of a single nanocrystal, and
c SEM image of the dispersed
CZTS nanocrystals [123]
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each layer was annealed under Ar at 350 °C for 1 h, removing any organic ligands
attached to the nanocrystal surface. As-prepared CZTS films were further annealed
under Se vapor at 400–500 °C to form CZTSSe absorber layer used for final device
fabrication. Powder XRD pattern of the as-synthesized CZTS nanocrystals showed
a kesterite structure with lattice parameters of a = 5.421 Å and c = 10.816 Å.
A Cu-rich and Zn-poor stoichiometry was observed from EDX measurement. The
size range of the nanocrystals was between 15 and 25 nm, and the bandgap was
measured to be 1.5 eV. Solar cell with a SLG/Mo/CZTSxSe1-x/CdS/i-ZnO/ITO
configuration obtained using the CZTS film selenized at 500 °C showed the best
power conversion efficiency of 0.74 % with VOC = 210 mV, JSC = 11.5 mA/cm2,
and a fill factor of 33.1 %.

Following the same approach, later in 2010, Guo et al. [18] made a significant
improvement of the solar cell performance, reporting 7.23% photoconversion
efficiency by optimizing the composition of CZTS nanocrystals.

A Cu-poor and Zn-rich composition of the nanocrystals was achieved by
adjusting the amounts of metal salts in the precursor (1.332 mmol, 0.915 mmol, and
0.75 mmol for Cu, Zn, and Sn, respectively) keeping the synthesis methodology
essentially same as before [124]. Absorber layer of *1 µm was deposited on
Mo-coated SLG substrate by knife-coating of the nanocrystal ink prepared by
dispersion of the purified nanocrystals in hexanethiol. Selenization of the
as-deposited CZTS film was carried out in the presence of Se vapor at 500 °C for
20 min, forming CZTSSe film with large, densely packed grains. Selenized films
used for cell fabrication exhibited a Cu-poor and Zn-rich stoichiometry with
compositional ratios of Cu/(Zn + Sn) = 0.79 and Zn/Sn = 1.11. The best solar cell
fabricated with a device configuration of SLG/Mo/CZTSxSe1−x/CdS/i-ZnO/ITO/Ni/
Al showed VOC = 420 mV, JSC = 30.4 mA/cm2, FF = 52.7 %, and a total area
efficiency of 6.73 % which was further improved to 7.23 % (VOC = 430 mV,
JSC = 31.2 mA/cm2, FF = 53.9 %) after 15-min light soaking under AM 1.5 G

Fig. 2.20 a J–V characteristics of the best CZTSSe solar cell without and with 15-min light
soaking and b external quantum efficiency of the corresponding device [18]
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illumination (Fig. 2.20). The device showed *90 % quantum efficiency in the
visible spectrum corresponding to a bandgap of 1.05 eV.

The photoconversion efficiency was further improved to 8.5 % by Cao et al. at
DuPont [126]. Binary and ternary metal sulfide nanoparticles, such as
copper-tin-sulfide (CTS), ZnS, SnS, and CuxSy, were synthesized by reacting metal–
oleylamine complexes with sulfur in a solution of oleylamine and TOPO at high
temperature (>200 °C). As-synthesized metal chalcogenide nanocrystals mixed with
desired proportions and dispersed in hexanethiol were used as the precursor ink for
CZTSSe absorber film fabrication by spin coating. This method allowed easy
composition control of the final film by changing the ratio of different metal sul-
fide nanocrystals in the precursor ink. Spin-coated films were annealed under Se
vapor at 560 °C for 20 min to form a robust CZTSSe absorber layer. The best solar
cell with a device configuration of SLG/Mo/CZTSSe/CdS/i-ZnO/ITO/Ag showed a
VOC = 451 mV, JSC = 29.0 mA/cm2, and FF = 64.9 % and a photoconversion
efficiency of 8.5 % without any antireflection coating. The CTS and ZnS nanopar-
ticles used in preparing the precursor ink for absorber layer formation are shown in
Fig. 2.21a. Cross-sectional SEM revealed a bilayer microstructure of the CZTSSe
absorber comprising of a fine-grained bottom layer near the back contact and the top
layer consisting of larger grains (Fig. 2.21b). Similar bimodal structure was observed
for high-efficiency solar cells prepared by vacuum-based thermal evaporation and
DC sputtering techniques [84, 99]. The carbon-rich nanometer-sized grains in the
bottom layer were the incompletely selenized initial precursor film. The
micrometer-sized highly crystalline and densely packed larger grains on top were
formed as a result of selenization and were carbon free. The elemental composition
of the larger grain CZTSSe was estimated to be Cu1.7Zn1.2SnS0.6Se5.0. The authors
suggested that highly crystalline top layer contributed to high photogeneration of
carriers and the bottom carbon-rich layer acted as a low resistive interface to the Mo
back contact, resulting in superior device performance. This is the best performing
CZTSSe device obtained by nanocrystal-based approach.

Kameyama et al. carried out the hot-injection synthesis at various temperatures
to assess the effect of temperature on the growth and crystallization of CZTS

Fig. 2.21 a TEM images of the as-synthesized copper-tin-sulfide and ZnS nanocrystals and
b cross-sectional SEM image of the completed device structure [126]
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nanocrystals. Metal acetate salts and elemental sulfur in oleylamine were used as
the precursors [127]. At growth temperature below 180 °C, secondary CuS phase
was detected, whereas pure CZTS nanocrystals were formed at temperature above
240 °C. Contrary to the general growth statistics observed for semiconductor
nanocrystals grown in colloidal solution, size of the nanocrystals under this study
was found to decrease at increased reaction temperature with average parti-
cle diameter of *6.6 ± 1.5 nm at 120 °C, 6.6 ± 1.3 nm at 180 °C, 5.6 ± 1.2 nm at
240 °C, and 5.1 ± 1.2 nm at 300 °C. Photoelectrochemical characterization of
immobilized layer-by-layer deposited CZTS nanocrystals on ITO-coated glass
exhibited p-type nature. Comparable to the bulk counterpart, a bandgap of 1.5 eV
was estimated for the as-prepared nanocrystals showing no quantum confinement
effect. The conduction band edge (ECB) and the valence band edge (EVB) potentials
of the CZTS nanocrystals were estimated to lie at +0.3 and −1.2 eV, measured
against a saturated Ag/AgCl electrode.

Riha et al. [128] fabricated a CZTS-based photoelectrochemical cell following
the hot-injection synthesis technique reported earlier. Stoichiometric and Zn-rich
CZTS thin films were prepared by dip coating the FTO substrates in respective
nanocrystal solutions. As-deposited films were annealed in Ar atmosphere at 350 °C
for 1.5 h. A redox electrolyte containing Eu3+ was used for the cell fabrication.
Incident photon to current efficiency (IPCE) of 1.8 and 2.8 % at 500 nm was
recorded for the as-deposited films prepared from stoichiometric and Zn-rich
nanoparticles, respectively, which were further improved to 3.1 and 10.1 % after
annealing.

Shavel et al. [129] prepared CZTSe (Cu2ZnxSnySe1+x+2y) nanocrystals for the
first time via hot-injection colloidal synthetic route by reacting amine complexes of
the metal salts with elemental Se in trioctylphosphine (TOP). The synthesized
nanocrystals were nearly monodisperse with an average particle size of 20 ± 2 nm,
showing highly faceted polyhedral geometries (Fig. 2.22a). X-ray diffraction
analysis revealed a tetragonal stannite structure (I42m) and compositional analysis

Fig. 2.22 a TEM image of stannite CZTSe nanocrystals grown via hot-injection method at 295 °C
for 5 min [129]; b TEM and HRTEM images of wurtzite CZTS nanocrystals prepared in
dodecanethiol and oleylamine [130]
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showed a homogeneous elemental distribution with Zn-poor and Sn-poor
stoichiometry.

In general, CZTS has been reported to crystallize in tetragonal kesterite and
stannite structures. Lu et al. reported CZTS nanocrystals with a new wurtzite phase,
synthesized by a hot-injection method [130]. Metal–thiolate complexes prepared by
dissolving metal salts in dodecanethiol were reacted with elemental sulfur in
oleylamine or oleic acid at 240 °C for 1 h to grow the CZTS nanocrystals. The
authors implied that dodecanethiol plays a key role in balancing the reactivities of
different cations in the reaction mixture and promoted wurtzite phase CZTS growth.
The new wurtzite phase CZTS nanocrystals showed a highly crystalline hexagonal
structure (Fig. 2.22b), and the bandgap was measured to be 1.4 eV.

Dai et al. [131] investigated a solvothermal route for the synthesis of compo-
sitionally tunable (Cu2Sn)x/3Zn1−xS (0 ≤ x ≤ 0.75) nanocrystals. The obtained
nanocrystals showed a sphalerite structure with tunable bandgap from 3.48 to
1.23 eV. As-prepared CZTS nanocrystals with a chemical composition of
(Cu2Sn)0.01Zn0.97S were used as the photoactive agent in a quantum dot-sensitized
solar cell structure. An open-circuit voltage, VOC = 283 mV, a short-circuit current
density, JSC = 0.36 mA/cm2, a fill factor of 28.6 %, and a photoconversion effi-
ciency of 0.03 % were reported.

Cao et al. [132] also investigated a solvothermal method to synthesize CZTS
nanocrystals. CuCl2, (CH3CO2)2Zn, SnCl4, and sulfur were autoclaved in ethy-
lenediamine at 180 °C for 15 h to obtain CZTS nanocrystals with 5–10 nm
diameter. As-synthesized nanocrystals showed a bandgap of 1.5 eV with slightly
Cu-poor, Sn-rich, and S-deficient composition. However, wurtzite ZnS phase was
detected along with kesterite CZTS crystals which was removed by annealing the
nanocrystal thin film under Ar + H2S (5 %) atmosphere at 550 °C for 1 h, resulting
in improved crystallinity.

Single-crystalline CZTS and CZTSe nanowires have been fabricated by Shi et al.
[133] using an anodic aluminum oxide (AAO) template. AAO templates (200 nm
pore diameter) were immersed in the precursor solution containing metal chloride
salts and sulfur/selenium in anhydrous ethylenediamine and successively auto-
claved at 230 °C for 70 h to grow the nanowires. Highly ordered template-directed
several micrometer-long nanowires were obtained with predominant growth
direction along [110, 111] (Fig. 2.23). As-grown CZTS nanocrystals showed ke-
sterite structure with a near-stoichiometric composition ratio of Cn:Zn:Sn:
S = 2.2:0.9:0.8:4.1. An optical bandgap of *1.5 eV for CZTS and *1.3 eV for
CZTSe nanowires was determined. This investigation showed possibility of
designing and fabrication of three-dimensional CZTS solar cells using nanowires.
However, CZTS nanowire-based photovoltaic device has not been reported.

2.7.2.2 Processing of Hydrazine-Based Solution-Particle

At IBM, Todorov et al. [134] developed a hydrazine-based hybrid solution-particle
processing technique for CZTS(Se) film fabrication. A hybrid solution-particle
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slurry containing copper-tin-chalcogenide mixed in hydrazine and ZnSe(N2H4) or
ZnS(N2H4) was deposited layer by layer via spin coating and successively annealed
at 540 °C to form the absorber layer. By varying the amount of chalcogens, highly
Se-rich, mixed sulfoselenide, and pure sulfide (Se free) absorbers were prepared.

A Zn-rich and Cu-poor stoichiometry was maintained for the films with the
composition ratios of Cu/(Zn + Sn) = 0.8 and Zn/Sn = 1.22, respectively. Final
films showed micrometer-scale large grains. High-efficiency device performance
was reported for solar cells fabricated from sulfoselenide (S/chalcogen = 0.4) and
high Se-content (S/chalcogen = 0.08) absorbers. A remarkable conversion effi-
ciency of 9.66 % was achieved with the sulfoselenide absorber having
VOC = 516 mV, JSC = 28.6 mA/cm2, and FF = 65 %, while the device from Se-rich
absorber exhibited a conversion efficiency of 9.30 % with VOC = 412 mV,
JSC = 36.4 mA/cm2, and FF = 62 % (Fig. 2.24a). An optical bandgap of 1.0 eV for
Se-rich sample and 1.2 eV for the sulfoselenide sample was estimated from the
corresponding IPCE data (Fig. 2.24b).

Fig. 2.23 SEM micrographs of the as-prepared CZTS nanowires: a Top view and b side view
after etching the AAO template using NaOH [133]

Fig. 2.24 a J–V characteristics of solar cells prepared from highly Se-rich (sample A) and
sulfoselenide (sample B) CZTSSe absorbers and b normalized quantum efficiency of the
corresponding devices (dashed line Se-rich and straight line sulfoselenide) [134]
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Shortly after this report, the same group of researchers improved the device
efficiency above 10 % following the same approach [135]. The enhanced cell
performance was attributed to improved short-circuit current density and fill factor.
The best solar cell exhibited an open-circuit voltage, VOC = 517 mV, short-circuit
current density, JSC = 6 mA/cm2, FF =63.7 %, leading to a photoconversion effi-
ciency of 10.1 % corresponding to an absorber bandgap of 1.15 eV.

The benchmark CZTS-based solar cell exceeding 11 % power conversion effi-
ciency was reported by the same group of researchers following the
hydrazine-based hybrid solution-particle processing route developed earlier [24].
The enhancement of efficiency was mainly attributed to the improved short-circuit
current density and fill factor. CZTSSe films with thickness of 1.5–2.2 µm were
fabricated. Larger grains with the dimension of entire absorber layer thickness were
observed with a thin (*200 nm) MoSe2 interfacial layer at the Mo back contact.
Completed device stack had a glass/Mo/CZTSSe/CdS/ZnO/ITO/Ni–Al structure
with 0.45 cm2 active area. The benchmark device showed a VOC = 459.8 mV,
JSC = 34.5 mA/cm2, and FF = 69.8 %, resulting in an efficiency of 11.1 % under
AM 1.5 G illumination with an antireflection coating (Fig. 2.25). This is the
maximum power conversion efficiency achieved with kesterite CZTS-based devices
inclusive of all deposition methods. Existence of a near-bandgap activation energy
indicated that the cell performance was limited by Schottky–Read–Hall
(SRH) recombination process occurring within the depletion region. Investigation
of the device inhomogeneity within the active area using light beam-induced cur-
rent (LBIC) measurement showed a minimal 5 % standard deviation of photo-
generated current which is ascribed to the inhomogeneity of the absorber layer
bandgap across the device.

Fig. 2.25 J–V characteristics
of the benchmark CZTSSe
device with 11.1 % efficiency
[24]
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2.7.2.3 Open-Atmosphere Chemical Vapor Deposition (OACVD)

An open-atmosphere chemical vapor deposition (OACVD) method for CZTS film
fabrication has been reported by Washio et al. [136]. They reported that the CZTS
thin film device with an active area of 0.08 cm2 showed a VOC = 658 mV,
JSC = 16.5 mA/cm2, FF = 55 %, and a power conversion efficiency of 6.03 % under
AM 1.5 illumination (Fig. 2.26b).

CZTS thin films were prepared by sulfurization of an oxide precursor layer
annealed at 520–560 °C under 5 % H2S for 3 h. The oxide precursor film deposited
by spraying vaporized Cu(C5H7O2)2, Zn(C5H7O2)2, and Sn(C5H7O2)2 sources
directly onto Mo-coated SLG substrates held at 250–450 °C using N2 as the carrier
gas. Sulfurized CZTS films showed X-ray diffraction peaks corresponding to ke-
sterite structure. Optical bandgap of the as-deposited oxide precursor film was
2.52 eV and decreased to 1.57 after sulfurization (Fig. 2.26a). Solar cells with a
SLG/Mo/CZTS/CdS/Al:ZnO/Al device structure was fabricated. The best photo-
voltaic performance was obtained by the cell prepared with an absorber composi-
tion of Cu/(Zn + Sn) = 0.78 and Zn/Sn = 1.29.

2.7.2.4 Electrodeposition

This section presents the electrodeposition of CZTS(Se) materials. Electroplating is
a potentially suitable preparation method to obtain low-cost precursor films. The
electrodeposition process could provide (a) high-quality film with very low capital
investment; (b) a low-cost, high-rate process; (c) use of very low-cost starting
materials (e.g., low-purity salts or solvents), based on automatic purification of the
deposited materials during plating; (d) a large-area, continuous, multicomponent,
low-temperature deposition method; (e) deposition of films on a variety of shapes

Fig. 2.26 a (αhν)2 versus hν plot of the as-deposited oxide precursor film and CZTS film after
sulfurization and b J–V characteristics of the champion CZTS solar cells prepared by OACVD
technique [136]
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and forms (wires, tapes, coils, and cylinders); (f) controlled deposition rates and
effective material use (as high as 98 %); and (g) minimum waste generation (i.e., the
solution can be recycled) [137]. The major drawback for electrodeposition is that it
requires conductive substrates, which limits the application of this process in
several key technologies.

Electrodeposition uses electrolysis to deposit a coating of desired form on
conducting substrates from a solution (“bath”) containing the ions of interest (e.g.,
Cu2+, Sn2+, Zn2+). Almost without exception, one of the two phases contributing to
an interface of interest in electrodeposition will be an electrolyte, which is a phase
through which charge is carried by the movement of ions. The second phase at the
boundary is the substrate, through which charge is carried by electronic movement.
In cathodic electrodeposition, when the potential of the substrate (electrode) is
moved from its equilibrium value toward negative potentials, the cation that will be
reduced first is the one with the least negative (or most positive) redox potential E0.
In a solution containing Cu2+, Sn2+, and Zn2+, all three ions can be co-deposited on
the surface of the substrate (cathode) when the potential is sufficiently negative.
Interestingly, Se also co-deposits with Cu, Sn, and Zn under certain conditions even
though it is expected to deposit on the counter electrode (anode). The conditions of
electrodeposition of CZTS thin films are related to the individual electrochemical
reactions that correspond with the following Nernst equation, leading to the
deposition of Cu, Sn, Zn, and Se. In this case, the electrodeposition of CZTS films
on the cathode is most probably caused by the combination of electrochemical and
chemical reactions as follows:

Mnþ þ ne� ! M ð2:4Þ

Cu2þ þ 2e� ! Cu(s) ð2:5Þ

E ¼ E0
Cu þ RT=2F ln Cu2þ

� � ¼ 0:337þ 0:0295 log Cu2þ
� � ð2:6Þ

Sn2þ þ 2e� ! Sn(s) ð2:7Þ

E ¼ E0
Sn þ RT=2F ln Sn2þ

� � ¼ �0:136þ 0:0295 log Sn2þ
� � ð2:8Þ

Zn2þ þ 2e� ! Zn(s) ð2:9Þ

E ¼ E0
Zn þ RT=2F ln Zn2þ

� � ¼ �0:763þ 0:0295 log Zn2þ
� � ð2:10Þ

H2SeO3 þ 4Hþ þ 4e� ! Seþ 3H2O ð2:11Þ

E ¼ 0:741� 0:0591 pHþ 0:0148 log H2SeO3½ � ð2:12Þ

HSeO�
3 þ 5Hþ þ 4e� ! Seþ 3H2O ð2:13Þ

2 Earth-Abundant Cu2ZnSn(S,Se)4 (CZTSSe) Solar Cells 63



E ¼ 0:778� 0:0739 pHþ 0:0148 log HSeO�
3

� � ð2:14Þ

SeO2�
3 þ 6Hþ þ 4e� ! Seþ 3H2O ð2:15Þ

E ¼ 0:875� 0:0886 pHþ 0:0148 log SeO2�
3

� � ð2:16Þ

xM þ ySe ! MxSey ð2:17Þ

where E is the electrode equilibrium potential with respect to the standard hydrogen
electrode (SHE) and E0

Cu, E
0
Sn, and E0

Zn are the standard electrode potentials of Cu,
Sn, and Zn, respectively. F is Faraday’s constant equal to 96,485 Coulomb/mole.
Concentration of H+ is converted to pH scale and shown in the equations. The
logarithm of concentrations of different chemical species shifts the electrode
equilibrium potential at the specific concentration.

Several research group reported successful electrodeposition of CZTS materials
[138–147]. Ennaoui et al. [139] fabricated electrodeposited Cu2ZnSnS4 device with
3.4 % efficiency, with a VOC = 0.56 V, JSC = 14.8 mA/cm2, and FF = 0.41. The
absorber layers were prepared by solid-state reaction in H2S atmosphere of elec-
trodeposited Cu–Zn–Sn precursors. Araki et al. [140] fabricated electrodeposited
Cu2ZnSnS4 device with 3.16 % efficiency, with a VOC = 0.54 V,
JSC = 12.6 mA/cm2, and FF = 0.46. The absorber layers were prepared by annealing
the electrodeposited Cu–Zn–Sn precursors with sulfur in N2 atmosphere. Farinella
et al. [146] reported the fabrication of quaternary Cu2ZnSnS4 thin films on flexible
ITO substrates supported by polyethylene terephthalate (PET) by
co-electrodeposition of all elements from a sulfate solution potentiostatically.
Bhattacharya [147] electrodeposited multilayered Cu–Sn–Zn metal films on
Mo/glass substrates. Cu and Zn thin films were prepared from aqueous solution,
and Sn was prepared from ionic liquid solvent. Cu/Sn/Zn stacked layers were
annealed in a tube furnace in elemental sulfur and selenium at 570 °C. The device
efficiency of such electrodeposited CZTSS thin film was 3.6 % with a
VOC = 0.54 V, JSC = 16.9 mA/cm2, and FF = 0.40. Higher-performance Cu2ZnSnS4
photovoltaic devices were fabricated by Ahmed et al. [138] using stacked elec-
trodeposited Cu/Zn/Sn or Cu/Sn/Zn layers. The stacked layers were first annealed at
low temperature (210–350 °C) in an N2 environment in order to produce homo-
geneous (Cu, Zn) and (Cu, Sn) alloys and subsequently annealed at 550–590 °C in
a sulfur atmosphere for 5–15 min. The electrodeposited device (Fig. 2.27) showed a
power conversion efficiency of 7.3 %, with open-circuit voltage (VOC = 567 mV),
photocurrent (JSC = 22 mA cm−2), and the fill factor (FF = 58.1 %).

2.7.2.5 Monograin Layer Cell

Recently, a new type of device structure known as monograin layer (MGL) solar
cell has emerged as a potential alternative to realize low-cost large-area
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photovoltaic devices [83, 148–150]. In this method, monocrystalline granular
powders of the absorber material are embedded in an epoxy layer for the absorber
layer fabrication. Each monocrystalline particle makes an islanded junction with the
top CdS layer to form the effective heterojunction. The schematic of the MGL cell
structure is depicted in Fig. 2.28a.

The monocrystalline powders are usually produced by recrystallization of binary
chalcogenides: CuS(Se), ZnS(Se), and SnS(Se) in an evacuated quartz ampoule at
high temperature. This device structure offers several advantages including simple
and low-cost fabrication process and allows the possibility of flexible solar cells to
be fabricated without degradation of the absorber layer due to mechanical stress
retaining the superior optoelectronic properties of the single-crystalline absorber.
Researchers at Tallinn University have pioneered this technology and prepared
Cu2ZnSn(Se1−xSx)4 solar cells with varying S/Se ratios. The best cell showed an
open-circuit voltage of 622 mV, short-circuit current density of 15.87 mA/cm2, and

Fig. 2.27 a I–V characteristics of electrodeposited CZTS solar cell under dark (black) and 1 sun
(lines 1, 2, and 3) illumination for a champion CZTS cell, showing efficiencies of 7.3, 6.74, and
6.86 %, respectively. b The quantum efficiency (QE) curve. LIV and dIV mean light and dark
current–voltage curve, respectively [138]

Fig. 2.28 a Schematic of a monograin layer (MGL) solar cell structure [149] and b quantum
efficiencies of MGL cells with varying S/Se ratios [148]
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fill factor of 60 %, leading to an efficiency of 5.9 % with absorber layer containing
75 mol% of sulfur and 25 mol% of Se [148]. The quantum efficiencies of solar cells
with different S/Se compositions are shown in Fig. 2.28b.
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Chapter 3
Cu2ZnSnS4, Cu2ZnSnSe4, and Related
Materials

Shiyou Chen

3.1 History of Cu2ZnSnS4-Related Semiconductors

3.1.1 Theoretical Design of I2–II–IV–VI4 Semiconductors

The theoretical design and experimental synthesis of quaternary I2–II–IV–VI4
(I = Cu, Ag, II = Zn, Cd, IV = Si, Ge, Sn, VI = S, Se, Te) started as early as 1950s.
In 1958, Goodman showed that “various series of new semiconducting compounds
can be derived from known ones by a process of ‘cross-substitution’, i.e., by
replacing one element by pairs from other groups of the Periodic Table while
keeping the valence-electron:atom ratio constant” [1]. For example, starting from
the diamond-like (adamantine-like, zincblende-like) lattice of ZnS, if two Zn2+

cations are replaced by one Cu+ and one Ga3+ cation, a ternary CuGaS2 compound
can be derived, in which the S2− anion is still in the eight-electron full-shell state.
This element cross-substitution design of new semiconductors is schematically
shown in Fig. 3.1. If two Ga3+ cations are further replaced by one Zn+ cation and
one Ge4+ cation, the ternary CuGaS2 mutates into quaternary Cu2ZnGeS4. Ge

4+ can
be replaced by isovalent Sn4+, then Cu2ZnSnS4 is derived; and if S2− can be
replaced by isovalent Se2−, then Cu2ZnSnSe4 is derived. Through the substitution
of the group I, II, IV, and VI elements, a series of I2–II–IV–VI4 quaternary com-
pound semiconductors can be designed.
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3.1.2 Synthesis and Fabrication of Solar Cells

Since 1960s, some I2–II–IV–VI4 semiconductors including Cu2ZnSnS4 have been
synthesized by different groups [2–8]. In 1988, Ito and Nakazawa synthesized
p-type Cu2CdSnS4 and Cu2ZnSnS4 thin films with (112) orientation and fabricated
a photovoltaic cell of Cu2ZnSnS4 with an open-circuit voltage of 165 mV [9]. In
1996, Katagiri et al. fabricated a Cu2ZnSnS4 thin-film solar cell with a structure of
ZnO:Al/CdS/CZTS/Mo/SLG and reported an open-circuit voltage of 400 mV and
an energy-conversion efficiency of 0.66 % [10, 11]. In 1997, Friedlmeier et al.
reported the preparation of Cu2ZnSnS4 solar cell with 2.3 % energy-conversion
efficiency and Cu2ZnSnSe4 cell with 0.6 % efficiency [12]. Then in the following
10 years, the efficiency increased steadily, and until 2009, an efficiency as high as
6.7 % had been achieved by Katagiri et al. [11].

Since 2009, the thin-film solar cells based on Cu2ZnSnS4 and Cu2ZnSnSe4 have
drawn a significantly increasing amount of attention. In 2010, a hydrazine-based
deposition process was used to prepare Cu2ZnSn(S,Se)4 (CZTSSe) solar cells with
an efficiency as high as 9.7 % [13]; in 2012, the efficiency was increased to 11.1 %
[14]; and in 2013, the efficiency was further increased to 12.6 % [15]. Although the
highest-efficiency cell uses the Cu2ZnSn(S,Se)4 alloys as the absorber layer, the
efficiency of the cells using Cu2ZnSnS4 or Cu2ZnSnSe4 compounds as the absorber
layers have also increased recently. A 9.2 % efficiency was achieved by Repins
et al. [16] and a 9.7 % efficiency was achieved by Brammertz et al. [17] for
Cu2ZnSnSe4 solar cells. An 8.4 % efficiency was achieved by Shin et al. for
Cu2ZnSnSe4 solar cells [18].

Fig. 3.1 Element-substitution mutation from binary II–VI semiconductors to ternary I–III–VI2
and quaternary I2–II–IV–VI4 compound semiconductors
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Table 3.1 The reported performance parameters (open-circuit voltage Voc, short-circuit current
density Jsc, fill factor FF, and light to electricity conversion efficiency η) of Cu2ZnSnS4,
Cu2ZnSnSe4, and Cu2ZnSn(S,Se)4-based solar cells with different chemical component as
described by the Cu/(Zn + Sn) and Zn/Sn ratios

Component Cu/(Zn + Sn) Zn/Sn Voc (mV) Jsc (mA/cm2) FF (%) η (%) References

Cu2ZnSnS4 0.85 0.93 610 8.59 44 2.29 [23]

Cu2ZnSnS4 0.85 1.03 629 12.53 58 4.53 [23]

Cu2ZnSnS4 0.88 1.04 633 6.96 47 0.47 [23]

Cu2ZnSnS4 0.87 1.14 521 5.53 59 0.59 [23]

Cu2ZnSnS4 0.88 1.09 486 5.79 46 0.46 [23]

Cu2ZnSnS4 0.85 1.25 610 17.9 62 6.77 [24]

Cu2ZnSnS4 0.92 1.17 575 9.69 36.4 2.03 [25]

Cu2ZnSnS4 0.97 1.10 442 5.39 36.6 0.87 [25]

Cu2ZnSnS4 1.00 1.00 410 3.83 39.1 0.61 [25]

Cu2ZnSnS4 0.91 1.10 371 16.2 35 2.1 [21]

Cu2ZnSnS4 0.97 1.08 529 15.9 42 3.6 [21]

Cu2ZnSnS4 0.98 1.00 486 6.8 31.9 1.2 [21]

Cu2ZnSnS4 1.13 0.77 386 4.76 27 0.49 [26]

Cu2ZnSnS4 0.94 0.84 188 10.5 37.2 0.73 [27]

Cu2ZnSnS4 0.96 1.17 554 6.70 43.4 1.61 [28]

Cu2ZnSnS4 0.73 0.86 546 6.78 48 1.74 [29]

Cu2ZnSnS4 1.13 1.03 529 10.2 41.6 2.23 [30]

Cu2ZnSnS4 1.0 1.1 540 12.6 46.4 3.16 [31]

Cu2ZnSnS4 1.01 1.02 541 13.0 59.8 4.1 [32]

Cu2ZnSnS4 0.80 1.13 400 24.9 41.2 4.1 [33]

Cu2ZnSnS4 0.67 1.45 545 15.4 54.6 4.59 [34]

Cu2ZnSnS4 0.82 1.2 587 17.8 65 6.81 [35]

Cu2ZnSnS4 ∼0.78 ∼1.25 661 19.5 65.8 8.4 [18]

Cu2ZnSnS4 0.86 1.04 289 1.79 47.9 0.25 [36]

Cu2ZnSnS4 0.808 0.998 110 0.25 29 0.00 [37]

Cu2ZnSnS4 0.834 1.054 200 1.05 31 0.70 [37]

Cu2ZnSnS4 0.872 1.100 450 2.85 37 0.51 [37]

Cu2ZnSnS4 0.881 1.178 485 1.10 38 0.24 [37]

Cu2ZnSnS4 0.853 1.197 490 0.50 43 0.12 [37]

Cu2ZnSnS4 505.4 24.5 57.83 7.17 [38]

Cu2ZnSnS4 0.82 1.20 330 1.8 32 7.55 [39]

Cu2ZnSnS4 0.87 1.16 330 1.8 32 6.31 [39]

Cu2ZnSnS4 0.83 1.23 330 1.8 32 5.82 [39]

Cu2ZnSnS4 0.86 1.04 330 1.8 32 5.60 [39]

Cu2ZnSnS4 0.86 1.17 633 21.75 60.11 8.27 [40]

Cu2ZnSnS4 0.80 1.17 361 7.5 37.1 1.0 [41]

Cu2ZnSnS4 0.86 1.40 243 3.9 38.6 0.37 [41]

Cu2ZnSnS4 710 14.71 73.06 7.63 [42]

Cu2ZnSnS4 *1.1 *1.5 679.2 4.1 43.8 1.2 [43]

Cu2ZnSnS4 0.85 1.2 558 14.10 53 4.21 [44]

Cu2ZnSnSe4 0.75 1.65 229 18.4 49.4 2.08 [45]

(continued)
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3.1.3 Characteristics of Cu2ZnSnS4-Based Solar Cells

Table 3.1 lists the reported CZTS, CZTSe, and CZTSSe solar cell performance
since 2005. One obvious character is that most of the cells are non-stoichiometric,
i.e., the ideal ratio of Cu, Zn, Sn, and S (or Se) element is 2:1:1:4, i.e., the ratio
Cu/(Zn + Sn) = 1, Zn/Sn = 1, and (Cu + Zn + Sn)/S = 1; however, as listed in
Table 3.1, the deviation of the Cu/(Zn + Sn) and Zn/Sn ratios are common in CZTS,
CZTSe, and CZTSSe solar cells and can be as large as 30 and 20 %, respectively.
In Fig. 3.2, the distribution of Cu/(Zn + Sn) and Zn/Sn ratios for solar cells
with different efficiencies is plotted [19]. Obviously, most of the solar cells have
Cu/(Zn + Sn) ratio between 0.75 and 1, and Zn/Sn ratio between 1 and 1.25, and
most of the cells with efficiencies higher than 8 % have these two ratios around
0.8 and 1.2, respectively. This is mentioned frequently as an empirical rule that
the Cu-poor and Zn-rich growth condition gives the highest solar cell efficiency
[11, 20].

Table 3.1 (continued)

Component Cu/(Zn + Sn) Zn/Sn Voc (mV) Jsc (mA/cm2) FF (%) η (%) References

Cu2ZnSnSe4 0.64 1.60 302 31.4 33.5 3.17 [45]

Cu2ZnSnSe4 0.59 0.86 272 36.8 38.2 3.82 [45]

Cu2ZnSnSe4 0.83 1.15 359 20.7 43.0 3.2 [46]

Cu2ZnSnSe4 0.86 1.15 377 37.4 64.9 9.15 [16]

Cu2ZnSnSe4 0.81 1.12 308 23.8 50.0 4.4 [47]

Cu2ZnSnSe4 0.80 1.60 355 9.75 60.0 2.1 [48]

Cu2ZnSnSe4 0.80 170 21.9 28.8 1.04 [49]

Cu2ZnSnSe4 710 14.33 74.11 7.54 [42]

Cu2ZnSnSe4 0.7 1.0 408 38.9 61.4 9.7 [17]

Cu2ZnSn(S,Se)4 0.925 1.0 622 15.87 60.0 5.9 [50]

Cu2ZnSn(S,Se)4 0.79 1.11 420 30.4 52.7 7.2 [51]

Cu2ZnSn(S,Se)4 0.9 1.1 497 20 0 5.4 [52]

Cu2ZnSn(S,Se)4 0.8 1.22 562.7 24.07 60.0 8.13 [53]

Cu2ZnSn(S,Se)4 0.80 230 2.47 40.2 0.22 [49]

Cu2ZnSn(S,Se)4 700 17.29 72.96 8.83 [42]

Cu2ZnSn(S,Se)4 0.77 1.20 451 −29.0 64.9 8.5 [54]

Cu2ZnSn(S,Se)4 0.76 1.17 424 −22.7 62.2 6.0 [54]

Cu2ZnSn(S,Se)4 0.94 1.08 389 −15.7 33.0 2.0 [54]

Cu2ZnSn(S,Se)4 0.85 1.24 404 29.5 62.8 7.5 [55]

Cu2ZnSn(S,Se)4 0.8 1.2 409 32.25 61 8.08 [56]

Cu2ZnSn(S,Se)4 0.8 1.2 516 28.6 65.0 9.66 [57]

Cu2ZnSn(S,Se)4 0.8 1.2 517 30.8 63.7 10.1 [58]

Cu2ZnSn(S,Se)4 459.8 34.5 69.8 11.1 [14]

Cu2ZnSn(S,Se)4 0.8 1.1 513.4 35.2 69.8 12.6 [15]
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3.2 Crystal Structure

3.2.1 II–VI to I–III–VI2 to I2–II–IV–VI4 Structure
Mutation

II–VI binary semiconductors (such as ZnS or CdS) crystalize usually in zincblende
(Fig. 3.3a) or wurtzite (Fig. 3.4a) structures. When the group II cations are replaced
by the group I and III cations, the derived I–III–VI2 ternary semiconductors keep
the structural framework, i.e., the group VI anion sites are not changed, but the
group II cation sites are occupied by the group I and III cations.

The occupation of I and III cations (replacement of II by I and III) is not random,
but ordered. For example, when ZnS mutates into CuGaS2, the Cu+ and Ga3+

cations are ordered on the original Zn2+ sublattice. This order obeys the octet rule,
which states that the S anions should be coordinated by the Cu (in +1 valence state)
and Ga (in +3 valence state) cations in a way that makes all S anions in
eight-electron full-shell state (in −2 valence state), so the local charge neutrality is
satisfied around all S anions.

Obeying this octet rule, the binary II–VI zincblende structure mutates into two
ternary I–III–VI2 structures which has an 8-atom primitive cell: The first is the
chalcopyrite structure (space group: I-42d, shown in Fig. 3.3b), and the other is the
CuAu-like structure (shown in Fig. 3.3c). In both structures, the group VI
(S) anions are surrounded by two group I and two group III cations; thus, the
local charge neutrality is always satisfied. For CuGaS2 and other I–III–VI2
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Fig. 3.2 The plot of the Cu/
(Zn + Sn) and Zn/Sn element
ratio distribution of the
Cu2ZnSnS4, Cu2ZnSnSe4,
and Cu2ZnSn(S,Se)4 solar
cells with different
efficiencies. Adapted from
Ref. [19]
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semiconductors, the chalcopyrite structure is more stable than CuAu-like structure
and thus the ground-state structure of these semiconductors such as CuInS2,
CuInSe2, and CuGaSe2.

When I–III–VI2 (CuGaS2) further mutates into I2–II–IV–VI4 (Cu2ZnSnS4) with
two group III cations (Ga) replaced by group II (Zn) and IV (Sn) cations, the
chalcopyrite and CuAu-like structures mutate into three quaternary structures with
the smallest 8-atom primitive cell, as schematically plotted in Fig. 3.3. Obeying the
octet rule, there is only one possible configuration for the replacement of two Ga by
one Zn and one Sn in the chalcopyrite structure, which leads to the quaternary
kesterite structure (space group I-4) as shown in Fig. 3.3d. In contrast, there are two
possible configurations for the same replacement in the CuAu-like structures, one
leading to the stannite structure (I-42 m) as shown in Fig. 3.3e and the other leading
to the PMCA structure (P-42 m) as shown in Fig. 3.3f.

Fig. 3.3 The crystal structure
mutation from zincblende
ZnS to chalcopyrite CuGaS2
and CuAu-like CuGaS2, then
to kesterite Cu2ZnSnS4,
stannite Cu2ZnSnS4, and
PMCA–Cu2ZnSnS4
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Similar to the mutation in the zincblende structure, the mutation in the binary
wurtzite structure also leads to ternary and quaternary structures, which is sche-
matically plotted in Fig. 3.4. Starting from the II–VI wurtzite structure (Fig. 3.4a),
two I–III–VI2 structures and two I2–II–IV–VI4 structures are derived. Based on the
relationship of wurtzite-derived and zincblende-derived structures, the two I–III–
VI2 wurtzite-derived structures are named wurtzite-chalcopyrite (Fig. 3.4b) and
wurtzite-CuAu (Fig. 3.4c), respectively, and the two I2–II–IV–VI4 structures are
named wurtzite-kesterite (space group Pmn21, Fig. 3.4d) and wurtzite-stannite (Pc,
Fig. 3.4e), respectively [59].

3.2.2 Energetic Stability of Different Quaternary Structures

Although all these derived quaternary structures, including kesterite, stannite,
PMCA, wurtzite-kesterite, and wurtzite-stannite, obey the octet rule and thus are
more stable than other structures violating the octet rule, there is still difference in
the energetic stability of these structures. First principle calculations based on the
density functional theory had shown that Cu2ZnSnS4, Cu2ZnSnSe4, Cu2ZnGeS4,

Fig. 3.4 The crystal structure
mutation from wurtzite ZnS to
chalcopyrite CuGaS2 and
CuAu CuGaS2, then to
wurtzite-kesterite Cu2ZnSnS4
and stannite Cu2ZnSnS4
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and Cu2ZnGeSe4 crystalize in zincblende-derived kesterite structure as the ground
state, and the stannite, PMCA, or wurtzite-derived structures have higher energy
(by several meV/atom) [59]. This indicates that the synthesized samples should
crystallize mainly in the kesterite structure. Previously, Cu2ZnSnSe4 and
Cu2ZnGeSe4 had been reported to crystalize in the stannite structure according to
the X-ray diffraction measurement [5, 6, 62, 63], which is in contrast with the
theoretically predicted ground-state structure. The reason for this inconsistence will
be discussed in Sect. 3.2.3.

When the group I, II, IV, or VI elements change, other structures may become
the ground state of I2–II–IV–VI4 compounds. For example, Cu2CdSnS4 takes
stannite structure as the ground state, while Ag2CdSiS4, Ag2CdGeS4, and
Ag2CdSnS4 take wurtzite-kesterite structure as the ground state. The relative energy
differences between stannite and kesterite and that between low-energy
wurtzite-derived structure (kesterite or stannite) and wurtzite-derived structure
(wurtzite-kesterite or wurtzite-stannite) for different I2–II–IV–S4 are plotted in
Fig. 3.5. The energy differences show two general trends: (i) When the size dif-
ference in different cations is small, the compound is more stable in kesterite (or
wurtzite-kesterite) than stannite (wurtzite-stannite); (ii) when the cations or anions
are more ionic, the wurtzite-derived structures become more stable relative to the
zincblende-derived structures.

Although the wurtzite-kesterite or wurtzite-stannite structures are not the
ground-state structure of Cu2ZnSnS4 or Cu2ZnSnSe4 from the thermodynamic point
of view, these metastable phases can still be synthesized given proper kinetic
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control, for example, they can be stabilized in nanocrystal samples [64–67]. Based
on the X-ray diffraction pattern, these samples have wurtzite-derived structural
framework, but the exact occupation of Cu, Zn, and Sn on the cation sublattice
cannot be exactly determined so far, and therefore, it is not clear which
wurtzite-derived structure (wurtzite-kesterite, wurtzite-stannite, or other low-energy
structures) is dominant in the samples.

3.2.3 Partial Disorder in Kesterite Structure
and Structural Confusion

As discussed above, kesterite, stannite, and PMCA are three low-energy structures
that obey the octet rule and also have only 8 atoms in the primitive cell. If the size
of the primitive cell is increased, more structures can be found and they can be
considered as the superstructure (mixed structure) of the fundamental kesterite,
stannite, and PMCA structures. In Fig. 3.6a, the 16-atom conventional cell of
the kesterite structure is plotted. There are four inequivalent (001) layers of cations,
/Cu + Zn/Cu + Sn/Zn + Cu/Sn + Cu/ in the order from bottom to top. If we
exchange the occupation of Zn and Cu cations in the third layer, leading to
/Cu + Zn/Cu + Sn/Cu + Zn/Sn + Cu/, the energy cost is very small, less than one
meV/atom, much smaller than the energy difference (*3 meV/atom) between
stannite and kesterite. Considering the small energy cost, the exchange of Cu and
Zn cations in (001) layers is thermodynamically inevitable under the growth tem-
perature (which is usually much higher than room temperature), so it is highly
possible that the synthesized samples have partially disordered kesterite structure, in
which Cu and Zn cations are disordered in the (001) layers, as shown in Fig. 3.6b.

When the Cu and Zn cations are disordered in (001) layers, the symmetry of the
partially disordered kesterite structure becomes equivalent to that of the stannite
structure, i.e., the disordered Cu/Zn sites become one-element type (we can call it
M), then the partially disordered kesterite Cu2ZnSnS4 become stannite M2CuSnS4.
On the other hand, the atomic numbers of Cu and Zn are neighboring, so in the
X-ray diffraction measurements, the partially disordered kesterite structure and the
stannite structure cannot be distinguished. Early experimental study claimed that
the synthesized Cu2ZnSnSe4 and Cu2ZnGeSe4 samples were in stannite structure,
which we believe should be a confusion between the partially disordered kesterite
and stannite structures. Recent neutron scattering experiments by Schorr et al. and
synchrotron radiation X-ray diffraction measurement by Washio et al. both con-
firmed the existence of the Cu/Zn partial disorder in Cu2ZnSnS4 and Cu2ZnSnSe4
[68–70]. The partial disorder is an important character of the quaternary compound
semiconductors, at variance to the binary or ternary ones. It is currently not well
understood how the partial disorder of the cations influence the photovoltaic per-
formance of the quaternary semiconductors.
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3.3 Electronic Band Structure

3.3.1 Band Structure and Band Gap

Since the crystal structure of Cu2ZnSnS4 and Cu2ZnSnSe4 can be derived from
ZnS, ZnSe, CuGaSe2, and CuInSe2, the electronic band structure of Cu2ZnSnS4 and
Cu2ZnSnSe4 inherits the direct band gap of the parent binary and ternary semi-
conductors. In Fig. 3.7, the calculated band structure using the hybrid
exchange-correlation functional (HSE) is plotted, where a 1.5-eV direct band gap
opens at Γ point. The band structure of Cu2ZnSnSe4 is similar to that of
Cu2ZnSnS4, but the band gap size is smaller, at 1.0 eV [60]. In early literature, the
band gap of Cu2ZnSnSe4 had been reported to be around 1.5 eV, close to that of
Cu2ZnSnS4 [71–73]. Our DFT calculations at the level of the local density
approximation (LDA) or generalized gradient approximation (GGA) clearly
showed that the gap of the selenide should be about 0.5 eV smaller than that of the
sulfide. Calculations using hybrid functionals (e.g., HSE [74]) mixed with
Hartree-Fock exchange or at the level of many-body perturbation theory (e.g., GW
[75]) also confirmed that the band gap of Cu2ZnSnSe4 should be around 1.0, 0.5 eV
smaller than that of Cu2ZnSnS4 at 1.5 eV, which is in good agreement with the
photoluminescence spectrum and optical absorption spectrum measurements on
high-quality samples [16, 76–78].

In Table 3.2, the calculated lattice parameters, relative energy difference, and
band gaps are listed for Cu2ZnSnS4 and Cu2ZnSnSe4. The most stable kesterite
structure has the largest band gap among the three structures. For Cu2ZnSnS4, the
stannite and PMCA structures have gaps about 0.12 eV smaller than kesterite
structure, and for Cu2ZnSnSe4, the difference is about 0.15 eV. This difference is

Fig. 3.6 The crystal structure
plot of a fully ordered
kesterite Cu2ZnSnS4, and
b Cu/Zn partially disordered
kesterite Cu2ZnSnS4. In
(b) the Cu/Zn-disordered
occupation exists only in
alternative (001) cation layers,
so the symmetry of lattice
becomes equivalent to that of
the stannite structure
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determined by the different symmetry of the kesterite and stannite (PMCA) lattice
[61]. When the Cu/Zn becomes partially disordered as shown in Fig. 3.6b, the band
gap is decreased slightly by 0.04 eV, so the band gap of the partially disordered
structure is intermediate between those of kesterite and stannite.

3.3.2 Band Alignment

Relative to ZnS which has a large band gap 3.78 eV, Cu2ZnSnS4 has a much smaller
band gap 1.5 eV. There is a difference around 2.3 eV, which is contributed by two
parts, the valence and conduction band offsets. The calculated band alignment in
Fig. 3.8 showed as follows: (i) There is a large valence band offset around 1.1 eV
between ZnS- and the Cu-based chalcogenides, as shown in Fig. 3.8a for
ZnS/CuGaS2. In Cu-based chalcogenides, the top of valence bands is mainly
composed of the antibonding states of Cu-3d/S-3p (or Se-4p) orbitals [80, 81], and
Cu-3d states are very shallow (high in eigenenergy and low in binding energy), so
the valence band maximum state is pushed up significantly relative to that of ZnS,
which explains the large valence band offset. The band component at the top of the
valence band is similar for CuGaS2 and Cu2ZnSnS4, so the similarly large valence
band offset also exist between ZnS/Cu2ZnSnS4, which contributes to half of the band

T G N
-5

-4

-3

-2

-1

0

1

2

3

4

5

6
E

ne
rg

y 
(e

V
)

Total

-5
-4

-3
-2

-1
0

1
2

3
4

5
6

Cu 3d
Sn 5s
Sn 5p
S 3p

Density of States

Sn 5d

Sn 5s
S 3s, 3p

Cu 3d (t2g)
S 3p

S 3p

Cu 3d (eg)
S 3p

Fig. 3.7 The calculated band structure, total and partial density of states, and the schematic plot of
the band component for kesterite Cu2ZnSnS4. Adapted from Ref. [79]

3 Cu2ZnSnS4, Cu2ZnSnSe4, and Related Materials 85



Table 3.2 Calculated lattice constant a, c/2a ratio, energy difference per atom relative to the
lowest-energy structure, and direct band gap corrected according to HSE06 calculation

Structure a (Å) c/2a ΔE (meV) Gap (eV)

Cu2ZnSnS4
Kesterite 5.467 0.999 0 1.50

Stannite 5.458 1.004 2.86 1.38

PMCA 5.459 1.005 3.15 1.35

Cu2ZnSnSe4
Kesterite 5.763 0.998 0 0.96

Stannite 5.762 1.000 3.79 0.82

PMCA 5.753 1.004 5.53 0.79

Adapted from Ref. [60]

Fig. 3.8 The calculated band alignment for different binary, ternary, and quaternary chalcogenide
semiconductors (calculations were performed using the GGA functional, with the spin–orbital
interaction considered). Adapted from Ref. [61, 83]
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gap decrease. (ii) There is also a large conduction band offset between ZnS- and Ga-,
Ge- or Sn-based chalcogenides. In ZnS, CuGaS2, Cu2ZnGeS2, and Cu2ZnSnS4, the
conduction band minimum (CBM) state is mainly the antibonding state of the
hybridization between Zn-4s (Ga-4s, Ge-4s, and Sn-5s in order)/S-3s. The Zn-4s,
Ga-4s, Ge-4s, and Sn-5s levels shift down in order, so the CBM level also shifts
down in order. On the other hand, Sn has a much larger size than Zn, which also
weakens the hybridization between Sn-5s/S-3s and shifts down the CBM level.

Based on the similar band component (hybridization) picture, the band gap
difference between Cu2ZnSnS4 and Cu2ZnSnSe4 can also be understood. As shown
in Fig. 3.8b, the valence band of Cu2ZnSnSe4 is shifted up relative to that of
Cu2ZnSnS4, because the 4p level of Se is higher in energy than the 3p level of S;
thus, the VBM of the selenides is higher than that of the sulfides; for example, the
VBM is 0.52 eV higher for ZnSe than ZnS [82]. On the other hand, the
Cu-3d/Se-4p hybridization is weaker than Cu-3d/S-3p as a result of the longer
Cu–Se bond than Cu–S bond, so the shiftup of the antibonding VBM level in the
selenide is not as large as that in the sulfide. As a result, the valence band offset
between Cu2ZnSnSe4/Cu2ZnSnS4 is less than that between ZnSe/ZnS. On the
conduction band side, the longer bond length of Sn–Se than Sn–S weakens the
Sn-5s/Se-4s hybridization, so the antibonding state of Cu2ZnSnSe4 is shifted down
relative to that of Cu2ZnSnS4 [83]. It should be noted that the exact values of the
conduction and valence band offsets between Cu2ZnSnS4/Cu2ZnSnSe4 have not
been well determined in experiments [84–86], although theoretically calculated
values are given in Fig. 3.3b [83, 87].

With the band component analysis, we can predict the band gap change when
different group of elements in I2–II–IV–VI4 semiconductors are changed:

I: Cu → Ag gap increases,
II: Zn → Cd gap decreases,
III: Si → Ge → Sn gap decreases, and
VI: S → Se → Te gap decreases.

3.3.3 Band Gap Dependence of Cu2ZnSn(S,Se)4
and Cu2Zn(Ge,Sn)Se4 Alloys

According to the predicted band gap change with the component elements, we can
tune the band gap of Cu2ZnSnS4 or Cu2ZnSnSe4 by alloying it with different
elements, e.g., tuning the gap from 1.5 to 1.0 eV through Cu2ZnSn(S,Se)4 alloys,
from 1.5 to 2.2 eV through Cu2Zn(Ge,Sn)S4 alloys, and from 1.0 to 1.5 eV through
Cu2Zn(Ge,Sn)Se4 alloys. High-efficiency solar cells have been fabricated based on
Cu2ZnSn(S,Se)4 and Cu2Zn(Ge,Sn)Se4 alloys, whose band gaps are both close to
the optimal band gap for single-junction solar cells. Although we know that the
band gap changes with the alloy composition, S/Se and Ge/Sn ratios, it is unknown
how it changes with the composition, linearly or nonlinearly.
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In Fig. 3.9, the calculated band gap dependence on the composition parameter is
plotted for Cu2ZnSn(S,Se)4, Cu2Zn(Si,Sn)Se4, and Cu2Zn(Ge,Sn)Se4 alloys.
Obviously, no matter which approximation to the exchange-correlation functional is
used, the band gap changes almost linearly with the composition parameter x, i.e.,
the band gap bowing parameters of these alloys are small, especially for Cu2ZnSn
(S,Se)4 and Cu2Zn(Ge,Sn)Se4 alloys whose bowing parameters are less than
0.10 eV. Experimentally, linear band gap dependence had also been found in the
measured band gaps of Cu2ZnSn(S,Se)4 alloys [89, 90].

Beside the linear band gap dependence, another interesting property of Cu2ZnSn
(S,Se)4 and Cu2Zn(Ge,Sn)Se4 alloys is that they have a very small interaction
parameter and thus very good miscibility [83, 91]. The alloys with different compo-
sition can be synthesized with good component uniformity, and the miscibility tem-
perature is less than 300 K. In contrast, the Cu2Zn(Si,Sn)Se4 have larger interaction
parameter and thus worse miscibility, because of the larger chemical and size dif-
ference between Si and Sn than between Ge and Sn; therefore, it is relatively difficult
to tune the band gap of Cu2Zn(Si,Sn)Se4 alloys continuously from 1.0 to 2.4 eV.

3.4 Thermodynamic Stability and Secondary Phases

3.4.1 Stable Region in Chemical Potential Space

Since there are more component elements in Cu2ZnSnS4, Cu2ZnSnSe4 and related
quaternary semiconductors, these elements can also form other compounds, e.g.,
binary or ternary compounds. Experiments have found the coexistence of secondary

Fig. 3.9 The calculated band gap of Cu2ZnSn(S1−xSex)4 alloys using a GGA functional and
b HSE functional, and of c Cu2Zn(Ge1−xSnx)Se4 and d Cu2Zn(Si1−xSnx)Se4 alloys at different
compositions x. Adapted from Ref. [83, 88]
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phases, such as ZnS, Cu2SnS3 (ZnSe, Cu2SnSe3), in Cu2ZnSnS4 (Cu2ZnSnSe4) thin
films, which cause non-stoichiometry and compositional non-uniformity.
Therefore, it is much more difficult to prepare high-quality single-crystal samples of
quaternary semiconductors [11, 92, 93].

To study quantitatively the phase competition between the binary, ternary, and
quaternary compounds, we can use the elemental chemical potentials to describe the
richness of different elements in the synthesis environment. Then under a certain
chemical potential condition, one compound is more stable than other competing
compounds thermodynamically, so we can plot the stable chemical potential region
for different compounds in the chemical potential space, as shown in Fig. 3.10.

The detailed process for plotting the stable chemical potential region of
Cu2ZnSnSe4 is given here as an example (more details are given in Ref. [94–96]):
(i) The chemical potential μi is defined to describe the richness of the element i, and

(a)

(b)

(c)

(d)

Fig. 3.10 The calculated chemical potential stable region of Cu2ZnSnS4 and Cu2ZnSnSe4 in the
μCu = −0.20 and −0.55 eV planes (the black area and points show the stable region). Adapted
from Ref. [79]
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μi = 0 means the element is so rich that their pure solid phase can form; (ii) because
pure Cu, Zn, Sn metals, and Se bulk should not be avoided in the synthesized
samples, it is required that lCu < 0, lZn\0, lSn\0, lSe < 0; and (iii) the coex-
istence of secondary phases such as CuSe, ZnSe, SnSe, and Cu2SnSe3 should be
avoided too; thus the following relations must be satisfied:

lCu þ lSe\DHf CuSeð Þ
2lCu þ lSe\DHf Cu2Seð Þ
lZn þ lSe\DHf ZnSeð Þ
lSn þ lSe\DHf SnSeð Þ

lSn þ 2lSe\DHf SnSe2ð Þ
2lCu þ lSn þ 3lSe\DHf ðCu2SnSe3Þ

where DHf means the calculated formation energy of the compounds. Since the
Cu2ZnSnS4 crystal should be stable under thermodynamic equilibrium, the chem-
ical potential of Cu, Zn, Sn, and Se must satisfy the following equation:

2lCu þ lZn þ lSn þ 4lSe ¼ DHfðCu2ZnSnSe4Þ

With this equation, only three of the four chemical potentials are independent;
i.e., μSe is dependent on μCu, μZn, and μSn. Under these constraints, the chemical
potential range of Cu, Zn, and Sn that stabilizes CZTSe is bound in a polyhedron in
the three-dimensional (μCu, μZn and μSn) space. In Fig. 3.8, the slices of the poly-
hedron in two planes are plotted.

Obviously, the stable regions of Cu2ZnSnS4 and Cu2ZnSnSe4 are both narrow.
A deviation from the stable region will cause the coexistence of CuSe, ZnSe, SnSe,
or Cu2SnSe3 (similarly for sulfides). This indicates that the chemical potential
control is very important for growing good-quality single crystals.

The region of μZn is extremely narrow, because of the strict limit imposed by
ZnS and Cu2SnS3. In fact, the energy cost of the phase-separation reaction from
Cu2ZnSnS4 to ZnS and Cu2SnS3 is small. Therefore, the control of Zn richness is
critical for growing electronic-quality Cu2ZnSnS4 crystals, i.e., too rich Zn leads to
ZnS while too poor Zn leads to Cu2SnS3. Experimental detection of ZnS, ZnSe,
Cu2SnS3, and Cu2SnSe3 secondary phases have been reported [41, 52, 97], which is
consistent with the calculated narrow region in the chemical potential space.

3.4.2 Structural Similarity of Secondary Phases

Among the possible secondary compounds, Cu2S, CuS, SnS, SnS2, etc., have
crystal structures that are significantly different from the zincblende-derived
structures, so it is easy to detect the coexistence of these compounds using the
standard X-ray diffraction technique. However, it is more challenging to detect ZnS,
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Cu2SnS3, and related non-stoichiometric phases because of the structural similarity.
In Fig. 3.11, the simulated X-ray diffraction patterns of Cu2ZnSnS4, Cu2SnS3, and
ZnS are plotted. Obviously, the main peaks and their positions are very similar,
which indicates that it is difficult to detect/exclude the coexistence of the secondary
and non-stoichiometric phases using the X-ray diffraction technique, especially
considering that the quality of thin-film samples are usually poor. Experimentally,
Cu2SnS3 had been reported to crystalize in many different structures, such as the
monoclinic, cubic, and tetragonal phases; however, our recent theoretical study
showed that the diverse can all be derived from the zincblende structure with
tetrahedral coordination [98]. Therefore, their X-ray diffraction patterns are all
similar to that in Fig. 3.11b, which makes the exact characterization of different
Cu2SnS3 phases also challenging.

3.5 Defect Formation and Ionization

3.5.1 Defect Formation Energy

As the number of component elements increases, the chemical and structural
freedom of Cu2ZnSnS4 and Cu2ZnSnSe4 increase significantly, which gives birth to
a series of intrinsic defects, such as vacancies, antisites, and interstitials, much more
than those in binary and ternary semiconductors.

In Fig. 3.12, the calculated formation energies of different defects are plotted as
functions of the Fermi energy (0 means that the Fermi energy is at VBM, while 1.5
or 1.0 eV means that Fermi energy is at CBM). The turning points in the plot show
the transition energy levels of defects, at which the defects with two different charge
states (the slop of the plot shows the charge state, negative when acceptor defects
become ionized, and positive when donor defects become ionized) have the same
formation energy, so the electrons/holes can be released.
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Fig. 3.11 Simulated X-ray
(Cu Kα source,
λ = 0.15406 nm) diffraction
patterns of kesterite
Cu2ZnSnS4, Cu2SnS3 with
the Cc space group and
zincblende ZnS. Adapted
from Ref. [96]
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Obviously, for both CZTS and CZTSe, the CuZn antisite defect has the lowest
formation energy among all the defects, which means that it is the dominant defect
in this quaternary semiconductors and determines the p-type electrical conductivity
of samples. This is different from the situation in CuInSe2 or CuGaSe2, where Cu
vacancies have lowest formation energy and determines the p-type conductivity.
The formation energies of Cu vacancies in CuInSe2, CuGaSe2, Cu2ZnSnS4, and
Cu2ZnSnSe4 are comparable [79], but in Cu2ZnSnS4 and Cu2ZnSnSe4, the CuZn
antisites have lower formation energies than Cu vacancies and thus become
dominant.

3.5.2 Transition Energy Levels

The transition energy levels of VCu and CuZn are plotted in Fig. 3.13. The (-/0) level
of CuZn (0.15 eV in CZTS, 0.11 eV in CZTSe) is obviously deeper than that of VCu

(0.01 eV in CZTS, 0.02 eV in CZTSe) [79, 95, 99]. The deeper level of CuZn
indicates that it is not as benign as VCu to the photovoltaic performance, and a
higher concentration of CuZn defects are required to produce a certain amount of
hole carriers. This is a negative factor for the CZTS or CZTSe solar cells, which
may limit their performance compared to the CuInSe2 or CuGaSe2 solar cells.

Recently, several experimental groups have reported their characterization of the
acceptor levels in CZTS and CZTSe. In CZTSSe solar cells with high efficiency and
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Fig. 3.12 The change in the defect formation energy as a function of the Fermi energy at the
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band gaps between 1.0 and 1.5 eV, Gunawan et al. observed a dominant acceptor
defect with energy level at 0.13–0.2 eV using admittance spectroscopy [100]. This
level is close to our calculated CuZn (-/0) levels. Using capacitance spectroscopy,
Barkhouse et al. observed [58] a dominant defect level at 156 meV in the Cu-poor
and Zn-rich CZTSSe solar cells with a 10.1 % efficiency [22]. Fernandes et al.
observed [101] two acceptor levels of 45 and 113 meV in Cu2ZnSnS4, which are
close to our calculated (-/0) levels of VCu and CuZn, respectively. Das et al.
observed two dominant deep acceptor levels at 0.12 and 0.32 eV identified as CuZn
(-/0) and CuSn (2-/-) antisite defects, respectively [102]. Nagaoka et al. observed
[103] an acceptor level at 0.12 eV above VBM, close to the calculated level of CuZn
too. Through comparing the experimentally observed defect levels to our calculated
levels as listed in Fig. 3.13, we may identify possible defects in samples grown
under different conditions.

Three donor defects in CZTS also have formation energies lower than 1.0 eV
when the samples are p-type and the Fermi energy is close to VBM. They are ZnCu
antisite, S (Se) vacancy, and SnZn antisite. Among them, the S vacancy and SnZn
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antisite produce deep donor levels in the band gap, detrimental to the solar cell
performance. In contrast, only ZnCu which is a shallow donor has low formation
energy in CZTSe, as shown in Fig. 3.12. Therefore, the defects in CZTSe are more
benign than those in CZTS, which may explain the higher efficiency of CZTSSe
solar cells with higher Se content.

Besides isolated acceptor and donor defects, there are a large amount of charge
neutral defect clusters in which acceptor and donor defects compensate each other,
e.g., VCu compensated by ZnCu produces VCu + ZnCu defect cluster, two CuZn
compensated by SnZn produce 2CuZn + SnZn defect cluster. Some defect clusters
have very high concentration in CZTS and CZTSe, e.g., CuZn + ZnCu (exchange of
Cu and Zn sites), VCu + ZnCu, and 2CuZn + SnZn can have high concentration and
even causes non-stoichiometry [19, 104]. The formation of charge neutral defect
clusters shifts the valence and conduction band edges, which is shown in Fig. 3.14
(calculated assuming a defect concentration of one defect in a 128-atom supercell).
When the conduction (valence) band edge shift is large, the defect cluster may trap
the electron (hole) carriers and is detrimental to the solar cell performance, e.g.,
2CuZn + SnZn. There are also defect clusters which are not charge neutral, e.g.,
CuZn + SnZn is a donor defect with a deep level, so it may work as an electron–hole
recombination center.
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3.5.3 Defect and Carrier Concentration

The formation energies of intrinsic defects also depend on the chemical potential of
elements (growth conditions). More detailed discussion can be found in Ref. [79].
To improve the solar cell performance, optimal chemical potential conditions

Fig. 3.15 Calculated element
ratio, defect density (cm−3),
Fermi energy (in eV relative
to VBM), and hole density
(cm−3) at room temperature as
functions of the Cu chemical
potential for a Cu2ZnSnS4
and b Cu2ZnSnSe4. Adapted
from Ref. [79]
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(Cu poor, Zn rich, and a higher Se content for CZTSSe alloys) should be used to
suppress the detrimental defects (SnZn, VS) and defect clusters (2CuZn + SnZn,
CuZn + SnZn) and increase the concentration of shallow defect (VCu) and benign
defect clusters (VCu + ZnCu).

In Fig. 3.15, we calculated the elemental ratio (showing the degree of
non-stoichiometry), defect concentration, hole carrier concentration, and Fermi
energy as functions of the Cu chemical potential for CZTS and CZTSe. As we can
see, when Cu is rich (chemical potential is high) CuZn and 2CuZn + SnZn have high
concentration. Although high concentration of CuZn produces high concentration of
hole carriers, high concentration of 2CuZn + SnZn traps the electrons (minority
carriers), so the solar cell efficiency under the Cu-rich condition is limited. When
Cu becomes poorer, the shallow Cu vacancies become the dominant defects, the
concentration of 2CuZn + SnZn drops down dramatically, while the concentration of
the benign ZnSn + 2ZnCu and VCu + ZnCu defect clusters increases to a high level,
determining the degree of non-stoichiometry. Obviously, this Cu-poor condition is
optimal for fabricating high-efficiency CZTS and CZTSe solar cells. As Cu changes
from rich to poor, the hole concentration decreases first (because the concentration
of CuZn decreases), and then increases (because VCu becomes dominant and its
concentration increases), so there is a minimum hole concentration, on the order of
1014 cm−3 in CZTS and 1015 cm−3 in CZTSe. Under the most Cu-poor condition in
Fig. 3.15, the hole concentration is on the order of 1015 cm−3 in CZTS and
1016 cm−3 in CZTSe. Experimentally, the measured hole concentration in the
high-efficiency Cu2ZnSn(S,Se)4 solar cells is around 5 × 1015 cm−3 when Cu/
(Zn + Sn) ratio is near 0.8 (Cu poor) [35, 58], which agrees well with our calculated
value considering the large margins of error (one or two order of magnitude) in both
the experimental and theoretical methods.

3.6 Surfaces

3.6.1 Surface Reconstruction

Surfaces in the thin-film samples play an important role in the separation of
photogenerated electron–hole pairs and thus influence the photovoltaic performance.
As the synthesized CZTS samples are usually thin films or nanocrystals with high
volume/surface ratio, the importance of the surface properties is highlighted.
However, the increased number of elements in Cu2ZnSnS4 makes it difficult to study
the stable surface structure (reconstruction) and surface-induced electronic states,
which limits the further improvement of the solar cell performance.

Theoretical calculations [105, 106] and experiments [18, 19] for the ternary
CuInSe2 (CISe) told us that the polar (112)/(-1-1-2) surfaces, which are stabilized
by charge-compensating defects (VCu, CuIn, InCu), are more stable than the non-
polar (110)/(-1-10) surfaces. Considering the structural similarity between CISe and
CZTSe, one may expect that the polar (112)/(-1-1-2) surfaces are also stable in
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CZTS. Experiments did find that (112)/(-1-1-2) is the most preferred surface ori-
entation for the CZTS thin films [107–110]; however, the detailed surface recon-
struction is unknown.

Similar to the (111)/(-1-1-1) surfaces of the binary zincblende structure, the (112)/
(-1-1-2) surfaces of CZTS are terminated by cation/anion layer as shown in
Fig. 3.16. Every (112) cation-terminated surface unit cell contains two Cu, one Zn,
and one Sn atoms, while every (-1-1-2) S-terminated surface unit cell contains four S
atoms. The (112)/(-1-1-2) surfaces belongs to Tasker’s type-III polar surfaces [112],
so only charge-compensating defects are required to form to stabilize the surfaces.

In Fig. 3.17, we plot the surface reconstruction patterns with different
charge-compensating defects formed on the surfaces. According to first principle
calculations [111], under Cu-poor and Zn-rich conditions the most stable surface
reconstruction patterns for both (112) and (-1-1-2) are with Cu-depleted and
Zn-enriched defects. Furthermore, the (-1-1-2) surface is energetically more
favorable than (112) surface, so we predict that the anion-terminated (-1-1-2) sur-
faces have a higher population in the CZTS thin films.

3.6.2 Electronic States of Surfaces

Surfaces will produce electronic states that are different from the electronic states of
bulk. When the surface states are beyond the band gap of the bulk, the surfaces have
weak influence on the behavior of majority and minority carriers; however, when
the surface states fall in the band gap, they may work as the recombination centers

Fig. 3.16 The structures of the cation-terminated (112) (top) and anion-terminated (-1-1-2)
(bottom) surfaces of the kesterite CZTS. The red, green, blue, and yellow balls show Cu, Zn, Sn,
and S atoms in order. A (2 × 1) surface supercell is shown here. Adapted from Ref. [111]
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Fig. 3.18 The partial density of states projected on different bilayers of the CZTS slabs with
different surface defects. Adapted from Ref. [111]

Fig. 3.17 Side view of the kesterite CZTS (112) (a)–(g) and (-1-1-2) (h)–(k) surfaces with
different surface defects. The top and bottom parts of each panel show the structures before and
after relaxation, respectively. The arrows denote the location of the surface defects. Adapted from
Ref. [111]
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of electrons and holes. To study the surface states, we plot the calculated partial
density of states (PDOS) projected on different bilayers of lowest-energy surfaces in
Fig. 3.18.

All the Cu-depleted and Zn-enriched surface defects do not induce valence band
edge upshift and conduction band edge downshift, thus producing no states in the
gap, so they are benign surfaces. In contrast, the Cu-enriched or Zn-depleted surface
defects create deep levels in the band gap, e.g., the electronic energy level of
CuZn + CuSn is in the middle of the band gap and that of SnZn is below the
conduction band edge of the bulk. These surface defects (surface reconstruction)
are detrimental to the solar cell performance. To optimize the influence of surfaces,
Cu-poor and Zn-rich conditions should be used for fabricating high-efficiency
CZTSSe solar cells, which is consistent with the optimal condition for optimizing
the influence of defects.
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Chapter 4
ZnO Doping and Defect Engineering—A
Review

Faxian Xiu, Jun Xu, Pooran C. Joshi, Craig A. Bridges
and M. Parans Paranthaman

4.1 Introduction

Demand for efficient solid-state lighting (SSL) devices has accelerated in recent
years and will continue to grow in the foreseeable future. As a result, interest in
developing advanced optoelectronic devices such as light-emitting diodes (LEDs),
laser diodes, and photodetectors is increasing. These optoelectronic devices require
the use of compound semiconductors with a direct bandgap. In the past, this role
was mainly dominated by GaAs and InP compound semiconductors. In the early
1990s, however, the wide bandgap semiconductor GaN became the subject of
intense technical interest because it can emit light in the visible and ultraviolet range
due to its direct wide bandgap. Shortly after Nakamura solved the p-type doping
problem [1], GaN became the focus of mainstream solid-state research, leading to
the wide commercialization of GaN-based visible LEDs, blue/ultraviolet lasers, and
ultraviolet photodetectors.

More recently, the II–VI semiconductor ZnO has been perceived as a promising
wide bandgap semiconductor material for next-generation optoelectronics. This
new interest is due to several fundamental advantages over its main competitor
GaN. ZnO has a much higher free exciton binding energy of 60 meV than that of
GaN (21–25 meV), which could lead to highly efficient light-emitting even above
room temperature. The large and high-quality ZnO bulk substrate is commercially
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available, making it possible to grow homoepitaxial optoelectronic devices on its
own substrate. Wet chemical processing is possible for ZnO, which provides an
opportunity for fabrication of small-size devices. ZnO has a high resistance to
radiation damage, making it a suitable candidate for space application. In addition,
ZnO is inexpensive, nontoxic, and compatible with semiconductor manufacturing
processes. Importantly, ZnO has been synthesized with variety of nanostructures.
The nanoscale p–n junctions can increase the injection rate of carriers many times
more than that for a planar ZnO diode. Based on these advantages, ZnO has seen a
surge of research interest aiming at achieving high efficiency for ultra-bright LEDs,
laser diodes, and ultra-fast photodetectors [2–6]. However, the main obstacle hin-
dering ZnO application is a reliable method for fabricating p-type ZnO material
with a high hole concentration, high mobility, and low resistivity. The present work
in this chapter is dedicated to reviewing the existing p-type doping techniques and
providing insight for future ZnO LED development.

For the development of ZnO-based LED devices, it is indispensable to have both
high-quality n-type and p-type ZnO materials. The n-type dopants could be group
III elements (Al, Ga, and In), substituting for Zn and therefore releasing electrons to
conduction band. The group VII elements, such as F, Cl, Br, and I, could also make
high-quality n-type ZnO as they occupy oxygen sites and contribute electrons. In
fact, naturally grown ZnO is found to be n-type, possibly due to intrinsic defects or
process induced hydrogen impurities. While ZnO can be easily made n-type,
unfortunately, p-type doping of ZnO has been found to be much more difficult. To
date, tremendous research has focused on using group I (Li and Na), group V (N, P,
As, Sb, and Bi), and group IB (Cu and Ag) elements or codoped elements (Al–N,
Ga–N, In–N, P–N, Zr–N, Li–N, P–Ga, N–As) as the p-type dopants. However, only
limited success has been achieved so far. The stability and reliability of p-type ZnO
still present a great challenge, not to mention the commercialization issues for any
useful ZnO-based optoelectronic devices. Nevertheless, in parallel with experi-
ments, some theories have been developed to explain ZnO doping asymmetry. In
short, p-type doping difficulty could originate for the following reasons:

(a) Low solubility of the dopants and precipitate formation;
(b) Compensation effects. The intrinsic defects and extrinsic impurities can

compensate the acceptors;
(c) Deep acceptor levels. Almost all p-type dopants have deep acceptor levels,

leading to low hole concentrations;
(d) Formation of stable AX and DX structures [7].

It is important to note that some of these reasons are linked together. For
example, to improve the solubility of the acceptor dopants, a Zn-rich growth
environment would be ideal. However, the Zn-rich environment can generate extra
oxygen vacancies in ZnO, leading to a high probability of compensation effects. To
overcome these challenges, new doping methods which involve defect and bandgap
engineering, non-equilibrium doping, and alloying techniques have been pursued.
In this chapter, we will emphasize these new methods.
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4.2 n-type Doping

4.2.1 Intrinsic n-type Conduction

As mentioned earlier, ZnO is naturally n-type. The n-type conductivity of undoped–
doped ZnO may originate from the intrinsic defects, such as zinc interstitials (Zni),
zinc antisite (ZnO), and/or oxygen vacancies (VO). From now on, we designate the
subscripts I, O, and Zn as interstitial, O lattice site, and Zn lattice site, respectively. It
was predicted that both Zni and VO not only have high formation energies in n-type
ZnO, but also have deep donor levels, which eliminates the possibility of developing
large quantities of these species in ZnO films [8, 9]. Later, this conclusion was
challenged by Zhang et al. [10] and Oba et al. [11], who predicted that Zni is actually
a shallow donor. However, the high formation energy of Zni cannot give a rea-
sonable explanation of high electron concentrations in as-grown ZnO films [12].
More recently, two models were established to explain the origin of n-type con-
ductivity in ZnO. One potential source of n-type conductivity is hydrogen impurity.
Hydrogen is not amphoteric in ZnO and acts as donor with ionization energy in the
range of 30–40 meV [13, 14]. This assumption is valid since hydrogen is always
present in all growth methods, and it can be easily incorporated into ZnO in large
quantities. In contrast, Look et al. argued that under N ambient, Zni–NO is a stronger
candidate than H or any other known impurity for a 30 meV donor, based on
evidence from temperature-dependent Hall effect measurements, magnetic reso-
nance experiments, and also density functional theory [15].

4.2.2 Intentional n-type Doping

The group III elements were found to substitute for Zn, while the group VII elements
replace O to contribute electrons. Since the high electron concentration (*1020–
1021 cm−3) and low resistivity (*10−4 Ω cm) can be easily achieved by doping with
Ga [16, 17], Ga–In [18], Al [19], and Ga–Al [20], more research has been focused on
identifying the actual donor levels of these impurities. So far, Ga and Al were found
to have shallow levels of 55–75 meV [9]. Their associated photoluminescence
(PL) emissions are exclusive in the region of 3.36 eV [9]. It is reasonable to conclude
that the current n-type doping techniques are well developed, ready to be applied in
various applications, such as LEDs and transparent ohmic contacts.

4.3 p-type Doping

Despite of the asymmetric doping in ZnO, many research groups have attempted to
grow p-type ZnO by many different dopants using various growth techniques. In the
following section, the current status of p doping by these elements and methods are
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comprehensively reviewed. The doping mechanisms are also discussed based on
the available theoretical models and experimental data.

4.3.1 Group I p-type Doping

The group I elements, Li, Na, and K, were predicted to have relatively shallow
acceptor levels of 90, 170, and 320 meV, respectively, assuming that these elements
substitute for Zn [7]. From the physical point of view, the valence-band maximum
(VBM) state mainly consists of the anion p orbitals with small mixing of the cation
p and d orbitals, which gives only small perturbations at the valence-band maxi-
mum when replacing Zn by group I elements [7]. In other word, the strain around
the dopant atoms is small and couplings between the anion and cation orbitals are
weak. Therefore, the acceptor levels are relatively shallow. However, the group I
elements (especially Li and Na) prefer the interstitial sites rather than substitutional
ones and are therefore likely to form Lii and Nai in ZnO, which behave as shallow
donors [21]. As the Fermi level becomes closer to the valence-band maximum due
to the formation of LiZn and NaZn shallow acceptors, the formation of Lii and Nai
shallow donors becomes more favorable. Eventually, at equilibrium, the Fermi level
will sit between the donor and acceptor levels (close to middle of bandgap), leading
to the widely observed semi-insulating behavior [22]. The p-type doping with Li
and Na is thus limited by the formation of the self-compensating interstitial donors.
In terms of K doping, the interstitial Ki is less stable because of its large atomic size.
This, to some extent, eliminates the self-compensating problem. However, KZn has
a much deeper acceptor level than LiZn and NaZn, and K doping could trigger the
formation of VO–K complexes, which behave as the primary acceptor “killers” and
limit p-type doping [7].

To solve the solubility of Li, Lee et al. proposed that a Hi-codoping method can
improve the incorporation of Li by forming Hi-acceptor complexes, and the for-
mation of compensating interstitials can be suppressed. Subsequently, after
removing H at the relatively low annealing temperature near 500 °C, the
low-resistivity p-type ZnO could be produced. The doping mechanism is similar to
that of Mg-doped GaN [21]. On the other hand, Wardle et al. suggested that LiZn–
Lii complexes are likely to be preferentially formed along with others, such as LiZn–
H and LiZn–AX that passivate the LiZn acceptors in ZnO. By means of an annealing
process at 300 °C, Lii could be dissociated from the complex, thus activating the
material [23].

Despite the formation of self-compensating donors, encouraging experimental
results on Li-doped p-type ZnO were reported by Ye et al. by using a dc reactive
magnetron sputtering system [24–27]. The optimized p-type ZnO was achieved
with a resistivity of 16.4 Ω cm, Hall mobility of 2.65 cm2/V s, and hole concen-
tration of 1.44 × 1017 cm−3. The stability was tested over a month. Investigation of
the Li-doped p-type ZnO PL indicated that the LiZn acceptor level was located
150 meV above the VBM. Another deeper acceptor state was found at 250 meV,
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which increased with increased Li concentration. Finally, X-ray photoelectron
spectroscopy demonstrated two chemical bonding states of Li, indicating the for-
mation of two acceptor states. It was also found that growth regions of n- and p-type
Li-doped ZnO strictly depend on the amount of Li being introduced into the films.
At a Li content of greater than 1.2 at.%, only highly resistive ZnO was obtained.
Below this value, the p-type conductivity in ZnO is enhanced by the incorporation
of Li. When Li content reached 0.6 at.%, the ZnO film showed optimal p-type
conduction. These experiments indicate that proper growth conditions promote the
formation of Li acceptors while suppressing Li interstitials [27].

Other groups have also investigated Li acceptor levels. Meyer et al. performed
low-temperature PL from a Li-diffused ZnO bulk substrate and a chemical vapor
deposition (CVD)-grown ZnO with in situ doping of Li [28, 29]. Both PL spectra
showed a donor–acceptor pair (DAP) transition at around 3.0 eV, followed by three
DAP transitions coupling to longitudinal optical phonons with an energy separation
of 72 meV (Fig. 4.1). Assuming the donor binding energy is about 50 meV, the Li
acceptor level can be estimated to be near 300 meV. This level could be the second
Li acceptor level as observed by Ye et al. [24–27].

Other group I elements, such as Na and K, have rarely been used for ZnO
doping, partially because of the difficulty of handling these elements [14]. Na
doping behavior and conduction mechanisms are still unclear. Stable Na-doped
p-type ZnO films with an acceptor level of about 164 meV have been fabricated by
pulsed-laser deposition technique. Magnetic field dependent Hall effect measure-
ments and rectification behavior of ZnO homojunction diode confirmed p-type
conductivity in the ZnO:Na films with lowest resistivity value of 12 Ω cm [30]. Ye
et al. claimed the successful fabrication of p-type ZnO using Na as the dopant
source. 0.3 at.% of Na was introduced into the ZnO film, yielding a hole con-
centration of 2.57 × 1017 cm−3, Hall mobility of 0.406 cm2/V s, and resistivity of
59.9 Ω cm. For the 0.1 and 0.5 at.% Na-doped ZnO films, weak p-type conduction

Fig. 4.1 PL spectra of CVD
grown ZnO on GaN templates
with in situ Li doping
(T = 4.2 K, He–Cd laser
excitation). The positions of
the zero phonon line of the
donor–acceptor pair band and
its phonon replica are
indicated [28]
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was found with high resistivity and low carrier concentration, respectively. This can
be explained by the deficient and excessive Na concentrations, which result in low
number of NaZn acceptors and formation of NaZn–Nai, respectively [31]. These
experiments support the fact that, analogous to Li doping, Na could also introduce
shallow acceptor state. Excess Na incorporation into ZnO shows an ambiguous
carrier type due to increase in the donor-like VO density indicating that compen-
sation effects limit the hole concentration in Na-doped ZnO films [32].

4.3.2 Group V p-type Doping

After group I element doping studies, most research on p-type-doped ZnO has
involved group V elements. The original motivation is that group V elements will
substitute for oxygen and therefore capture electrons from the valence band,
resulting in p-type conductivity. However, the real scenario seems to be far more
complicated than this simple model. Experiments have so far demonstrated that, for
different group V elements, the doping mechanism seems to be quite different. It
has also been shown that the p-type conduction is sensitive to various growth
conditions and techniques. In this section, both the theoretical calculations and
experimental results for group V doping are briefly reviewed.

4.3.2.1 Nitrogen Doping

Among all group V elements, N doping has been the most extensively studied [33–
37]. The fundamental reason is that N is the one among the group V elements with
an atomic size nearest to that of O. So N is believed to be an ideal p-type dopant if
N substitutes for O and produces NO acceptors. Indeed, Look et al., for the first
time, successfully fabricated a p-type N-doped ZnO layer with a hole concentration
of 9 × 1016 cm−3 and a hole mobility of 2 cm2/V s. The low-temperature PL
spectrum for the p-type layer shows a large acceptor-bound exciton (A0X) at
3.315 eV line, which is attributed to NO acceptor, as shown in Fig. 4.2. Based on
the A0X energy, the NO acceptor energy was estimated to be in the range of 170–
200 meV [38]. More recently, by fitting the temperature-dependent Hall effect data,
Look et al. obtained a more accurate activation energy of 150 meV [22]. These
results were further confirmed by Zeuner et al. with a value of 165 ± 40 meV for NO

[24]. It is noted that the assignment of the 3.315 eV peak is still controversial. Many
authors attribute the peak to DAP [39, 40]. The main argument against this
assignment is the implication of a large Haynes factor [41].

Since the demonstration of the first N-doped p-type ZnO, research interest on N
doping has increased. Various types of nitrogen sources were used in different
growth techniques, for example N2, NH4NO3, NO, N2O, NH3, and Zn3N2. A good
review in this regard can be found in an article written by Ozgur et al. [42].
However, no matter which nitrogen source and deposition technique are used, the
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solubility of N seems to be quite limited, leading to low hole concentrations and
high resistivities. In addition, besides the formation of NO acceptors, the shallow
double donors (N2)O could also be developed, making the p-type conduction
unstable [35, 43]. Fortunately, several approaches were proposed to address the low
solubility of N and/or minimize the formation of (N2)O defects. Biaxial compressive
stress in the deposited films due to lattice mismatch between the substrate and thin
film has been ascribed to the origin of the instability of the electrical properties [34].
Reliable and stable nitrogen-doped p-type ZnO films were fabricated by
plasma-assisted molecular beam epitaxy on c-Al2O3 substrates as compared to films
deposited on a-Al2O3 substrates due to lower thermal or lattice mismatch resulting
in reduced NO and increased N2(O) as confirmed by X-ray photoelectron spec-
troscopy. Tsukazaki et al. [44] first used a repeated temperature modulation epitaxy
method for growing high-quality p-type ZnO on insulating and lattice-matched
ScAlMgO4 substrates. It was found that the nitrogen concentration decreased from
low level of 1020 cm−3 at 450 °C to about 1018 cm−3 at 700 °C. This inspired a new
method of using low-temperature nitrogen incorporation and subsequent activation
at higher temperature. Indeed, this approach successfully meets the requirements of
high nitrogen concentration and good crystallinity. As a result (Fig. 4.3), stable
p-type ZnO was obtained with a layer-by-layer growth mode, and the hole con-
centration of 1016 cm−3 was achieved [44].

Alternatively, Xu et al. [45] proposed a non-equilibrium method by using a pulse
thermal processing (PTP) for effectively generating NO acceptors in ZnO.
According to theoretical prediction [46], p-type doping of ZnO under equilibrium
conditions is difficult because the penning energy is high, 1.6 eV above the VBM.
In other words, as Fermi energy becomes closer to the pinning energy, spontaneous
formation of donor-type VO and Zni will take over doping pathways, preventing the
generation of acceptors in ZnO. Therefore, in order to produce a high concentration
of p-type carriers, non-equilibrium doping methods are plausible. PTP is a
non-equilibrium process that generates high-temperature pulses to activate nitrogen
dopants (NO) and simultaneously hinders the diffusion of the dopants out of the

Fig. 4.2 PL spectra, at 2 K,
for two ZnO samples, an
undoped bulk sample, and an
N-doped, MBE-grown
epitaxial layer [38]
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films. Figure 4.4 shows the PL spectra for a N-doped ZnO film grown at 400 °C
before and after PTP. All spectra were measured at 8.8 K. For the as-grown film, a
dominant near-band-edge emission peak was observed at 3.364 eV. This emission
is associated with the donor-bound exciton (D0X). Then, the N-doped ZnO film was
processed via PTP with a profile of 2 s preheating at 200 A and 50 ms at 900 A. The
peak temperature was estimated to be above 600 °C. After processing, PL spectrum
peak at 3.364 eV disappeared, while two new dominant peaks were observed at
3.30 and 3.34 eV, which are assigned to DAP and A0X, respectively. The DAP
peak assignment is consistent with previous work [39, 40]. The appearance of both
A0X and DAP indicates that PTP generates nitrogen acceptors in ZnO. On the other
hand, under conventional annealing methods, a large amount of N dopants can
undergo the formation of N2 to vapor phase due to the low solubility. Under a
non-equilibrium process, the initial nitrogen mix may be in the interstitial sites of
as-grown ZnO. PTP thermal pulses activate the interstitial N with an increased
solubility in a metastable state.

Many other researchers, however, focused their efforts on studying the defect
formation during N-doping processes, such as (N2)O, No–H, N–C, and (NC)O.

b Fig. 4.3 Atomically smooth ZnO films doped with nitrogen can be grown by a repeated
temperature modulation technique. a Temporal variation of growth temperature, switching between
TH and TL, during ZnO thin-film growth. Layers of ZnO:N with high nitrogen concentration
(CN) were deposited at TL in the period colored blue. The layers were annealed, and additional
ZnO:N layers with low CN that were grown in the period colored red in order to activate nitrogen as
an acceptor and recover surface smoothness, respectively. b Typical RHEED patterns observed
during TL (left) and TH (right) periods are shown in the insets, representing rather rough and
atomically smooth surfaces by streaky and spotty patterns, respectively. Temporal variation of
streak length (defined by broken lines) is plotted as a measure of the surface roughness. c RHEED
intensity (black) and streak length (red) are plotted for the initial growth of high CN layer at TL as
denoted by circle in (b). Clear oscillations having a half-phase shift confirm the layer-by-layer
growth mode. d An AFM image of the surface for a 500-nm-thick ZnO:N film. The step height
corresponds to the thickness of a charge-neutral molecular layer of ZnO (0.26 nm) [44]

Fig. 4.4 PL spectra before
and after PTP processing for a
N-doped ZnO film grown at
400 °C. The spectra were
measured at 8.8 K [45]

4 ZnO Doping and Defect Engineering—A Review 113



Li et al. [47] studied the role of impurities in N-doped ZnO films to understand the
difficulty of p-type ZnO by nitrogen doping. High levels of nitrogen dopants
(*1021 cm−3) were observed in the ZnO films. However, acceptor concentrations
were typically in the lower range of 1014–1017 cm−3. XPS and SIMS measurements
showed that carbon and hydrogen are the impurities that induce the defect com-
plexes of CHx, NHx, and NCx. From the first-principles calculations, the No–H and
(NC)O complexes were also predicted to passivate the nitrogen acceptors, leading to
a low hole concentration [48]. With different approaches, Li and coworkers [47]
and Zhang and coworkers [50] investigated the formation of No–H complex. Both
papers reported the out-diffusion of H and the activation of nitrogen acceptors
during an annealing process. However, the annealing temperature could not be too
high because the N may either out-diffuse or recombine to form N2 bubbles. These
experimental results are consistent with those from the soft X-ray absorption
near-edge structure spectroscopy (XANES) [51]. Nevertheless, the best p-type ZnO
was reported to be made using a N2O plasma as both nitrogen and oxygen sources.
N2O is a mild oxidizing gas that has a much lower dissociation energy and ioni-
zation potential than N2. By using N2O flowing through an electron cyclotron
resonance source, it was found that nitrogen incorporation was significantly
enhanced. The samples showed strong p-type conductivity with a hole concentra-
tion of 3 × 1018–6 × 1018 cm−3, a resistivity of 2–5 Ω cm, and a hole mobility of
0.1–0.4 cm2/V s [52]. The direct observation of N lattice location was achieved by
using N K-edge X-ray absorption structure spectroscopy [53]. Absorption spec-
troscopy revealed that N indeed substitutes for O to act as an acceptor. In another
study, ZnO thin films implanted with 70 keV N+ ions at 460 °C showed p-type
characteristics with a carrier concentration of 2.4 × 1017 cm−3, resistivity of
18 Ω cm, and mobility of 1.4 cm2/V s [33]. Ion implantation is attractive for precise
control of dopant concentration; however, the process induces undesirable lattice
damage. TEM analysis showed that ion implantation at elevated temperature was
effective in enhancing the concentration of p-type N dopants while reducing the
amount of post-implantation disorder.

One of the most effective methods to verify the quality of p-type ZnO is the
fabrication of light-emitting diodes. Several groups have successfully produced UV
LEDs based on N doping. Tsukazaki et al. [44] were the first ever to report the room
temperature electroluminescence (EL) from a p–i–n ZnO homo-LED. The device
structure and electrical characterizations are shown in Fig. 4.5. The threshold
voltage is observed to be about 7 V. The high value comes from the high resistivity
of the p-type ZnO layer. The EL emission was obtained by feeding a direct current
of 20 mA at room temperature. The spectrum reveals luminescence in both the
violet and green regions. This experiment, for the first time, demonstrates the
possibility of fabricating ZnO homo-LEDs.

Wei et al. [54] also fabricated a ZnO p–n junction consisting of 200-nm-thick
nitrogen-doped p-type ZnO and 200-nm-thick n-type layer on top. The p-type
ZnO layer has a high hole concentration of 1.2 × 1018 cm−3 and a mobility of
1.0 cm2/V s. The I–V curve of the ZnO LED showed a rectifying characteristic
with a turn-on voltage of about 4.0 V. Under forward injection currents of
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Fig. 4.5 ZnO homostructural
p–i–n junction shows
rectifying current–voltage
characteristics and
electroluminescence in
forward bias at room
temperature. a The structure
of a typical p–i–n junction
LED. b Current–voltage
characteristics of a p–i–n
junction. The inset has
logarithmic scale in current
with F and R denoting
forward and reverse bias
conditions, respectively.
c Electroluminescence
spectrum from the p–i–n
junction (blue) and PL
spectrum of a p-type ZnO film
measured at 300 K. The p–i–n
junction was operated by
feeding in a direct current of
20 mA [44]
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2.42–3.31 mA, strong EL emission was observed in the blue-violet (*420 nm) and
the red regions (*650 nm) (Fig. 4.6).

A ZnO LED with a lifetime of 6.8 h has been reported by Liu et al. [55]. The
plasma-assisted molecular beam epitaxy technique was used for the processing of
p-Mg0.25Zn0.75O: (Li, N)/n-type ZnO LED structures. The LEDs showed a
near-band-edge emission at around 392 nm with continuous operation for 6.8 h
under 20 mA current showing the future possibility of long lifetime devices.

4.3.2.2 Phosphorus Doping

While most studies have focused on nitrogen doping, phosphorus has been
investigated as another potential p-type dopant. Density functional theory predicts
that phosphorus, with an atomic radius greater than nitrogen, would produce a deep
acceptor level of 930 meV if phosphorus replaces oxygen. Furthermore, the
phosphorus-related AX centers are stable and could significantly compensate for
acceptors [2]. When coupled with the antisite PZn defects, this compensation effect
fundamentally precludes the possibility of phosphorus p-type doping. However,
many experiments have demonstrated that phosphorus can be a good p-type dopant
since high hole concentration of 1018–1019 cm−3 has been achieved by using P2O5,
Zn3P2, and GaP dopant sources. To explain the phosphorus doping behavior,
models of the defect complexes were proposed. The theory predicted that the
formation of PZn–2VZn acceptor complexes, similar to the model for As and Sb
doping [56], could be the species in causing the p-type conduction [57]. The
acceptor energy was predicted to be 0.18 eV above VBM [57]. It is also noted that
the formation of this complex requires O-rich conditions, where Zn vacancies are
abundant and the PZn–2VZn complex is stabilized.

Fig. 4.6 EL spectra of the
ZnO LED measured at room
temperature under various
injection currents. The inset
shows the normalized EL
spectra in which a blue shift
of the emission peak with
applied current is clearly seen
[54]
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Lee and Yu recently carried out first-principles pseudopotential calculations to
determine the best phosphorus dopant source and model the phosphorus doping
behavior under different growth conditions [57–59]. Lee et al. reported that by
using P2O5 under Zn-rich growth conditions, PO acceptors are compensated by
dominant donors such as PZn, leading to n-type conductivity [57, 58]. Under O-rich
conditions, the Zn vacancies are more likely to be formed than PZn–2VZn, which
explains the p-type conductivity. However, the formation of PZn–2VZn complex is
energetically more favorable and becomes the dominant acceptor when using Zn3P2
as phosphorus source. In contrast, Yu et al. [59] predicted that doping ZnO using
Zn3P2 under zinc-rich conditions would lead to good p-type conduction. The
authors postulate that origin of the p-type behavior comes from the formation of PO
being a shallow acceptor at high growth temperatures. Despite these different
explanations of origin of p-type conduction, both works support the usage of Zn3P2
as the phosphorus doping source.

Experimentally, both P2O5 and Zn3P2 have been extensively used for fabrication
of p-type ZnO [60–72]. Kim et al. [65] reported that the as-grown
phosphorus-doped ZnO by using a P2O5 source possessed an n-type conductiv-
ity. However, after a thermal annealing process at the temperature above 800 °C,
the film was converted to p-type via thermal activation of dopants. Specifically, the
P2O5 dissociated and consequently the phosphorus atoms acted as acceptors. The
ZnO films showed p-type behavior with a hole concentration of 1.0 × 1017–
1.7 × 1019 cm−3, a mobility of 0.53–3.51 cm2/V s, and a low resistivity of 0.59–
4.4 Ω cm. Hwang et al. performed a detailed study on the PL of phosphorus-doped
p-type ZnO by using P2O5 with a RF magnetron sputtering system [48]. It revealed
an acceptor-bound exciton peak at 3.355 eV and a conduction band to the acceptor
transition at 3.310 eV. The acceptor energy level of phosphorus was estimated to be
127 meV above the valence band. Li et al. [47] also carried out the
phosphorus-doped ZnO growth by a pulsed-laser deposition system. They found
that increasing the oxygen partial pressure from 20 to 200 mTorr yielded a
carrier-type conversion from n- to p-type for films grown at 550 °C. Under an
oxygen partial pressure of 150 mTorr, a marginal p-type ZnO film was obtained
with a hole concentration of 2.7 × 1016 cm−3, mobility of 8.2 cm2/V s, and a
resistivity of 35 Ω cm.

Many groups have also reported p-type conductivity by using Zn3P2. In early
2000, Aoki et al. [67] reported that by depositing a thin layer of Zn3P2 on n-type
ZnO substrate and subsequently annealing, a homojunction was fabricated with a
p-type ZnO layer on the n-type substrate. The light emission from this device at
110 K verified the formation of the real p–n junction. Inspired from this research,
Vaithianathan et al. [69] used a pulsed-laser deposition to grow phosphorus-doped
ZnO. The results of the Hall effect measurements taken at room temperature show
that the 3-mol% phosphorus-doped ZnO films thermally annealed at temperature
between 600 and 800 °C exhibit p-type behavior with a hole concentration of
5.1 × 1014–1.5 × 1017 cm−3, a hole mobility of 2.38–39.3 cm2/V s, and a resistivity
of 17–330 Ω cm. These studies suggest that the conductivity of phosphorus-doped
ZnO may depend on growth and annealing conditions.
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Besides P2O5 and Zn3P2, GaP could be an alternative phosphorus dopant source.
Xiu et al. [73, 74] utilized a solid-source GaP effusion cell to provide phosphorus
dopants in a molecular beam epitaxy system. The GaP effusion cell was constructed
with a Ga-trapping-cap system, which captures the parasitic Ga atoms upon the
decomposition of GaP at high temperature of*700 °C. As a result, a high purity P2
beam was generated as the phosphorus dopant. Using this technique, Xiu et al.
carried out a series of phosphorus-doped ZnO growth. Three growth regions were
identified to generate ZnO films with different conduction types by systematically
varying the Zn cell temperatures, as shown in Fig. 4.7. Hall effect and resistivity
measurements revealed that, only in the oxygen-rich region (Region II),
phosphorus-doped ZnO films exhibit p-type conductivities. A hole concentration of
6.0 × 1018 cm−3, Hall mobility of 1.5 cm2/V s and resistivity of 0.7 Ω cm were
measured for the phosphorus-doped ZnO film. The low-temperature PL spectra
reveal a strong peak at 3.317 eV, which was attributed to the phosphorus-associated
A0X emission, and from these data, the activation energy of phosphorus impurities
is estimated to be 0.18 eV. Similar impact of the GaP doping on the p-type char-
acteristics has been reported for RF magnetron sputtered ZnO thin films [75]. ZnO
films with 2 % GaP content exhibited a resistivity of 2.17 Ω-cm, a hole concen-
tration of 1.8 × 1018 cm−3, and a mobility of 1.60 cm2/V s. Low-temperature PL
(10 K) spectrum exhibited signal corresponding to neutral acceptor-bound exciton
recombination confirming p-type conductivity. The presence of high concentration
of P than Ga was also confirmed by SIMS.

In spite of the amphoteric nature of phosphorus doping, some hetero- and ho-
mojunction LEDs were successfully fabricated by using phosphorus-doped p-type
ZnO. Hwang et al. [76] reported the UV emission from a p-type ZnO/n-GaN
heterostructure LED. The device consists of a phosphorus-doped p-type ZnO with a
hole concentration of 6.68 × 1017 cm−3 and a Si-doped GaN with electron con-
centration of 1.1 × 1018 cm−3. At an injection current of 60 mA, a blue-violet
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Fig. 4.7 Phosphorus-doped
ZnO growth rate as a function
of Zn cell temperature. Three
regions were identified:
Region I, extremely
oxygen-rich region (n-type);
Region II, oxygen-rich region
(p-type); Region III,
stoichiometric and Zn-rich
region (n-type) [74]
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emission was observed at about 409 nm at room temperature. To verify the origin of
EL emissions, the EL and PL spectra were compared, as shown in Fig. 4.8. Judging
from the peak positions, the EL emission comes from the p-type ZnO region of the
LED, instead of GaN. However, the peak positions exhibit a difference. That can be
explained by a band offset of 0.13 eV at the valence band of p-type ZnO in the
p-type ZnO/n-GaN band diagram.

Using the same doping method, Lim et al. have achieved further success in
fabricating a homostructure LED [61]. The p-type ZnO was grown at high tem-
perature of 900 °C by RF sputtering. The hole concentration reached
1.0 × 1019 cm−3 and mobility was 1 cm2/V s. The homojunction ZnO LED showed
an excellent rectifying characteristic with a turn-on voltage of 3.2 V, comparable to

Fig. 4.8 a PL spectrum of
n-GaN and p-type ZnO layers
at room temperature and b an
EL spectrum of p-type
ZnO/n-GaN heterostructure at
an injection current of 60 mA
[76]
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the ZnO bandgap (Fig. 4.9). The p–n junction was operated at forward currents of
20 and 40 mA. The resultant EL spectra show near-band-edge emissions at 380 nm
and deep emission at about 640 nm (Fig. 4.10). The deep-level emission can be
further reduced by employing two Mg0.1Zn0.9O layers as energy barriers to confine
the carriers in the n-type ZnO. This work proves that phosphorus-doped ZnO by
using P2O5 could be very promising for fabricating ZnO optoelectronic devices.

Authors would like to draw a special attention that the nanoscale p–n junctions
can increase lighting efficiency due to the higher injection rate than planar

Fig. 4.9 I–V characteristics
of the p–n homojunction
ZnO LED at room
temperature. a In the linear
plot, the threshold voltage is
3.2 V. The inset shows the I–
V characteristics of Ti/Au and
NiO/Au ohmic contacts to
n-type and p-type ZnO films,
respectively. b In the
semi-logarithmic plot, the
current rectification factor is
approximately 103 at a bias
voltage of ±3.5 V [77]
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junctions. To realize nanowire LEDs, it requires having p-type nanowires. In a
recent report, p-type ZnO nanowire arrays were successfully achieved by using
P2O5 as the dopant source in a simple chemical vapor disposition system [78]. The
p-type conduction was confirmed by the low-temperature PL measurements and the
electrical transport in single nanowire field-effect transistors. This discovery paves
the way toward inexpensive new kind of SSL devices that could compete with
today’s GaN LEDs.

Fig. 4.10 a PL spectra of n-
and p-type ZnO films at room
temperature. The PL spectrum
of the p-type ZnO film
consists of near-band-edge
emission and deep-level
emission. b EL spectra of p–n
homojunction ZnO LED
operated at forward currents
of 20 and 40 mA; PL
spectrum of p-type ZnO
obtained at room temperature
[77]
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4.3.2.3 Arsenic Doping

Arsenic (As) has been predicted to have an acceptor level of 1150 meV, much
deeper than that of nitrogen and phosphorus, assuming As substitutes for O [7].
However, several groups have reported successfully synthesizing As-doped p-type
ZnO [79–92, 97]. For instance, Look et al. [84] prepared As-doped ZnO by an
evaporation process. A thin Zn3As2 layer was deposited on a fused-quartz substrate,
followed by the sputtering of ZnO. Through the As diffusion process, a p-type
As-doped ZnO was obtained with a hole concentration of 4 × 1018 cm−3 and
mobility of 4 cm2/V s. A stable p-type behavior was reported for RF sputtered ZnO
films dually implanted with As and O ions [93]. The ZnO films dually implanted to
fluences of 1 × 1015 As cm−2 and 1 × 1014 O cm−2 exhibited a high hole mobility of
32.9 cm2/V s and a low resistivity of 4.86 × 10−2 Ω-cm. The observed electrical
performance and dominant acceptor-related peaks in PL spectrum suggested that O
implantation played a key role in forming p-type ZnO films by reducing the density
of oxygen vacancies and facilitating the formation of As-induced acceptors. Ryu
et al. [81–83] innovatively grew As-doped ZnO films with a hybrid beam depo-
sition technique. The Hall effect measurements show a hole concentration up to the
mid-1017 cm−3 range. The As activation energy was found to be 120 ± 10 meV.
Based on the successful As-doped p-type ZnO, Ryu et al. [81] for the first time
demonstrated a ZnO LED employing a BeZnO/ZnO active layer with seven
quantum wells (see Fig. 4.11). Two dominant EL emissions were observed at 363
and 388 nm, which arise from localized exciton emission in the quantum wells and
from impurity-bound emissions in ZnO, respectively (Fig. 4.12). The broad emis-
sion at 550 nm is associated with the green band. Other devices such as photodiodes
and p-type field-effect transistors were also fabricated based on the successful
As-doped p-type ZnO [82]. The photodiodes exhibited dominant peak at 380 nm
that is associated with band-edge absorption (Fig. 4.13). The other peak near
460 nm could be attributed to some deep defect levels. The p-type field-effect
transistors showed typical I–V characteristics for a normally off MESFET with a
p-channel (Fig. 4.14). More recently, Ryu et al. [94] fabricated ultraviolet laser
diodes based on ZnO/BeZnO films. The devices demonstrated spontaneous and

Fig. 4.11 Schematic illustration of the structure of the ZnO-based UV LED devices that employ a
BeZnO/ZnO active layer comprised of MQWs [81]
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stimulated emissions from excitons at room temperature. Lasing action was
observed both by optical and electrical pumping of these devices.

To explain the doping mechanism, Sukit and coworkers proposed a model for
large-size-mismatched group V dopants in ZnO [56]. In this model, the dopants do
not occupy the O sites, but rather the Zn sites: Each forms a complex with two
spontaneously induced Zn vacancies in a process that involves fivefold As coor-
dination. More importantly, an AsZn–2VZn complex may have lower formation
energy than any of the parent defects. The activation energy of this complex was
found to be 150 meV. In fact, several experimental results support this prediction.
Wahl et al. [95] performed conversion electron emission channeling from

Fig. 4.12 EL spectrum
measured at room temperature
in continuous current mode of
a p–n junction ZnO-based
LED with a BeZnO active
layer [81]

Fig. 4.13 Spectral response
for a ZnO photodiode [82]
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radioactive to determine the lattice site of As in ZnO. It is found that As does not
occupy the oxygen site; instead, it prefers the substitutional Zn sites. This can be
understood with the fact that As is more similar in terms of atomic radius with Zn
than with oxygen. In 2006, Vaithianathan et al. [86] carried out the XANES
spectroscopy to determine the As local structure and its chemical state in the
As-doped p-type ZnO. The XANES spectrum of p-type As-doped shows a domi-
nating As3− peak at the photon energy of 11,860 eV besides a small As0-related
absorption peak, which would be expected if a large amount of As substituted for
Zn. However, the n-type As-doped ZnO exhibits a dominating As5+ peak near
11,873 eV, indicating that As reacts with O to form As2O5 compound in n-type
films. To compare the experimental results with theory, Sukit and coworkers per-
formed the first-principles calculations to simulate the XANES spectra for various
defect formations, such as Aso, AsZn, and AsZn–2VZn [98]. Among all these species,
the AsZn–2VZn defect complex shows a similar XANES spectrum as seen in the
experiments. Therefore, Sukit and coworkers asserted that the formation of AsZn–
2VZn is the cause of p-type conductivity in As-doped ZnO films.

4.3.2.4 Antimony Doping

Similarly, using this model, antimony (Sb) was predicted to produce p-type con-
ductivity with the formation of shallow acceptor complex of SbZn–2VZn. The
activation energy was predicted to be 160 meV [56]. In accordance with this,
several groups have experimentally obtained Sb-doped p-type ZnO [96, 99–102].
Aoki et al. [99] deposited a thin Sb metal film on top of ZnO and subsequently use
an excimer laser to drive Sb dopant into the film to produce Sb-doped ZnO. The
electrical measurements showed a low resistivity of 8 × 10−3 Ω cm, a hole mobility
of 1.5 cm2/V s, and an acceptor concentration of 5 × 1020 cm−3. But the residual Sb

Fig. 4.14 ID–VD

characteristics for a
ZnO MESFET [82]
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metal film on top of the ZnO layer and the non-uniformity of Sb doping might be a
potential problem for fabricating reliable p-type ZnO and optoelectronic devices.
David et al. [100] used a filtered vacuum arc deposition method to grow Sb-doped
ZnO films. By incorporating 1.5 ± 0.3 % Sb with a O/Zn ratio of 0.721 ± 0.03, the
as-grown films showed p-type conduction with a hole concentration of 1.03–
4.65 × 1016 cm−3.

More exciting results were reported by using a simple effusion cell to provide Sb
dopant source in a molecular beam epitaxy system [96, 101]. Two sets of samples
were grown with a systematic variation of Sb cell temperature and annealing
temperature. The Hall effect measurements revealed that a hole concentration of
1.7 × 1018 cm−3 and a mobility of 20.0 cm2/V s were attained by Sb doping. The
temperature-dependent PL study revealed that emissions at 3.296 and 3.222 eV
blue shifted with an increase of temperature from 8.5 to 100 K, in a manner
consistent with free electron to acceptor (FA) and DAP transitions (Fig. 4.15). The
acceptor energy level was estimated to be about 0.14 eV above the VBM. By
studying the role of annealing temperatures on dopant activation, the doping
mechanism is clarified. Sb prefers to substitute for Zn, instead of O, and simulta-
neously creates Zn vacancies. Some Zn vacancies connect with SbZn to form the
complex (SbZn–2VZn) and serve as a shallow acceptor with an activation energy of
140 meV, which is close to the theoretical value of 160 meV [41]. The rest of the
Zn vacancies are isolated in the films although they cannot contribute to strong
p-type conductivity. The homojunction photodiodes based on Sb-doped p-type ZnO
were also successfully fabricated on Si substrates [103]. The I–V measurements
showed that the diode has a turn-on voltage of about 2 V (Fig. 4.16). A good
response in the UV region was obtained under the reverse-biased condition. These
experimental results demonstrate that Sb is a good candidate for p-type doping of
ZnO films.

Fig. 4.15 PL spectra
measured at several
temperatures over the range
from 8.5 to 300 K for an
Sb-doped p-type ZnO [96]
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More evidence of SbZn–2VZn formation was provided by Pan et al. [104] using a
pulsed-laser deposition system. The X-ray photoemission spectroscopy measure-
ment clearly presented a Sb–O associated peak at 539.9 eV for a Sb-doped p-type
ZnO film. This indicated that Sb would occupy the Zn site and SbZn–2VZn could be
the most likely candidate for a shallow acceptor. With the same growth method,
another group has also succeeded in fabricating p-type Sb-doped ZnO on sapphire
substrate [105]. The films grown at 600 °C had hole concentration of
1.9 × 1017 cm−3, Hall mobility of 7.7 cm2/V s, and resistivity of 4.2 Ω cm. The
thermal activation energy for Sb acceptor was found to be 115 ± 5 meV, close to the
theoretical prediction [56]. A similar acceptor-like SbZn–2VZn complex formation
was observed for Sb-doped ZnO (SZO) thin films fabricated by dual ion beam
sputtering technique [106]. The SZO films exhibited hole concentration, mobility,
and resistivity values of 1.356 × 1017 cm−3, 6.737 cm2/V s, and 6.842 Ω-cm,
respectively. The XPS analysis further established that Sb5+ states were preferable
to Sb3+ states for SbZn–2VZn formation. These results for Sb-doped p-type ZnO
films clearly indicate that the formation of SbZn–2VZn defect complex is the reason
of p-type conduction induced by Sb doping.

4.3.2.5 Bismuth Doping

Bi is the last element of group V and has the largest atomic size among others. It is
well established that Bi-doped ZnO is an excellent material for fabricating varistors.
The typical process involves mixing ZnO and Bi2O3 powders and sintering them
together at high temperature above 1000 °C. In general, the resultant films have

Fig. 4.16 I–V characteristics of the Ga-doped ZnO/Sb-doped ZnO p–n homojunction showing
clear rectifying behavior. The I–V obtained in dark and UV is shown as solid and dashed lines,
respectively. The inset shows the band diagram of the homojunction at zero bias [103]
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large concentration of Bi, especially at grain boundaries. These films also usually
display phase separations of α- and β-phase Bi2O3, which is beneficial for varistor
properties. However, the phase separation is not desirable for p-type doping.
Duclere et al. [107] incorporated low-percentage Bi (*1.0 at.%) into ZnO films and
tried to make it p-type. Unfortunately, the phase separation developed, giving rise
to a high resistivity value from 3 to 350 Ω cm and low electron concentration
(*1016 cm−3). Xiu et al. [108] attempted to control the Bi concentration well below
1.0 at.% by a molecular beam epitaxy. The room temperature Hall effect mea-
surements showed a significant reduction of electron concentration and an increase
of resistivity with an increase in Bi concentration. The low-temperature PL showed
a 3.222 eV DAP emission, which was confirmed by the temperature-dependent and
excitation-power-dependent PL measurements. This experiment suggested that Bi
could introduce acceptor states in ZnO. Eventually, the Bi-doped p-type ZnO was
achieved by an electrochemical deposition method [109]. It was found that Bi in the
ZnO matrix is mixed into states of Bi0 (26 %) and Bi3+ (74 %). The optimized
Bi-doped ZnO layer exhibited p-type conduction with a hole concentration of
1.18 × 1016 cm−3 and a mobility of 32.7 cm2/V s. However, the Bi doping
mechanism remains unclear so far.

4.3.3 Group IB p-type Doping

A theoretical study suggested that group IB elements such as Cu and Ag could be
good candidates for fabricating p-type ZnO [110]. Between these two elements, Cu
could be a better candidate because the size mismatch between Cu and Zn is
smaller. Cu has limited thermodynamic equilibrium solubility in ZnO and can act as
acceptor when it substitutes for Zn sublattice of ZnO. The group IB elements
exhibit lower formation energy for the substitutional sites as compared to interstitial
sites, and, thus the compensation effects of the interstitial atoms can be restrained.
However, the ionization energy of the group IB elements is usually large to promote
p-type conductivity. The addition of S has been shown to cause VB offset bowing
in ZnO1−xSx alloy which can be exploited to enhance the p-type doping efficiency
and stability of Cu-doped ZnO films. The ZnO films alloyed with Cu and S showed
very stable p-type conductivity with a hole concentration of 4.31–5.78 × 1019 cm−3,
a resistivity of 0.29–0.34 Ω cm, and a mobility of 0.32–0.49 cm2/V s. The p-type
conductivity was attributed to the substitution of Cu1+ for the Zn site, and the
ionization energy of the Cu1+ was measured to be 53 meV which is significantly
lower than the value reported for Cu-doped ZnO films [111]. Guided by the the-
oretical predictions, Ahn et al. [112] have successfully achieved the Cu-doped
p-type ZnO. The Mott–Schottky plot showed a negative slope, indicating a p-type
conduction. The hole concentration was evaluated in the range of 1019–1020 cm−3

more significantly, and the ZnO bandgap was reduced from 3.16 to 3.05 eV by
increasing the degree of Cu doping, which might be due to the increase of the
valance band and the formation of impurity bands.
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Ag could also act as an acceptor in ZnO if incorporated on substitutional Zn
sites. Fan and Freer suggested that Ag acted as an amphoteric dopant, existing both
on substitutional Zn sites and in the interstitial sites. As a result, Ag doping
decreases donor concentration [113]. Kanai [114] reported that Ag behaves as an
acceptor with a deep level of 0.23 eV below the conduction band. However, the
first-principles calculations revealed that Ag has a relatively shallow acceptor level
of 400 meV. The formation energy of AgZn is very low, while it is high at the
interstitial sites under O-rich conditions [91]. From experiments, Ag-doped p-type
ZnO thin films were synthesized by a pulsed-laser deposition [115]. It was found
that a narrow window of deposition temperatures existed for p-type ZnO. The hole
concentration was obtained in the range of 4.9 × 1016–6.0 × 1017 cm−3. A neutral
acceptor-bound exciton peak of 3.317 eV was also observed in Ag-doped ZnO,
which is similar to that of N-doped ZnO at 3.315 eV. Therefore, the Ag acceptor
activation energy could be estimated as 170–200 meV.

4.3.4 Codoping

The codoping method with donor (such as Ga, Al, and In) and acceptor
(N) incorporated into ZnO was proposed by Yamamoto and Katayama-Yoshida
[116–119]. The basic idea of codoping is based on the formation of ion pairs
between donor and acceptor ions and a subsequent decrease of Madelung energy by
codoping, therefore significantly promoting the incorporation of N in ZnO.
Although this method has been found itself to be hardly reproducible and contro-
versial, a number of publications reported the successful fabrication of codoped
p-type ZnO [120–137].

4.3.4.1 Ga-N Codoping

A second ion mass spectroscopy study on the solubility limits of Ga and N in ZnO
showed the enhancement of N solubility by a factor of 400 as compared to that in
N-implanted ZnO [42]. By using N2O gas as an effective N source and Ga as the
donor dopants, Joseph et al. [137] have grown a p-type ZnO with low resistivity of
2.0 Ω cm, a high hole concentration of 4 × 1019 cm−3, and a low mobility of
0.07 cm2/V s. The XPS analysis revealed the presence of Ga–N type of bonding and
the approximate ratio of 1:6 for Ga:N in ZnO. Compared with the XPS results for
GaN (1Ga:1N = 1:3.2), the real ratio of Ga:N could be corrected as 1:2 in the
codoped p-type ZnO films, which is consistent with the theoretical predictions
[138]. For example, (N, Ga) codoped ZnO films with a hole concentration of about
2.41 × 1018 cm−3 and a mobility of 4.29 cm2/V s can be grown using MOCVD.
A homojunction was also found to confirm the p-type conduction. It showed a fairly
good rectifying behavior with a turn-on voltage of 3.7 V [139]. Unfortunately, some
other groups have failed to reproduce p-type conduction based on the Ga–N
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codoping method [124, 140, 141], although the presence of Ga–N bond was
detected in (N, Ga)-codoped ZnO [140].

4.3.4.2 Al–N Codoping

Al has been extensively used for codoping with N in ZnO [121, 122, 125–128, 135,
136, 142–144]. The electrical properties of the Al–N-codoped ZnO films strongly
depend on the activation of AlZn donor and the NO acceptor [145]. An increase in
hole concentration from 1.0 × 1016 to 1.5 × 1018 cm−3 was observed at ambient
temperatures ranging from 80 to 300 K for Al–N-codoped ZnO films deposited by
sputtering technique. The observed increase in hole concentration indicates sig-
nificant contribution from shallow acceptors. Secondary ion mass spectroscopy
(SIMS) has demonstrated that N incorporation is enhanced by the presence of Al in
ZnO [121]. The resistivity, hole concentration, and Hall mobility are typically
around 50–100 Ω cm, 1 × 1017–8 × 1018 cm−3, and 0.1–9.4 cm2/V s, respectively
[135, 145]. EL spectrum was observed with a near-band-edge emission at 3.18 eV
and a deep-level emission at 2.58 eV at 110 K. The 3.18 eV emission was believed
to be the radiative recombination of donor–acceptor pairs in the p-type ZnO layer.
Unfortunately, the EL significantly quenched as the temperature increased, pre-
sumably due to the degradation of p-type ZnO [144].

4.3.4.3 In–N Codoping

In codoping with N was also found to dramatically enhance the N incorporation
into ZnO [131, 146, 147]. The SIMS experiments were performed on a
two-layer-structured film consisting of In–N-codoped ZnO and a N-doped ZnO on
top. The N concentration was evidently higher in the codoped layer than that of
N-doped layer [131]. The XPS spectra showed that two peaks are associated with
N–In and Zn–N at 397.3 and 396.0 eV, respectively. Based on these experiments, it
is reasonable to conclude that the presence of In improves the incorporation of N in
ZnO by the formation of In–N and Zn–N bonds [147]. The rectifying characteristic
of I–V curve was also observed in a ZnO-based homostructural p–n junction grown
on quartz substrate. A low turn-on voltage of 1.9 V was obtained while the
breakdown voltage is about 3.9 V. The EL emission was obtained by growing a
ZnO homojunction on GaAs substrate. Unfortunately, only defect-related emission
was observed at about 500 nm [148].

4.3.4.4 Other Codoping

Other metal–N-codoped ZnO was realized by using Be (group II) [149], Zr (group
IVB) [150], and Te (group VI) [151]. Be was found to bind with N to form Be–N
acceptors in p-type ZnO [149]. Zn–Te bond was expected to offer better acceptor
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mobility as well as raise the valence-band energy, leading to improved acceptor
ionization. The codoping experiments show that Te can be helpful in producing
intrinsic ZnO thin films [151]. An increased concentration of Te ions into N-doped
ZnO films not only made the acceptor energy level shallower but also resulted in
improved crystalline quality and efficient suppression of native donor-like defects
[152]. Zr–N codoping method was proved to successfully produce p-type ZnO with
excellent electrical properties. A heterojunction based on p-type ZnO/n-type Si
showed a rectifying I–V characteristic, indicating the formation of p-type ZnO
[150]. However, no EL was observed.

4.3.4.5 Dual Acceptor Codoping

It was demonstrated that the donor–acceptor codoping method enhances nitrogen
incorporation. However, the extra donors would significantly compromise the
p-type conduction by introducing electrons. Therefore, it was proposed that dual
acceptor doping might be helpful. Li–N codoping was extensively tried based on
the assumption that the formation of LiZn–N would preclude or at least suppress the
generation of Lii and (N2)O donor-like defects, which produce electrons in Li-doped
and N-doped ZnO films, respectively [153–156]. Indeed, low-resistive Li–N cod-
oped p-type ZnO was produced by a pulsed-laser deposition. Compared with N-
and Li-monodoped ZnO films, the codoping method offers better electrical prop-
erties. And most importantly, the p-type conduction lasts over a year, which is far
better than monodoping. The improved stability of dual acceptor doping indicates
that the formation of compensating defects can be reduced with dual acceptor
codoping [155]. XPS data have shown that Li and N are possibly combined to form
a Li–N complex with a shallow acceptor level of 126 meV [153].

Besides Li–N codoping, Krost et al. [133] have attempted As–N codoping and
studied the local p-type conductivity by means of scanning capacitance microscopy,
which is a technique that probes the local conduction with C-V measurements. It
was found that the local conductivity correlated to the surface morphology as
two-dimensional surfaces has a p-type conduction, while three-dimensional growth
yields n-type. In contrast to N or As monodoping, the codoped ZnO film shows
stable homogeneous local p-type conduction, disturbed by a few n-type regions
[157]. Swapna et al. [154] reported on the 4 at.% ZnO:(Ag,N) thin films exhibiting
low resistivity with high hole concentration. The p-type conductivity was attributed
to the formation of acceptor–acceptor (AgZn–No) complex. The peak PL response
of the dual acceptor-doped films at 2.56 eV indicated a low density of native defects
which is confirmed by Ag and N incorporation in the samples. Based on the
reported information in literature, it appears that dual acceptor doping could be a
possible approach for p-type ZnO, but the underline mechanisms do not seem to be
convincing, at least for now.
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4.3.5 Intrinsic p-type ZnO

There are several reports on the p-type behavior in nominally undoped ZnO films
[158–166]. Zeng et al. [158] reported the growth of intrinsic p-type ZnO films by
plasma-assisted metal organic CVD. By increasing oxygen partial pressure, a p-type
film was obtained with a resistivity of 12.7 Ω cm, a Hall mobility of 2.6 cm2/V s,
and a hole concentration of 1.88 × 1017 cm−3. Two acceptor states, with energy
located at 160 and 270 meV above the VBM, were identified by
temperature-dependent PL measurements. The origin of intrinsic p-type behavior
was attributed to the formation of zinc vacancies and some complex acceptor
centers. Other studies also revealed similar phenomena. That is, by increasing
oxygen partial pressure, the conductivity of films can convert from n-type to p-type,
meaning that the intrinsic defects, such as VZn, could dominate the carrier type
[164]. The pulsed-laser deposited undoped ZnO films showed a conductivity
conversion from n-type to p-type depending on the growth temperature and nature
of underlying Si substrate [166]. The ZnO films grown on n-type Si substrates
exhibited n-type conductivity for all Hall temperatures. However, ZnO films grown
on p-type Si showed a conductivity conversion from n- to p-type at Hall temper-
atures between 190 and 250 K. The n-type conductivity is observed at Hall tem-
peratures below 190 K, while p-type conductivity is observed above 250 K. The
observed behavior can be attributed to the thermal competition between donor-like
defects, mostly oxygen vacancies and hydrogen impurity, and acceptor-like defects
such as Zn vacancies and/or oxygen interstitials. From theoretical calculation point
of view, VZn has a lower formation energy and could serve as the dominant
acceptor in intrinsic ZnO [10, 56, 167, 168]. Sukit et al. and Lin et al. predicted that
VZn should have a level of 370–390 meV. Recently, positron annihilation spec-
troscopy was used to identify and quantify the open volume defects in ZnO [169]. It
was found that VZn are the primary acceptors with a concentration of
*2 × 1015 cm−3. After irradiation by 2 MeV electrons with a fluence of
6 × 1017 cm−3, the concentration of VZn increases approximately ten times.
Although the direct positron annihilation data are not available for the intrinsic
p-type films, it is believed that VZn species could be the most source of p-type
conductivity in the nominally undoped ZnO films.

4.4 Conclusion

In summary, the current status of ZnO p-type doping has been comprehensively
reviewed in this work, including the different doping methods and dopant sources.
It is reasonable to conclude that up to now, the stability and reproducibility are still
great challenges for the ZnO community. The current state of p-type doping of ZnO
seems to be similar to that of p-type doping of GaN more than 20 years ago. By
then, GaN LED research virtually ceased because it was difficult to produce p-type
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carriers in GaN. The materials research director at Radio Corporation of America,
James Tietjen, stated in 1980 that it was time to “stop this garbage” in reference to
GaN LED technology [170]. Then, in the next decade, GaN and GaN alloy-based
LED technology became the state-of-the-art in terms of lighting efficiency.
Therefore, it is believed that, with continuing innovation, the p-doping difficulty in
ZnO can be solved. The next-generation high-efficiency SSL devices based on ZnO
are promising candidates for commercialization in a wide variety of applications.
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Chapter 5
Hydrogen Production
and Photodegradation at TiO2/Metal/CdS
Sandwich Using UV–Visible Light

A. Manivannan, Aaron Peterson, Winn Wilson,
Bratindranath Mukherjee and Vaidyanathan Ravi Subramanian

5.1 Introduction

As clean energy resources, light and water are abundant and universally available
and hence, there is immense interest for energy applications. Hydrogen production
utilizing light and water is a sustainable and logical approach for constant energy
generation [1–3]. As a well-known photocatalyst, TiO2 is of interest and has been
examined persistently for water splitting and reasons that include wide-ranging pH
stability, non-toxicity, and good photoactivity in the presence of UV light [4–6]. The
hydrogen generation mechanism on TiO2 can be summarized as follows [7–10]:

TiO2 �������!Sunlight
TiO2ðecb þ hvbÞ ð5:1Þ

2H2O ��������!TiO2ðecbþhvbÞ
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Electron–hole generation and separation (5.1) leads to hole-enabled water oxidation
and an electron-enabled hydrogen formation (5.2) during photoillumination. The
redox reaction occurs at different locations in the same particle, if particulate TiO2

is used. Several literature reviews have discussed photocatalytic water splitting in
general [11, 12] and the specific benefits of using TiO2 [13].

The critical requirements for TiO2 to perform water splitting and produce
hydrogen efficiently are (i) separating photogenerated charges and (ii) absorbing
light over a broad range. TiO2 can photocatalytically perform water splitting, but
the absorbance and charge separation capabilities are limited. Metal centers can
function as sinks for the photogenerated electrons and help keeping it away from
holes during charge separation [8]. Moreover, the addition of visible light receptors
such as chalcogenides can assist with enhancing light absorbance and the quantum
efficiency of the overall process [14–16]. Thus, photocatalytic water splitting can be
performed efficiently using a TiO2-based photocatalyst by combining these primary
entities (metals and light harvesters) as additives.

There have been some studies examining the role of metal and light harvesters
on TiO2. Among metals, most studies have focused on Pt group metals or PGMs
[17–22], while chalcogenides as size tunable visible light harvesters have garnered
significant attention [23–28]. CdS is a chalcogenide that has been used with Pt to
promote photocatalysis [14, 29, 30]. Most studies have focused on the commer-
cially available Degussa P25 [14, 31] as the TiO2 source, while a few have explored
solgel-based TiO2 [20, 32, 33]. A study comparing the various forms of contacting
CdS, Pt, and TiO2 has been reported [29, 34]. After examining various approaches
to combine TiO2, Pt, and CdS, having Pt and CdS deposits juxtaposed adjacently to
one another decorating the TiO2 surface appears to be an optimal arrangement as it
can be expected to promote both hole-mediated oxidation and electron-mediated
reduction, effectively. Elsewhere, it has been mentioned that a core–shell archi-
tecture comprising of Au core–CdS shell on TiO2 is highly efficient in artificial
photosynthesis [22]. In another related report, the application of Degussa P25 with
Pt and CdS to form a nanocomposites film to produce hydrogen from pollutants has
been reported [14]. The chapter describes the significant different from the afore-
mentioned one, in that (i) an actual pollutant has been tested instead of sacrificial
agents such as azo dye and (ii) the applicability of an IH-TiO2 with 100 % anatase
phase with high surface area is reported instead of commercial P25.

A unique approach to synthesizing TiO2 with 100 % anatase content and use it
as a base to first deposit metal followed by chalcogenide is presented. The effects of
Ag, Au, and Pt as the electron-shuttling agent and the chalcogenide CdS as the light
harvester on the photocatalytic water splitting are examined. Since CdS is involved,
prevention of its hole-driven corrosion assumes a significant challenge. To this end,
the effect of a stabilizing agent that scavenges the holes has been examined using
two approaches. Firstly, the role of a sulfide ion containing sacrificial agent has
been probed. Secondly, a strategy to perform hole-mediated oxidation of an aquatic
pollutant as an approach to (i) delay CdS corrosion and (ii) facilitate photodegra-
dation of the pollutant, simultaneously, has also been presented. A systematic study
of the effects of (i) PGM metals, (ii) a representative visible light chalcogenide-type
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harvester, (iii) a corrosion inhibitor on the photocatalytic hydrogen generation, and
(iv) the role of pollutants as electrolyte additives in hydrogen generation is
presented.

5.2 Experimental Section

The TiO2–PGM–chalcogenide composites were synthesized in three steps. The key
synthesis information and the conditions for the preparation of TiO2, metal nano-
particles, and the chalcogenide are summarized in Scheme 5.1 and discussed below.

5.2.1 TiO2 Synthesis

In-house nanoparticulate TiO2 was synthesized using a wet chemical approach. In a
typical step, a mixture of 5 mL of titanium propoxide (Sigma-Aldrich) and 0.6 mL of
hydrofluoric acid (40 w/v%) was taken in a Teflon®-lined autoclave and diluted to
30 ml with DI water. Diluted HF was taken with the goal to accelerate the hydrolysis
of Ti precursor, creating large number of nucleation sites and hence smaller particle
size. The autoclave is sealed and heated in the oven at 190 °C for 24 h. The resulting
TiO2 is rinsed multiple times with DI water and ethanol to remove impurities. For
comparative studies, commercial TiO2 was obtained from Degussa® corporation
(Generic name: Degussa P25) and used without any modification.

Scheme 5.1 The step-by-step sequence used for the synthesis of the oxide–metal–chalcogenide
composite photocatalyst is shown. The key details during each step of the synthesis process are
also provided
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5.2.2 Pt, Ag, and Au Deposition

Pt and Au deposition on either P25 or the as-prepared TiO2 was performed by
mixing 1-mg Pt salt or Au salt/mL with 20 or 5 % HCl in solution, respectively.
A quantity that would give 1wt% coverage on TiO2 was used. These mixtures were
stirred on a hot plate at 80 °C until all the excess water was evaporated. A 1 M
NaBH4 solution was then added to the dried samples to ensure the metal ions are
reduced to nanoparticles. Aqueous Ag ions were reduced by UV-assisted photo-
generated electrons for a loading of 1 wt% on TiO2. The solution was later stirred at
80 °C until all the excess water was evaporated off.

5.2.3 CdS Deposition

A two-step approach was adapted to ensure the deposition of CdS on TiO2. The
preliminary TiO2-M (M = Pt, Au, or Ag) powders were immersed in 0.1 M NaOH
aqueous solution for 1 h to enhance the number of basic sites on the TiO2 surface.
After this base treatment, the slurries were centrifuged and the excess solution was
poured off. The CdS was deposited at room temperature by stirring the pretreated
TiO2-M (M = Pt, Au, or Ag) powders in 10 mM solution of Cd(NO3)2 and thi-
oacetamide. Calculated amount of Cd(NO3)2 and thioacetamide was taken to ensure
10 % CdS loading on the catalyst surface. It is anticipated that the surface hydroxyl
groups on TiO2 promote selective deposition of CdS presumably through inter-
mediate formation of Cd(OH)2. A similar procedure was followed with P25–PGMs.
Further, separate experiments were conducted with identical CdS content. A known
concentration of CdS was deposited on both IH-TiO2-M and P25-M to ensure that
the CdS content was the same.

5.2.4 Synthesis of CdS–Au–TiO2 Sandwich Nanorod Array

The TiO2 nanorod array was fabricated on the FTO substrate with a hydrothermal
method. Decoration of Au nanoparticles on the TiO2 nanorods was performed using
HAuCl4 with NaOH solution. The TiO2 nanorod array was immersed into the
HAuCl4 aqueous solution for the deposition of Au nanoparticles on the surface of
TiO2 nanorod. Finally, the CdS–Au–TiO2 sandwich structure was designed by
depositing CdS QDs on the surface of the Au-decorated TiO2 nanorod array with a
chemical bath of CdSO4 and thiourea dissolved into ammonia solution. After CdS
deposition, the nanorod array was washed with DI water and annealed in a N2 flow
at 400 °C for 2 h.
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5.2.5 Techniques Used for the Characterization
of the Composites

The characterization of the various catalysts was carried out using several instru-
ments. A Hitachi S-4700 scanning electron microscopy (SEM) and electron dis-
persive spectrometry (EDS) were used to determine the physical features of the
components in the composites and to perform compositional analyses. A Philips
12045 BX-ray diffractometer (XRD) was used at a scan rate of 0.4°/min to identify
the phase of the synthesized materials. A Micrometrics 2720 Chemisorb
Single-point Brunauer–Emmett–Teller (BET) surface area analyzer was used to
determine the surface area of the photocatalyst. A Shimadzu UV-2501PC spec-
trophotometer was used to perform UV–vis diffuse reflectance measurements
(DRUV–vis) and determine the absorbance responses of the photocatalysts.

5.2.6 Film Preparation and Measurements

A suspension of the Degussa® P25–TiO2 and the IH-TiO2 of same loading in DI
water was used to prepare the films using an established procedure [35]. The P25 and
IH-TiO2 nanoparticulate coatings were prepared on conducting glass slides by
syringing out identical volumes of suspension, drop casting them, and performing a
mild annealing in an oven at *300 °C. The photoelectrochemical measurements
involved two specific studies: time-dependent current (I/t) and voltage (J/t) mea-
surements and Mott–Schottky analysis. Both these measurements were taken using
an Autolab® PGSTAT 30 Potentiostat and Galvanostat under illumination using a
*90 mW/cm2 collimated UV–vis light. The measurements were taken under aer-
ated conditions since most photocatalytic reaction requires aerated conditions. Our
earlier work provides complete details on the protocols for performing (I-t/V-t) [36]
and MS analysis [37, 38].

5.2.7 Photocatalytic Measurements

A gas chromatograph equipped with TCD detector (SRI 8610C) was used for
quantitatively and qualitatively estimating hydrogen production under UV–vis
illumination. The setup comprised of a 500-mL Pyrex vessel with 500 mg of
catalyst and was run with and without sacrificial agents. The catalyst dispersion was
bubbled with nitrogen for 30 min prior to running the experiment. It was then
sealed, and the outlet was fed to a downward displacement gas collection system.
The light source was a 500 W xenon lamp with an output equal to one sun. The
light consists of *10 % UV, and the rest visible/infrared. The sacrificial agent was
made of either 0.1 M Na2S and 0.02 M Na2SO3 or the pollutant, methyl orange
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(MO)—40 μM. A schematic of the setup is shown elsewhere [39, 40]. The pho-
tocatalysis was carried out under ambient conditions of temperature and pressure.

5.2.8 Actinometry Measurements

Quantum yield for methyl orange dye degradation is measured using ferrioxalate
actinometer using the procedure reported elsewhere [41]. Briefly, 0.6 M of potas-
sium ferrioxalate solution was irradiated by a xenon light source for 90 s, and
photoreduced Fe2+ concentration is estimated by measuring the absorbance of Fe2+

phenanthroline complex at 510 nm. The number of photons entering the reaction
system is determined to be 5.376 × 1016/s using a method discussed elsewhere [42].
Further, at working white light condition, quantum yield for photocomplexation of
Fe2+ is taken 1.2 and molar absorptivity is that of the Fe2+ phenanthroline complex
measured from the slope of the Fe2+ complex absorbance calibration curve.

5.3 Results

5.3.1 Surface and Photoelectrochemical Characterization

5.3.1.1 Scanning Electron Microscopy

Figure 5.1 shows the SEM images of in-house TiO2 (IH-TiO2) and P25–TiO2. The
IH-TiO2 nanoparticles are much smaller (ϕ = 20 nm) than the P25 nanoparticles
(ϕ * 40–50 nm). Further, the BET surface analysis data shown in Table 5.1
indicate that the surface area of IH-TiO2 is *60 % larger compared to the P25.

Fig. 5.1 The surface features of the a IH-TiO2 and b commercially procured P25 (Degussa®

corporation) are observed in these representative images obtained using the scanning electron
microscope
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Smaller particle sizes are desirable as they offer higher surface area per gram of the
photocatalyst. This smaller particle size and greater surface area have a number of
activity implications that are detailed in later sections. The SEM and XRD analysis
images of the samples with metal nanoparticle (Pt, Au, and Ag) deposits are shown
in Fig. 5.2. A representative image containing IH-TiO2 with Pt followed by CdS
deposition is shown in Fig. 5.3. While the distinction between the TiO2, Pt, and
CdS nanoparticles is difficult to note from the SEM images, it is observed from the
magnified images that the particles in the P25-based samples are much larger

Table 5.1 Quantitative analysis of the metal content in the TiO2–Pt–CdS was performed using
EDS

Surface area
(m2/g)

Metal coding Rate constant,
kMO (min−1)a

Rate (ml/g/h)b

Pt
(at.%)

Au
(at.%)

Ag
(at.%)

No
Pt/CdS

Pt/CdS No
Pt/CdS

With
Pt/CdS

P25– TiO2 53 + 4 % 0.79 0.85 0.81 0.0041 0.017 – 0.25

IH-TiO2 130 ± 4 % 0.8 0.78 0.75 0.0063 0.036 – 4.6

The table lists the comparative data of the different element contents in a representative set of
samples [M = Pt, Au, or Ag]. The columns in the second half at the far end provide rate
information on MO photodegradation and hydrogen generation
aMO photodegradation
bHydrogen generation

Fig. 5.2 The surface features of the IH-TiO2 with different metal deposits are shown in these
images obtained using the scanning electron microscope. This includes IH-TiO2 with a Pt, b Au,
and c Ag. All the samples have been shown with a scale of 200 nm

5 Hydrogen Production and Photodegradation … 147



compared to the IH-TiO2-based samples. This suggests that CdS and Pt deposit
differently on IH-TiO2 and P25 nanoparticles. Further analysis using XRD and EDS
was performed (Sect. 5.3.1.2) to obtain additional details of the photocatalyst
surface.

5.3.1.2 XRD and EDS Analyses

XRD analysis was performed on the samples during various stages of synthesis.
XRD of representative samples with CdS and Pt is shown in Fig. 5.4. The IH-TiO2

is exclusively in anatase crystal structure matched with JCPDS#21-1272. The
anatase phase has been shown to have a higher photoactivity compared to the mixed
anatase/rutile crystal structure [43–45]. The CdS peaks can also be observed along
with the XRD of the IH-TiO2–CdS–Pt. The primary CdS peak (111) overlaps with
the anatase TiO2 peak, but the next CdS peak has no overlap with TiO2 or metal and

Fig. 5.3 The representative SEM images of the a IH-TiO2–Pt–CdS and b P25–Pt–CdS are shown.
Higher magnification images of c IH-TiO2–Pt–CdS and d P25–Pt–CdS provide more clarity on the
particle size, shape, and texture
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can be seen at 2θ = 43 corresponding to (220) (JCPDS#65-2887). The XRD of the
P25–CdS–Pt structure shows the anatase and rutile peaks as well as the peaks for
CdS. EDS analysis was carried out in order to determine its concentration since Pt
loading is less than 1 wt%. The EDS results of all metal loaded IH-TIO2 were
performed over identical areas and the results are shown in Table 5.1. The metal
loading intended during synthesis was *1 wt%, while the EDS tests showed that
the metal loading was 0.79, 0.85, and 0.81 wt%. The EDS data indicate that the
observed PGM loading is very close to the desired levels.

5.3.1.3 Diffuse Reflectance

Diffuse reflectance measurements are used to obtain the absorbance profiles of the
samples. As shown in Fig. 5.5, The IH-TiO2 demonstrates absorbance in the UV

Fig. 5.4 The XRD of the
a IH-TiO2–Pt–CdS and
b P25–Pt–CdS indicating the
formation of crystalline TiO2

is shown. The (hkl) values
associated with the different
anatase peaks are also shown
in the figure. Note “A”—
anatase, “R”—rutile

Fig. 5.5 UV–visible diffuse
reflectance spectra of
a IH-TiO2, b Pt deposits on
IH-TiO2, and c CdS deposits
on IH-TiO2-Pt. The inset
shows the photographs of the
different samples in the same
order
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with an onset absorbance of *390 nm. The addition of Pt causes the absorbance
onset to shift to *450 nm, while the characteristic shoulder and a corresponding
onset of *575 nm, which is entirely CdS size-dependent, are also noted. The
samples demonstrate corresponding change in color as shown in the inset. The CdS
particles are yellow and when added to the IH-TiO2–Pt, which is gray, the com-
posite becomes dark yellow. The Pt and CdS deposits appear of the same color on
Degussa P25. The addition of Au nanoparticle turns the IH-TiO2 to dark red/violet
and creates a blue/green composite, while the addition of Ag nanoparticles results in
a gray/brown color, while CdS addition results in a dark yellow composite. From
the EDS data and a comparison of the absorbance of the CdS on IH-TiO2 with P25,
a higher and efficient distribution of CdS on IH-TiO2 is evident. The pictures of
actual sample powders and corresponding absorbance spectra of other samples are
shown in Fig. 5.6.

5.3.1.4 Transmission Electron Microscopy (TEM)

Figure 5.7a shows a representative bright-field TEM view of the surface of the
IH-TiO2/Pt/CdS photocatalyst. A porous network of TiO2 grains with an average
diameter of *20 nm decorated with ultra-small particles is evident from the image.
Large grains showing lattice fringes match with (101) of anatase, whereas the

Fig. 5.6 UV–visible diffuse reflectance spectra of other samples prepared in this study are shown.
This includes a IH-TiO2-based and b P25-based samples. The photographs of the different
samples are also shown in the figure
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cluster of *2-nm particles marked in the image are CdS nanoparticles or a mixture
of CdS and Pt nanoparticles. The crystalline nature of the IH-TiO2 is evident from
the HRTEM in Fig. 5.7b. The FFT (Fig. 5.7c) of the HRTEM can be indexed
clearly to (101) plane anatase TiO2 with d-value of 0.352 nm.

The smaller diameter of the IH-TiO2 shown in the SEM images and the higher
surface area as evidenced by the BET analysis point to the presence of more active
sites relative to Degussa P25. The higher surface area also leads to a higher CdS
loading, as evident from the data in Table 5.1. Thus, the synthesis approach
demonstrated here results in an efficient CdS utilization and therefore is overall a
more cost-effective synthesis process. Further, XRD results showed that the smaller
IH-TiO2 particles are completely in the active photocatalytic anatase phase. The
improved photoactivity of IH-TiO2 than the commercial Degussa P25 has been
demonstrated based on the combination of (i) high surface area, (ii) effective CdS
distribution, and (iii) predominant anatase crystal structure. These samples were
tested for photocatalytic experiments.

5.3.1.5 Photoelectrochemical Analysis

The representative photocurrent (I/t) results of the P25 and IH-TiO2 are shown in
Fig. 5.8. The inset table shows that both photocurrent and photovoltage are higher
with the IH-TiO2 compared to the P25 for the same loading. This is attributed to the

Fig. 5.7 High magnification TEM images of a representative part of the (a) IH-TIO2–Pt–CdS
sample. The features corresponding to the anatase (101) plane can be noted in the HRTEM shown
in (b) as well as the SAED patterns in (c)
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higher surface area provided by the film by virtue of smaller particle sizes. Further,
Mott–Schottky analysis indicates that IH-TiO2 shows a flat-band potential of
−0.42 V, whereas P25 shows a flat-band potential of −0.29 V (Fig. 5.8 inset). The
more negative flat-band potential for IH-TiO2 suggests the presence of larger band
bending at the TiO2/electrolyte interface enhancing better charge separation com-
pared to P25. Thus, both photoelectrochemical measurements indicate the useful-
ness of the IH-TiO2 as an effective photocatalyst that promotes high charge
generation, separation, and available for utilization. The following section dem-
onstrates the applicability of the IH-TiO2 as a base material for photocatalysis.

5.3.2 Photocatalytic Hydrogen Generation

The applicability of the composites to photo-assisted hydrogen generation from
water has been evaluated by performing slurry-based reactions in the presence of
two classes of sacrificial agents: (i) a commonly known sulfur-stabilizing poly-
sulfide as a sacrificial compound—Na2S, +Na2SO3, [46] and (ii) a common aquatic
pollutant that belongs to the azo dye family group [14]—methyl orange (MO).
These results are discussed below.

5.3.2.1 Photocatalytic Hydrogen Generation with Polysulfide
as the Sacrificial Agent

Effects of PGM in IH-TiO2/M/CdS (M = Pt, Ag, Au) Photocatalysis

Photocatalytic hydrogen generation was tested with both the metal and the chal-
cogenide using IH-TiO2. As a first screening step, the focus was on the contribution

Fig. 5.8 The photocurrent
measurements of the
a commercial (Degussa® P25)
and the b IH-TiO2 are shown.
The inset shows the stabilized
values of the
chronopotentiometry (VOC/
t) and the values of the
flat-band potential (Efb) for
both TiO2
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of the PGMs to photocatalytic water splitting. The tests were performed comparing
the hydrogen production rates of IH-TiO2–Pt–CdS, IH-TiO2–Au–CdS, and
IH-TiO2–Ag–CdS samples in the presence of sacrificial agent (0.1 M Na2S, 0.02 M
Na2SO3). The results shown in Fig. 5.9 indicate that IH-TiO2–Pt–CdS had the
highest production rate, while IH-TiO2–Au–CdS was less and IH-TiO2–Ag–CdS
was the slowest. Further, the hydrogen production rate is noted to steadily increase
over the duration of the experiment. It is important to mention that during the
photocatalysis, the IH-TiO2–Ag–CdS samples particularly become visibly darker
during prolonged irradiation.

Comparison of the Pt-Based Catalysts on Photocatalytic Hydrogen
Evolution in DI Water

Since Pt was found to be most favorable among the PGMs, the results discussed
here focus only on Pt. A series of tests were performed comparing the photocata-
lytic activities of IH-TiO2–Pt–CdS, IH-TiO2–CdS, and P25–Pt–CdS. Photocatalytic
hydrogen evolution was tested without any sacrificial agent, just for baseline
information. Figure 5.10 shows the results obtained using these three catalysts. The
IH-TiO2–Pt–CdS has the highest hydrogen production rate of 1.4 ml/h. However,

Fig. 5.9 The hydrogen yield obtained in the presence of the different IH-TiO2-based
photocatalysts with Au, Ag, and Pt followed by CdS deposits. The experiments were conducted
in the presence of a polysulfide solution as a sacrificial agent using UV–vis illumination
(deaeration using N2 for 30 min, 0.1 M Na2S + 0.2 M Na2SO3)
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the main aspect to note is the decrease in the hydrogen generation with time and is
expected due to (i) very low water splitting occur without sacrificial agents and
(ii) CdS corrosion drives the hydrogen generation albeit for a short duration.

Comparison of the Pt-Based Catalysts on Photocatalytic Hydrogen
Evolution in Aqueous Na2S/Na2SO3

The photocatalytic activities of the different IH-TiO2 supported photocatalysts were
further examined in the presence of the Na2S/Na2SO3 as shown in Fig. 5.11. It is
observed that *18.5 ml of hydrogen can be produced per hour once the system is
operating at a steady state. Two key differences can be observed while overall
activity of the catalysts performance is similar to the trend seen in Fig. 5.10 (i.e.,
IH-TiO2–Pt–CdS > P25–Pt–CdS > IHTiO2–CdS). They are as follows: (i) at least
one-order higher hydrogen generation rate with all the photocatalysts in the pres-
ence of Na2S/Na2NO3 and (ii) unlike the results shown in Fig. 5.10, the hydrogen
generation rate does not decrease even after 4 h of continuous illumination. The
sacrificial agent is expected to protect the CdS from a predominantly hole-mediated
corrosion [47, 48]. Moreover, the IH-TiO2-based photocatalyst shows at least a
twofold enhancement in hydrogen generation compared to the Degussa P25-based
photocatalyst. Thus, in the presence of the polysulfide as a sacrificial agent, the
IH-TiO2-based samples demonstrate a higher photoactivity than the P25-based
samples.

Fig. 5.10 The hydrogen generation obtained in the presence of the different types of TiO2

including IH-TiO2 and P25 containing Pt and CdS deposits. The experiments were conducted in
DI water using UV–vis illumination (500-mg photocatalyst, deaeration using N2 for 30 min, no
polysulfides were used)
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5.3.2.2 Photocatalytic Hydrogen Generation with Methyl Orange
as the Sacrificial Agent

Need for Replacing Stabilizers with Pollutants

The presence of Na2S/Na2SO3 has been shown to improve the activity of TiO2 with
CdS and Pt. However, using Na2S/Na2SO3 as a sacrificial additive has limitations:
(i) has to be exclusively introduced with the purpose to remove holes to stabilize
CdS, (ii) will require monitoring on a regular basis as it will be consumed
(potentially forming S deposits on CdS) [14], and (iii) offers no additional value
from an energy production or environmental benefit standpoint. Alternately, should
this additive be a pollutant, the added advantage of its decontamination, besides
hole scavenging, can also be realized. The quantum yield under exactly same
illumination condition (reactor volume exposed and distance of photocell from light
source) is found to be 12.45 %. To test the applicability of a pollutant-assisted
photocatalytic hydrogen production in the presence of CdS deposits, the organic
pollutants MO was used to replace Na2S/Na2SO3.

Photocatalytic Hydrogen Generation in the Presence of MO

MO is a colored compound that belongs to the azo dye family group and is often
used in the textile industry as a dying agent [49]. A significant amount of the
unused MO is released as waste into the adjoining water bodies destabilizing the

Fig. 5.11 The hydrogen yield obtained in the presence of the different types of TiO2 including
IH-TiO2 and P25 containing Pt and CdS deposits. The experiments were conducted in the presence
of a polysulfide solution as a sacrificial agent using UV–vis illumination (deaeration using N2 for
30 min, 0.1 M Na2S + 0.2 M Na2SO3)
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fragile aquatic ecosystem. To mitigate this issue, photodegradation has been con-
sidered as a possible pathway to destroy MO [36] and similar colored dyes [50].
MO photodegradation has been well studied by our group [36, 51] as well as by
others [52–54]. Blank experiments performed with no photocatalyst and light
illumination to examine the photobleaching of MO was carried out and indicated no
measureable change as shown in Fig. 5.12. Figure 5.13 shows the results of the
UV–vis illumination of a dye solution in the presence of the IH-TiO2/Pt/CdS
composite. The evolution of hydrogen is clearly evident, and it indicates that the
system works as per the conceptual expectations. The hydrogen generation is lower
compared to the Na2S/Na2SO3 as the electrolyte but more than DI water alone (DI
water hydrogen generation is 4 ml). The time-dependent photodegradation of the
dye was also examined. The change in the dye concentration was tracked by
monitoring the decrease in the peak dye absorbance at 465 nm as shown in
Fig. 5.13a. The conversion of the dye is noted to occur over a period of 50 min of
continuous illumination. A comparison of the hydrogen yield over time followed
using IH-TiO2–Pt–CdS as the photocatalyst in water and methyl orange as the
sacrificial pollutant is presented in Fig. 5.14.

Estimation of the Kinetic Parameters

The photodegradation of MO can be fitted to a pseudo-first-order rate expression:
−r = k[MO]n, where r is rate of consumption of the MO, [MO] is MO concen-
tration, and n is the order of reaction (n = 1) as shown in Fig. 5.13b. The rate
constant values corresponding to the different photocatalysts are reported in
Table 5.1. It is evident that the MO degradation occurs more rapidly in the presence
of Pt/CdS on both P25 and IH-TiO2, from the conversion data in Figs. 5.13 and
5.14 and the corresponding rate constant values in Table 5.1. In studies on
hydrogen generation kinetics involving TiO2/CdS, the focus has been on the

Fig. 5.12 Baseline
experiments to demonstrate
activity of MO in the absence
of light and absence of
photocatalyst
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hydrogen yield from sulfide-based electrolytes alone [55, 56]. We have chosen to
apply the general rigorous approach of using the differential form of the power-law
model [57] to estimate the rate parameters. The hydrogen generation rate is also
shown in Table 5.1. The values are higher with the IH-TiO2 and +Na2SO3 are
reflective of the trend noted with MO degradation indicating that higher MO
degradation leads to greater hydrogen yields.

The rate limiting step(s) could be any one of the following: (i) dye concentration,
(ii) catalyst loading, (iii) light intensity, and (iv) charge transfer from photocatalyst to
surrounding electrolyte across the catalyst–electrolyte double layer. In an unrelated
system, it has been shown that these parameters can influence photocatalytic reac-
tions and conversion yields [35]. Other parameters such as catalyst size, adsorption
mechanism, and light type can also critically influence the photoconversion process
in such systems [58]. It is important to optimize these parameters in order to get
deeper insights into the role of each of these contributing factors.

Fig. 5.13 a The absorbance
spectra of the MO solution
was monitored at the end of
a 0, b 5, c 10, d 15, e 25, f 35,
and g 50 min to determine the
fractional conversion of the
methyl orange dye during the
simultaneous production of
hydrogen. b A
pseudo-first-order linearized
kinetic model was applied to
the absorbance data to
determine the rate constant.
The linear fit indicates that the
photodegradation follows the
first-order kinetics
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5.3.3 CdS–Au–TiO2 Sandwich Nanorod Array Enhanced
with Au Nanoparticle as Electron Relay
and Plasmonic Photosensitizer

Instead of utilizing quantum dots and nanocomposites, plasmonic metal nano-
structures can be used as the photosensitizer, where the energy stored in the plas-
mon can be transferred to a semiconductor [59] by direct electron transfer
(DET) [60, 61] or plasmon-induced resonant energy transfer (PIRET). Localized
surface plasmon resonance (LSPR) is the collective oscillation of surface electrons,
with an oscillation frequency depending on size, shape, and metal of the nano-
structure. The energy stored in the plasmon can be transferred to a semiconductor
[59] by DET or PIRET [62]. Transfer of plasmonic hot electrons over the interfacial
Schottky barrier occurs via DET [60, 61, 63–67]. PIRET involves the non-radiative
dipole–dipole coupling between the plasmon in the metal and electron–hole pairs in
the semiconductor [62, 68, 69].

Here, we would like to show hydrogen generation on a vertically aligned CdS–
Au–TiO2 nanorod array on a fluorine-doped tin oxide (FTO) substrate. Figure 5.15
shows the single-crystalline rutile TiO2 nanorod arrays grown on a FTO substrate
with a hydrothermal process. TiO2 nanorods were *2.5 μm high and 150–200 nm
in a diameter (Fig. 5.15b, c). Au nanoparticles (10 nm) were deposited on the TiO2

nanorod with a photoreduction method following a uniform 15-nm-thick CdS QD
layer deposition using a cadmium precursor chemical bath to form a sandwich
nanorod structure. Here, CdS–Au–TiO2 is the photoanode. The dual role of gold

Fig. 5.14 A comparison of the hydrogen yield over time followed using IH-TiO2–Pt–CdS as the
photocatalyst in water and methyl orange as the sacrificial pollutant. The experiments were
conducted in the presence of a 40 μM of methyl orange using UV–vis illumination (deaeration
using N2 for 30 min)
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nanoparticles sandwiched between the TiO2 nanorod and the CdS quantum dot
(QD) layer enhanced the solar-to-hydrogen conversion efficiency. Au nanoparticles
act as an electron relay facilitating charge transfer between the CdS and TiO2.
Moreover, the Au nanoparticles function as a plasmonic photosensitizer helping
photoconversion in the visible region (725 nm). Detailed interfacial trap states in
the present heterostructure, charge transfer through trap-based Auger scattering
with back-transfer, or increased charge separation occurring on the long-timescale
are explained in a recent paper [69].

Increase in rate transfer into the CB of TiO2, decrease in back-transfer rate, and
the reduction in the trap-based Auger scattering rate have been observed inde-
pendent of excitation wavelength. This is due to the presence of Au nanoparticle in
the CdS–Au–TiO2 heterostructure. It has been demonstrated that the Au acts as
both an electron sink and transfer channel. Thus, the plasmonic electron transfer is
via DET into the TiO2 subject to the hot electron distribution energy relative to the
Schottky barrier depending on the spectral position of the plasmon. The mechanism
of interfacial charge transfer in CdS–TiO2 heterostructure is essential for the PEC
efficiency which will help optimizing the QD-sensitized heterostructures.

Fig. 5.15 Microstructure of the CdS–Au–TiO2 sandwich nanorod array. a Scheme for the
sandwich nanorod array on the FTO substrate, b Top-view, and c cross-sectional view of CdS–Au–
TiO2 nanorod array, d TEM image of a single sandwich nanorod. Scale bars: b 200 nm, c 1 μm,
and d 100 nm [69]
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5.3.4 Dual Role of Au Nanoparticle

Figure 5.8 represents the best description of the PEC performance based on the
observations made from inversion analysis method for transient-absorption spec-
troscopy (i) the interfacial trap states play in the CdS–TiO2, (ii) the effect of Au on
interfacial transfer, and (iii) the effect of the plasmonic hot electron energy relative
to the interfacial Schottky barrier. This analysis method is the key inhibiting the
critical role of interfacial trap states occur in the CdS–TiO2 heterostructure, the
influence of Au on interfacial transfer and long-timescale back transfer, and the
impact of the plasmonic hot electron energy relative to the interfacial Schottky
barrier.

UV–visible absorption spectra were collected for TiO2 nanorod and the CdS–
TiO2 arrays with and without Au nanoparticles. Pure TiO2 nanorod array displays a
sharp absorption edge at around 410 nm matching the rutile titanium oxide
bandgap. At longer wavelength, the absorption has a background from the ITO
which is below the energy of the bandgap of both TiO2 and CdS–TiO2. Addition of
CdS QDs improves the absorption up to 525 nm (2.36 eV). Enhanced absorption
has been observed at wavelengths shorter than the band edge of CdS extending
absorption up to 725 nm due to the inclusion of Au nanoparticles in between TiO2

and CdS. LSPR due to Au nanoparticles corresponds to the strong absorption band
centered at 610 nm, and it is sensitive to size, shape, and the surrounding envi-
ronment. A redshift to 550 nm is detected for Au–TiO2 compared to LSPR peak
which is typically centered at 520 nm for Au nanoparticles in aqueous solution. The
absorption peak is further shifted to 610 nm when the Au nanoparticles are
deposited in-between TiO2 and CdS which can be explained due to the large
refractive index of the CdS layer.

For excitation wavelengths below 525 nm, the photocurrent enhancement is not
due to the LSPR of Au nanoparticles since they are not excited. But the charge
carriers are created in the CdS QDs (Fig. 5.16) due to photoexcitation and subse-
quently transferred to TiO2 via the Au nanoparticles as represented in Fig. 5.17a.

Fig. 5.16 UV–visible
absorption spectra obtained
from the CdS–TiO2 nanorod
arrays with and without Au
nanoparticles [68]
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The light energy is insufficient to create carriers in the TiO2 or CdS for wavelengths
higher than 525 nm and therefore no charge transfer from CdS to TiO2. The Au
nanoparticles are excited via LSPR, and hot electrons are excited and can be
transferred from the plasmonic metal to the conduction band of TiO2 (Fig. 5.17b).
Here, the Au nanoparticles play a major role as the plasmonic photosensitizer,
increasing photoconversion from 525- to 725-nm wavelength region [69].

5.4 Discussions

An analysis of the observations and results presented in Sect. 5.3 is discussed
below.

5.4.1 Pt, Au, and Ag Noble Metal Ad-Atoms

The addition of a noble metal reduces electron/hole recombination since the metal
functions as electron sinks [19, 21, 70]. To facilitate electron–hole separation, three
noble metals Ag, Au, and Pt were individually tested and Pt was noted to be the
most effective, while Au and Ag were less effective. The IH-TiO2 with Au as well
as Ag indicated a gradual change in color following photoillumination. Such a color
change indicates possible undesirable side reaction which could be the basis for the
observed lowering in photoactivity. In fact, it has been shown that Au at the

Fig. 5.17 The wavelength dependent dual role of Au nanoparticles in the CdS–Au–TiO2

sandwich structure. a Electron relay effect of Au nanoparticles that facilitate charge transfer from
CdS QDs to TiO2 nanorod. b Plasmonic energy transfer from excited Au nanoparticles to TiO2

through the hot electron transfer. CB = Conduction band, VB = Valence band, Ef = Fermi energy
level, and ΦB = Schottky barrier [69]
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interface with an oxide semiconductor exists in a dynamic equilibrium with its
oxidation states [71–73]. Photogenerated holes oxidize Au, while the electron
reduces them resulting in the existence of a dynamic equilibrium as shown
below [72]:

Au�!nh
þ
Aunþ ð5:3Þ

Aunþ �!ne
�
Au ð5:4Þ

Such a dynamic interface can function as trap centers consuming photogenerated
electrons and holes resulting in reduced availability of these charges for redox
reactions. Likewise, variation in Ag–Ag2O ratio under illumination in a related
study suggests the presence of a dynamic metal–metal ion interface [74]. Further,
oxidation of Ag to Ag ions can lead to the formation of Ag2O or Ag2S [74–76]
These in situ reactions could decrease the role Ag particles are expected to play, i.e.,
preventing e−/h+ recombination.

5.4.2 Mechanism of the Photocatalytic Hydrogen
Generation

The UV–vis illumination will produce electron–hole pairs in the composite across
the valence and conduction bands, respectively, of the TiO2 and CdS. The holes
participate in multiple reactions including water oxidation (rxn-1), hydroxyl radical
formation (rxn-2), and in the oxidation of the polysulfide (rxn-3) or the pollutant
MO/4-CP (rxn-4) resulting in intermediate degradation products. It is important to
note that the oxidizing power of the holes from TiO2 can lead to the formation of
hydroxyl radicals. Every step that participates in hole utilization directly facilitates
ensuring the longevity of the CdS deposits on the TiO2 surface. The favorable
energetics between the TiO2 and CdS allows for the transfer of the photogenerated
electrons from the CdS to the TiO2. Electrons can be drawn to the Pt sites due its
electron affinity. These charges will then participate in reactions leading to hydrogen
generation (rxn-5). The protons can also yield hydroxyl radicals (rxn-6). The dif-
ferent steps that occur on the composite surface are summarized in Scheme 5.2.

5.4.3 Comparison of the Photocatalytic Hydrogen
Generation with Other Reported Systems

Due to the popularity of Pt–CdS–TiO2 as a composite photocatalyst for hydrogen
generation, a review of the literature discussing the photoactivity of composites
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prepared by bringing them together using various synthesis strategies has been
performed and compared. It is important to mention that the experimental condi-
tions are different and hence a direct comparison has limitations. We have strictly
limited our comparison specifically to the amount of hydrogen generated with
respect to the CdS loading. Table 5.2 shows the key parameters in this comparison.
If unavailable, relevant information has been estimated from the available data. Of
particular interest in this work is the hydrogen generation per unit mass of CdS per
hour. At 140 µmol/1 % CdS, the IH-TiO2–Pt–CdS composite studied here dem-
onstrates a H2 generation very close to the current best sample reported

5.4.4 Photocatalytic Hydrogen Generation
with CdS–Au–TiO2

Increase in rate transfer into the CB of TiO2, decrease in back-transfer rate, and the
reduction in the trap-based Auger scattering rate have been observed independent of
excitation wavelength. This is due to the presence of Au nanoparticle in the CdS–
Au–TiO2 heterostructure. It has been demonstrated that the Au acts as both an
electron sink and transfer channel. Thus, the plasmonic electron transfer is via DET
into the TiO2 subject to the hot electron distribution energy relative to the Schottky
barrier depending on the spectral position of the plasmon. The mechanism of
interfacial charge transfer in CdS–TiO2 heterostructure is essential for the PEC
efficiency which will help optimizing the QD-sensitized heterostructures [69].

Scheme 5.2 The figure shows the process of photocatalytic hydrogen evolution with simulta-
neous stabilization of the CdS via either hole scavenging by the polysulfides or by the pollutant
MO. The common redox reactions that occur on the surface of the composite photocatalyst under
aerated and deaerated conditions are shown in the adjacent table
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5.5 Conclusion

In conclusion, a wet chemical approach to synthesis anatase-only TiO2, incorporate
PGMs, and subsequently deposit a chalcogenide to form a unique high surface area
nanocomposite has been presented in this chapter. Optical, microstructural, and
photoelectrochemical studies have shown that the IH-TiO2 has a particle size of
20 nm, demonstrates 60 % higher surface area compared to the commercial TiO2,
and exhibits superior photoelectrochemical responses (e.g., 60 % increase in pho-
tocurrent), indicating that it is a promising base material for preparing visible light
active composites. Among the three PGMs studied for photocatalytic hydrogen
generation, Pt of *0.79 wt% on IH-TiO2 is noted to be most useful: attributable at
least in part to its known stability relative to other PGMs during photocatalysis. MO
can be used as a replacement for polysulfide stabilizers with the dual benefit of its
photodegradation as well as hydrogen generation. Hydrogen generation with all the
catalysts over various time intervals in the presence of MO increases with time.
Inclusion of Au nanoparticles in the CdS–Au–TiO2 heterostructure decreases the
rate of trap-based Auger recombination, increases the rate of transfer as well as the
number of charge carriers transferred, and leads to efficient charge separation. Au
nanoparticles sandwiched between the TiO2 nanorod and CdS QD shell layer play a
dual role in enhancing the solar-to-chemical energy conversion efficiency of PEC.
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Table 5.2 The table shows a comparative analysis of the hydrogen yield using different TiO2–Pt–
CdS samples reported in the literature (references shown)

Sample Major
electrolyte

Hydrogen yield
(μM H2/1 % CdS)

Sacrificial
agent

CdS
loading
(%)

References

Pt(CdS–TiO2) Water 28.5 Na2S/Na2SO3 10 [14]

CdS(bulk)–
TiO2–Pt

Water 120 Na2S/Na2SO3 20 [34]

CdS–Pt–TiO2 Water 167 (Optimized)* Na2/Na2SO3 2.8 [30]

CdS–Pt–TiO2 Water 57.08 Na2S/Na2SO3 11.3 [20]

Pt–(CdS–TiO2) Water 8.5 EDTA 1 J. Mol. Catal.
A: Chemi., 129
1998. 61

IH-TiO2–Pt–CdS Water 140.3
(Unoptimized)*

Na2S/Na2SO3 5.7 This work

Pt–CdS–TiO2 0.142 Na2S/Na2SO3 63 [29]

Key parameters such as electrolyte content, type of sacrificial agent, as well as the CdS loading are
reported. As a benchmark for comparison, the hydrogen yield is normalized to unit weight of CdS
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Chapter 6
Organic Photovoltaics

Dean M. DeLongchamp

6.1 Introduction to Organic Photovoltaics

Organic photovoltaics (OPV) describes a group of technologies wherein the active
layer of a solar cell is composed of hydrocarbon-based organic materials [1–3].
OPV occupies a special niche among solar energy technologies in that it could
potentially satisfy the growing energy needs of the world with a product that is
sustainable, elementally abundant, and cheaply manufactured. OPV cells have
recently seen a dramatic uptick in reported efficiencies, with power conversion
efficiencies reaching ≈11 %, as shown in Fig. 6.1 [4, 5]. These increases in power
conversion efficiency have largely been driven by the development and discovery of
new OPV active layer materials and new ways to process them. The technology has
gained significant commercial attention over the past decade, as its unique attributes
merit consideration for a place in the landscape of distributed energy generation
devices [6]. Some of OPV advantages include a flexible form factor and facile
processing, either from fluids or from vacuum deposition.

At least two different device designs are often regarded as OPV technologies.
The first is based on a solid-state OPV cell, having typically two organic semi-
conductors in a bilayer or distributed heterojunction arrangement. The second type,
which will not be addressed in this chapter, is more typically called a dye-sensitized
solar cell (DSSC) [7], which relies on a mesoporous electron conductor that is
typically inorganic, a sensitizing dye, and an ion-conducting redox electrolyte.
Unlike organic heterojunctions, the DSSC contains liquid and thus faces challenges
in packaging and limited flexibility.

The first report of a solid-state OPV cell was as early as 1959, when a photo-
voltaic effect in ≈10-μm-thick anthracene crystals was reported [8]. The efficiency
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was very poor. The reasons for this were several, but the most prominent was likely
that the exciton that forms upon photon absorption in pure organic semiconductors
has a high binding energy, far higher than 25 meV [9–12], and therefore, it will
rarely spontaneously split into a hole and electron pair. Thus, a critical difference
between modern heterojunction OPV devices and most inorganic solar cells is that
the OPV active layer is not often composed of a single semiconductor. The typical
approach is to combine two organic semiconductors, one an electron donor and one
an electron acceptor. This approach was demonstrated by Tang in 1986, with the
construction of what is often considered the first OPV cell to resemble modern ones
[13] (though it is clear that the potential of the technology was recognized earlier
[14], even with predictions of 10 % single-junction efficiency). The active layer
consisted of a bilayer with one layer being copper phthalocyanine and the other
being a perylene tetracarboxylic derivative. It exhibited a power conversion effi-
ciency of ≈1 %.

In a typical OPV active layer, one or both phases will absorb light to create
excitons; the bandgaps of the two semiconductors will determine their optical
absorption. The offset in lowest unoccupied molecular orbitals (LUMOs), as
illustrated in Fig. 6.2, is exploited to split the exciton. Before the exciton can be
split, it must first diffuse to the interface between the two materials. For facile
exciton separation, the two phases must be separated in a length scale similar to the
organic semiconductor exciton diffusion length of <10 nm [15–17].

Because the exciton diffusion length is significantly smaller than the typical
desired optical path for efficiency harvesting of solar light, a bilayer approach may
not be suitable for the highest efficiency photovoltaics. The need to reconcile a large
optical path and a small exciton diffusion length has led to the bulk heterojunction
(BHJ) concept [18], as illustrated in Fig. 6.3, where the two phases are blended in a
single nanocomposite film. The discovery and advancement of the BHJ concept
accompanied an emerging understanding that there could be ultrafast charge

Fig. 6.1 Best research cell efficiencies for emerging photovoltaics technologies. OPV is indicated
by filled circles. Both single-cell and tandem OPV efficiencies are approaching 12 % [4]
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electron transfer from a donor to an acceptor in a blend [19–21]. In this electron
transfer work, the electron acceptor was invariably a fullerene and the electron
donor a polymer. The first intentional construction of a polymer–fullerene BHJ for
solar energy harvesting appears to have been in 1995 [22]. A BHJ is most com-
monly created by simultaneous casting of the donor and acceptor materials, either in
solution or during vacuum deposition. The nanoscale structure (typically called
morphology) of the BHJ may be intrinsically linked to its power conversion effi-
ciency, because it could influence processes such as exciton diffusion, electron and

Fig. 6.2 Donor and acceptor
energy-level schemes [3]

Fig. 6.3 The BHJ concept [18]
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hole percolative conduction, and bimolecular recombination. The morphology of a
BHJ can depend strongly on the two components used and the casting conditions
[23]. Morphology studies of BHJ systems are thus very common in the field,
although there is considerable disagreement about what morphological features
should lead to the highest performing solar cells [24–26].

The ultimate power conversion efficiency of an OPV cell is determined by its
component electron donor and electron acceptor materials. Since the electron
acceptor is so often a specific fullerene (PCBM, discussed at length in
Sect. 6.2.1.2), the routes to higher power conversion efficiency are often considered
solely through the properties of the electron donor. Of particular importance are the
highest occupied molecular orbital (HOMO), the lowest occupied molecular orbital,
and bandgap between them. A calculation of how the power conversion efficiency
of an OPV cell depends on these parameters is shown in Fig. 6.4. Intrinsic to this
model is the expectation that the open-circuit potential will be proportional to the
difference between the HOMO energy of the donor and the LUMO energy of the
acceptor, less 0.3 V [27]. This lost potential is an empirical factor that is thought to
compensate for dark current and electric field dropping losses.

In this chapter, I will discuss the current state of OPV technology. Because the
technology is so dependent on materials, the selection and development of new
materials will be a key focus. Other sections will include measurements of OPV
materials structure and a discussion of the state-of-the art in commercial OPV
fabrication.

Fig. 6.4 Dependence of power conversion efficiency on bandgap and LUMO level of donor
polymer [27]
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6.2 OPV Materials

Modern OPV active layers are typically described as being either solution-processed
or vacuum-deposited. All materials used for the active layer are conjugated organic
molecules, which have extensive delocalized pi electron networks. The chemical
structures of conjugated organics are characterized by extensive series of alternating
single and double bonds. Aromatic moieties, including fused ring structures, are also
common. The pace of new organic semiconductor development is extremely rapid,
and the synthetic diversity is extraordinary, prompting topical reviews every fewyears
[28]. In this section, I will describe some of the organic semiconductors that have seen
extensive use in OPV active layers. The ones featured should be regarded more as
examples of widely used materials or material families rather than an exhaustive list.

6.2.1 Solution-Processable OPV Materials

There is great interest in solution-processable OPV materials as a route toward the
large-scale manufacture of OPV modules. The general arguments in favor of
solution processing involve its ambient pressure and (generally) low temperature,
which are argued to promote a lower overall fabrication cost. The concept of
adapting solution web coating techniques, such as those used for the now-defunct
chemical photography film, to OPV fabrication has proven especially attractive.
Solution processing does have some significant disadvantages, however. The sol-
vents that organic semiconductors are most commonly processed from halogenated
aromatic solvents are not environmentally friendly. Care has to be taken when
subsequent layers are deposited in multilayer structures such that the application
does not dissolve underlying layers. And how to control the materials structure of
solution-deposited organic semiconductors is still not well-understood. Finally, the
chemical design of solution-processable organic semiconductors results in some
curious idiosyncrasies: Since the conjugated core (the semiconducting part) has
very few conformational degrees of freedom, it is almost never soluble in solution
by itself, so the chemist adds a variety of solubilizing groups, which are typically
branched or linear alkane chains. This chemical modification can further influence
the development of material structure, and therefore OPV performance, because it
affects how the molecule can pack in crystals. The development of new materials is
therefore quite complex, and very few of the materials that are chemically syn-
thesized eventually show significant promise in OPV devices.

6.2.1.1 Solution-Processable Electron Donors

The most common solution-deposited donor material family in OPV devices is the
polythiophenes. Highly regioregular poly(3-hexylthiophene) (P3HT) in particular is
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commonly recognized as the most commonly used donor material [29, 30]. The
structure of P3HT is shown in Fig. 6.5. Regiorandom poly(3-alkylthiophenes) were
first synthesized in the late 1980s [31], but synthetic routes for regioregular P3HT
and other poly(3-alkylthiophenes) were established later, in independent contribu-
tions by McCullough [32] and Rieke [33]. The later development of the Grignard
metathesis route by McCullough [34] produced what is today the most common
synthesis of the ubiquitous P3HT donor. P3HT is now widely commercially
available.

Whereas regiorandom P3HT tends to be amorphous, regioregular P3HT tends to
be highly crystalline [35, 36]. This crystallinity may be very important to its
function in solar cells as it improves the polymer’s hole mobility. Although other
regioregular poly(3-alkylthiophenes) are readily available, none has the cachet or
ubiquitous application that P3HT has seen. The issue of regioregularity is less
prevalent in other solution-deposited donor materials. Typical P3HT-based OPV
cells exhibit efficiencies between 2 and 4 %, although an enormous breadth of
performance has been reported [29]. P3HT-based active layers, and most other
OPV active layers, are processed using either 1-chlorobenzene (CB) or
1,2-dichlorobenzene (DCB) as primary solvents. The electron acceptor in these and
most other OPV active layers is a fullerene (PCBM) that will be described later in
this chapter. The efficiency of P3HT-based OPV cells is limited by P3HT’s light
absorption, which is somewhat too high energy for good overlap with the solar
spectrum.

To achieve lower energy light absorption, most modern solution-processed
donor polymers for OPV are based on a push-pull chromophore system where the
repeat unit has two parts, each of which may have multiple separate or fused rings

Fig. 6.5 A short oligomer of P3HT
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[37, 38]. Some examples of these polymers are given in Fig. 6.6. Because of their
complex repeats, these polymers are typically referred to using acronyms, which
themselves have become fairly complex. Several common donor polymers with
their acronyms are shown in Fig. 6.6.

Poly[N-9′-heptadecanyl-2,7-carbazole-alt-5,5-(4′,7′-di-2-thienyl-2′,1′,3′-benzo-
thiadiazole)] (PCDTBT) was first reported in 2007, synthesized by Leclerc and
co-workers [39]. This material is now commonly available and has seen wide use

Fig. 6.6 Some commonly
used donor polymers
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[40]. Cells using PCDTBT have achieved power conversion efficiencies up to
7.5 % [41], with efficiencies above 6 % being common [40, 42]. PCDTBT is
different than P3HT and other donor polymer in several ways. Unlike for P3HT,
cells containing PCDTBT are generally not amenable to heating schedules to
improve power conversion efficiency, implying that PCDTBT does not further
crystallize with heating. The X-ray diffraction strength of PCDTBT is also
remarkably small [42] unless it is prepared in an unusual way, suggesting that its
typical crystallinity is lower than most other semiconducting polymers.

Poly[2,6-(4,4-bis-(2-ethylhexyl)-4H-cyclopenta[2,1-b;3,4-b′]-dithiophene)-alt-4,
7-(2,1,3-benzothiadiazole)] (PCPDTBT) was first introduced by Bazan and
co-workers in 2007 [43]. PCPDTBT has an acronym regrettably similar to
PCDTBT, and they are sometimes confused. This material was notable because its
high efficiency was discovered by the use of low-volatility additives that have now
become common in OPV formulation [44]. As shown in Fig. 6.7, the principal effect
of the additive in PCPDTBT-based devices is to increase the nanoscale domain size.
Interestingly, a synthetic variant of this polymer called Si-PCPDTBT, which differs
only in having a silicon bridge across the dithiophene rather than PCPDTBT’s
carbon bridge, has similar performance and morphology to PCPDTBT-based active
layers even without the formulation additive [45].

Because of the discoveries surrounding the introduction and optimization of
PCPDTBT, the practice of formulating OPV casting solutions using low-volatility
additives is now commonplace. Common additives include 1,8-diiodo octane
(DIO), 1,8-octanedithiol (ODT), and 1-chloronaphthalene (CN). If a BHJ material
pair fails to perform well using only a CB or DCB solution, a common approach is
to add 3 % DIO, which will frequently result in improvement. Although the
mechanism by which the additives act on the material is not entirely clear, many

Fig. 6.7 The impact of a formulation additive on the nanoscale morphology of PCPDTBT-based
active layers [146]. The contrast is generated from the plasmon loss in energy-filtered transmission
electron microscopy
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additives such as DIO and ODT are poor solvents for the polymer but good solvents
for the electron acceptor (typically a fullerene). Additives such as CN may work by
a different mechanism because they are good solvents for both the electron donor
and the electron acceptor. All additives do degrade the solvent quality to some
extent, leading to earlier aggregation [46].

The polymer PTB7, which is based on ester-substituted thieno[3,4-b]thiophene
and benzodithiophene units, was introduced by Yu and co-workers in 2010 [47].
Solar cells of PTB7 exhibit power conversion efficiencies greater than 7 % [47],
with extremely high efficiencies greater than 9 % reported for some device designs
[48]. As for PCPDTBT, the efficiency of PTB7-based devices is improved using
low-volatility formulation additives. PTB7 has a fluorine substituent on one of its
rings, which creates a large local dipole moment that is thought to be responsible
for low bimolecular recombination rates in the solar cell [49]. This theme of
fluorination leading to high efficiency absorbers has also been seen in other poly-
mers [50–52] and small molecules [53], although the specific site of fluorination
seems to be incredibly important. The morphology of PTB7 is often described as
“hierarchical,” [54, 55] having multiple length scales of characteristic structure,
although some measurements indicate that it can also be more uniform [56–58].

The poly(benzo[1,2-b:4,5-b′]dithiophene–thieno[3,4-c]pyrrole-4,6-dione) (PBD
TTPD) polymers were introduced by Frechet around 2010 [59] as a family of
materials having efficiency up to 8.5 % that depends strongly on the choice of side
chain substituents [60]. Aside from its high efficiency, PBDTTPD is notable among
lower-bandgap polymers in that its linear side chain variants have a relatively high
X-ray diffraction strength [60], suggesting that its crystallinity is significantly
higher than typical lower-bandgap polymers such as PCDTBT and PTB7, and
perhaps similar to that of P3HT.

An important new class of absorbers in OPV active layers are soluble conjugated
small molecules [61]. High efficiency small-molecule absorbers appeared around
2011, in syntheses described by Bazan and co-workers [53]. It has been suggested
that small-conjugated molecules may be intrinsically easier to synthesize and purify
than conjugated polymers. One of the highest power conversion efficiency
small-molecule absorbers (p-DTS(FBTTh2)2) is shown in Fig. 6.8. The power
conversion efficiencies of cells using this material can exceed 8 % [62].

Fig. 6.8 The chemical structure of a very high-performance small-molecule absorber for OPV
active layers [53]. R1 = n-hexyl, R2 = 2-ethylhexyl
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The nanoscale domain size within of active layers containing the small-molecule
p-DTS(FBTTh2)2 is very sensitive to the amount of DIO additive in its formulation.
If too much is added, the domain size can grow too large, and efficiency suffers,
presumably because the absorber domain size exceeds the exciton diffusion length.
TEM images of p-DTS(FBTTh2)2-based films prepared in different ways are shown
in Fig. 6.9.

The solution-deposited acceptors are the most synthetically diverse subset of
materials in OPV technology, and this section of this chapter cannot provide
exhaustive coverage. Some other materials of interest include the diketopyrrolo-
pyrrole (DPP)-based systems, which have been developed as both polymers [63]
and as small molecules [64]. Polymers based on benzodithiophene-fluorinated
benzotriazole pairs (PBnDT−FTAZ) are remarkable because they exhibit high fill
factors even for films that are relatively thick, which is a rare trait among OPV

Fig. 6.9 Bright-field TEM showing domain size in p-DTS(FBTTh2)2-based films a as cast,
b thermally annealed, c with 0.4 % DIO additive, and d with 1 % DIO additive [147]
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active layers [50]. The PBnDT−FTAZ materials also exhibit a diverse nanoscale
morphology that their power conversion efficiency seems largely independent from
[65]. The isoindigo (iI)-based small molecules [66] and polymers [67, 68] are
remarkable because in addition to providing efficiencies in excess of 6 % [67], the iI
moiety is synthesized primarily from a naturally derived and widely available dye,
which may have important ramifications for scale-up and the ultimate cost of the
absorber polymer in manufactured cells.

6.2.1.2 Solution-Processable Electron Acceptors

By far the most common acceptor to be used in OPV cell active layers is [6,6]-
phenyl-C61-butyric acid methyl ester (PCBM), which is shown in Fig. 6.10. PCBM
is based on the C60 fullerene. The potential for C60 fullerene-based BHJ layers was
recognized in 1992 [19], and the synthesis of PCBM by Hummelen and Wudl [69]
as well as its BHJ demonstration with Heeger [22] was published in 1995. An
enormous variety of functionalized fullerenes has now been synthesized [70–72],
primarily motivated by the search for a PCBM replacement. Despite this effort, only
the C70 variant of PCBM [73] has enjoyed similar ubiquitous interest and use,
primarily because it has more extensive light absorption across the visible range
than does the C60 variant. In polymer-fullerene cells containing PC70BM, hole
transfer from the fullerene to the polymer is a power conversion channel equally
important to electron transfer; the shorthand jargon terms “donor” and “acceptor”
become less meaningful (without further qualification) in such a scheme, even
though they are still extensively used.

Fig. 6.10 The electron
acceptor PCBM
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One of the remarkable features of PCBM is that it generally does not crystallize
in a BHJ. It instead remains amorphous, a glass at room temperature. Its X-ray
diffraction typically produces a broad ring without distinctive peaks. The broadness
of this feature suggests that the coherent domain size is a few fullerene molecules. If
peaks in the X-ray diffraction are present, they are usually caused by micron-scale
PCBM crystals that grow when the PCBM glass is heated above its glass transition
temperature, especially on certain substrates [74], which is considered detrimental
to the power conversion efficiency. Interestingly, the published crystal structures of
PCBM contain solvent molecules, when either CB or DCB is used [75]. But it
seems unlikely that PCBM crystals exist within mainstream polymer–fullerene
BHJs, at least from the X-ray evidence [76], although it bears mentioning that
pre-crystalline aggregates may occur that have energy-level properties distinct from
those of molecularly dispersed PCBM [77]. The only crystalline phase in a poly-
mer–fullerene BHJ is typically the polymer crystal.

Fullerene bisadducts are increasingly popular because they can substantially
raise the open-circuit voltage of OPV devices [78, 79]. The most common of the
fullerene adducts is the indene bisadduct of fullerene (ICBA) [80]. ICBA performs
quite well when blended with P3HT, with power conversion efficiencies up to
6.5 % [81], but more poorly when blended with other polymers. A blend of P3HT
and ICBA has been sold under the trade name PV2000 by Plextronics Inc., for
several years as of this writing.

There has been an extensive synthetic effort across the OPV community to
develop electron acceptors that are not fullerenes. The most extensive of these
efforts has been in polymers, and in particular in the consideration of polymers that
make excellent n-type organic semiconductors for transistors [82]. An interesting
aspect of replacing fullerenes with polymers is that the electron-accepting polymer
can often absorb light quite strongly, so it becomes a hole donor as well and an
important channel for power conversion. Some of the earliest work in this area
focused on cyanated phenylenevinylene acceptor polymers. The most well studied
of these were CN-PPV [83] and MEH-CN-PPV [84, 85]. Although the power
conversion efficiencies of these materials were very low by modern standards, they
did exhibit high photovoltage, and the studies of them were essential to developing
early understanding of charge separation processes in OPV blends.

More recently, polymers based on perylene diimide and naphthalene diimide
have been used successfully as electron acceptors in OPV cells. The earliest report
of this type of polymer was in 2007 by the Marder group, with the introduction of P
(PDI2DD-DTT) shown in Fig. 6.11a [86]. Although polymers of this type exhibit
extended two-dimensional conjugation within each monomer, the selection of
appropriate side chains renders them soluble in common solvents. Polymers based
on perylene diimide have been used in bulk heterojunction solar cells to reach
power conversion efficiencies of just over 2 % [87, 88]. Interestingly, the electron
donor polymers that perform best when paired with these acceptor polymers are
generally different than those that perform best when paired with fullerenes. This
phenomenon has generally been attributed to morphological considerations [88].
The most well-known naphthalene diimide-based polymer, P(NDI2OD-T2), was
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introduced in 2009 as a revolutionary new electron-transporting material for tran-
sistors [89]. With electron mobilities of up to 0.85 cm2/Vs, its capability for
electron transport far exceeded other polymeric materials at the time, though there
were many polymers that exhibited hole mobility of similar magnitude. The
excellent charge transport of P(NDI2OD-T2) was generally attributed to its very
high crystallinity [90, 91]. Despite the excellent charge transport of P
(NDI2OD-T2), the power conversion efficiencies of OPV cells incorporating them
were generally quite low, less than 1 % [92, 93]. The general conclusion was that
the higher crystallinity led to impractically large domain sizes. Recent work has
shown that the optimization of domain length scale using careful solvent selection
and processing protocols can result in power conversion efficiencies higher than
1 % [94]. Pairing P(NDI2OD-T2) with an undisclosed, optimized donor polymer
has resulted in efficiencies as high as 4.2 %, and other, presumably related polymer
acceptors have produced all-polymer cells having more than 6 % single-cell effi-
ciency, as reported by the Polyera Corporation [95].

6.2.2 Vacuum-Deposited Materials

Vacuum-deposited small-molecule OPV cells were some of the first organic solar
cells in the 1970s, and their continued development has been extremely active. The
arguments in favor of vacuum deposition generally point out that the technique is
not as expensive as commonly believed; in fact vacuum deposition is used routinely

Fig. 6.11 The n-type semiconducting polymers (a) and (b)
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on disposable items such as food packaging. The high level of structural control,
and particularly the fact that solvent is not present, gives the deposition technique
significant advantages in the fabrication of extremely complex multilayer stacks.
The technique can also leverage of the wealth of deposition knowledge and tooling
from organic light-emitting diode (OLED) technology. OLEDs are fast-becoming
the display material of choice for handheld devices such as smart phones. The
multilayer stacks of an OLED are quite similar to the layers required for
small-molecule OPV cells. It is thus straightforward to use vacuum deposition to
make tandem cells, and vacuum-deposited tandems have achieved 12 % efficiency
or greater in recent years [96].

Most of the materials development in vacuum-deposited OPV materials is
invested in the donor material because the acceptor is invariably a fullerene (C60 or
C70 rather than PCBM), which are quite well adapted to the deposition technique.
Vacuum-deposited absorbers are generally more recognizable as common synthetic
dyes or pigments (or variations on them) than are solution-deposited materials.
They cannot be polymers because a lower molecular mass is required for the
material to thermally evaporate, and they usually lack the characteristic alkane side
groups common to solution-processed materials.

The most common early material used as an acceptor in vacuum-deposited OPV
devices was the metal phthalocyanines (Pc), as shown in Fig. 6.12a. These had been
synthesized for hundreds of years, but their application in 1986 as a light absorber
in a two-layer cell essentially launched the field of modern OPV [13]. Early power
conversion efficiencies of single-layer Pc-based devices were quite poor [14],

Fig. 6.12 The vacuum-deposited absorbers a phthalocyanines, where M is typically copper or
zinc, b dicyanovinylene-substituted quinquethiophene (DCV-5T), c diphenylaminothienyl-
pyrimidine-dicyanovinyl-based dye, and d merocyanine dye
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before Tang’s inclusion of a second layer to accept electrons and split the exciton.
By the early 2000s, the CuPc-based cells were incorporated into successful tandems
with power conversion efficiencies of nearly 6 % [97, 98]. During this era, the
straightforward tandem fabrication in vacuum-deposited cells put their demon-
strated efficiencies significantly higher than solution-cast cells, although they have
now reached nominal parity.

An important absorber family in thermally evaporated OPV systems has been
the dicyanovinyl-substituted oligothiophenes, exemplified by the quinquethiophene
material shown in Fig. 6.12b. This family of materials has been especially important
as a model system for the study of how conjugation length (number of thiophene
units in the backbone) affects OPV device performance [99]. The bandgap was
decreased with increasing molecular length by an increasing HOMO level and a
relatively stable LUMO. The “sweet spot” in terms of device performance was the
pentamer, which had a power conversion efficiency of ≈4 %. A slightly modified
chemical structure was used in a later study [100], which also identified the pen-
tamer as the most successful material, having an efficiency of ≈5.2 % in bulk
heterojunction cells that required considerable optimization of film thickness and
adjacent layer work function.

It has also been common in thermally evaporated OPV materials design to
consider dyes using a push-pull chromophore system like that we describe for
advanced polymer absorbers in Sect. 6.2.1.1. Materials such as that shown in
Fig. 6.12c have been considered for this purpose. In cells with C70 as the electron
acceptor, this chromophore based on an electron-donating ditoluylaminothienyl
moiety and an electron-withdrawing dicyanovinylene moiety has demonstrated
promising efficiencies up to ≈5.8 % [101]. Chemically similar dyes have achieved
efficiencies of ≈6.4 % [102]. The dimerization of the dye into very close π-stacks,
as measured by X-ray diffraction, was considered an important contribution to the
high efficiency of this system.

Merocyanine dyes have recently become important candidate absorber materials
for vacuum-deposited OPV systems. These dyes are relatively recent inventions and
are known for their intense coloration and fluorescence. A power conversion effi-
ciency of ≈4.9 % has been achieved using the merocyanine dye shown in Fig. 6.12d
in a conventional device stack [103]; the efficiency was increased to ≈5.8 % using
an inorganic hole-collecting layer instead. The dimerization of the merocyanine
dyes is well known, and this habit was suggested to play a role in the high efficiency
of these systems by its potential impacts on the separation of materials phases
within the bulk heterojunction materials structure [103].

6.3 Materials Structure in OPV

The importance of the materials structure in the BHJ is a unique facet of OPV
technology, and the many approaches used to measure it deserve some mention.
Materials structure, which is often called morphology in the OPV community, has
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become a well-studied OPV subtopic [24, 26, 76, 104–106]. The importance of
BHJ morphology may be obvious when considering the mismatch between the
length scale of exciton diffusion and the thickness of the typical OPV active layer.
Additional considerations are related to order within domains, and charge transport
throughout the active layer. It is thought that there may be an impact of morphology
on recombination behaviors as well. Because the OPV active layer is a blend, and
furthermore a non-equilibrium structure with ambiguous extents of order and ori-
entation within nanoscale phases, its measurement can be complicated and
challenging.

6.3.1 Order: Local and Long Range

Because the polymer is typically the only phase that is crystalline in a typical BHJ,
the assessment of order focuses on the electron donor. Most of the electron donors
described in Sect. 6.2.1 that exhibit reasonable or high power conversion effi-
ciencies also exhibit some measurable extent of order, either local or long range.
None is provably amorphous. Greater order within the electron donor (or any
light-absorbing phase) is thought to lead to larger exciton diffusion lengths and
better change transport.

Local order is most typically measured using optical methods such as ultravi-
olet–visible (UV–Vis) spectroscopy. Typical signatures of increased order in an
absorbing conjugated organic material include a red-shifted absorption spectrum
from increased conjugation length, or the appearance of new narrow features that
can be attributed to vibronic transitions or the intermolecular excitation phenomena
commonly termed aggregates [107]. The assessment of local order by optical means
is most mature for P3HT, which exhibits a radically changed UV-Vis absorption
spectrum when local order is present [107–110]. Modeling of these emergent
absorption features is shown in Fig. 6.13 [111]. Local-order measurements by
optical methods are less common for more modern push-pull polymer systems,
which often lack significant fine structure features in their absorption spectra.

Long-range order is more typically identified as crystallinity. Crystallinity is
common in OPV materials, particularly in the absorbing materials. X-ray diffraction
(XRD) is the most common method for assessing crystallinity in OPV materials,
most commonly using a synchrotron source. Unlike in some inorganic photovol-
taics, which may include large or monolithic crystals, the crystals in OPV materials
tend to be very small, of submicron size. It is typically not possible to determine an
explicit packing arrangement of the molecules within these crystals using XRD.
What is usually collected instead are interplanar “d-spacings” within the lattice,
which occasionally bring insight into the intermolecular and intramolecular
arrangements within the crystal, crystal orientation distributions, and relative
crystallinity information. XRD analysis of organic semiconductors has become
such a widespread practice that there are now authoritative review articles dis-
cussing its proper application [104]. The most common experimental setup for
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OPV XRD is the grazing-incidence X-ray diffraction (GIXD) geometry. GIXD is
particularly valuable for thin-film samples, because it produces a full diffraction
pattern from a single exposure at a shallow incident angle. Because the geometry
has the scattering vector aligned with respect to the thin-film sample, it also can be
interpreted in terms of crystal orientation distribution. Typically, it is found that
crystals of OPV materials are highly anisotropic within the film. Spectroscopic
ellipsometry is an alternative optical means to evaluate this anisotropy [112]. Quite
often, it is found that the optical transition dipoles serendipitously orient parallel to
the substrate plane, which should enhance the absorption of normally incident light.

The relative X-ray diffraction strength is often used as a means to compare
relative crystallinities in OPV materials. This is only a valid practice if the materials
are compositionally the same and from the same crystals. In OPV, materials vari-
ations and crystalline polymorphs are quite common, so often it is not possible to
compare relative crystallinity between different films. Recent advancements of
XRD application to OPV have focused on the identification and measurement of
defects in the crystals by mathematical treatments of the diffraction peak widths
[113, 114].

Fig. 6.13 Optical
measurement of local order in
P3HT. Spectra shown are the
P3HT component of the
absorption spectrum for a a
film cast from a volatile
solvent (less ordered) and b a
film cast from a low-volatility
solvent (more ordered) [111]
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6.3.2 Nanoscale Structure

Transmission electron microscopy (TEM) is generally considered the most appro-
priate technique to measure the shape, size, composition, and connectivity of
domains in bulk heterojunction films. With its high resolution, various contrast
modes, and three-dimensional structure measurement (via tomography), the tech-
nique has proven to be a powerful tool for OPV development. Early applications of
TEM to OPV materials focused on the bright-field contrast modes (BF-TEM), with
a mass-thickness contrast mechanism that highlights electron density differences
between materials. Highly resolved images of polymer–fullerene bulk heterojunc-
tion structures resolve whether the domains are nodular or fibrilar [115–117]. More
recently, the contrast mechanism of choice appears to be energy-filtered TEM
(EF-TEM), which has direct chemical contrast. The most common implementation
involves the selection of energy windows on either side of the ≈25-eV bulk plas-
mon region [118–120]. Some images generated using the EF-TEM method are
shown in Fig. 6.14. EF-TEM can also be practiced at the elemental edges, using the
sulfur as a unique identifier of the polymer, although this practice may be limited to
thinner films [121]. The analysis of TEM images showing OPV nanoscale structure
is not straightforward; usually, a length scale or scales of compositional hetero-
geneity is reported, often along with an impression of the potential for percolative
charge transport. Approaches that go beyond an appraisal of the domain shape and
size include graph theory-based analysis of tomograms [122, 123] and device
physics models such as Monte Carlo [124, 125], continuum [126, 127], or ana-
lytical [128, 129].

Fig. 6.14 EF-TEM measurements of a P3HT/PCBM BHJ for a a film cast from a low-volatility
solvent (fibrillar) and b a film cast from a more volatile solvent (nodular)
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Small-angle scattering is a powerful alternative to TEM for examining the
nanoscale structure of OPV materials. With hard X-rays (SAXS), the implemen-
tation is similar to GIXD as described above. The contrast in scattering length
density between polymer and fullerene often is sufficient to provide interpretable
scattering [121, 130]. A more recent method is to exploit chemical contrast using
resonant soft X-ray scattering (R-SoXS) [131–133]. R-SoXS exploits differences in
scattering length density that appear near significant X-ray absorption features
across an elemental edge, most commonly the carbon K-edge. R–SoXS may be able
to detect orientational heterogeneities in compositionally homogeneous media,
which provides an interesting new measurement capability with relevance to OPV.
Because fullerenes typically lack a significant number of protons compared to the
polymer, a polymer–fullerene bulk heterojunction has natural contrast in
small-angle neutron scattering (SANS), and the technique has been extensively
practiced on BHJ photovoltaics [130, 134, 135]. As with TEM, the analysis of
small-angle scattering data on OPV materials remains a challenge. A model is
typically required to interpret the features of the scattering pattern, and the multiple
length scales and potential fractal qualities of the bulk heterojunction make it a very
challenging system to analyze, although some progress is being made [121].

6.4 The Outlook for OPV

Because of the global energy needs that emerge from an increasing population and
an ever-increasing standard of living, new photovoltaic technologies are extremely
important contributions to our mixed energy production. Some key advantages for
OPV include their production from earth-abundant elements, the potential for
low-cost solution processing at speeds similar to graphics arts printing, and a high
degree of customizability with regard to color, transparency, and form factor. The
energy payback time—the operation time required to pay back the energy cost of
module production—could become as low as 10 days in the near future [136].
Given such advantages, a strong case can be made for continued investment in OPV
technology development, as has very recently been shown [137].

OPV manufacturing has been reduced to practice by several organizations within
the last decade. Perhaps, the most comprehensive attempt was by Konarka, which
declared bankruptcy in 2012 [138] but before that substantially pushed the tech-
nology forward, particularly with respect to high-volume manufacturing, and
semitransparent, building-integrated photovoltaic applications (tinted “solar win-
dows” [139]). Companies in OPV as of this writing include Heliatek GmbH,
Solarmer Energy, Polyera, and NEXT Energy Inc. Heliatek, which focuses on
small-molecule evaporated OPV, have recently announced world record
triple-junction efficiencies of ≈12 % [96], and have publically announced
multi-junction efficiency targets of ≈15 % in the midterm, which would begin to
approach the efficiencies available from today’s commercial crystalline silicon
modules.

6 Organic Photovoltaics 187



Some of the most comprehensive publically disclosed demonstrations of OPV
manufacturing have been made by Krebs and co-workers [136, 140–142]. In a
recent demonstration, shown in Fig. 6.15, an OPV module with integrated light and
power storage was constructed. The OPV module was made by roll-to-roll-based
methods that were comprehensively described [142]. Aspects of the processing
such as the moving foil with the bulk heterojunction applied (Fig. 6.15a), and
slot-die coating of additional layers (Fig. 6.15b), were shown. The final module was
packaged with an off-the-shelf light-emitting diode and lithium pouch cell to create
the demonstrator shown in Fig. 6.15c.

Krebs has also shown that slot-die coating can be manipulated to be a combi-
natorial optimization platform that has the potential to exceed the typical batch
processing optimization that is done on spin-coated cells [143]. This approach and
its results are illustrated in Fig. 6.16. Some of the unique aspects of OPV, such as
solution processing and high throughput, enable this kind of innovative experi-
mentation, which could mitigate the well-known process sensitivity and
time-consuming optimization needs that are typical of OPV formulation and
processing.

It is difficult to predict the ultimate costs and competitiveness of OPV tech-
nologies until a mature industry is achieved. For raw materials, it is likely that the
bulk heterojunction components will be a negligible expense compared to the
transparent conducting substrate and encapsulation. Production costs and margins
are also uncertain, and the competitiveness of other solar cell technologies is also
changing rapidly, particularly with the recent decrease in silicon module cost. New
technologies such as the perovskite-based solar cells [144], which are also flexible
and solution processable [145], have also recently emerged. The unique merits of
OPV technology, however, will likely ensure that it continues to see investment and
development, and a significant future role in our increasingly diverse energy pro-
duction portfolio.

Fig. 6.15 Demonstrator fabrication by Krebs and co-workers [142]
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Chapter 7
Nanophase Engineering of Organic
Semiconductor-Based Solar Cells

Bin Yang, Ming Shao, Jong Keum, David Geohegan and Kai Xiao

7.1 Introduction

Organic photovoltaic (OPV) technology is among the most promising for
next-generation clean energy harvesting due tomany attractive characteristics, such as
flexibility, light weight, low-cost, and low-temperature-solution-processing capabil-
ity. The power conversion efficiency (PCE) of OPV solar cells has been advanced
commercially to 12% in tandem cells [1], which is an excitingmilestone on the road to
the commercialization of organic photovoltaics. Equally important to high efficiency
in practical applications is the long-term device stability, which has been demon-
strated to be more than three years on rooftops by multiple industrial companies [1, 2].

Conjugated organic materials play a central role in achieving high-performance
devices [3–6]. In these conjugated materials, two separated energy states, the
bonding π-orbital and the antibonding π*-orbital, are formed as a result of overlap
between the electron wave functions of the pz orbitals. The bonding π-orbital and
the antibonding π*-orbital are usually referred as the highest occupied molecular
orbital (HOMO) and the lowest unoccupied molecular orbital (LUMO), respec-
tively [7]. However, due to the weak molecular interaction in most conjugated
organic materials [8], excitons typically recombine quickly, and diffuse only 10–
20 nm [9] before they recombine. Exciton dissociation must therefore be accom-
plished rapidly; however, excitons with large binding energy (>100 meV) are hard
to dissociate under thermal activation at room temperature [10]. To resolve this
problem, the bulk heterojunction (BHJ) device, designed by Heeger et al. [11], has
been the most successful strategy to maximize donor/acceptor interfacial areas for
efficient exciton dissociation and has greatly influenced the design of the
most highly efficient OPV devices today [1, 2]. Devices with BHJ structures are
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fabricated on conductive transparent electrode substrates, such as indium tin oxide
(ITO) or fluorine-doped tin oxide (FTO), which must be designed for maximal
transmission of the incident sunlight. The active layer, a film mixture of both donor
and acceptor materials, is sandwiched between the cathode and anode, as shown in
Fig. 7.1a. In order to generate favorable nanoscale phase separation for efficient
exciton dissociation and charge transport, the active layer films generally must be
processed further, including thermal annealing, solvent annealing, and other treat-
ments [12–14]. In BHJ OPV devices, incident photons with sufficient energy can
excite electrons from ground states to excited states in the donors and/or acceptors
(step 1), followed by a thermal relaxation (step 2), as shown in Fig. 7.1b. Stable
excitons, consisting of the electrons in the LUMO and holes in the HOMO, can be
formed in a single molecule. If these excitons diffuse to reach the donor/acceptor
interface before they recombine (step 3), exciton dissociation (i.e., the electron
transfer process from donor to acceptor) can occur (step 4), given that the band
offset between the donor and the acceptor exceeds the exciton binding energy. The
electron–hole pairs (i.e., charge transfer excitons) with much smaller binding
energy [7] at the donor/acceptor interfaces are subsequently separated into free
charges, which are eventually swept out to external electrical circuit under the
built-in internal electric field (step 5). The open circuit voltage (VOC) is determined
by the offset between the HOMO of the donor and the LUMO of the acceptor (EDA)
[15] as shown in Fig. 7.1b. More specific description about the OPV operation
process under illumination can be found in review articles (Refs. [7, 15]).

The rapid progress in the worldwide development of OPVs can largely be
credited to the innovative synthesis of novel photoactive materials with lower,
tunable bandgaps and a new focus on the importance of controlling the structure,
morphology, and interfaces of conjugated materials in devices [16]. This race to
the *10 % threshold where OPVs approach commercially viable [1] has revealed
the scientific roadblocks which must be answered by basic research for further
progress. Issues are not only the syntheses of new organic semiconductor materials

Anode
Active Layer
Cathode

Transparent Substrate
Blend film of Donor 
and Acceptor

(a)

+

-

+

-

-

+

-
1 3

4

4

5

AcceptorDonor

EDA

(b)

+

- 2

Fig. 7.1 a A typical bulk heterojunction OPV device structure; b working principle of OPVs under
illumination: step 1, incident photons with sufficient energy excite electrons from ground states to
excited states in the donors and/or acceptors; step 2, thermal relaxation of excited states to form excitons;
step 3, exciton diffusion; step 4, exciton dissociation; step 5, charge extraction to two respective
electrodes. EDA is the offset between the HOMO of the donor and the LUMO of the acceptor
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to maximize charge separation, recombination, and transport, but also the structural
heterogeneity between the donor/acceptor blend in active layers [17–23]. First,
molecular structure design aims to narrow both the optical bandgaps of organic
semiconductors in order to enable the absorption of photons with longer wave-
length [5, 10, 24–27], while tuning the LUMO and HOMO levels to reduce the
energy level offset between donor and acceptor for enhanced VOC [5]. Second, the
film morphology has a critical effect on both charge separation and charge col-
lection. At the nanoscale, the separation of donor and acceptor nanophases in
interpenetrating networks should match characteristic exciton diffusion lengths for
efficient exciton dissociation. In addition, the formation of long-range charge
transport pathways is of equal importance in order to achieve efficient charge
extraction and charge collection [28]. Unlike the case for crystalline silicon, for
example, organic films normally have a fraction of amorphous phase present.
Compared to the crystalline domains, these amorphous regions are undesirable traps
for charge carriers and lead to exciton recombination [29–35]. Therefore, under-
standing and controlling phase separation, molecular orientation, crystallinity, and
film morphology for successful exciton diffusion and reduced recombination loss is
a major fundamental challenge [36–39]. Third, suitable energy level alignment at
active layer/electrode interfaces and donor/acceptor interfaces is critically important
to realize efficient interfacial charge transfer to suppress unnecessary energy loss.
For example, the LUMO offset between the donor and the acceptor must be larger
than the exciton binding energy for efficient photoinduced charge transfer, however,
not large enough to cause significant energy loss during the charge transfer process
[40, 41]. As a result, the VOC in most high-efficiency OPVs amounts to smaller than
half of the optical bandgaps of the conjugated organic donors [42–48].

In this chapter, recent progress in synthetic control of novel conjugated organic
donors, as well as fullerene acceptors, will be discussed. Strategies will be reviewed
how to tune phase separation, molecular orientation, crystallinity, and morphology
through film treatments such as thermal annealing, solvent annealing, and adding a
small amount of processing additives or diblock copolymer compatibilizers. Then,
methods to tune the energy level alignment at active layer/electrode interfaces and
donor/acceptor interfaces for optimized charge transfer will be examined. Finally, a
brief summary and an outlook on future directions of organic photovoltaics will
conclude the chapter.

7.2 Synthesis of Conjugated Molecules for High-Efficiency
Organic Photovoltaics

The chemical synthesis of photoconductive organic molecules forms the foundation
of organic photovoltaics. The synthetic design of low-bandgap-conjugated poly-
mers with energy levels that match the energy levels of fullerene derivative
acceptors is crucial to optimize charge transfer for high-efficiency devices.
Conversely, in addition to the fullerene derivatives that are typically used, the
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synthetic design of versatile acceptors with improved functionalities, such as high
electron mobility, and strong complementary absorption is also a challenge. This
section reviews progress in these two areas.

7.2.1 Donors

The remarkable success of organic photovoltaics relies on the design and synthesis
of novel donors with low optical bandgaps and suitable energy levels, because the
conjugated polymers typically used as donors are the tunable building blocks for
light absorption. The most successful low-bandgap polymers and small molecules
incorporate fused rings as building blocks, such as thienothiophene, benzodithi-
ophene, cyclopenta-dithiophene, and carbazole [42–50]. Based on these building
blocks, the optoelectronic properties can be controlled by manipulating the conju-
gation length. In addition, branched alkyl chains were introduced as substituents on
main chains in order to tune the solubility of conjugated polymers. Figure 7.2 lists
several low-bandgap polymers under intensive study recently. The strategy
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successfully used to tune the energy levels in these polymers is the substitution of
fluorine atoms for hydrogen atoms on the polymer backbone. Yu et al. found that by
introducing fluorine into the main chains of a low-bandgap polymer, the HOMO
level can be significantly reduced [45]. Moreover, by changing the number of
introduced fluorine atoms, both HOMO and LUMO levels can be tuned [45]. This
important finding enabled an approach to maximize the VOC by decreasing the
HOMO level without sacrificing other optoelectronic properties such as the optical
bandgaps of conjugated polymers. Based on this scenario, an attractive low-bandgap
polymer Poly({4,8-bis[(2-ethylhexyl)oxy]benzo[1,2-b:4,5-b′]dithiophene-2,6-diyl}
{3-fluoro-2-[(2-ethylhexyl)carbonyl]thieno[3,4-b]thiophenediyl}) (PTB7) was
designed with introduction of fluorine atoms into the thieno[3,4-b]thiophene and
benzodithiophene polymers (PTBs) [3]. He et al. [49] used PTB7 as donor and [6,6]-
phenyl-C71-butyric acid methyl ester PC71BM as acceptor to make inverted single
junction structure devices, which yielded VOC of 0.754 V, short circuit current
density (JSC) of 17.46 mA/cm2, fill factor (FF) of 70 %, and the highest reported PCE
of 9.2 % in single junction OPVs at that time.

7.2.2 Acceptors

Despite the rapid development in organic donors, the synthesis of acceptors still far
lags behind. The commonly used acceptors are fullerene-based materials, such as
C60, C70, and fullerene derivatives such as [6,6]-phenyl-C61-butyric acid methyl
ester (PC61BM) and PC71BM. However, the characteristically low LUMO levels in
these fullerene acceptors incur unnecessary energy loss during the photoinduced
charge transfer from donor to acceptor [51]. In order to raise the LUMO in
fullerene-based materials and avoid energy losses during the charge transfer pro-
cess, thereby enhancing VOC, trimetallic nitride endohedral fullerene derivatives,
Lu3N@C80, were synthesized [52, 53]. In another approach, He et al. [54] designed
a novel fullerene derivative, indene-C60 bisadduct (ICBA), which has two sub-
stituents on the fullerene, leading to increased LUMO levels (Fig. 7.3). However,

Fig. 7.3 Synthesis route of ICBA acceptor. Reprinted with permission from He et al. [54].
© Copyright (2010) American Chemical Society
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this approach produces a fullerene side-product also, indene-C60 monoadduct
(ICMA), which only raises the LUMO energy level slightly, and therefore, a
purification process to separate ICBA and ICMA is required. Since the VOC is
determined by the energy difference between the LUMO of the acceptor and the
HOMO of the donor (EDA), both ICBA and ICMA acceptors with higher LUMO
energy levels showed increased VOC, and ICBA significantly enhanced VOC from
0.58 V to 0.84 V because of the strong reduction in EDA compared to PCBM and
side-product ICMA. Consequently, the devices with P3HT:ICBA films showed a
much higher PCE (5.4 %) than regular P3HT:PCBM-based devices (*4 %).
Furthermore, a combination of solvent annealing and thermal annealing treatments
was applied to optimize the film morphology through the formation and separation
of preferable nanophases in ICBA:P3HT blend films, and the devices yielded VOC

of 0.84 V, JSC of 10.61 mA/cm2, FF of 72.7 %, and PCE of 6.5 % [55].
However, to underscore the complexity and flexibility of synthetic design,

although the increased LUMO levels in ICBA led to higher VOC in ICBA: poly
(3-hexylthiophene) (P3HT) devices, a reduction in electron mobility was found that
resulted in decreased JSC and external quantum efficiency (EQE). Moreover, ICBA
showed similar adverse effects in devices when utilized with low-bandgap polymers
such as PTB7 [56–58]. The specific reasons for the poor device performance are
unclear but appeared due to unfavorable phase separations and film morphologies.
In an attempt to resolve these issues, He et al. designed another synthesis route to
synthesize a C70-based fullerene derivative ICBM by replacing the fullerene with an
endohedral fullerene, leading to both enhanced LUMO levels for larger VOC and
improved charge transport properties for high JSC [59]. Moreover, this fullerene
acceptor ICBM could be not only blended with P3HT polymer donor for improved
efficiency, but was also compatible with low-bandgap polymers (e.g., PTB7) for
enhanced device performance.

An important direction in OPV’s is the design of non-fullerene acceptors with
complementary absorption and suitable energy levels for charge transfer. Very
recently, boron subphthalocyanine chloride (SubPc) or chloroboron (III) sub
naphthalocyanine (SubNc) were employed as acceptors with a-6T donor layer.
These non-fullerene acceptor-based devices showed higher VOC and JSC compared
to the device with C60 fullerene as an acceptor. By designing a cascade structure
(a-6T/SubNc/SubPc), the devices showed high PCE of 8.4 % without employing
any fullerene or fullerene derivatives [60]. Alternative polymer acceptors based on
cyanated poly(phenylenevinylene), benzothiadiazole, perylene-, and naphthalene-
diimide with a wide range of tunability of electronic properties are also under
intensive study [61]. Compared to the fullerene-based devices, the devices based on
polymer acceptors showed lower photocurrents and efficiencies because of reduced
electron mobility and inefficient charge separation [61, 62].

202 B. Yang et al.



7.3 Optimizing Film Morphology and Phase Separation
in Polymer Photovoltaics

Optimizing the nanoscale phase separation plays a key role in ensuring the suc-
cessful exciton dissociation at donor/acceptor interfaces and formation of charge
extraction pathways for efficient charge collection. However, the precisely tuning of
film phase separation, morphology, molecular orientation, and crystallinity is still a
challenge. A broad range of film treatments, including thermal annealing, solvent
annealing, and adding a small amount of processing additives or compatibilizers,
were proposed to realize these goals.

7.3.1 Thermal Annealing

Thermal annealing is critical for many organic photovoltaic thin films because it can
enhance crystallinity and phase separation of donor/acceptor blends. The success of
OPVs is based on the formation of heterojunctions between donors and acceptors at
the nanoscale. However, the addition of fullerene acceptor would hinder the crys-
tallinity of donor polymers [63]. As a result, thermal annealing is resorted to further
improve the phase separation, which could increase the interchain interactions such
as π–π stacking, and thus enhances the crystallinity in P3HT polymer domains for
more efficient charge transport in solar cells [64].

In order to understand the impact of thermal annealing on the morphology
(especially vertical composition profiles of D/A) of the electron donor/acceptor
blends, different experimental techniques such as variable-angle spectroscopic el-
lipsometry (VASE), cross sectional transmission electron microscopy (TEM),
depth-profiled X-ray photoelectron spectroscopy (XPS), secondary ion mass
spectrometry (SIMS), and neutron reflectometry have been used to obtain insight
into vertical composition profiles of BHJ films. X-ray reflectivity (XRR) has been
used to investigate the vertical composition profiles of donor and acceptor in OPV
blend films [65–67]. However, the natural X-ray scattering length density (xSLD)
contrast between organic donor and acceptor is often very low and hence neutron
reflectivity (NR) has recently been used to investigate the vertical phase depth
profiles of donor and acceptor. The donor and acceptor in film naturally exhibit a
large natural contrast in neutron scattering length density (nSLD) due to the large
difference in proton content between the proton-poor fullerene and the
proton-rich-conjugated polymer. Therefore, donor and acceptor BHJs are an
excellent system to elucidate the phase structure using NR and to correlate the
effects of structure and actual photovoltaic device efficiency. In NR measurement,
slit-collimated neutron beam impinges onto the flat surface and interface of film at
shallow incidence angles αi’s and, at each αi, only the reflected beams of which exit

7 Nanophase Engineering of Organic Semiconductor-Based Solar Cells 203



angle (αf) is identical to αi are recorded to explore the vertical depth profile of
sample film. As usual in neutron scattering experiment, where the phase informa-
tion is lost, the analysis of measured reflectivity curve is generally carried out by a
construction of model nSLD profile from which the calculated reflectivity profile
using Parratt formalism [68] is fit to the experimental reflectivity data until a
goodness of fit with least χ2 is attained. Using obtained nSLD, the composition
profiles of constituents are deduced by the expressions described in Refs. [20, 65].
Using NR, Keum et al. [20] have recently demonstrated that the film stratification
occurring during film formation and thermal annealing process can be due to the
unique crystallization habit of P3HT in thin film and the partial miscibility between
amorphous P3HT and PC61BM. Figure 7.4 shows the measured and modeled
neutron reflectivity curves for as-spun and annealed P3HT/PC61BM films deposited
on silicon (Si) substrate, and the volume fraction profiles of PC61BM, vPC61BM’s are
obtained from the neutron reflectivity modeling. From the changes in vPC61BM, it is
evident that spin-casting P3HT/PC61BM onto Si substrate results in stratified
morphology with PC61BM accumulations near the free surface and Si interface. It is
also seen that increasing annealing temperature accompanies increased stratifica-
tion. Based on the NR results, it has been proposed that since P3HT remains less
crystalline in the two interfacial regions (free surface and substrate interface) than in
the bulk region and PC61BM is miscible with amorphous P3HT, PC61BM prefer-
entially diffuses to the two interfacial regions and accumulates resulting in the
stratification. The three-phase-morphology (P3HT phase, PC61BM phase, and a
homogenous mixture of the two) [69, 70], which recently is believed to be domi-
nating morphology in most highly efficient BHJ OPVs device delivering better
charge separation and suppressed bimolecular charge recombination [69, 71, 72].
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Fig. 7.4 a Fits to raw neutron reflectivity data taken on as-cast and annealed P3HT/PC61BM film
are used to derive b volume fraction profiles of PC61BM (vPC61BM) in the film, which reveals that
with increasing annealing temperature the PCBM is stratified more to the substrate and air
interfaces. Reprinted with permission from Keum et al. [20]. © (2013) AIP Publishing LLC
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7.3.2 Solvent Annealing

Solvent annealing is shown to be another effective approach to induce the
self-organization in conjugated polymer films, such as P3HT, because the solvent
vapor allows the P3HT polymers to self-organize into a more ordered structure by
slowing down the drying speed of the spin-coated wet P3HT:PC61BM films. As
illustrated in Fig. 7.5a, the solvent annealed films showed very a similar absorption
spectrum to the thermal annealed film, and the characteristic absorption shoulder of
the P3HT polymer is also evident in the solvent annealed films, which indicates the
formation of crystalline P3HT domains. The growth of P3HT crystallinity as
function of solvent (e.g., tetrahydrofuran, chloroform) annealing time in P3HT:
PC61BM blend films was observed with grazing-incidence X-ray scattering. The
polymer self-reorganization due to solvent annealing could induce nanoscale phase
separation and the resulted domain size as a function of solvent annealing time was
also clearly obtained.

Recently, Hedge et al. [73] studied the effect of solvent annealing on the P3HT:
PC61BM thin film properties and photovoltaic performance. It was found that
exposure of this bulk heterojunction to carbon disulfide (CS2) vapor alters the
crystallinity and depth profile of D/A blend very effectively, presumably by
inducing mobility of the components as the solvent plasticizes the mixture. The
crystallinity and crystal size of the P3HT increase initially with solvent vapor
pressure and annealing time, but longer exposure to solvent decreases P3HT
crystallinity and photovoltaic efficiency. Neutron reflectivity indicates that the
PC61BM segregates to the Si substrate in the as-cast thin film, but distributes
throughout the film with solvent annealing. The changes in crystallinity and the
depth profile of the P3HT:PC61BM mixture differ from those induced by thermal
annealing. Controlled solvent exposure provides a more controllable annealing
process than thermal annealing and takes less time than thermal annealing.

Fig. 7.5 Variation in absorption spectra (a) and time of flight measurement results (b) with
different film processing conditions. Reprinted with permission from Li et al. [12]. © (2005)
Nature Publishing Group
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The combination of thermal annealing and solvent annealing could not only
enhance the crystallinity of P3HT polymer domains, but also promote the phase
separation between donor and acceptor in the solution casted P3HT:PC61BM films
[12]. The time of flight technique was applied to study the charge transport prop-
erties in the films after thermal annealing and solvent annealing treatment. For the
fast drying method prepared P3HT:PC61BM films, the electron and hole mobility
was 1.1 × 10−4 cm−2 V−1 s−1 and 5.1 × 10−6 cm−2 V−1 s−1, respectively, whereas
for the slow drying method prepared P3HT:PC61BM films, the hole mobility was
increased by one order to 5.1 × 10−6 cm−2 V−1 s−1. More balanced electron–hole
mobility was obtained after both thermal annealing and solvent annealing
(Fig. 7.5b), which is beneficial to reduce the charge recombination.

7.3.3 Processing Additives

Both thermal annealing and solvent annealing were demonstrated to effectively tune
the phase separation and enhance crystallinity in donor/acceptor blend films;
however, the phase-separated morphology is not thermodynamically stable. It is
well-known that including a third component to modify interfaces in a binary blend
provides abundant opportunities to achieve useful microstructures and thermo-
dynamically stable morphology. In terms of ternary blends for organic solar cell
active layers, there are two major approaches that rely on either (i) processing
solvent additives or (ii) block copolymer compatibilizers to tune morphology. The
former approach is aimed at increasing the polarity difference between donor- and
acceptor-rich domains to avoid thermal annealing steps, while the latter approach is
used to stabilize donor–acceptor interfaces, especially after thermal annealing.
Interestingly, processing additives can precisely control the target crystal growth
and further tune the blend film morphology. To successfully control the mor-
phology, the chosen solvent additives should meet two prerequisites: (1) The sol-
vent additive should have higher boiling point than the major solvent, and (2) the
solvent additive should have selective solubility of one component of the
BHJ. Previous studies have agreed that processing additives enhance the overall
crystallinity and the size of crystalline domains of the conjugated polymer donors.
However, the relative variation in the size of the fullerene domains (either
increasing or decreasing) upon adding various processing additives is strongly
materials dependent. For example, the processing additive 1,8-octanedithiol
(ODT) can promote the aggregation of fullerene-rich domains in PCPBDTBT/
PC61BM BHJ films, whereas the solvent additive 1,8-diiodooctane (DIO) reduces
oversized fullerene-rich domains (from *hundreds of nanometers to tens of
nanometers) in PTB7/PC61BM BHJ films. The opposite structural evolution upon
adding additive is determined by distinctive initial states without additives pro-
cessing, which is related with the intrinsic factors of solubility, crystallization
ability, and miscibility between BHJ components.
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Shao et al. [19] observed that both lateral and vertical morphology of the
PBDTTT-C-T:PC71BM blend films could be optimized by using a small amount of
additive of 3 % DIO. Low-voltage energy filter transmission electron microscopy
(EF-TEM) was applied to reveal the phase and morphology in PBDTTT-C-T:
PC71BM blend films with DIO and without DIO. EF-TEM with elastic energy of
19 ± 4 eV was applied to image donor-rich regions, while 30 ± 4 eV was applied to
image acceptor-rich area, which evidently suggested enhanced phase segregation in
the films with adding 3 % DIO.

Besides lateral phase morphology, the vertical phase profile is also very critical
to the device performance. Shao et al., employ the neutron reflectometry to
investigate the effect of solvent additive DIO on the vertical distributions of the
blend components. As shown in Fig. 7.6, all the films exhibited Kiessig fringes, a
characteristic of the interference of reflected neutrons. For the NR curve of
PBDTTT-C-T:PC71BM/DCB film, the best goodness of fit is achieved using a
single layer model. This implies that the phase-separated PC71BM domains are
distributed homogeneously through the thickness direction of the film. In the
PBDTTT-C-T:PC71BM/DCB:DIO film, however, the best fit using a 4-layer
morphology imply that PBDTTT-C-T and PC71BM are distributed in different
proportions through the thickness of the film. This result indicates that the DIO
additive also induces a strong vertical phase separation. Specifically, the results
indicate that PC71BM-depleted layers form preferentially at the top surface of the
blend film made from DCB/DIO, meaning that more polymers are enriched at the
top interface. Thus, using inverted device structure is expected to achieve higher
device performance for the PBDTTT-C-T and PC71BM blend due to the improved
charge transport and collection near the anode interface.

Shao et al. [19] also found that the DIO additives could significantly facilitate the
molecular ordering in the spin-coated films. Two-dimensional (2D) grazing-

Fig. 7.6 a Experimental and modeled NR curves for PBDTTT-C-T, PC71BM, PBDTTT-C-T:
PC71BM/DCB, PBDTTT-C-T:PC71BM/DCB:DIO, and annealed PBDTTT-CT:PC71BM/DCB:
DIO film. b Volume fraction profile of PCBM calculated from the SLD profiles. Reprinted with
permission from Shao et al. [19]. © (2014) WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim
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incidence wide-angle X-ray scattering (GIWAXS) was applied to reveal the
molecular orientation, molecular ordering, as well as polymer crystallinity of the
PBDTTT-C-T:PC71BM blend films. The GIWAXS patterns of pure PBDTT-C-T
film, PBDTTT-C-T:PC71BM blend film, and PBDTTT-C-T:PC71BM blending
with adding 3 % DIO are shown in Fig. 7.7. In-plane (100) and
out-of-plane (010) reflections of PBDTTT-C-T crystals were clearly observed in
PBDTTT-C-T:PC71BM blend films with adding 3 % DIO. This observation indi-
cates that PBDTTT-C-T have a face-on molecular orientation which is a beneficial
characteristic for hole transporting along the perpendicular direction to ITO sub-
strates. In addition, higher degree of crystallinity in PBDTTT-C-T:PC71BM films
with 3 % DIO additives was also identified by comparing the GIWAXS patterns
between the PBDTTT-C-T:PC71BM film with and without DIO. The higher crys-
tallinity in PBDTTT-C-T polymer domains also facilitates charge transport in OPVs.
EF-TEM and GIWAXS measurements conclusively showed that the efficiency
improvement in the OPVs with adding DIO additives is because of the preferable
phase separation, molecular ordering, and higher crystallinity.

Fig. 7.7 2D GIWAXS patterns of a pristine PBDTTT-C-T polymer film, b PBDTTT-C-T:
PC71BM blend film, and c PBDTTT-C-T:PC71BM:DIO blend film. d, e in-plane and out-of-plane
GIWAXS profiles extracted from the respective 2D GIWAXS patterns. f A curve-fit result
showing the existence of (311) reflection of PC71BM and (100) of PBDTTT crystal. Reprinted
with permission from Shao et al. [19]. © (2014) WILEY-VCH Verlag GmbH & Co. KGaA,
Weinheim
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7.3.4 Compatibilizers

Generally, the binary donor/acceptor blend film is not thermo-dynamically stable.
The film morphology and nanoscale phase separation were found to change with
time [72]. The compatibilizers can significantly reduce interfacial tension and
suppress coalescence [74]. Therefore, interfacial compatibilizers are introduced into
donor and acceptor blend film to enhance the long-term stability and also reduce the
donor/acceptor domain size within exciton diffusion length.

Chen et al. [75] found that diblock copolymer, poly(3-hexylthiophene)-b-poly
(ethylene oxide) (P3HT-b-PEO), to systematically tune the P3HT polymer and
PC61BM fullerene derivative domain sizes at the nanoscale. With increasing the
amount of P3HT-b-PEO compatibilizers, the domain sizes were significantly
reduced to the length of the scale within exciton diffusion length. However, the JSC
was greatly reduced with introducing 5 wt% P3HT-b-PEO compatibilizers,
resulting in decreased PCE because charge transfer between donor and acceptor is
blocked by the insulating PEO component at the P3HT/PC61BM interface.
Therefore, appropriate design of diblock copolymer architecture is very critical to
warranty efficient charge transfer at donor/acceptor interfaces and still maintain
optimized film morphology and thermal stability.

Sun et al. [17] found that diblock copolymer, polystyrene-block-poly
(3-hexylthiophene) (PS-b-P3HT), could effectively control domain size in the
P3HT:PC61BM blend films while the advantages of optimized phase separation and
thermal stabilization of the ternary blend film could be maintained. Figure 7.8
shows AFM phase images of the different loading ratio of PS-b-P3HT compati-
bilizer in the P3HT:PC61BM blend films. 5 wt% PS-b-P3HT compatibilizers were
found to promote the formation of the most homogenous morphology with

Fig. 7.8 a AFM phase images of P3HT:PC61BM blend films with 0 wt%, 2 wt%, 5 wt%, 10 wt%,
25 wt% PS-b-P3HT compatibilizers. b The features in the mid-frequency range after Fourier
transform for corresponding AFM phase images. 5 wt% of PS-b-P3HT compatibilizers showed the
best ordering of P3HT polymer and penetrating network. Reproduced with permission from Sun
et al. [17]. © (2011) WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim
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interpenetrating nanoscale domains, which significantly improved charge separation
and charge extraction efficiency.

The crystallinity variation in P3HT:PC61BM films with adding different amount
of the PS-b-P3HT compatibilizers was also examined by Sun et al. with 2D GIXS
measurements. As shown in Fig. 7.9, the (100), (200), (300) planes showed an
evident crystalline peaks. This observation indicated that the P3HT aromatic planes
have a face-on orientation, which means the P3HT planes are aligned parallel with
the substrate surface. As the amount of the PS-b-P3HT compatibilizers increased,
both the peak intensity and crystal size reached maximum at 5 wt%. Therefore, a
small amount of 5 wt% PS-b-P3HT compatibilizers could not only optimize the
phase separation, but also increase crystallinity in P3HT polymer domains.

Neutron reflectivity was also applied to reveal vertical phase morphology with
adding amount of PS-b-P3HT compatibilizers. The vertical concentration profile in
the P3HT:PC61BM films could be obtained according to large scattering length
density (SLD) difference between P3HT and PC61BM. The neutron reflectivity
profile in P3HT:PC61BM films with different PS-b-P3HT compatibilizers loading
ratio is shown in Fig. 7.10. A standard iterative formula combining with a proposed
multilayer model was used to fit the neutron data and approximate the SLD data. The

Fig. 7.9 a 2D GIXS patterns of the P3HT:PC61BM blend films with adding 0 wt%, 2 wt%,
5 wt%, 10 wt%, and 25 wt% of PS-b-P3HT compatibilizers. Qz and Qy are the perpendicular and
parallel wave vectors transfer with respect to substrate surface. b The domain size and normalized
peak intensity of (100) extracted from 1D GIXS measurement. Reprinted with permission from
Sun et al. [17]. © (2011) WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim
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neutron data obtained from films with 0 wt%, 2 wt%, 10 wt%, 25 wt% PS-b-P3HT
compatibilizers could be well fitted with three-layer model; however, films with 5 wt
% PS-b-P3HT compatibilizers could only be fitted with two-layer model (Fig. 7.10d).
And also, the neutron reflectivity showed that more PC61BM sit on the top and more
P3HT locating on the bottom in the 5 wt% PS-b-P3HT compatibilizers film, which is
favorable for charge transport and charge extraction in OPVs. In summary, adding 5
wt% PS-b-P3HT compatibilizers to P3HT:PC61BM films could improve the phase
separation, polymer crystallinity, and vertical phase morphology. The P3HT:
PC61BM OPVs with adding 5 wt% PS-b-P3HT compatibilizers yielded the highest
efficiency of 3.8 %, which is consistent with the morphological study.

Fig. 7.10 a Fits to raw neutron reflectivity data taken on thin P3HT/PCBM films made with
different loading ratios of PS-b-P3HT compatibilizers are used to derive (b) scattering length
density (SLD) profiles versus depth which are used to model the fraction of PCBM and P3HT for
different depths in the film, c SLD ratio as a function of PS-b-P3HT concentration, empty square
represents the ratio of SLDzone1/SLDzone2, while empty circle represents the ratio of SLD
zone3/SLD zone2. schematically diagramed in (d), which reveals that under most circumstances
the PCBM migrates to the substrate and air interfaces, except for the 5 wt% compatibilizer ratio
which makes a more uniform blend. Reprinted with permission from Sun et al. [17]. © (2011)
WILEY‐VCH Verlag GmbH & Co. KGaA, Weinheim
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7.3.5 Layer-by-Layer Processing for Optimized Film
Morphology and Reduced Charge Recombination

As-processed donor/acceptor blend BHJ films from solution usually have many
dead ends, which often act as charge trapping centers. Recently, layer-by-layer
processing was shown to be an effective approach to fabricate BHJ films [76–78].
Compared to one-step solution processing, the sequential layer-by-layer processing
should be easier to control over the individual components and interfaces between
the donor and acceptor during the film formation [79]. Typically, the donor con-
ducting polymer was first spin-coated on the substrate, and then the PCBM acceptor
layer was spin-coated by using immiscible solvents with donor polymers followed
by thermal annealing treatment. This approach has been successfully applied
to fabricate polymer-based devices such as P3HT [80], poly{2,6-(4,4-bis
[2-ethylhexyl]-4H-cyclopenta[2,1-b;3,4-b′]dithiophene)-alt-4,7-(2,1,3-benzothiadi-
azole)} (PCPDTTBT) [81], which showed comparable or even better performance
to the single-step-fabricated OPVs. Yang et al. [82] fabricated the P3HT:PCBM
BHJ OPVs via bilayer interdiffusion and the devices exhibited a PCE of 5.1 %,
which is better than that of the blend solution-processed BHJ counterparts. The
reason for the device efficiency improvement is that richer PC61BM domains sit
close to the cathode and more P3HT polymers are close to the anode in the BHJ
films, as revealed by Russell et al. [77].

In order to understand the underlying physical mechanism of the formation of
favorable vertical film morphology for improved device performance by using
layer-by-layer processing approach, the time-delayed collection field (TDCF)
method was applied to characterize the amount of long-lived photogenerated
charges (>1 μs) to explore the charge generation and recombinations [82]. It was
found that the amount of long-lived photogenerated charges was slightly enhanced
by about 5 % in the thermally annealed bilayer devices. However, through char-
acterizing the average charge carrier lifetime as a function of applied bias in
single-step fabricated devices and thermally annealed bilayer devices by using
impedance spectroscopy, Yang et al. found that the average lifetime was much
longer in the thermally annealed bilayer devices than the single-step fabricated
counterparts. In addition, the thermally annealed bilayer devices have significantly
longer carrier lifetime than in the single-step fabricated BHJ devices. The bimo-
lecular recombination coefficient was strongly decreased by threefold with transient
photovoltage/photocurrent measurements, demonstrating that the significantly
reduced bimolecular recombination loss is a major contribution to the increased
efficiency in the thermally annealed bilayer OPVs.
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7.3.6 Isotopic Effects of Deuteration on Film Morphology,
Phase Separation, and Optoelectronic Properties
of Conducting Polymers

The OPV device performance is significantly dependent on the optoelectronic
properties of the conducting polymers. In order to achieve attractive optoelectronic
properties, it is crucial to manipulate and control the intra- and inter-polymer chain
interactions. Isotopic effect of deuteration has been shown to strongly affect opto-
electronic properties such as electroluminescence [83]. However, how isotopic
substitution affects the film morphology, phase separation, and optoelectronic
properties in OPV devices is still an unresolved question.

Shao et al. [84] found that selective deuteration on P3HT polymer has a
remarkable contribution to the morphology, phase separation, and charge transport
properties in OPVs. Figure 7.11a shows the main chain deuteration and side chain
deuteration on P3HT polymers. Interestingly, selective deuterations on the different
position of P3HT result in distinct optoelectronic response in P3HT/PCBM solar
cells. Specifically, the main chain deuterated polymer (MD-P3HT) reduced the JSC,
whereas the side chain deuterated polymer (SD-P3HT) decreased the VOC

(Fig. 7.11b). Through examining the absorption spectra, the absorption decreased
significantly in MD-P3HT (Fig. 7.11c), which could be a reason for reduced JSC.

Fig. 7.11 a Chemical structure of P3HT, MD-P3HT, and SD-P3HT; J–V curves under
illumination of 100 mW/cm2 (b) and absorption spectra (c) of the three P3HT isotopes blended
with PCBM. Reprinted with permission from Shao et al. [84]. © (2014) Nature Publishing Group
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Shao et al. [84] also examined deuteration effect on film morphology and
crystallinity of P3HT. Nanofibrillar structures were observed in both
P3HT/PC61BM and SD-P3HT/PC61BM films in AFM phase images (Fig. 7.12a),
which indicates highly crystalline P3HT domains in both blend films. However, no
evident P3HT crystalline fibril was found in the MD-P3HT/PC61BM film, which
suggests that the MD-P3HT is less crystalline or perhaps amorphous.
Energy-filtered TEM was applied to identify whether the deuteration affects the
phase separation. The bright regions in Fig. 7.12b correspond to P3HT-rich
domains. It was observed that the interpenetrating network is better in both
P3HT/PC61BM and SD-P3HT/PC61BM films than the MD-P3HT/PC61BM films.
In addition, the domain size in the MD-P3HT/PC61BM films is in the range of
29 nm, which is much larger than exciton diffusion length. As a result, the inter-
facial area between donor and acceptor is reduced, leading to inefficient charge
separation and charge extraction.

The deuteration effect on the P3HT molecular ordering and interchain packing in
blend films was examined with GIWAXS measurements using a synchrotron X-ray
radiation source as shown in Fig. 7.13. The qy and qz refer to in-plane and
out-of-plane scattering wave vectors. The GIWAXS profiles from both
non-deuterated and deuterated blend films show the out-of-plane diffraction patterns

Fig. 7.12 Morphology characterizations. a AFM phase images of P3HT, MD-P3HT, and
SD-P3HT blended with PC61BM after thermal annealing (scale bar, 200 nm). b Energy-filtered
TEM images of P3HT, MD-P3HT, and SD-P3HT blended with PC61BM after thermal annealing
(scale bar, 100 nm). Each film is imaged with 19 ± 4 eV, where inelastic scattering is more intense
for P3HT. Insets of (b) show the selected area electron diffraction patterns. Reprinted with
permission from Shao et al. [84]. © (2014) Nature Publishing Group
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of (l00) reflections and the in-plane (010) reflection patterns, indicating a
well-organized lamellar structure with edge-on orientation on the substrate.
MD-P3HT exhibits the lowest crystallinity among three, which can be inferred by
the weakest (100) and (010) diffraction intensities. This observation is consistent
with TEM results. The intensity ratios of out-of-plane (100) to in-plane (100) were
found to be 239, 32, and 90 for P3HT/PC61BM, MD-P3HT/PC61BM, and
SD-P3HT/PC61BM implying that the population of edge-on crystallites for deu-
terated P3HT is much less than that for protonated P3HT. Moreover, random
oriented crystallites will lead to lower carrier mobility, and probably results in a
small JSC and worse photovoltaic performance.

GISAXS is a high resolution, nondestructive scattering technique suitable to
characterize the lateral and vertical phase structure of OPV blend layer. Shao et al.
have investigated the lateral domain morphologies of PC61BM dispersed in various
P3HT matrices using GISAXS [84], where the in-plane GISAXS profiles (intensity
vs. qy) were modeled using a combined model of Guinier-Porod [85] and poly-
disperse hard-sphere model with Schulz distribution [86] as shown in Fig. 7.14. In
the model fits, Guinier-Porod and polydisperse hard-sphere models account for the
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Fig. 7.13 Two-dimensional GIWAXS plots of a P3HT:PC61BM, b SD-P3HT:PC61BM, and
c MD-P3HT:PC61BM film annealed at 120 °C. d Out-of-plane and e in-plane GIWAXS slices
extracted from the corresponding 2D GIWAXS patterns. qz and qy are the perpendicular and
parallel wave vectors transfer with respect to substrate surface. Reprinted with permission from
Shao et al. [84]. © (2014) Nature Publishing Group
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phase-separated PC61BM domains with largely two different sizes, i.e.,
Guinier-Porod model for large domains (low-qy region) and hard-sphere model for
small domains (high-qy region). The fit results are summarized in Table 7.1. As
shown in Fig. 7.14 and Table 7.1, GISAXS results indicate that the Rg,1’s (54.8–
56.2 Å) and Rg,2 (95.5–99.7 Å), corresponding to PC61BM domains with largely
two different sizes, were essentially identical with slight differences in protonated
and deuterated P3HT/PC61BM blend system. This implies that deuterium substi-
tution of P3HT does not significantly affect the size of PC61BM domains in the
blend films.

Combined with structural and morphology study, MD-P3HT shows the lowest
film crystallinity, the weakest intermolecular packing, and more random crystallites
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Fig. 7.14 Measured 2D GISAXS of P3HT/PC61BM (a), SD-P3HT/PC61BM (b), and
MD-P3HT/PC61BM (c) films, and corresponding in-plane 1D profiles of P3HT/PC61BM (d),
SD-P3HT/PC61BM (e), and MD-P3HT/PC61BM (f) films. The solid lines represent the SAXS
intensities calculated by the DAB model. Reprinted with permission from Shao et al. [84].
© (2014) Nature Publishing Group

Table 7.1 Structural parameters determined by combined polydisperse sphere and Guinier-Porod
model fitting

Samples Hard-sphere model with
Schulz distribution

Guinier-Porod

Rg,1, Å Polydispersity Rg,2, Å Porod exponent

P3HT/PCBM 54.9 0.16 99.7 3.2

SD-P3HT/PCBM 54.8 0.15 95.5 3.1

MD-P3 HT/PCBM 56.2 0.14 97.1 3.5

Reprinted with permission from Shao et al. [84]. © (2014) Nature Publishing Group
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in P3HT/PC61BM blends, which are responsible for the reduced JSC and OPV
efficiency. However, the significant VOC loss observed in SD-P3HT/PC61BM was
further attributed to a higher saturation dark current and the larger recombination of
interfacial charge transfer state.

7.4 Tailoring the Structure and Orientation of Conjugated
Molecular at Interface for High-Performance
Photovoltaics

It is still a great challenge to enhance the charge collection efficiency and suppress
the charge recombination loss in the bulk films or interfaces for achieving
high-efficiency devices by interfacial control and assembly. In this part, we will
discuss how to tailor the structure and molecular orientation at the different inter-
faces in organic photovoltaics to maximize charge collection gain and minimize
charge recombination loss.

7.4.1 Interfacial Control at the Interfaces Between
the Active Layer and Electrodes

Tailoring the interfaces between the active layer and electrodes is crucial to max-
imize charge collection gain and minimize charge recombination loss. The inter-
facial layer between active layer and electrodes is usually used to generate a strong
interface dipole which could shift the vacuum levels to tune the work function of
transparent electrodes, such as ITO [87]. The self-assembling monolayers (SAMs)
of dipole molecules were also applied to modify the work function of metals and
metal oxides [88–90]. For example, the saturated carboxylic acids with dipole
moments and terminal groups are widely used as SAMs to tune the work function
of metal electrodes [90]. Yuan et al. [91] applied two monolayers of the Langmuir–
Blodgett (LB) ferroelectric copolymer film, polyvinylidene fluoride (70 %)-
tetrafluoroethylene (30 %), P(VDF-TrFE), between the cathode and active layer to
introduce an permanent electric field for improved charge separation and charge
extraction efficiency. The device efficiency was increased from 1–2 % in the ref-
erence cells to 4–5 % in the cells with poled two monolayer P(VDF-TrFE).

Despite the use of SAMS for tuning the work function of ITO and metal elec-
trodes, the obtained Voc is still low. Recently, increasing the Schottky barrier height
between the fullerene acceptor and anode was proposed to output larger VOC. Yang
et al. [92] found that the OPV devices with solution-processed fullerene (e.g., C60,
PC61BM, ICBA) as the active layer can output a VOC of around 0.86 V, which is
higher than that of most BHJ devices. The variation trend of the obtained VOC

follows the LUMO of fullerene levels. These devices have a simple device structure
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of ITO/PEDOT:PSS/fullerene/bathocuproine (BCP)/Al. The Schottky barrier is
expected to form at the fullerene/PEDOT:PSS contact as shown in Fig. 7.15a. The
VOC is determined by the LUMO of fullerene and work function of the anode. In
these pure fullerene-based Schottky-junction OPVs, the photocurrent is as low as
1 mA/cm2 due to poor hole extraction property. In order to extract the holes in the
active fullerene films, 5 wt% donors was added into the fullerene film and a PCE of
3.3 % was achieved in these fullerene-based Schottky-junction devices (Fig. 7.15b).
Yang et al. also found that VOC in the devices with adding 5 wt% donors is still
governed by the Schottky barrier height between the fullerene and anode [93].

7.4.2 Interfacial Control at the Interfaces Between
the Donor and the Acceptor

Despite the fact that LUMO offset between the donor and the acceptor should be
larger than the exciton binding energy for efficient photoinduced charge transfer,
too large LUMO offset leads to unnecessary energy loss during the charge transfer
process [40–48]. In order to reduce the LUMO offsets, modification of molecular
structure in the donor and the acceptor by chemical approach was applied, which
showed significant VOC enhancement [94]. However, the chemical modification
changed the chemical structure of the donor and thus altered the optoelectronic
properties, resulting in degraded device performance.

In order to tailor the relative energy level offsets between the donor and the
acceptor to enhance the VOC without changing the molecular structure of donor and
acceptor, Yang et al. introduced a thin ferroelectric dipole layer between the
donor and the acceptor layers to tune the LUMO offset between the donor and the
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Fig. 7.15 a Schematic energy diagram showing the variation of VOC following the LUMO of
fullerene levels. b Device performance comparison between devices based on pristine PC71BM
and devices based on PC71BM with adding 5 wt% P3HT. Reprinted with permission from Yang
et al. [92]. © (2012) WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim
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acceptor [51]. A ferroelectric dipole layer P(VDF-TrFE) can shift the relative
energy levels of the donor and the acceptor (Fig. 7.16), because of the high
polarization charge density originated from the large electron affinity difference
between the fluorine (F) and hydrogen (H) atoms. One monolayer P(VDF-TrFE)
(thickness of *1.7 nm) was grown by LB deposition method [95].

By tuning the ferroelectric dipole direction, the relative energy levels can be
tuned to reduce the LUMO offset between the donor and the acceptor to an opti-
mized value for both efficient charge transfer and reduced energy loss. As a result,
the energy level difference between the HOMO of the donor and the LUMO of the
acceptor could be maximized, resulting in an enhanced VOC [96, 97]. Yang et al.
sandwiched the one monolayer P(VDF-TrFE) in the P3HT/PC61BM system and
found that the VOC increased from 0.55 to 0.67 V with poling by a large reverse bias
to align the ferroelectric dipoles. In order to show the switching capability of
P(VDF-TrFE) dipoles, the piezoelectric force microscopy (PFM) measurement was
applied on these three-layer films. The PFM tip can detect the piezoelectric signal
on the sample surface or even under a thin layer such as 20 nm PCBM.
Figure 7.17a, b evidenced that the P(VDF-TrFE) layer was non-continuous on
P3HT layer, because of the surface energy mismatch between the P(VDF-TrFE)
(51 mJ m−2) [98] and P3HT (26.9 mJ m−2) [99]. As shown in Fig. 7.17c, d, the
polarization was confirmed by the hysteresis loops of PFM phase and amplitude of
P(VDF-TrFE). In addition, the polarization direction of P(VDF-TrFE) dipole could
be fully switched by applying −6 V (Fig. 7.17e, f), which is a good evidence to
show the switching behavior of inserted P(VDF-TrFE).

The electrostatic force microscopy (EFM) is a useful tool to characterize the
surface potential change by measuring the electrostatic force between the tip and

Fig. 7.16 a The molecular structure of a ferroelectric P(VDF-TrFE) dipole layer, b the device
structure with a dipole layer inserted between the acceptor and the donor layers, the working
principle to tune relative energy levels is shown in c bulk heterostructure without and d with a
dipole layer inserted between the acceptor and the donor layers. e Tunable J–V curves with reverse
bias poling and forward bias poling. Reprinted with permission from Yang et al. [51]. © (2012)
WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim
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sample surface. Yang et al. [51] used EFM to confirm the tuning of relative energy
levels between the P3HT and the PC61BM. Approximate 100 mV surface potential
change was observed on the surface of P(VDF-TrFE)/P3HT film after the voltage
bias of 4 V was applied between the tip and the substrate to align the dipoles
(Fig. 7.18). The change of 100 mV in surface potential on P(VDF-TrFE)/P3HT film
is consistent with the tuned VOC of 0.12 V.

Fig. 7.17 a, b PFM images took on the films with ferroelectric P(VDF-TrFE) thin layer
sandwiched between P3HT layer and PCBM layer (1.0 µm × 1.0 µm): a PFM amplitude, b PFM
phase image; c–f show the ferroelectric switching of a P(VDF-TrFE) nanoisland: c topographic
image of a single P(VDF-TrFE) nanoisland; d PFM hysteresis loops (phase and amplitude) of the
P(VDF-TrFE) nanoisland (c); e, f PFM phase images of the P(VDF-TrFE) nanoisland before and
after applying the voltage pulse (−6 V, 2 s). The dark dot in e marks the location of the PFM tip
during voltage pulse application. Reprinted with permission from Yang et al. [51]. © (2012)
WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim
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7.4.3 Understanding Substrate-Assisted Alignment
and Assembly of Conjugated Molecules for Organic
Photovoltaics

For OPVs, efficient light absorption, exciton diffusion, and dissociation in thin films
rely upon aligning planar molecules facedown to the substrate. In this orientation,
the transition dipole moment of the planar molecule, which is typically along its long
axis, is in alignment with the electric field of the incident light. The simultaneous
optimization of exciton and charge transport relies upon the microstructure and
morphology determined by the molecular stacking at both the molecular scale and
mesoscale. However, organic semiconductor molecules in films usually tend to
exhibit an edge-on orientation on the surface of widely used substrates (e.g., SiO2,
ITO, or PEDOT/PSS). Therefore, controlling the orientation of molecules at hybrid
interfaces is an ongoing challenge, and a carefully modified substrate can be a
powerful tool. Recently, Xiao et al. [100] found that both natively grown graphene
on copper substrates and graphene transferred onto a Si substrate act as effective

Fig. 7.18 Electrostatic force microscopy study on P(VDF-TrFE)/P3HT films: a topography and
b surface potential map. The white dotted rectangular region was poled by +4 V voltage bias
applied by the PFM tip (Image size is 1.0 µm × 3.0 µm), c cross-sectional analysis of the surface
potential map along the i and ii lines as labeled in (b), d schematic illustration of the origin of the
potential difference. Reprinted with permission from Yang et al. [51]. © (2012) WILEY-VCH
Verlag GmbH & Co. KGaA, Weinheim
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templates to orient and pack copper phthalocyanine (CuPc) molecules to a face-on
orientation within thin films, which is the ideal structure for high-performance
OPVs. Graphene, a large π-system with a monolayer of carbon atoms tightly
packed into a two-dimensional honeycomb lattice, can promote the orientation of
π-conjugated molecules through strong π–π interactions between the conjugated
backbones and the graphene substrate. Scanning tunneling microscope
(STM) measurements of the alignment of CuPc molecules on Si and graphene show
quite different orientations. On Si substrates, CuPc is vertically aligned, like books
on a shelf, while on graphene CuPc lies down in face-on orientation, like tiles on a
roof. Moreover, CuPc tends to self-assemble at graphene grain boundaries, where
defects provide additional charge density. CuPc molecules grown on graphene at
room temperature exhibit a face-on orientation. However, following nucleation into
islands and coalescence by edge growth into a continuous thin film CuPc molecule
start to tilt up to and edge-on orientation. Higher growth temperatures are able to
overcome this orientation change to maintain a fully face-on molecular orientation,
forming extremely large, monocrystalline grains of CuPc on graphene within
micro-meters-size, strip-like crystals. These types of CuPc crystals may potentially
enable high mobility for a significant improvement of device properties in organic
photovoltaics [100]. Kim et al. similarly found two different configurations (edge-on
and face-on) for P3HT molecule formation on graphene and ITO substrates due
to specific π–π interaction and van der Waals interaction between P3HT and a
graphene monolayer, while only edge-on configurations of P3HT were found
on the ITO [101].

In order to significantly improve the performance of OPVs, it is crucial to create
an ordered BHJ structure with directional, long-range exciton diffusion and high
charge carrier mobility along the optimal direction of the photovoltaic. Therefore,
generating an ordered “nanostructured BHJ” that guarantees an adequate percola-
tion of charges is the ultimate goal. Inorganic nanowires (NWs) have been widely
combined with organic counterparts for hybrid solar cells, but exhibit low efficiency
due to interfacial mismatches between organics and inorganics. Crystalline organic
nanowires are a new and promising building block for organic electronics, which
innately possess highly crystalline order for long-range, one-dimensional transport.
This is a significant advantage compared to the morphological disorder and low
charge mobility of polymers. Moreover, this quasi-one-dimensional morphology
promises to also overcome the anisotropic transport limitations of small-molecule
thin films, offering much higher mobilities and directional transport for improved
photovoltaic efficiencies. Recently, Xiao et al. [102] synthesized organic crystalline
nanowires of CuPc and metal-7,7,8,8-tetracyanoquinodimethane (TCNQ) [103]
with highly efficient charge transport and effective optical absorption in a
well-controlled manner using different vapor-phase techniques, including
vapor-solid chemical reactions and vapor-phase deposition [102, 103]. The nano-
wires grow with the planar molecules π–π stacked along their length and could be
grown in aligned arrays with these conducting axes aligned perpendicularly to the
substrate in a suitable direction for carrier transport required for photovoltaic cells
[104]. Their long-range crystalline order should result in increased exciton diffusion
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length and carrier mobility several orders of magnitude higher than comparable
organic thin films typically used in OPVs, where the conductive axis is aligned
parallel to the substrate. Moreover, the direct electrical pathways provided by the
organic nanowire ensure the rapid collection of carriers generated throughout the
device. The nanoscale nanowires diameters coupled with their high aspect ratio are
ideal for highly efficient charge separation, reduced surface optical reflection and
enhanced absorption, and efficient carrier transport and collection for
high-efficiency organic photovoltaics.

7.5 Summary

In summary, different chemical synthesis approaches were highlighted to illustrate
how synthetic control of both low-bandgap polymer acceptors and fullerene
derivative acceptors can be accomplished to tune and match their respective elec-
tronic energy levels for optimized charge transfer in OPV’s. The importance of
processing strategies to optimize the film morphologies using solvent annealing,
thermal annealing, processing additives, and compatibilizers was also reviewed.
Processing additives and interfacial compatibilizers were shown to have a great
influence on the lateral and vertical film morphology, phase separation, molecular
orientation and alignment, and polymer crystallinity. Finally, different strategies
were introduced to show how to engineer the interfaces between the active layer
and electrodes in concert with the donor/acceptor interfaces in order to modify the
work functions and alignment of energy levels across the device taking advantage
of various strategies for the self-assembly of molecular dipoles.

The development of OPV’s for widespread commercialization is still in progress.
The various important strategies, described in this chapter, such as design of
molecular structure, optimization of film morphology, interfacial control and
manipulation, are under intensive investigation. Controlling the ideal film mor-
phology to realize efficient charge generation and charge separation, a nanoscience
problem governing the formation of a network of bicontinuous interpenetrating
nanophases, remains critically important to achieve competitive OPV device
performance.

Very recently, organometal halide perovskite solar cells have emerged with
PCEs rapidly increasing to over 20 % within a very short time [105–109]. The
remarkable success of organic–inorganic hybrid perovskites is based upon the
combination of the advantages of organic materials, such as low-cost,
solution-processing capability, and flexibility, coupled with the advantages of
inorganic semiconductors, such as high crystallinity and excellent charge transport
properties. The versatile design and synthesis of organic molecules offers a wide
range of tunability for the basic material structure, optoelectronic properties, and
resulting film morphology which together promise to enhance the efficiency of
organic/inorganic hybrid perovskite solar cells ever higher. Similar strategies as
reviewed in this chapter, such as the design of conjugated polymers or
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small-molecule donors and fullerene derivative acceptors, could be included as
complementary absorbers in the perovskite solar cells. Ultimately, commercial
synthetic and processing strategies that optimize the combination of efficiency,
lifetime, and cost of OPV devices will determine the optimal organic solar cells of
the future.
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Chapter 8
Solar Cell Characterization

Behrang H. Hamadani and Brian Dougherty

8.1 Introduction

The solar cell characterizations covered in this chapter address the electrical power
generating capabilities of the cell. Some of these covered characteristics pertain to
the workings within the cell structure (e.g., charge carrier lifetimes), while the
majority of the highlighted characteristics help establish the macro-performance of
the finished solar cell (e.g., spectral response, maximum power output). Specific
performance characteristics of solar cells are summarized, while the method(s) and
equipment used for measuring these characteristics are emphasized.

The most obvious use for solar cells is to serve as the primary building block for
creating a solar module. As such, a key pursuit is to manufacture a solar module, or
more correctly, to manufacture each unique model or product line of photovoltaic
(PV) module, using cells that perform as similarly as possible. To achieve that end,
manufacturers conduct quick measurements of mass-produced cells and then allo-
cate them into a few groups or “bins” based on those measurements. The key cell
characteristic(s) used for binning are embodied in the cell’s electrical current versus
voltage (I–V) relationship, Fig. 8.1. From these curves, the cell’s maximum power
output, short-circuit current , and open-circuit voltage, in particular, are identified.

Additional cell parameters and relationships are used to more fully characterize a
solar cell. These additional characteristics include, but are not limited to, spectral
response, fill factor, series resistance, temperature coefficients, and quantum effi-
ciency. Knowledge of these additional parameters is helpful, for example, when
developing, evaluating, and fine tuning a new cell design and manufacturing pro-
cess. Characterizations that focus on maximizing accuracy, moreover, are especially
important for the purpose of creating reference cells. Reference cells serve as
transfer standards that can be used by manufacturers and third-party testing
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laboratories to generate and verify, respectively, published ratings of production
cells and modules. Most primary PV characterization laboratories aim to achieve
overall uncertainties of better than 1 % on their standard reference cells, while the
secondary laboratories aim to achieve better than 2 % overall uncertainties when
calibrating cells for customers.

8.2 I–V Curves: Features and Uses

Measurements of the electrical current versus voltage (I–V) curves of a solar cell or
module provide a wealth of information. Solar cell parameters gained from every
I–V curve include the short-circuit current, Isc, the open-circuit voltage, Voc, the
current Imax and voltage Vmax at the maximum power point Pmax, the fill factor (FF)
and the power conversion efficiency of the cell, η [1–5]. These parameters are
shown in the Fig. 8.1 I–V curve for a generic single-junction cell when subjected to
a specific level of solar illumination and otherwise operated at a specific set of
conditions. Notably, the FF is an indication of internal losses that is visually
communicated by how much the I–V characteristic curve deviates from a rectan-
gular shape in the shown 4th current–voltage quadrant.

The electrical generation of a photovoltaic cell (or module), as revealed in its
I–V curves, depends on many factors, including, but not limited to, the incident
solar radiation spectrum, the orientation of the cell relative to the beam component
of that solar input, the resulting operating temperature of the cell, and the applied
electrical load that completes the DC circuit. To readily allow comparisons between
cells, I–V curves are measured and reported based on common sets of operating
conditions. The primary set of operating conditions is the standard reporting con-
ditions (SRC), which are also called standard test conditions (STC). The standard
reference spectrum for SRC is an air mass 1.5 global (AM 1.5G) solar spectrum

Fig. 8.1 A generic I–V curve
of a solar cell under sun
illumination
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with a total irradiance of 1000 W/m2 [6]. This spectrum corresponds to what would
typically be observed at the surface of the earth for mid-latitudes and it contains a
direct radiation component of about 88 % of the total irradiance with the rest in
diffuse irradiance originating from hemispheric sky and ground reflections and
scattering of light. The SRC-specified device operating temperature is 25 °C.
Finally, when the power rating of a cell or module is reported and used to market
the product, it almost always corresponds to the current–voltage pair along the SRC
I–V curve that yields the highest power.

From a practical point of view, it is difficult to obtain SRC in an outdoor setting.
Therefore, most testing laboratories perform these electrical measurements under
simulated sunlight in an indoor environment. Indoor testing under a solar simulator
has several advantages over outdoor measurements; indoor testing, however, also
introduces some measurement challenges, as discussed below.

Solar simulator I–V curve measurements of cells are typically carried out in the
testing laboratory by employing a second cell, a calibrated reference cell. This
reference cell is used to monitor and measure the total irradiance of the solar
simulator during I–V testing. Based on this measurement, the output of the solar
simulator can be adjusted to provide the approximate intensity required (e.g.,
1000 W/m2 for SRC) and to normalize the output from the device under test to this
nominal rating condition. A commonly used reference cell is a Si cell packaged
based on the World Photovoltaic Scale (WPVS) design [7]. Reference cells can be
purchased directly from commercial vendors or, in some cases, obtained directly
from a certified secondary laboratory. Vendors, who package the reference cells but
lack in-house calibration capabilities, will have the cell calibrated by the certified
secondary laboratory or, in some cases, by a primary calibration laboratory such as
the National Renewable Energy Laboratory in the USA.

If the reference cell has very similar characteristics (e.g., spectral response) to the
cell under test, then I–V testing is relatively straightforward. However, that scenario
is not often the case, such as when one is trying to measure the I–V curve of a CdTe
solar cell, and the only available reference cell is Si-based. In such cases, a devi-
ation arises from the mismatch between the responsivity of the two cells. For
example, the reference cell may indicate an irradiance of 1000 W/m2 even if the
spectrum deviates from the nominal AM 1.5 spectrum. If the device under test is not
responsive in the part of the simulator’s spectrum that deviates from AM 1.5, a
scaling to 1000 W/m2 will not be representative of the test cell’s actual performance
under AM 1.5. Furthermore, since the majority, if not all, of the solar simulators do
not generate a true irradiance match to the SRC spectrum or may not have the same
level of light collimation as designated in the standard, an additional source of error
is introduced into the electrical measurements. The resulting adverse impact on the
I–V measurement may become significant with second- and third-generation PV
cell technologies when the operator primarily uses a single crystalline silicon cell as
the reference cell. Fortunately, there is a way to compensate for these deviations, by
calculating a spectral mismatch factor, M, and using it to correct each electrical
current value from the raw I–V curve data [2]. Furthermore, the temporal stability of
the light source during the course of the measurement and the uniformity of the
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illumination at the measurement plane can also introduce errors. Key steps for
determining a mismatch factor, along with other useful information that aids in
performing successful I–V measurements of single-junction solar cells and modules,
are described in the below chapter subsections.

8.3 Solar Simulator Performance

A solar simulator is a light source with a broadband optical output similar to that of
the sun over the response range of different solar cell technologies. Solar simulators
can be used for electrical characterization of solar cells as well as irradiance
exposure of materials and devices. A solar simulator operates in either a steady-state
mode or a pulsed mode. The type of lamp used in the simulator can vary among
different models. Xenon arc lamps, metal halide arc lamps, quartz tungsten halogen
lamps, and light-emitting diodes (LEDs) have all been used in simulators, with Xe
lamps being the most common [3]. Regardless of the type, a solar simulator is
currently [8] evaluated based on three unique criteria: (1) spectral match to the
reference spectrum over a certain wavelength range, (2) non-uniformity of the
irradiance within the measurement test plane, and (3) temporal instability of the
irradiance during the course of the measurement. Irradiance represents the power of
the electromagnetic radiation per unit area of the incident surface and is expressed
in units of watts per meter squared (W/m2). When the irradiance measurement is
expressed as a function of the wavelength, it is called spectral irradiance and has
units of W/m3, or more commonly, W/m2/nm.

Figure 8.2 shows the irradiance spectrum of a Xe flash solar simulator compared
to the industry standard AM 1.5 global tilt spectrum. Although the Xe simulator
provides a reasonably good match to the sun spectrum, the match is not without
substantial deviations, particularly at wavelengths greater than 800 nm. As per the

Fig. 8.2 The irradiance
spectrum of a Xe flash solar
simulator. For comparison,
the AM 1.5G spectrum is also
plotted
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current IEC standard for evaluating a solar simulator [8], the radiant energy
delivered at the test plane by the simulator for 6 contiguous wavelength intervals is
first determined. The irradiance for each interval is then divided by the total
6-interval irradiance, and the resulting measured percentages are compared with the
percentages for the reference spectrum. This comparison is achieved by calculating
the ratio of the percentage from the simulator to the corresponding percentage for
the reference spectrum. A letter grade is assigned for each wavelength interval
based on the magnitude of the ratio relative to limits prescribed in the consensus
standard. For example, a ratio between 0.75 and 1.25 constitutes an “A” rating,
while a “B” rating is assigned if the ratio falls outside the A range but within 0.6
and 1.4. The overall spectral grade of the solar simulator is assigned based on the
lowest grade for any interval. Thus, for a simulator to achieve a Class A rating with
respect to spectrum, a ratio between 0.75 and 1.25 must be achieved for all 6
intervals. This calculation is demonstrated for the simulator data of Fig. 8.2 in
Table 8.1. This simulator obtains a rating of A for spectral match although it can be
seen that the 800 nm to 900 nm interval is on the A/B class borderline (1.25).

Regarding the nonuniformity of irradiance, a rating of A is given to a simulator
with better than 2 % for its “non-uniformity of irradiance percentage” as calculated
below. The limit for a class B rating is 5 %, while the limit for a class C rating is
10 %. The non-uniformity is evaluated by dividing up the test area into at least 64
equal blocks and using a detector to measure irradiance. A broadband detector
having the needed small footprint, while being stable, sufficiently fast, and having a
linear response over the range of the measured irradiances is recommended. If the
temporal stability of the light source is questionable over the course of completing
the set of irradiance measurements, then the measurements should be performed all
at one time using an array of calibrated detectors. The non-uniformity is obtained
from the relation:

Non-uniformity ð%Þ ¼ max irradiance�min irradiance
max irradianceþmin irradiance

� �

� 100 ð8:1Þ

where max and min correspond to the maximum and minimum irradiance levels
across the measured test plane.

Table 8.1 Example of the spectral mismatch rating determination for the Xe solar simulator

Wavelength range
(nm)

Measured
percentages (%)

IEC standard
percentages (%)

IEC
ratio

Class
rating

400–500 18.8 18.4 1.02 A

500–600 18.3 19.9 0.92 A

600–700 16.9 18.4 0.92 A

700–800 16.9 14.9 1.13 A

800–900 15.4 12.5 1.24 A

900–1100 13.7 15.9 0.86 A
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The temporal instability of the simulator must also be evaluated and involves
both short-term and long-term instabilities. Short-term instability is evaluated over
the sampling interval of each unique data set (voltage, current, irradiance) during
the I–V measurement whereas long-term instability considers the variation in the
simulator’s generated irradiance over the entire I–V curve measurement.
Interestingly, long-term temporal instability is calculated using the exact same
equation as given above for non-uniformity—only now using data collected during
the actual I–V curve measurement—with the grading limits also being the same
(i.e., 2 % for A, 5 % for B, and 10 % for C). Figure 8.3 shows an example of
long-term temporal instability monitoring for a flash solar simulator during a 30-ms
time interval when an entire I–V sweep was performed (with a total flash duration of
36 ms). These data reveal a temporal instability of just under 3 %, for a B rating. In
cases such as this, normalizing each I–V data pair to the instantaneous measured
irradiance by using the corresponding irradiance measurement is recommended in
order to reduce the uncertainty in the final curve. Alternatively, other actions (such
as changing the light bulb and servicing the power supply electronics) can be
pursued in an effort to minimize the issue. Otherwise, one must accept the larger
uncertainty associated with the I–V measurement.

8.4 Spectral Irradiance Measurements

The spectral output of a solar simulator or any light source is measured using a
calibrated spectroradiometer [9, 10]. Nowadays, these instruments are typically
spectrographs equipped with fast photodiode arrays or Si charge-coupled devices
(CCD) that provide sensitive and reliable information regarding the spectrum and
intensity of the light. In order to obtain a sufficiently wide spectral range, two or
more types of detector arrays might be necessary, such as Si- and InGaAs-based

Fig. 8.3 The temporal
stability of a flash solar
simulator during the course of
a 30 ms I–V measurement
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arrays. Furthermore, correct measurements of irradiance require the spectroradi-
ometer to be calibrated against a known light source such as a calibrated 1000-W
FEL lamp [9]. An FEL lamp is an ANSI standard 1000-W tungsten halogen
incandescent lamp, and its calibration is based on the absolute radiometric deter-
mination of the freezing temperature of gold. The calibrated reference lamp needs to
be operated under a set of very precise conditions. The most important of these
operational conditions are as follows: (1) the use of a very stable, high accuracy
power supply with a feedback mechanism for precise control of the lamp’s current
(typically 8.2 A) and (2) the proper alignment and placement of the spectroradi-
ometer collection optics at a specified distance from the center of the bulb filament.
Since an output accuracy of better than 0.1 % is typically required, the lamp’s input
current has to be set and maintained to better than 0.01 % during the course of the
calibration.

Periodic calibration of the spectroradiometer is necessary to ensure an overall
low uncertainty budget. Additionally, the irradiance characteristics of the simulator
must be measured on a regular basis because, as the lamps age, the shape of their
spectral output changes as well. A change in the shape of the spectrum not only can
affect the overall class rating of the solar simulator but also can significantly impact
the corrected I–V curve, as elaborated later in this chapter.

8.5 Spectral Response Measurements of Solar Cells

The spectral responsivity of a solar cell, R,—which quantifies the wavelength
dependence of the cell’s photocurrent generation when normalized for the input
irradiance or the radiant power of the incident monochromatic radiation—is a very
informative and thus useful photovoltaic characteristic [11–18]. Cell spectral
responsivity (SR), for example, is used to calculate quantum efficiency, which
indicates the cell’s electron generation to incident photon conversion efficiency as a
function of wavelength. The absolute determination of the SR of a solar cell, if done
under appropriate conditions such as uniform overfill illumination and proper light
biasing, can be used to predict the short-circuit current, Isc, of the test device under
any incident spectral irradiance, including the standard AM 1.5 solar spectrum [11].
One advantage of this absolute SR approach is that it provides a direct route for SI
traceability of the Isc measurement via a cryogenic electrical substitution radiom-
eter, a route that differs from the more common approach of having traceability to
the World Radiometric Reference (WRR) scale. Another leading use of relative (or
absolute) SR data of PV cells is to adjust I–V data to account for spectral differences
between spectrum of the actual illumination source and the chosen reference.
Finally, SR curves can be used in modeling and simulations to provide important
physical quantities such as the charge carrier diffusion length or for studying
bandgap defect densities within the active layer of the device [19]. These physical
parameters are an important indication of the quality of the semiconductor material
comprising the active layer.
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The differential spectral responsivity (DSR) method is the most widely used
method for measuring the SR of a solar cell. Using this technique, a small mod-
ulated (quasi) monochromatic light beam and a more intense steady-state white
light source (the light bias) simultaneously illuminate the solar cell, producing a
photocurrent that is the sum of these two sources: a small pulsed signal superim-
posed on a larger steady current. The pulsed signal is separated, amplified, and
detected using a lock-in amplifier that is synced with the user-selected modulation
rate of the chopped monochromatic beam. A small portion of the monochromatic
beam is diverted toward a monitor photodetector in order to measure the beam’s
radiant power. This radiant power, which is recorded by the same or by a separate
lock-in amplifier, coupled with the cell’s pulsed current and the monochromator’s
known passed wavelength, collectively define each discrete SR data point. The set
of these discrete points, in turn, is used to construct the overall SR curve. As for the
radiant power of the bias light and the resulting steady dc current of the cell, the
impact on the SR measurement has been described previously, particularly for
certain types of solar cells [14, 15, 20].

The spectral response measurements of a PV device can be performed in either
the power-mode or the irradiance-mode, and each measurement can be either a
relative or an absolute measurement. Power-mode measurements require the
knowledge of the monochromatic beam’s radiant power, typically obtained using a
calibrated, SI-traceable reference photodetector. For power-mode, the monochro-
matic beam is sized such that it illuminates only part of the reference photodetector
and then only a smaller part of the test cell (i.e., underfilling). For the
irradiance-mode, the irradiance or incident power per unit area of the monochro-
matic beam is required. Irradiance can be determined by fully illuminating (i.e.,
overfilling) a very spatially uniform reference photodetector with the incident
monochromatic radiation and then dividing the measured beam power by the
aperture area of the detector. The incident beam should have a very spatially
uniform irradiance profile. The absolute SR in power-mode has SI units of A W−1,
whereas the absolute SR in irradiance-mode is reported in units of A m2 W−1.

Figure 8.4a shows a schematic of a simple monochromator-based SR mea-
surement system designed to measure the spectral response data in the power-mode.
A mechanical chopper placed within the light path of the monochromator causes the
excitation light to be in the form of a square wave, generating a pulsed signal in the
device under test. The cell is simultaneously illuminated with a set of bias lights
operated in a steady dc mode. The pulsed signals from both the cell and the monitor
photodiode are measured by a lock-in amplifier sequentially for each wavelength.
The spectral response data can be constructed from these individual measurements.
Figure 8.4b shows the design of a system where the entire cell area is uniformly
illuminated by the monochromatic beam. If the irradiance of this beam is measured
using a calibrated reference detector, then the irradiance-mode SR data can be
obtained using this setup. To achieve an overfilling monochromatic beam, inter-
ference filters can be used to narrow down the broadband beam into a
quasi-monochromatic one; afterward, an optical lens assembly can be used to
project this light on to the test cells. Other types of light sources such as LEDs and
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lasers can also be used as monochromatic sources [21–23]. With respect to these
two measurement options, the more accurate and viable route for obtaining the Isc
of a solar cell are achieved using the irradiance-mode SR curve of the cell. The lack
of spatial material uniformity across the cell and/or the presence of metal fingers on
the front surface of the cell can lead to variances in the cell’s overall spectral
response if measured using the underfilled power responsivity measurements. These
particular complications are avoided when using the overfilled irradiance respon-
sivity measurements; the impacts of such cell features are accounted for in the
method because the test setup is consistent with the eventual overfill deployment in
a solar simulator or outside in the sun.

Fig. 8.4 a Schematics of a monochromator-based SR measurement system where the probe beam
underfills the cell. b An example of an SR measurement system where the beam overfills the cell

8 Solar Cell Characterization 237



Figure 8.5 shows the spectral response curves of a few different types of
single-junction solar cells, obtained in power-mode. As shown, the spectral
response can vary significantly among different photovoltaic materials. The higher
wavelength cutoff is directly related to the bandgap of the absorber layer. Also, the
actual magnitude of each curve is directly proportional to the total photocurrent
generation under illumination. For the purpose of evaluating the mismatch factor
M (discussed in the next section), relative SR curves (normalized to 1) or absolute
SR curves in power-mode such as those plotted here are generally sufficient, as long
as the local spatial variations of SR do not cause the overall shape of the curve to
change. If there is a significant change in the shape of the curve when the probe
beam is moved across the surface of the cell, then either an averaging algorithm
must be applied to estimate the correct shape or the SR must be re-evaluated in the
irradiance (overfill) mode.

Figure 8.6 shows the irradiance-mode SR data for three solar cells. From these
data, the Isc of the cells subjected to AM 1.5 global tilt spectrum can be directly

Fig. 8.5 Power-mode
spectral response curves of a
few different types of solar
cells

Fig. 8.6 Irradiance-mode
spectral response curves of a
few solar cells
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calculated, provided the spectral response, R, is measured under short-circuit
conditions:

Isc ¼
Z

RirrdmodeðkÞ � EAM1:5ðkÞ dk ð8:2Þ

where EAM1:5ðkÞ is the spectral irradiance associated with AM 1.5 global tilt con-
ditions. Care must be taken to ensure that the irradiance spectral response of the cell
is representative of the cell's responsivity under the SRC. This typically implies that
a light bias must be used during DSR measurements.

8.6 Spectral Mismatch Factor

The spectral mismatch factor, M, corrects for (1) the mismatch between the spectral
response of the PV test cell and the PV reference cell and (2) the mismatch between
the illumination source and the reference spectrum (e.g., AM 1.5G). This correction
factor is evaluated using:

M ¼
R k2
k1 EsðkÞRtðkÞdk
R k4
k3 EsðkÞRrðkÞdk

�
R k4
k3 ErðkÞRrðkÞdk
R k2
k1 ErðkÞRtðkÞdk

ð8:3Þ

where EsðkÞ is the spectral irradiance of the source, ErðkÞ is the reference spectral
irradiance, RtðkÞ is the spectral response of the test cell, and RrðkÞ is the spectral
response of the reference cell [2]. The integrals should be evaluated over the full
range of the device’s responsivity. Additionally, it is noted that only relative irra-
diance and responsivity data are required to perform this calculation as multipli-
cative factors in the numerator and denominator cancel out. This relative option is a
particularly favorable aspect of this calculation because maintaining the absolute
scale is a major challenge for most secondary laboratories, especially with regard to
the irradiance measurements.

Prior to reporting or using any type of I–V test curve, the mismatch factor
associated with the test setup must be calculated and applied. Table 8.2 shows a few
examples of this calculation for various combinations of test cells, reference cells,
and simulator sources. Notably, even nominal monocrystalline Si cells have suffi-
ciently different spectral response curves among each other so that M will not be
exactly 1. For example, the calculation provided in row 1 shows M = 1.007, which
can cause a 0.7 % error in current measurements during I–V testing if not taken into
account. Among typical solar simulators, such as a Xe flash-based simulator and a
Xe steady-state simulator, noteworthy differences can result. For example, a CdTe
solar cell measured under a Xe flash simulator yields a M = 1.03, while under a
steady-state Xe simulator, M = 1.10. These differences, which originate from dif-
ferences in the irradiance spectrum, may not necessarily be due to the Xe source
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itself but rather related to the filters that manufacturers design and install in front of
the light source to make them better match to the sun’s spectrum. The calculations
with the organic PV cell under various combinations are also revealing.

The third OPV calculation, for instance, shows that if the reference cell used is a
KG5-filtered Si cell instead of a regular Si cell, the mismatch error will only be
0.7 %, as compared to the 16 % for the combination of the Xe simulator and a m-Si
reference cell. Finally, if a white LED light source is used as the solar simulator,
then the error in I–V measurements with an OPV test cell and a m-Si reference cell
exceeds a factor of 2. Here again, the error can be substantially reduced (to
M = 1.14) if the reference m-Si cell was replaced by a KG5 filtered Si cell.

8.7 Measuring I–V Curves

The correct setup for performing I–V measurements on a solar cell is based on a
4-wire connection (also known as Kelvin configuration) as depicted in Fig. 8.7.
These connections are sometimes referred to as source leads and sense leads [24].
The current flows through the source leads and the device under test, and the
voltage across the device is measured by sense leads. Since the input impedance of
the sense leads are very high, the source current will not flow through the sense

Table 8.2 Examples of
spectral mismatch factor
calculations for different
combinations of solar cells,
references, and solar
simulator sources

Cell type Reference cell Simulator type M factor

m-Si m-Si Xe flash 1.00685

CIGS m-Si Xe flash 0.998028

CdTe m-Si Xe flash 1.03383

CdTe m-Si Xe steady state 1.10333

OPV m-Si Xe flash 0.975193

OPV m-Si Xe steady state 1.15999

OPV KG5-filtered Si Xe steady state 1.00692

OPV m-Si White LED 2.1222

OPV KG5-filtered Si White LED 1.1377

Fig. 8.7 4 wire
I–V measurement schematic
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leads, and therefore, only the voltage across the device is measured. By comparison,
if a simple 2-wire connection were used to take the I–V data, the current flowing
through the leads will cause a voltage drop in the leads in addition to the potential
drop across the device; hence, the voltage measurement across the circuit will not
be that of the voltage across the cell. This effect can be particularly significant for
larger area solar cells where a large photocurrent is generated in the cell under SRC
or comparable illumination. With this large current, the voltage drop due to lead
resistance will be more significant, hence pointedly altering the shape of the
I–V curve.

Figure 8.8a shows the 4-wire versus 2-wire I–V curve data for a 2 cm by 2 cm Si
solar cell under 1-sun illumination intensity. For this measurement, the parameter
more noticeably affected by the 2-wire measurement is the FF, showing a slight
reduction. This reduction impacts the measured power conversion efficiency of the

Fig. 8.8 a Comparison
between 2 wire and 4 wire
I–V measurements on a small
4 cm2 solar cell. b Same
comparison on a larger cell
with an area of 219 cm2. The
I–V curves measured in the
dark are also plotted for both
solar cells
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device, although the Isc and the Voc are relatively unaffected. In Fig. 8.8b, the 2- and
4-wire I–V curves for a copper indium gallium diselenide (CIGS) cell with an area
of ≈219 cm2 are shown under illumination. The series resistance-inflicted potential
drop is so significant that the entire shape of the I–V curve is altered (dashed line),
leading to a completely unsatisfactory and inaccurate measurement. These results
illustrate the importance of performing 4-wire I–V measurements on solar cells,
particularly for large area cells or on cells with relatively low internal series
resistance. It is noted that if the device itself presents a large series resistance to
current flow (such as by having poor contacts), then the effect of the circuit
resistance on the I–V curve might be less pronounced. Only in cases like this, the
use of 2-wire measurements may be acceptable.

Prior to obtaining solar cell I–V measurements, the series resistance Rs of the cell
must be determined unless the total irradiance is expected to be within ±2 % of the
SRC [4]. Additionally, the cell temperature must be measured to be within ±1 °C of
the SRC. The reference cell temperature must also be measured, and a correction
must be applied to its output if it is different from the temperature of the SRC. This
correction would require knowledge of the temperature coefficient of the reference
cell. Under the simplified assumptions that the operating temperature is at the
standard reference temperature and the total irradiance is very near the standard
reporting irradiance, E0, (i.e., 1000 W m−2), each I–V data point measured under the
illumination source should be corrected by:

I0 ¼ I � E0 � C
M � Ir ð8:4Þ

V0 ¼ V � RsðI0 � IÞ ð8:5Þ

where C ¼ Isc;r=E0 is the calibration constant of the reference cell, Isc,r is the
short-circuit current of the reference cell measured under SRC by a primary or
certified laboratory, Ir is the monitored current of the reference cell during the
course of the measurement, and I0 and V0 are the corrected current and voltage
measurements for reporting under the SRC. Ir must be monitored for each I–V data
pair if the long-term temporal instability of the light source is greater than 0.1 %. Rs

determination is not needed if the measured total irradiance remains to within ±2 %
of the standard reporting total irradiance [4]. It can be seen that the parameter
M plays an important role in the correct evaluation of the I–V curve as described
earlier.

From the full set of corrected I0–V0 data, the four parameters Isc, Voc, Vmax, and
Imax are extracted. The fill factor, FF, is given by:

FF ¼ ImaxVmax

IscVoc
ð8:6Þ
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and the power conversion efficiency, η, is determined from:

g ½%� ¼ 100
ðIsc=AÞVocFF

E0
ð8:7Þ

where A is the cell total frontal area including contacts and E0 = 1000 W m−2 for
AM 1.5G illumination conditions.

Figure 8.9 shows the I–V curve for a small solar cell both before and after
correction by Eq. 8.3 (without V0 correction). These data were recorded under a
solar simulator with temporal stability as shown in Fig. 8.3. Since the total irra-
diance levels changed during the course of the measurement, the correction of the
measured current by Eq. 8.3 was necessary for every data point in order to obtain
the correct form of the I–V curve. Additional device parameters and the calculated
power conversion efficiency under AM 1.5G conditions are shown next to the plot.

8.8 Additional Remarks

The aim of the various sections outlined in this chapter is to present a clear and
coherent picture for performance measurements and characterization of solar cells.
The presented list of challenges and requirements is by no means comprehensive,
and there are various other issues in addition to those mentioned previously that can
complicate the measurement process. For example, recent measurements by the
author and by other groups have revealed that the degree of light collimation from
the solar simulator incident upon the test and the reference cell specimen may
influence the spectral response and the I–V measurement results [25]. This effect
has been found to originate from the differences in the angular response (cosine

Fig. 8.9 I–V curves for a
solar cell before and after
correction of the raw
measurement to standard
reporting conditions. The
reason for the noise in the
data is related to the
short-term fluctuations in the
lamp’s intensity profile
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response) of the two cells. Overall, the more collimated the light source is, the lower
the error associated with this angular mismatch. Ideally, primary reference cells are
calibrated either outdoors or when subject to conditions similar to the level of
collimation achieved from the sun (88 % direct incidence for the AM 1.5 global
reference).

Finally, the light-level correction errors which were addressed by Eqs. 8.4 and
8.5 in the previous section become more significant if the I–V measurement are
performed substantially below or above (>±5 %) the standard irradiance (i.e.,
1000 W m−2). In such case, additional corrections are recommended [26]. In
general, all the uncertainties affecting the various aspects of the measurement
should be considered and reported with the performance parameters.

8.9 Summary

A detailed review of the various steps and requirements needed to achieve accurate
photovoltaic performance measurements was presented. Characteristics of the
indoor solar simulator have been presented, and the steps needed to verify the class
rating of the simulator were discussed in detail. Solar simulators should provide for a
uniformly illuminated test plane that qualifies as Class A. Additionally, the irradi-
ance spectrum of the simulator must be measured and compared with the standard
reference spectrum. For cases where the reference solar cell has a different spectral
response behavior than the test cell, a parameter called the spectral mismatch factor
needs to be calculated based on the measurements of the irradiance and the spectral
response of both the reference and the test cells. The irradiance and the spectral
response measurement systems should be calibrated against light sources of known
irradiance and reference photodiodes with known spectral response. The current
versus voltage (I–V) measurements must be performed in four-wire configuration
and ideally at total irradiance levels near the standard reference conditions. The light
source temporal stability must also be monitored during these measurements and a
correction applied to the collected data if the source is not perfectly stable. The
objective of most primary and secondary certification laboratories is to maintain a
total relative uncertainty of less than 1 % for smaller sized cells and 2 % for cells up
to 15 cm in size. Other testing laboratories should aim for uncertainties of generally
less than 5 % within a 95 % confidence interval.
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Chapter 9
Applications

F.L. Chen, D.J. Yang and H.M. Yin

9.1 Introduction

Solar cell technology exhibits many advantages compared to traditional fuel-based
energy sources, such as widely available free energy source, zero emission, no
noise, safe, and versatility. It also has certain disadvantages: Energy source is thin
and diffussive, lack of economic energy storage system, and high installation cost.
With the technology improvement and government incentives, solar photovoltaic
(PV) cells become viable in more applications, including space and terrestrial
power sources for space station, satellite, building, car, and various consumer
electronics. It has been producing broad impacts on human life and changing the
engineering practice in the past decade.

The solar power generation market has been experiencing rapid and vast growth.
With the worldwide revolution toward sustainable development, alternative energy
has become a top priority. Solar power is at the forefront of alternative energy
sources because of its immense potential and availability. Currently, there are three
generations of solar cell types: bulk silicon, thin-film, and organic. Bulk silicon PV
cells have been invented for decades and is the most common material for solar
panels; thin-film cells are a relatively new technology and they are entering the
market with success; and finally, organic solar cells are still in the research phase
and some challenging problems in efficiency and durability are to be solved before
becoming commercially viable. Overall, nine types of solar cells were reviewed:
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monocrystalline silicon (c-Si), multicrystalline silicon (mc-Si), ribbon silicon,
amorphous silicon (a-Si), cadmium telluride (CdTe), copper indium gallium sele-
nide (CIGS), gallium arsenide multijunction (GaAs), dye-sensitized solar cells
(DSSCs), and polymer solar cells (PSCs).

Solar energy is one of the fastest growing US industries. In 2010, the US solar
market grew to a $6 billion industry, up by 67 % from $3.6 billion in 2009 [1]. PV
installations grew 76 % over 2011, to total 3313 MW in 2012, with an estimated
market value of $11.5 billion [2]. It is expected that a 4.4 GW of PV and 912 MW
of concentrating solar power (CSP) will be installed in 2013, up from 3.4 GW of
PV and zero CSP in 2012 [3]. Analysts predict that the USA will become the
world’s largest solar market within the next few years [1]. Initial results from the
2012 census found that the solar industry employs 119,016 Americans across all 50
states, having grown 13.2 % over last year during difficult economic times across
the nation [4].

The solar power industry is now the fastest growing industry in America. It is
growing faster than wind energy, telecommunications, and even the mortgage
foreclosure industry. Solar, even in the toughest economic times, is creating jobs
faster than the rest other industries of America [5]. Today, there are over 1.5 million
households using solar water heating and enough solar electricity to power 730,000
homes [6]. Solar power is becoming more affordable with technology innovation,
scaled-up manufacturing, faster installation techniques, and new financing options.
The consistent decline in the cost of PV systems has continued to improve the solar
value proposition to commercial users. The price of solar panels dropped 40 %
between 2010 and 2011 [1], and the average price of a completed commercial PV
project has dropped by 30 % since the beginning of 2011 making solar panels more
affordable than ever for American business. The dramatic fall in prices is encour-
aging more and more companies to open their investment portfolios to on-site solar
energy systems [6].

While the cost of solar energy has declined rapidly in the recent years, it remains
much higher than the cost of conventional energy technologies. However, similarly
to many renewable energy technologies, solar energy benefits from fiscal and
regulatory incentives, including tax credits and exemptions, feed-in tariff, prefer-
ential interest rates, renewable portfolio standards, and voluntary green power
programs in many countries. Additionally, the potential expansion of carbon credit
markets also would provide additional incentives to solar energy deployment.
However, despite the huge technical potential, development and large-scale,
market-driven deployment of solar energy technologies worldwide still have to
overcome a number of technical and economical barriers. If these barriers are not
overcome, maintaining and increasing electricity supplies from solar energy will
require continuation of potentially costly policy supports [7].

The daunting challenge of energy policy decision makers across the globe has
been to make the cost of renewable energy competitive with the mature conven-
tional energy. Historically, householders or energy companies who wanted to install
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solar panels have been faced with a lengthy payback time. Consumers have been
forced to make a choice based on ethics rather than economics. Without increased
consumer demand and political measures to facilitate access to the market, manu-
facturers of solar PV panels cannot produce the unit volumes needed to bring prices
down and drive technological innovation. The feed-in tariff (FIT) has proven to be
the most effective policy instrument in overcoming these barriers, and close to 75 %
of the world’s residential solar PV installations have occurred with the support of
national, state, or provincial FIT policies [8].

This chapter will firstly introduce the major applications of solar cells in space
engineering, power stations, building envelopes, electrical facilities, and self-power
supplies; then, some key specifications to application, such as efficiency, cost, and
lifetime, will be reviewed for existing solar cells, and finally, the state of the
practice of solar energy industry will be discussed.

9.2 Early Applications in Space Engineering

A space solar array must be extremely reliable in the adverse conditions of space
environment. The demand for a reliable, long-lasting power source was the major
reason for application of solar cell. The first practical application of solar cells was
developed for space applications, starting with US satellite “Vanguard” in 1958,
which was equipped with a dual power system of chemical batteries and silicon
solar cells, of which the batteries failed after a week while the silicon solar cells
kept the satellite communicating with Earth for years [9, 10]. Since then, PV solar
generators have been remained as the best choice for providing electrical power to
satellites in an orbit around the Earth.

Almost all communication satellites, military satellites, and scientific space
probes have been solar-powered. Figure 9.1 shows the NASA photograph of a solar
panel array of the international station [11]. In addition, other satellites, Magellan,
Mars Global Surveyor, and Mars Observer, used solar power as does the
Earth-orbiting, Hubble Space Telescope. Solar power for propulsion was also used
on the European lunar mission SMART-1 with a Hall effect thruster [12]. The
satellite power requirements have evolved from few watts to several kilowatts, with
arrays approaching 100 kW being planned for a future space station.

For material side, the higher efficiency and stability of the silicon solar cells
assured their preeminence in satellite power for the next three decades. The
state-of-the-art (SOA) space solar cells available today are triple-junction III–V
semiconductor cells [13]. There were some researches on low-cost thin-film cells,
such as CdS and CuS2, for space applications [14]. CdTe cells were developed
reaching efficiencies of 12 % [15]. Unfortunately, their use was affected by the
severe degradation over time.
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9.3 Terrestrial Application

9.3.1 PV Power Stations

Solar power is the conversion of sunlight into electricity, either directly using PVs
or indirectly using concentrated solar power (CSP). PVs were initially, and still are,
used to power small- and medium-sized applications, from the calculator powered
by a single solar cell to off-grid homes powered by a PV array. They are an
important and relatively economic choice of electrical energy where grid power is
inconvenient, unreasonably expensive to connect, or simply unavailable. A PV
power station feeds the generated power instantaneously into the utility distribution
network (the “grid”) by means of one or more inverters and transformers. The first
PV power station was built at Hesperia in southern California in 1982 with nominal
power specification 1 MW, using crystalline silicon modules mounted on a 2-axis
tracking system. The array of united flexible solar panel was installed in California
in 2003 to help power oil field operation (500 kWp installed power). The facility
comprised 4800 flexible solar panels [16]. The 250 MW Agua Caliente Solar
Project in the USA and the 221 MW Charanka Solar Park in India are among the
world’s largest PV power stations.

CSP systems use lenses or mirrors and tracking systems to focus a large area of
sunlight into a small beam. Commercial CSP plants were first developed in the
1980s. The 354 MW SEGS CSP installation is the largest solar power plant in the

Fig. 9.1 A solar panel array of the International Space Station [11]
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world, located in the Mojave Desert of California. Other large CSP plants include
the Solnova Solar Power Station (150 MW) and the Andasol solar power station
(150 MW), both in Spain.

9.3.2 Conventional BIPV

Building-integrated photovoltaics (BIPV) are photovoltaic materials that are used
to replace conventional building materials in parts of the building envelope such as
the roof, skylights, or facades [17]. PV applications for buildings began in the
1970s. Aluminum-framed PV modules were connected to or mounted on buildings
that were usually in remote areas without access to an electric power grid. In the
1980s, PV module add-ons to roofs began being demonstrated. These PV systems
were usually installed on utility-grid-connected buildings in areas with centralized
power stations. In the 1990s, BIPV construction products specially designed to be
integrated into a building envelope became commercially available [18].

PVs are increasingly being incorporated into the construction of new buildings as
a principal or ancillary source of electrical power, although existing buildings may
be retrofitted with similar technologies. In addition to the power supply function, the
advantage of BIPV over more common non-integrated systems is that the initial cost
can be offset by reducing the amount spent on building materials and labor that
would normally be used to construct the part of the building that the BIPV modules
replace. The modules usually have a 20-year power output warranty and can be
structurally and esthetically integrated as roofing for façade elements. These
advantages make BIPV one of the fastest growing segments of the PV industry.

9.3.3 Hybrid BIPV

The next generation of BIPV roofing panels needs to pursue high efficiency of
energy utilization, low cost of manufacturing and construction, and excellent
durability in long-term service. Although emerging nanotechnologies and novel
polymeric materials make it possible to significantly improve the performance of the
above three solar energy utilization approaches, each of the individual technologies
has its limitations that may seriously hinder their applications. In the spectrum of
solar irradiation, the PV and illumination technologies can only transfer a part of
solar energy into manageable form for energy efficiency. Although the heat utili-
zation can cover the whole spectrum, the efficiency is limited by the temperature and
the Carnot efficiency. While the combination of two or three of the approaches is not
a simple superposition of the materials and cost, it does provide a viable solution to
significantly increase the overall energy utilization efficiency while alleviating the
disadvantages of each approach [19]. PV-thermal collectors enable heat harvesting
while improving the PV utilization efficiency by controlling the temperature of PV
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modules. PV–TE hybrid systems were proposed to utilize the full spectrum of solar
radiation and thus obtain higher efficiencies. Thermo-photovoltaic conversion cells
were originally made for nuclear electric generation and used with solar concentrator
to transfer infrared photons into electricity.

Recently, Yang and Yin [20] from Columbia University invented the hybrid
solar panel incorporated with thermal electric module and functional graded
material that greatly facilitate the overall energy efficacy. The detailed structure is
shown in Fig. 9.2.

A PV surface layer and the thermoelectric (TE) layer below transfer the pho-
toelectric and thermoelectric energy into electricity, respectively. The TE layer is
bonded to a plastic lumber plate through a functionally graded material
(FGM) interlayer. The FGM contains aluminum (Al) powder dispersed in a
high-density polyethylene (HDPE) matrix with a graded microstructure seen in the
left top of Fig. 9.2. Water pipelines are cast within the FGM to control the panel’s
temperature. The plastic lumber, made of recycled polymeric materials, provides
mechanical loading support and heat insulation of the building skin as a structural
substrate. To be in compliance with the fire code for commercial buildings, the
structural substrate has been replaced with fiber reinforced lightweight concrete.
The innovations of the design are summarized as follows:

• Due to temperature control by the water flow, the PV module can work at lower
temperatures in the summer and thus stably obtain a higher efficiency for PV
utilization.

• The temperature difference between the PV module and the water tubes provides
a considerable temperature gradient within the TE layer for a higher efficiency of
TE utilization.

Fig. 9.2 Schematic illustration of novel hybrid solar panel
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• The hot water, whose temperature is partially controlled by the flow rate, can be
directly utilized by water heating systems for domestic usage.

• Due to the temperature control on the roof, the room temperature can be sig-
nificantly reduced and thermal comfort in the building can be much improved.

• The various materials and components will be chemically and physically
compatible to assure a durable end product.

• A high percentage of aluminum (Al) powder rapidly transfers heat into the water
tubes, but below them, the heat conduction is blocked by the HDPE and the
plastic lumber substrate.

• The thin-film PV layer improves the heat conduction and structural integrity
within the panel and protects the polymer materials underneath from UV
radiation.

• The plastic lumber substrate provides the mechanical and structural support for
the upper layers and thermal insulation for indoor air as well as to prevent water
condensation.

In addition, the design of this roofing panel can be generalized, such that new
high-efficient PV and TE modules can be easily integrated into this structure.
Because plastic lumber is mainly made of recycled HDPE, at the end of their
lifetime, solar panels can be recycled into plastic lumber again [20].

Figure 9.3 shows the cross section of the residential system with the integrated
hybrid solar panel. The innovations illustrated above create synergistic benefits on
energy saving and generation:

Fig. 9.3 Cross section of residential system
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• Reduced cooling demand—During the hot months, because of the temperature
control of water flow and the excellent heat insulation performance of the panel,
high indoor thermal comfort can be obtained and cooling demand can be sig-
nificantly reduced.

• Efficient in all climates—When the nighttime ambient temperatures are still too
high to allow effective radiation of excess heat through the roof, a traditional fan
coil unit will be used to reject the heat and cool the water.

• Snow and ice removal—In winter, warm water can be circulated to remove ice
and snow on the roof, clearing the panels and restoring solar energy utilization.

In addition, the performance of this system is significantly affected by the water
flow. Using an accurate temperature sensing system and water flow rate control, we
can optimize the energy efficiency of the roofing system. When days are warm and
nights are cool, the heat captured by the water will be stored in a Phase Change
Material Heat Storage Unit, similar to the units used for peak load balancing in
commercial buildings. At night, this stored heat can be used in a radiant floor system
or rejected to the cool night air by circulating the water through the panels, which
will act as a massive flat plate heat exchanger. The substrate of the panel is designed
as an integrated part of the building skin, allowing the panel to serve as both
structural sheathing and waterproofing, eliminating material redundancies and the
embodied carbon associated with those materials. The integration of the panel into
the building skin eliminates the waterproofing concerns associated with the roof
penetrations required to mount conventional panels. The PV layer protects the
underlying polymer materials from UV radiation by transferring high-energy photons
into electricity. The design of the substrate can be varied and optimized to suit the
various wind and snow load conditions that occur throughout the USA and the world
without adversely affecting the performance of the power generating elements [21].

9.3.4 Semitransparent Solar Panel

Transparent solar panels use a tin oxide coating on the inner surface of the glass
panels to conduct current out of the cell. The cell contains titanium oxide that is
coated with a photoelectric dye [22]. Most conventional solar cells use visible and
infrared light to generate electricity. In contrast, the innovative new solar cell also
uses ultraviolet radiation. Used to replace conventional window glass, or placed
over the glass, the installation surface area could be large, leading to potential uses
that take advantage of the combined functions of power generation, lighting, and
temperature control.

Transparent solar panel can achieve significant cost reductions when they are
used as part of the building envelope and thereby offset the cost of the building
materials they replace. Figure 9.4 shows a typical transparent PV panel integrated
with atrium. The overall efficiency of the systems involving this technology is
higher than the non-integrated standalone systems. Much of the work has been
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carried out for further improvement in the technology. Guiavarch and Peuportier
[23] observed that the overall efficiency is higher for semitransparent than opaque
PV collector in case of preheating the ventilation air of the building.

9.4 Power Source for Electrical Facilities

9.4.1 Solar Vehicles

Solar cars have been proposed and tested in the last twenty years, which can be
powered by solar energy partially or completely. Although they have not become a
practical or economic transportation option yet, in the future they may play a
promising role in reducing the consumption on fossil fuels such as petrol and diesel.
Solar vehicles combine technologies typically used in the aerospace, bicycle,
alternative energy, and automotive industries. The design of a solar vehicle is
severely limited by the amount of energy input into the car. Most solar cars have
been built for the purpose of solar car races, with some exceptions including
solar-powered cars and utility vehicles.

The main cost is due to the large number of expensive and delicate PV solar
panels that are needed to power the vehicle. Also, many of the solar-powered cars
used in races today are composed of expensive, lightweight materials such as
titanium composites. Carbon fiber and glass fiber are also increasingly used for the
bodywork. Most of the cars used in races are made in house by specialist teams,
which adds to the expense. However, a solar-powered vehicle can only run effi-
ciently when the sun shines, whereas most vehicles of this type require a battery
backup. Electricity is stored in the batteries when the sun is shining, and this power
can be used when sunlight is restricted (cloudy). Solar-powered cars normally

Fig. 9.4 Typical transparent PV panel integrated with atrium [24]
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operate in a range of 80–170 V. To reduce friction with the ground, the wheels are
extremely narrow and there are usually only three. The battery pack in a typical
solar car is sufficient to allow the car to run up to 250 miles (400 km) without sun
and allow the car to continuously travel at speeds of 60 mph (97 km/h).

9.4.2 Solar Power for Other Electrical Device/Equipment

Solar cells are also widely used for variety of consumer products—electronic
watches, calculators, power for leisure equipment, and tourism—there is an
extensive range of applications where solar cells are already viewed as the best
option for electricity supply. In addition, power supply to remote houses or villages,
electrification of the healthcare facilities, irrigation, water supply, and treatment are
more examples of such applications. These applications usually have the following
advantages: stand-alone; there are no fuel costs or fuel supply problems; the
equipment can usually operate unattended; and solar cells are very reliable and
require little maintenance. The economics of PV systems compares favorably with
the usual alternative forms of rural electricity supply, grid extension, and diesel
generators. The extension and subsequent maintenance of transmission lines over a
long distance can be relatively expensive, particularly if the loads are small. On the
other hand, diesel generators require regular fuel supplies, which are often con-
suming in rural areas; in addition, the maintenance of the generating equipment is
another regular cost.

Therefore, PV systems are increasingly used in new applications. For example,
more than 10,000 PV-powered water pumps are known to be successfully operating
throughout the world by 2013. Solar pumps are used principally for two applica-
tions: village water supply (including livestock watering) and irrigation. In terms of
the number of installations, lighting is presently the largest application of PVs.
They are mainly used to provide lighting for domestic or community buildings,
such as schools or health centers. PV is also being increasingly used for lighting
streets and tunnels and for security lighting.

PV modules have proved to be a good source of power for high-reliability
remote industrial use in inaccessible locations, or where the small amount of power
required is more economically met from a stand-alone PV system than from mains
electricity. Typical examples of these applications include ocean navigation aids—
where many lighthouses and most buoys are now powered by solar cells; tele-
communication systems—radio transceivers on mountain tops, or telephone boxes
in the country can often be solar-powered; and remote monitoring and control—
where scientific research stations, seismic recording, weather stations, etc., use very
little power which, in combination with a reliable battery, is powered by a small PV
module. Figure 9.5 shows some typical remote monitoring and control devices,
such as a secured box with scientific instruments inside located at the IBM Almaden
Research Lab in San Jose, CA (left), and a solar-powered paring meter on East
Street in Davis, CA (right).
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9.5 Solar Cell Efficiency, Life, and Cost

Solar cell efficiency is the amount of energy received from the sun that is converted
into usable energy. This is often the most important parameter of a solar cell and the
most difficult to improve. Taking information from various sources, we have come
up with an average efficiency for each type of solar cell. Manufacturers, labora-
tories, and organizations will have different values for efficiencies because of the
inherent differences in methods, equipment, etc. Therefore, we have taken average
values for each type of cell to come to a representative efficiency. Crystalline silicon
PV cells are the most common solar cells used in commercially available solar
panels, representing 87 % of world PV cell market sales in 2011. Crystalline silicon
PV cells have laboratory energy conversion efficiencies as high as 25 % for
single-crystal cells and 20.4 % for multicrystalline cells. However, industrially
produced solar modules currently achieve efficiencies ranging from 18 to 24 % [27].
GaAs multijunction cells have attained the greatest efficiencies by far, the current
record of 43.5 % set by Solar Junction [28] in the middle of 2011 by using
concentrated PVs with a dilute nitride cell architecture, and it is expected that
within the coming years concentrated multijunctions for commercial use will
reach efficiencies of 50 %. PSCs have the lowest efficiencies, 8.7 %, but are still
in the very early stages of research and have much room for growth and
development [29].

Fig. 9.5 Typical solar power remote monitoring and control devices [25, 26]
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9.5.1 Laboratory Efficiency Versus Production Efficiency

It is important to make the distinction between laboratory efficiency and production
efficiency because of the different conditions in each setting. In most cases, the
laboratory efficiencies are greater than production efficiencies. However, for poly-
mer solar cells, it was shown that the production efficiency is slightly larger than the
laboratory efficiency. Table 9.1 shows current energy efficiency of typical con-
ventional solar cells. For the purposes of life cycle cost analyses, production effi-
ciencies are the ones that matter. Those cells that are still in the research phases
have N/A marked for production efficiency.

9.5.2 Efficiency Versus Temperature

Solar cells typically have an optimal temperature at which they operate, and any
deviation from this temperature will affect the efficiency of the cell. Both the
electrical efficiency and the power output of a PV module depend linearly on the
operating temperature [41]. Generally, the more sunshine the solar cells get, the
hotter the panels get and this in turns counteracts the benefit of the sun. For
example, the temperature coefficient of a Suntech 190 W (monocrystalline) solar
panel is −0.48 %. What this means is that for each degree over 25 °C, the maximum
power of the panel is reduced by 0.48 %. Conversely, on a sunny day in the spring,
fall, or even winter—when temperatures are lower than 25 °C, the amount of
electricity produced would actually increase above the maximum rated level [42].
To quantify the effect of temperature on efficiency, there is a temperature coeffi-
cient. As King et al. [43] described in their paper, “Temperature coefficients provide
the rate of change (derivative) with respect to temperature of different PV perfor-
mance parameters.”

Table 9.1 Energy efficiency of different solar cells

Photovoltaic cell Laboratory efficiency Production efficiency

Monocrystalline silicon (c-Si) 25 % [27] 21.5 % [30]

Multicrystalline silicon (poly-Si or mc-Si) 20.5 % [27] 14.91 % [31]

Ribbon silicon 18.3 % [32] 13–14.8 % [32]

Amorphous silicon (a-Si) 12.5 % [33] 2.34 %–12.35 % [33]

Cadmium telluride (CdTe) 19.6 % [34] 5%–11.11% [35]

Copper indium gallium selenide (CIGS) 20.8 % [36] 7.03 %–11.55 % [37]

Gallium arsenide multijunction (GaAs) 43.5 % [28] N/A

Dye-sensitized solar cells (DSSCs) 15 % [38, 39] 14.1 % [39]

Polymer solar cells (PSCs) 8.62 % [29] 10.6 % [40]
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In the case used here, temperature coefficients measure the rate of change of
power with respect to temperature. Those cells that do not yet have temperature
coefficients available are marked with N/A (Table 9.2).

9.5.3 Service Life

Service life is also a very important parameter to measure when performing a life
cycle cost analysis. Where an exact service life could not be found, a manufac-
turer’s warranty period is given. In general, manufacturer warranties cover the
power output of Solar PV panels at roughly 20–25 years, and so the life is usually
expected for 20–25 years [53]. The warranty conditions for PV panels typically
guarantee that panels can still produce at least 80 % of their initial rated peak output
after 20 years (or sometimes 25). Unfortunately, exact degradation patterns could
not be found for most cell types since only a small proportion of all PV panels
installed is older than 10 years over the world (Table 9.3).

Table 9.2 Temperature coefficients of energy efficiency of different solar cells

Photovoltaic cell Temperature coefficient (/°C)

Monocrystalline silicon (c-Si) −0.40 % [44] to −0.54 % [45]

Multicrystalline silicon (poly-Si or mc-Si) −0.45 % [46]

Ribbon silicon N/A

Amorphous silicon (a-Si) −0.12 % [47] to −0.3 0 % [48]

Cadmium telluride (CdTe) -0.31 % [49]

Copper indium gallium selenide (CIGS) −0.36 % [50] to −0.45 % [51]

Gallium arsenide multijunction (GaAs) N/A

Dye-sensitized solar cells (DSSCs) −0.26 % to −0.33 % [52]

Polymer solar cells (PSCs) N/A

Table 9.3 Life cycle of different solar cells

Photovoltaic cell Service life

Monocrystalline silicon (c-Si) 90 % output for 25 years [44]

Multicrystalline silicon (poly-Si or mc-Si) 80 % output for 25 years [46]

Ribbon silicon N/A

Amorphous silicon (a-Si) 90 % output for 10 years
80 % output for 25 years [47]

Cadmium telluride (CdTe) 90 % output for 10 years
80 % output for 25 years [49]

Copper indium gallium selenide (CIGS) 80 % output for 25 years [51]

Gallium arsenide multijunction (GaAs) N/A

Dye-sensitized solar cells (DSSCs) 80 % output for 10–20 years [54, 55]

Polymer solar cells (PSCs) N/A
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9.5.4 Cost

It is very difficult to objectively compare the costs of different types of solar cells
because different retailers or companies may present different prices since most
manufacturers price their cells based on the type of system, size of system, location,
and competitive levels, etc. As a result, the price of solar cells is very dynamic. For
cells in the research phase, cost values will also not be available to reflect the
market status. In general, the first-generation cell types (such as c-Si, mc-Si) are
currently the most prevalent in the market and have relatively plateaued in terms of
efficiency and cost because they have existed for a long period. Based on a retail
price summary report updated in March 2012 [56], 329 solar modules, 34 % of the
total survey, were priced below $2.00/W. The lowest retail price for a multicrys-
talline silicon solar module is $1.06/W from a German retailer. The lowest retail
price for a monocrystalline silicon module is $1.10/W, also from a German retailer.
Brand, technical attributes, and certifications are also factors in affecting the
retail price. The lowest thin-film module price is $0.84/W from a Germany-based
retailer. As a general rule, it is typical to expect thin-film modules to be at a price
discount to crystalline silicon (like for module powers). This thin-film price is for a
105/W module.

Generally, thin-film cells (ribbon, a-Si, CdTe, CIGS) hold a promising future
because they are less expensive to manufacture and still have some room for
efficiency and cost improvements. The third-generation cells (such as GaAs,
DSSCs, PSCs) are still in the research phase and therefore have much room for
growth. These cells have the potential to be much less expensive and more efficient
than the cells currently in production. As an example, tests have shown that DSSCs
can produce 10–20 % more electric energy than single-crystal silicon modules with
the same capacity and are just getting ready for commercialization [55]. Made from
organic materials, PSCs are low cost, low weight, easy processing, and flexibility
compared to inorganic counterparts [57].

9.6 Solar Industry and Market

The US solar industry is sectored by both technology and application. Application
sectors include Distributed and Central/Utility, while technology sectors include
PV, Solar Heating and Cooling (SHC), and CSP.

PV technologies consist of the following:

• Crystalline silicon (c-Si) modules represent 85–90 % of the global annual
market today. C-Si modules are further subdivided into two main categories:
(i) single crystalline (sc-Si) and (ii) multicrystalline (mc-Si).

• Thin films currently represent roughly 10–15 % of global PV module sales.
These films are subdivided into three main families: (i) amorphous (a-Si) and
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micromorph silicon (a-Si/μc-Si), (ii) cadmium telluride (CdTe), and (iii) copper
indium diselenide (CIS) and copper indium gallium diselenide (CIGS).

• Emerging technologies include advanced thin films and organic cells. The
latter technologies are about to enter the market via niche applications.

• Concentrator technologies (CPV) use an optical concentrator system that
focuses solar radiation onto a small high efficiency cell. The CPV technology is
currently being tested in pilot applications.

• Novel PV concepts aim at achieving ultra-high-efficiency solar cells via
advanced materials and new conversion concepts and processes and are cur-
rently the subject of basic research [58].

Noted below are four end-use sectors with distinct markets for PV:

• Residential systems (typically up to 20 kW systems on individual
buildings/dwellings).

• Commercial systems (typically up to 1 MW systems for commercial office
buildings, schools, hospitals, and retail).

• Utility-scale systems (starting at 1 MW, mounted on buildings or directly on the
ground).

• Off-grid applications (varying sizes) [58].

The majority of national PV markets are focused on a particular market segment.
In Japan, the residential market dominates, while large-scale PV systems drive the
majority of demand in Spain and Italy. In Germany, residential and small com-
mercial systems lead the markets. The USA is led by the markets of utility,
non-residential and residential installations, with each segment contributing to 53.8,
31.5, and 14.7 % of the total US installations in 2012, respectively [2].

9.6.1 Solar Industry

Solar PV manufacturing is rapidly maturing into a global industry dominated by a
far smaller number of producers. PV systems do not require complex machinery and
thousands of parts. In fact, most PV systems have no moving parts at all. They also
have long service lifetimes, typically ranging from 10 to 30 years, with some minor
performance degradation over time. In addition, PV systems are modular; to build a
system to generate large amounts of power, the manufacturer essentially joins
together more components than required for a smaller system. These characteristics
make PV manufacturing quite different from production of most other types of
generating equipment. In particular, PV systems offer little opportunity for manu-
facturers to make customized, higher value products to meet unique needs. Cell
manufacturers typically have proprietary designs that seek to convert sunlight into
electricity at the lowest total cost per kilowatt hour. Vertical integration is becoming
more important among the world’s largest solar cell and module manufacturers, but
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many still rely on extensive supply chains for components such as wafers, glass,
wires, and racks [59]. A typical manufacturing process is shown in Fig. 9.6.

PV companies include PV capital equipment producers, cell manufacturers,
panel manufacturers, and installers. Solar modules, as the final products to be
installed to generate electricity, are regarded as the major components to be selected
by customers’ willing to choose solar PV energy. The solar PV market has been
growing for the past few years. The top 10 companies added up to 12.5 GW of
module production, a significant share at 44 % of the 2011 total global module
production [61]. According to IHS research [62], the PV module supplier base
further consolidated in 2012 with the top 10 manufactures collectively accounted
for nearly half of all solar panels produced in 2012. The continued consolidation of
solar PV manufacturers is creating opportunities for the leading tier 1 module
suppliers, and the market share of the top 20 module suppliers increased signifi-
cantly in Q1 of 2013 to 70 %, up from 58 % in Q1 of 2012 [63].

Table 9.4 shows the top 10 global solar module suppliers in 2012. In a year
(2012) that proved very challenging for the entire PV industry, Yingli Green Energy
managed to increase its merchant shipment volumes by 43 % year over year to
compete the Suntech and First Solar which were the two largest suppliers of 2011.
First Solar managed to defend its position as the No. 2 module manufacturer, while
Suntech lost significant ground and was displaced to fifth position behind Trina
Solar and Canadian Solar. REC Group, the only top 10 supplier headquartered in
Europe, grew faster than most of its Chinese competitors in 2012. Increasing its
module shipments by 31 % year over year to 757 MW, REC strengthened its
position as a leading player in a highly competitive environment [64].

Raw Material

Ingot

Wafer mfg

Solar Module

Solar Panel

Installation

Solar Cell 
(semiconductor cells)

Screen printing
Encapsulant
Top surface (usually glass) and bottom surface (weatherproof sheet)
Aluminum frame and junction frame

Ingot casting

Silicon wafers make up 40-50% of crystalline module cost
Doping: Create n-type and p-type wafers

String cells together into module

Add Balance of System to modules (BoSmanages power) –20% of total cost
Inverter (converts power from DC to AC) –10% of total cost
Blocking diode, charge controller, circuit breaker, switch gear, wiring
Battery (optional)
Construction and installation (20%)

Crystalline/multicrystalline(80-90% of market) 
Thin-film (uses less than 1% of light absorbing material compared to 
traditional method; cheaper, but less efficient; 0-20% of market and growing)

Fig. 9.6 Typical PV manufacturing flow. Source Overview of the solar energy industry and
supply chain, Stone & Associates. January 2011, p. 21 [60]
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9.6.2 Solar Market

Solar energy has become and will continue to be one of the fastest growing tech-
nologies in the global energy industry as a consequence of rising energy prices,
volatility of fuel costs, and government incentives for renewable energy [66]. Solar
power in the USA includes utility-scale solar power plants as well as local dis-
tributed generation, mostly from rooftop PVs. In mid-2013, the USA passed 10 GW
of installed PV capacity with an additional 0.5 GW of CSP. In the twelve months
through September 2013, utility-scale solar power plants generated 7.4 million
megawatt-hours, 0.18 % of total US electricity [67].

9.6.2.1 PV Market Growth

Worldwide solar PV demand reached 15 GW through the first six months of 2013,
roughly a 9 % increase from 2012, and cumulative solar PV installations are about
116.5 GW. In each scenario, more than half (60 %) comes from four countries:
Germany, China, Japan, and the USA. In the second half of 2013, China and Japan
should account for nearly half of the solar PV demand all by themselves. By
contrast, in 2012 Europe made up half of global demand, while three years ago,
China and Japan contributed less than 10 % of second-half-annual demand [68].

Figure 9.7 shows the worldwide solar PV growth from 2007 to 2013, where the
bars represent the actual annual installed amount of PV solar systems by manu-
facturers expressed in gigawatts (1 GW = 1 billion watts), which shows that the
solar industry has seen a remarkable rebound from the 2009 recession. The
five-year growth rate from 2007 to 2012 was approximately 55 % per year.

Table 9.4 Top 10 global solar module suppliers

2012 ranking
(change from 2011)

Manufactures Module production in
2012 (MW)

Module production in
2011 (MW)

1 (+2) Yingli Green
Energy

2300 1554

2 (−1) First Solar 1800 2001

3 (+1) Trina Solar 1600 1395

4 (+1) Canadian Solar 1550 1363

5 (−3) Suntech Power 1500 1866

6 (−) Sharp 1050 1155

7 (+1) Jinko Solar 900 782

8 Sunpower 850

9 REC Group 750

10 (−3) Hanwha
SolarOne

750 825

Sources 2011 top 10 module manufacturers [61]; top 10 solar PV module suppliers of 2012
overview [65]
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The reason for the growth rate of only 1.6 % in 2012 was due to major reductions of
incentives in several European countries, namely Italy and Germany [69]. The 28 or
so gigawatts installed in 2011 and 2012 were just a fraction of one percent of the
total amount of electricity that was being generated by all sources worldwide. The
2013 growth rate is estimated to be about 26 % due mainly to increases in China,
Japan, and the USA. After 2013, the long-term growth estimates generally range
from 15 to 25 %.

Table 9.5 shows the PV solar installations at different countries in the past three
years. It indicates that Germany has historically been the leader in solar power.
Germany has a goal to discontinue all nuclear power by the year 2022 and replace it
with renewable resources. However, as the price of solar power has decreased and
Germany is on target to meet its goals, they have reduced their solar incentives
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Fig. 9.7 Worldwide solar PV annual installation growth. Source Solar markets around the world
[70]

Table 9.5 PV solar
installations (GW) at different
countries

Country 2011 2012 2013

Germany 7.5 7.6 5.8

Italy 6.7 3.3 3.0

China 2.8 3.5 6.0

USA 1.9 3.3 4.5

Japan 1.3 2.0 5.0

France 1.8 1.2 1.4

Australia 0.8 0.8 0.9

India 0.6 1.0 2.0

ROTW 4.3 5.4 6.9

Total market 27.7 28.1 35.5

Source Solar markets around the world [63]
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prompting their installations to peak in 2012. The same thing occurred in Italy in
2011. In 2013, China, who has over 50 % of the world’s manufacturing capacity,
has begun to focus on its own internal needs for clean power and is forecast to be
number one in installations in 2013.

There was about 100 GW of PV solar installed in the world at the end of 2012. It
is roughly divided into three parts: residential rooftops, commercial buildings such
as hotels or malls, and utility plants connected to the grid. The utility market has
just recently been taking off. This is the market segment that has been the most
influential in the growth rates over the last few years.

At the national level, 2012 was another record-breaking year with solar energy
being the fastest growing energy source by powering homes, businesses, and utility
grids across the nation. PV installations grew 76 % over 2011, to total 3313 MW in
2012, with an estimated market value of $11.5 billion [2]. Of the 3313 MW
installed in 2012, 1300 MW (39.2 %) came online in the fourth quarter, making the
quarter by far the largest in the history of the US solar market [69]. According to the
US Solar Market Quarter reports in 2013 [3, 70, 71], 723 MW were installed in Q1
2013, which accounted for over 48 % of all new electric capacity installed in the
USA that quarter and represented the best first quarter of any given year for the
industry, while 832 MW was installed in Q2 2013, representing 15 % over the
preceding quarter of this year; In Q3 2013, the USA installed 930 MW, up by 20 %
over Q2 2013 and 35 % over Q3 2012. This represents the second largest quarter in
the history of the US solar market and the largest quarter ever for residential PV
installations. Even more importantly, 2013 is likely to be the first time in more than
15 years that the USA installs more solar capacity than world leader Germany,
according to GTM Research forecasts.

Overall, US solar installations have grown dramatically in the last few years as
utilities have come on strong. Both the residential and utility markets experienced
their largest quarter ever. Figure 9.8 shows the US solar PV annual installation
growth and global market share from 2000 to 2012.

At the state level, California became the first state to install over 1000 MW in
one year, with growth across all market segments. Arizona came in as the second
largest market and led by large-scale utility installations, while New Jersey expe-
rienced growth in the state’s non-residential market. Table 9.6 shows the top 10
largest state solar markets in 2012, where California became the first state to install
over 1000 MW in one year, with growth across all market segments. Arizona came
in as the second largest market and led by large-scale utility installations, while
New Jersey experienced growth in the state’s non-residential market [2].

The residential market continues its rapid growth. Through Q3 2013, residential
PV installations were up by 45 % year over year, driven largely by increasingly
attractive economics and by fair net metering policies. The non-residential segment,
which includes commercial, governmental, and nonprofit systems, installed more
than 1000 MW in 2012. However, its market has seen the most difficulty in 2013
with installations forecasted to stay flat over 2011. Nevertheless, the utility market
continues its consistently strong installation numbers and is forecasted to exceed 1
gigawatt (GW) of installations in the Q4 2013 [71]. Abengoa’s Solana, the world’s
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largest parabolic trough CSP plant in the U.S., is able to generate electricity for six
hours without the concurrent use of the solar field, which is considered as a turning
point for renewable energy in the U.S. and a tangible demonstration that solar
energy can be stored and dispatched upon demand.

Installations 
(MWdc)

2000 2001 2002 2003 2004 2005 2006 2007 2008 2009 2010 2011 2012

Residential 1 5 11 15 24 27 38 58 82 164 246 302 488

Ron-residential 2 3 9 27 32 51 67 93 200 213 336 826 1043

Utility 0 3 2 3 2 1 0 9 16 58 267 760 1781
Total 
Installations

4 11 22 45 58 79 105 160 298 435 848 1887 3313
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848

1887

3313

0

2

4

6

8

10

12

0

500

1000

1500

2000

2500

3000

3500

2000 2001 2002 2003 2004 2005 2006 2007 2008 2009 2010 2011 2012

U
.S

 S
h

ar
e 

o
f 

G
lo

b
al

 In
st

al
la

ti
o

n
s 

(%
)

P
V

 In
st

al
la

si
o

n
s 

(M
W

)

Utility Ron-residential Residential U.S. Share of Global Installations

Fig. 9.8 US PV installations and global market share, 2000–2012. Source US solar market
insight: year in review 2012 [2]

Table 9.6 Top 10 states by annual PV installations in the USA

2012 ranking (change from
2011)

State Installations
(2012)

Installations
(2011)

1 (−) California 1033 577

2 (+1) Arizona 710 273

3 (−1) New Jersey 415 313

4 (+6) Nevada 198 44

5 (+3) North Carolina 132 55

6 (+6) Massachusetts 129 31

7 (+4) Hawaii 109 40

8 (+5) Maryland 74 22

9 (−) Texas 64 44

10 (−3) New York 60 60

Source US solar market insight: year in review 2012 [2]
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Meanwhile, the USA is financing the largest rooftop solar project in the country.
“Project SolarStrong” is expected to double the number of residential solar systems
in the USA by installing 160,000 rooftop systems at 124 military housing devel-
opments. The leading contractor on the effort is SolarCity, which will build, own,
and operate the solar installations, expected to generate about 371 MW of new solar
capacity. It is anticipated that project SolarStrong will create over $1 billion in solar
projects across 33 states [72].

Figure 9.9 shows the quarterly PV installations growth for utility, non-residential
and residential, during the period of 2010–2013. SEIA and GTM Research [2]
expect the growth to continue, the residential and non-residential markets are
expected to gain market share as system prices decline, the industry becomes even
more efficient, and new financing channels arise.

The key restraint stopping US homeowners from putting solar panels on their
roofs is cost. Solar systems are relatively expensive, ranging from $20,000 to
$25,000 or more, depending upon the system size and other factors [73]. While
prices for solar panels are steadily coming down, they are not yet low enough to
prompt the masses to move to solar system. Such solar systems may hold the
potential to end up paying for themselves in the long run, and upfront costs of
thousands of dollars can be prohibitive for most families.

Large projects and “utility” projects have dominated the market since 2010
because they are more cost-effective to build. Small projects on a single home or
business can tend to cost more than double the larger utility projects, often as much
as $6–$7/W. Moreover, costs for residential and small commercial solar system can
be about 50 % more expensive than comparable installations in Germany, the
world’s largest solar market [74].

Fig. 9.9 US PV installations by market segment, 2010–2013 PV market restraint: cost. Source US
solar market insight: year in review 2012; solar market insight 2013 Q3
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The US PV installations and weighted average installed price over the past
decades are depicted in Fig. 9.10, and it shows that the installed prices kept rela-
tively stable during the first three years and began to decline after 2002. Since 2009,
installed prices have fallen precipitously as upstream cost reductions—principally
PV module cost reductions—worked their way through to end consumers, and as
state and utility PV incentive programs continued to ramp down their incentives
[75]; 2012 was another banner year for installed price reductions for all types of
installations in the USA. Year over year, the national average price declined by
26.6 %, from $4.10/W to $3.01/W. Q3 2013 saw continued average installed price
declines across all market segments in the USA compared to one year ago. Quarter
over quarter, the national average system price declined by 4.2 %, falling from
$3.13/W to $3.00/W, while dropping 16.4 % from $3.59/W one year ago. This
capacity-weighted number is heavily impacted by the volume of utility-scale solar
power plants installed in a given quarter. For the second straight quarter, utility PV
capacity accounted for more than half of all new capacity installed, and for that
reason, it had a relatively larger impact on the blended average system price.
Individually, the residential and utility segments saw price decreases on a
quarter-over-quarter basis, while the non-residential market increased quarter over
quarter. (It should be noted that prices reported in this section are weighted averages
based on all systems that were completed in Q3 across many locations and that the
weight of any individual location can influence the average.)

• From Q3 2012 to Q3 2013, residential system prices fell 9.7 %, from $5.22/W to
$4.72/W. Quarter over quarter, installed costs declined by 2 %. Installed prices
came down in most major residential markets including California, Arizona, and
New Jersey.
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Fig. 9.10 US PV installations and weighted average installed price. Source US solar market
insight: year in review 2012 [2]
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• Non-residential system prices fell 6.1 % year over year, from $4.22/W to
$3.96/W. Although quarter-over-quarter installed costs increased by 6.5 %, the
Q3 national weighted average masks quarterly reductions seen in most estab-
lished state markets, which ranged from 2 to 10 %.

• Utility system prices once again declined quarter over quarter and year over
year, down from $2.40/W in Q3 2012 and $2.10/W in Q2 2013, settling at
$2.04/W in Q3 2013.

Overall, however, installed PV prices vary greatly not only state to state, but also
project to project. Common residential system prices ranged from less than
$3.00/W to just above $7.00/W. Non-residential prices hit levels as low as $1.85/W
and as high as $7.75/W. Utility prices also display high variability: a 50-MW plus
fixed tilt installation will be significantly less expensive than a 1 MW pilot project
that employs dual-axis tracking. Note that the lowest installed cost of power does
not necessarily yield the lowest cost of energy, an important metric for measuring
project returns, due to factors such as differing amounts of sunlight striking the
exact same type of solar system installed in different geographic regions.

In general, cost reductions in modules play a considerable role in reducing the
installed prices. The pricing variances for polysilicon and PV components (Wafer,
Cell, and Module) from 2012 to Q3 2013 are depicted in Fig. 9.11, and it shows
that pricing for both the polysilicon and PV components continued to fall over the

Q1_2012 Q2_2012 Q3_2012 Q4_2012 Q1_2013 Q2_2013 Q3_2013

Polysilicon($/kg)

Wafer ($/W)

Cell ($/W)

Module ($/W)

Fig. 9.11 US polysilicon, wafer, cell, and module prices. Source US solar market insight: year in
review 2012; solar market insight 2013 Q3
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four quarters in 2012; however, it was stable and even slightly increased in the first
three quarters in 2013 due to strong demand pickup from Japan, the EU, and China,
as well as a more consolidated supply chain [71].

9.6.3 PV Market Driver

The driving force for the solar cell development and application is the realization
that the traditional fossil energy resource, such as coal, oil, and gas, is not only
limited, but also contributes to the emission of carbon dioxide for environmental
pollution. Perhaps most importantly, clean, reliable, affordable solar system is
continuing a major growth pattern that has made it a potential leading source of new
electricity across the world that is increasingly competitive with conventional
electricity across dozens of states today.

Though the solar systems are relatively expensive compared to conventional
energy sources, financial incentives, government renewable energy deployment
targets and technology cost reduction were and still will be the most important
drivers of the solar PV market. According to the research analyst with Navigant
Research [76], by the end of 2020, solar PV is expected to be cost-competitive with
retail electricity prices, without subsidies, in a significant portion of the world and
the global solar PV market will be worth US$134 billion by 2020.

Among industrialized countries, the German and Japanese governments have led
the way in legislating high incentives to stimulate development of their domestic
solar markets. The German FIT model has been increasingly used in countries
around Europe, including Italy and France. As a result, the industry structure has
evolved, leading to strong distributor and dealer networks with well-trained
installers and good customer support capabilities. Government policy is designed to
reduce CO2 emissions via solar deployment and to create high-tech jobs through the
development of a strong national solar industry. In the USA, utilities have played a
stronger role in market development [77].

Overall, regional solar energy demand where the solar energy is connected to the
electricity grid is driven by the following:

• Incentive programs led by national or state governments: Subsidies allow
customers/investors to gain a financial return on the PV system by selling solar
electricity at preferential rates.

• Enthusiasm of customers for green energy, especially solar.
• Local electricity tariffs: High electricity rates encourage alternative sources of

energy.
• Sunlight conditions: Solar electricity prices fall as sunlight levels increase.
• Marketing strategies by solar companies.
• Delivery infrastructure, which is the number of local suppliers and qualified

installers.
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By far, the most impressive information was the extent to which the industry is
growing in new markets. The influence of Europe, which kicked off the solar PV
boom nearly a decade ago with its FITs, is fading. China, Japan, and the USA are
competing for domination in the coming years. In addition, strong markets in the
rest of Asia, Africa, and South America are also emerging [78].

• In South Africa, the government has already signed contracts for 1 GW of solar
PV and is currently holding an auction for another 400 MW of PV capacity. The
provincial government of Gauteng announced earlier this month that it would
spend $1 billion installing 300 MW of solar PV on the rooftops of all
state-owned buildings.

• In Zimbabwe, solar developer Twalumba has signed to develop eight solar
farms totaling 600 MW over the next 15 months. Saudi Arabia is gearing up to
make a massive investment in solar PV, along with other Gulf and North
African countries. On a smaller level, Ethiopia is halfway through a World
Bank-sponsored program to bring distributed solar PV to 25,000 households not
connected to the grid. Private companies offer similar programs in Africa and
Asia to some of the 1.6 billion people who do not have electricity.

• In Asia, India is working its way through its ambitious program to have 20GW
of solar PV by 2022, Pakistan has just announced plans for 700 MW of solar
capacity in Punjab province, and Bangladesh already has installed a million
off-grid solar systems and has announced plans for another 500 MW
deployment.

9.7 Summary

The various applications of solar cell technology are reviewed. First of all, the
important applications in space were discussed, including the history, development,
and material consideration of solar panel in space. The widely used terrestrial
application is solar power generation for grid utilities. The BIPV is the fast growth
application with large market, and the latest development in hybrid solar and
transparent solar panel is discussed. In addition, solar cells have also been used in
automotives and public electric facilities, such as road lighting, water pump,
vending machine, and various consumer electronics such as watch and hand cal-
culators. The solar cell efficiency, life cycle, and cost of different kinds are
reviewed. Finally, the most updated solar panel technology and major solar panel
manufacturers are reviewed, and current and potential solar market is discussed.
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