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Preface

The 23rd International Conference on User Modeling, Adaptation, and Personalization
(UMAP 2015) was held in Dublin, Ireland, from June 29 to July 3, 2015. UMAP is the
premier international conference for researchers and practitioners working on systems
that adapt to their individual users or to groups of users. UMAP is the successor of the
biennial User Modeling (UM) and Adaptive Hypermedia and Adaptive Web-based
Systems (AH) conferences that were merged in 2009. It is organized under the auspices
of User Modeling Inc. The conference spans a wide scope of topics related to user
modeling, adaptation, and personalization. UMAP 2015 was focused on bringing
together cutting-edge research from user interaction and modeling, adaptive technol-
ogies, and delivery platforms. UMAP 2015 had the theme “Contextualizing the
World,” highlighting the significance and impact of user modeling and adaptive
technologies on a large number of everyday application areas such as: intelligent
learning environments, recommender systems, eCommerce, advertising, personalized
information retrieval and access, digital humanities, eGovernment, cultural heritage,
and personalized health.

The conference included high-quality peer-reviewed papers of three kinds: research,
experience, and industry. The research papers present substantive new research results
on user modeling, adaptation, and/or personalization. The experience papers present
innovative applications of user modeling, adaptation, and personalization, exploring
the benefits and challenges of applying user modeling techniques and adaptation
technology in real-life applications and contexts. The industry papers showcase mature
and solid use of user modeling, adaptation and personalization, clearly illustrating the
benefits and challenges of applying user modeling techniques and adaptation tech-
nology in commercial contexts.

The international Program Committee consisted of 118 leading members of the user
modeling and adaptive hypermedia communities as well as highly promising young
researchers. They were assisted by 20 additional reviewers. There were 112 submis-
sions, each submission received three reviews; program chairs facilitated consensus
achievement when needed. In all, 25 submissions (28 % acceptance rate) were accepted
for long presentation at the conference, another seven papers were accepted for short
presentation at the conference (30 % acceptance rate), and one paper was accepted in
the industry track. The overall acceptance rate was 29 %. The papers addressed well-
established as well as emerging topics in user modeling, adaptation, and personaliza-
tion. Among these are: recommender systems, group decision making, user personality
and emotions, tracking user actions, social network analysis, eye tracking, intelligent
tutoring systems, mobile guides, gaming, privacy, context awareness, student model-
ing, and exploratory search.

Three distinguished researchers gave plenary invited talks on related topics, illus-
trating prospective directions for the field. Jaime Teevan is a senior researcher at
Microsoft Research and an affiliate assistant professor at the University of Washington.



Working at the intersection of human–computer interaction, information retrieval, and
social media, she studies people’s information-seeking activities. Ed H. Chi is a
research scientist at Google. Previously, he was the area manager and a principal
scientist at Palo Alto Research Center’s Augmented Social Cognition Group. He led
the group in understanding how Web2.0 and Social Computing systems help groups of
people to remember, think, and reason. Dr Eoin O’Dell is an associate professor of law
and chair of the fellows in Trinity College Dublin. He researches and publishes pri-
marily in the fields of freedom of expression, and private and commercial law, and
especially where they overlap in IP, IT, and cyberlaw.

The conference also included a doctoral consortium that provided an opportunity for
doctoral students to explore and develop their research interests under the guidance of a
panel of distinguished scholars. This track received seven submissions of which four
were accepted as full presentations.

The UMAP2015 program included the following workshops:

– Deep Content Analytics Techniques for Personalized and Intelligent Services:
organized by Lora Aroyo, Geert-Jan Houben, Pasquale Lops, Cataldo Musto, and
Giovanni Semeraro

– Personalization Approaches in Learning Environments: organized by Milos
Kravcik, Olga C. Santos, Jesus G. Boticario, Maria Bielikova, and Tomas Horvath

– Personalization and Adaptation in Technology for Health: organized by Cecile
Paris, Floriana Grasso, Matt Dennis, and Kirsten Smith

– Personalization in eGOVernment and Smart Cities — Smart Services for Smart
Territories: organized by Nikolaos Loutas, Fedelucio Narducci, Adegboyega Ojo,
Matteo Palmonari, Cécile Paris, and Giovanni Semeraro

We would like to acknowledge the excellent work and great help from the UMAP
2015 Organizing Committee listed herein. We would also like to acknowledge Lucy
Moffatt’s help with compiling the proceedings of UMAP 2015 and thank her for her
efforts. We also gratefully acknowledge our sponsors who helped us with funding and
organizational expertise: User Modeling Inc., U.S. National Science Foundation,
Microsoft Research, and Springer. Finally, we want to acknowledge the use of Easy-
Chair for the management of the review process.

May 2015 Kalina Bontcheva
Francesco Ricci
Owen Conlan

Séamus Lawless
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Abstract. Mind maps have not received much attention in the user modeling 
and recommender system community, although mind maps contain rich infor-
mation that could be valuable for user-modeling and recommender systems. In 
this paper, we explored the effectiveness of standard user-modeling approaches 
applied to mind maps. Additionally, we develop novel user modeling approach-
es that consider the unique characteristics of mind maps. The approaches are 
applied and evaluated using our mind mapping and reference-management 
software Docear. Docear displayed 430,893 research paper recommendations, 
based on 4,700 user mind maps, from March 2013 to August 2014. The evalua-
tion shows that standard user modeling approaches are reasonably effective 
when applied to mind maps, with click-through rates (CTR) between 1.16% and 
3.92%. However, when adjusting user modeling to the unique characteristics of 
mind maps, a higher CTR of 7.20% could be achieved. A user study confirmed 
the high effectiveness of the mind map specific approach with an average rating 
of 3.23 (out of 5), compared to a rating of 2.53 for the best baseline. Our re-
search shows that mind map-specific user modeling has a high potential, and we 
hope that our results initiate a discussion that encourages researchers to pursue 
research in this field and developers to integrate recommender systems into 
their mind mapping tools. 

Keywords: Mind map · User modeling · Recommender systems 

1 Introduction 

Mind mapping is a visual technique to record and organize information, and to devel-
op new ideas. As such, mind-maps are used for tasks like brainstorming, knowledge 
management, note taking, presenting, project planning, decision-making, and career 
planning. Originally, mind mapping was performed using pen and paper, but since the 
1980s, more than one hundred software tools for aiding users in creating mind maps 
have evolved. These tools are used by an estimated two million users who create 
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around five millions mind-maps every year [1]. Mind-maps received attention in vari-
ous research fields. They have been used to implement a lambda calculator [2], to 
filter search results from Google [3], to present software requirements [4], to research 
how knowledgeable business school students are, and there are numerous studies 
about the effectiveness of mind-maps as a learning tool [5]. In the field of document 
engineering and text mining, mind maps were created automatically from texts [6], 
and have been utilized to model XML files [7]. 

In the field of user-modeling and recommender-systems research, mind maps have 
thus far received no attention. However, mind-maps typically contain structured in-
formation that reflects the interests, knowledge, and information needs of their users. 
In this regard, the content of mind-maps is comparable to the content of emails, web 
pages, and research articles [1]. Hence, we believe that mind maps should be equally 
well suited for user modeling as are other documents, such as emails [8], web-pages 
[9], and research articles [10].  

We assume that the reader is familiar with the idea behind mind mapping, and pro-
vide only a brief example of a mind-map, which we created using the mind-mapping 
and reference-management software Docear (Figure 1). For more information about 
mind maps, please refer to [11]. The mind map in Figure 1 was created to manage 
academic PDFs and references. We created categories reflecting our research interests 
(“Academic Search Engines”), subcategories (“Google Scholar”), and sorted PDFs by 
category and subcategory. Docear imported annotations (comments, highlighted text, 
and bookmarks) made in the PDFs, and clicking a PDF icon opens the linked PDF 
file. Docear also extracts metadata from PDF files (e.g. title and journal name), and 
displays metadata when the mouse hovers over a PDF icon. A circle at the end of a 
node indicates that the node has child nodes, which are collapsed. Clicking the circle 
unfolds the node, i.e. make its child nodes visible.  

 

 
Fig. 1. Screenshot of a mind-map in Docear 
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As mentioned, we are the first to research the potential of mind-maps for user 
modeling and recommender systems. However, in industry the companies Mind-
Meister and Mindomo already have utilized mind-maps for user modeling, more pre-
cisely for personalized advertisements. MindMeister extracted terms from the node 
that a user created or edited most recently, and used these terms as the user model. 
MindMeister sent this user model, i.e. the terms, to Amazon’s Web Service as a 
search query. Amazon returned book recommendations that matched the query, and 
MindMeister displayed the recommendations in a window next to the mind-map.  

Mindomo applied a similar concept in which Google AdSense was used instead of 
Amazon. Both companies have since abandoned their user modeling systems, al-
though they still actively maintain their mind mapping tools. In an email, Mindomo 
explained that “people were not really interested” in the advertisements [1]. We were 
surprised about Mindomo’s statement, because we expected mind-maps to be an ef-
fective source for user modeling.  

To explore the effectiveness of mind map-based user modeling, we re-
implemented MindMeister’s approach, and used it in our mind mapping and reference 
management software Docear to recommend research papers [1]. Instead of using 
Amazon’s Web Service or Google AdSense, we built our own corpus of recommen-
dation candidates and used Apache Lucene to match candidates with user models. 
MindMeister’s approach, i.e. utilizing the terms from the most recently edited or 
created node, achieved click-through rates (CTR) between 0.2% and around 1%. 
Compared to other recommender systems [12], such a CTR is disappointing, which 
might explain why Mindomo and MindMeister abandoned their recommender sys-
tems.  

MindMeister’s user modeling approach is one of three content-based filtering 
(CBF) approaches that we consider rather obvious to use with mind maps. The second 
approach is to build user models based on terms contained in the users’ current mind 
map. The third approach is to utilize terms from all mind maps a user ever created. 
We implemented the second and third approach as well [1]. With Docear, both  
approaches achieved CTRs of around 6%, which is a reasonable performance and 
significantly better than the first approach. We were surprised that rather similar user 
modeling approaches differed in their effectiveness by a factor of six. Apparently, 
small differences in the algorithms – such as whether to utilize terms from a single 
node or from the entire mind-map – have a significant impact on user-modeling per-
formance. The question arises if, and how, the effectiveness can further be increased 
by adjusting the user modeling approach to the unique characteristics of mind-maps.  

Therefore, our main research goal is to identify variables that influence the effec-
tiveness of user-modeling approaches based on mind maps. Identifying these va-
riables allows the development of a mind map-specific user modeling approach that 
should perform significantly better than the trivial user-modeling approaches that we 
already implemented. From such a mind map-specific user modeling approach, mil-
lions of mind mapping users could benefit [1].  

2 Methodology 

In a brainstorming session, we identified 28 variables that might affect the effectiveness 
of user modeling based on mind maps. Due to time restrictions, we implemented and 
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evaluated only a few variables that we considered most promising, and for which an 
evaluation with Docear was feasible. The variables we focused on included the number 
of mind maps to analyze, the number of nodes to utilize, the size of the user model, 
whether to use only visible nodes, and different mind map-specific weighting schemes.  

From March 2013 to August 2014, Docear’s recommender system delivered 
45,208 recommendation sets, with 430,893 recommendations to 4,700 users. Recom-
mendations were displayed as a list of ten research papers, for which the titles were 
shown. A click on a recommendation opened the paper in the user’s web browser. 
The publication corpus used for recommendations included around 1.8 million docu-
ments from various languages, and various research fields. For more details on the 
recommender system please refer to [13]. 

Each set of recommendations was created with a randomly assembled algorithm. 
That means, whenever recommendations were requested, a random value was chosen 
for each variable. For instance, one algorithm might have utilized visible nodes from 
the 2 most recently modified mind-maps, and stored the 25 highest weighted terms in 
the user model. Another algorithm might have used the 250 most recently modified 
nodes (visible and invisible) among all mind-maps, weighted the citations of these 
nodes, and stored the 5 highest weighted citations in the user model. 

To measure effectiveness and identify the optimal values for the variables, we 
compared click-through rates (CTR), which describe the ratio of delivered recom-
mendations by those that were clicked. For instance, to evaluate whether a user model 
size of ten or 100 terms was more effective, CTR of all algorithms with a user model 
size of ten was compared to CTR of all algorithms with a user model size of 100. 
There is a lively discussion about the meaningfulness of CTR and online evaluations 
and its alternatives, i.e. offline evaluations and user studies. We do not discuss this 
issue here but refer to a recent publication, in which we showed that online evalua-
tions are preferable over offline evaluations, and that CTR seems to be the most sens-
ible metric for our purpose [14]. In that publication we also explain why showing only 
the title of the recommended papers is sufficient for our evaluation, instead of show-
ing further information such as author name and publication year. 

After finding the optimal values for each variable, we combined the optimal values 
in a single algorithm and compared this algorithm against four baselines to analyze 
whether this mind-map-specific user modeling performed better than the baselines. 
Effectiveness was again measured with CTR but we additionally conducted a user 
study based with 182 users who rated 491 recommendation sets on a five-star scale.  

One baseline was the stereotype approach. Stereotyping is one of the earliest user 
modeling and recommendation classes [15]. In stereotyping, one assumes that users 
will like what their peer group is enjoying. For Docear we generalized that all Docear 
users are researchers, and that all researchers would be interested in literature about 
academic writing. Hence, when the stereotype approach was chosen, a list of ten pa-
pers relating to academic writing was recommended. These papers were manually 
selected by the Docear team. The second, third, and fourth baselines were those CBF 
variations that are rather obvious and that we already used in our initial study [1]:  
a) the approach of MindMeister, in which only terms of the most recently modified 
node are analyzed for the user model (‘modified’ means created, edited or moved);  
b) all terms of the user’s current mind-map are used for the user model; c) all terms of 
all mind maps that the user ever created are utilized for the user model. 
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Our methodology has a limitation, since determining the optimal values for each 
variable separately ignores potential dependencies. For instance, only because a user 
model size of 100 terms is most effective on average, and analyzing 500 nodes is 
most effective on average, does not mean that analyzing 500 nodes and having a user 
model size of 100 terms is the optimal combination. In the ideal case, we would have 
evaluated all possible variations to find the single best variation. However, for some 
variables, there are up to 1,000 possible values, and combining all these variables and 
values leads to millions of possible variations. Evaluating this many variations was 
not feasible for us. The second best option would have been a multivariate statistical 
analysis to identify the impact of the single variables. However, also for such an anal-
ysis we did not have enough data. Therefore, our methodology was the third best 
option. It will not lead to a single optimal combination of variables, but as our result 
shows, our methodology leads to a significantly better algorithm than the baselines, 
and the results help understanding the factors that affect effectiveness in mind map-
based user modeling.  

We analyzed the effects of the variables for both CBF based on citations and CBF 
based on terms, and expected that the optimal values for the variables would differ for 
terms and citations. A “citation” is a reference or link in a mind-map to a research 
paper. In Figure 1, nodes with a PDF icon, link to a PDF file, typically a research 
article. If such a link exists, this is seen as a citation for the linked research article.  
A citation is also made when a user added bibliographic data, such as title and author 
to a node.  

For the term-based CBF variations, all reported differences are statistically signifi-
cant (p<0.05), if not reported otherwise. Significance was calculated with a two tailed 
t-test and  test where appropriate. Results for citation based CBF are mostly not 
statistically significant, because the approach was implemented only a few months 
ago, and not all users cite research papers in their mind maps. Therefore, insufficient 
citation-based recommendations were delivered to produce significant results. Conse-
quently, the focus of this paper lies on the term-based CBF variations. We also report 
runtimes in the charts for informative reasons, but do not discuss the data in this pa-
per. It should be noted that runtimes could significantly differ with different imple-
mentations, or on different hardware.  

Please note: Most of the data that we used for our analysis is publicly available [13]. 
The data should allow replicating our calculations, and performing new analyses 
beyond the results that we presented in this paper. To foster further research on mind 
map-specific user modeling, we invite other scientists to join us, and cooperate on the 
development and research of Docear’s recommender system. 

3 Results 

3.1 Mind-Map and Node Selection 

When utilizing mind maps for user modeling, one central question is which mind 
maps to analyze, and which parts of the mind maps to analyze. We experimented with 
a few variables to answer this question. 
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We hypothesized that analyzing all mind maps of a user is not the most effective 
approach. If the mind maps analyzed are too many or too old, this could introduce 
noise into the user model. To test this hypothesis, Docear’s recommender system 
randomly used the x most recently modified mind maps, regardless of when they were 
modified. For users who created at least eight mind maps, no statistically significant 
difference could be found for the number of utilized mind maps (Figure 2). Judging 
by these numbers, it seems that the number of the most recently modified mind maps 
is not an effective variable to optimize the user modeling process. 

 

 

Fig. 2. CTR by the number of mind-maps to analyze (for users with 8+ mind-maps) 

As an alternative to using the x most recently modified mind maps, Docear ana-
lyzed the x most recently modified nodes. For example, if x=50, the terms (or cita-
tions) that are contained in the 50 most recently modified nodes were used for user 
modeling. The intention is that users might be working in different sections of several 
mind maps, and only those actively edited sections are relevant for user modeling. For 
users who have created at least 1,000 nodes, saturation appears (Figure 3). When the 
50 to 99 most recently created nodes are used, CTR is highest (7.50%). When more 
nodes are analyzed, CTR decreases. We did the same analysis for other user groups, 
and results were always the same – using only the 50 to 99 most recently modified 
nodes led to the highest CTRs on average. With regard to citations the results slightly 
change. For users with 1,000 or more nodes, using the most recent 10 to 49 citations 
is most effective (8.36% vs. 7.32% for using 1 to 9 citations). 

 

 

Fig. 3. CTR by the number of nodes to analyze (for users with 1,000+ nodes) 
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Selecting a fix number of nodes might not be the most effective criteria. The most 
recent, for example, 100 nodes could include nodes that were modified some years 
ago. Such nodes would probably not represent a user’s current information needs any 
more. Therefore, Docear’s recommender system randomly used all nodes that were 
modified within the past x days (Figure 4). When the recommender system utilized 
only those nodes that were modified on the current day, CTR was 3.81% on average 
for users who used Docear for at least 360 days. When nodes from the last two or 
three days were utilized, CTR increased to 5.52%. CTR was highest, when nodes 
modified during the past 61 to 120 days were used (7.72%), and remained high when 
nodes of the past 121 to 180 days were used. When nodes were used that were mod-
ified more than 180 days ago, CTR began to decrease. Apparently, the interests of 
Docear’s users change after a few months. 
 

 

Fig. 4. CTR for nodes analyzed in the past x days (for users being registered 360+ days) 

Another variable we tested was the node modification type (Figure 5). The recom-
mender system chose randomly, whether to utilize only nodes that were newly created, 
nodes that were moved, nodes that were edited, or nodes with any type of modification 
(created, edited, or moved). Utilizing moved nodes only, resulted in the highest CTR 
(7.40%) on average, while the other modification types achieved CTRs around 5%.  

 

 

Fig. 5. Node modification type 
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We find this interesting, because this result indicates that the evolution of a mind-
map might be important for user modeling, and certain actions (e.g. moving nodes) 
indicate a higher importance of certain nodes. We have only experimented with a 
binary selection scheme, i.e. selecting or not selecting a node based on actions such as 
editing or moving nodes. It might also be interesting to weight nodes based on the 
user’s action. For instance, the user modeling process could utilize all nodes but 
weight moved nodes stronger than newly created nodes. 

Most mind-mapping tools allow folding a node, i.e. to hide its children. In Docear, 
this is indicated by a circle at the end of node (Figure 1). We hypothesized that  
nodes that are hidden, are currently not relevant for describing the user’s information 
need. Therefore, Docear’s recommender system randomly chose whether to use only 
visible nodes, invisible nodes, or all nodes. When using visible nodes only, CTR in-
creased from 6.00% (analyzing all nodes) to 7.61% (Figure 6). Using only invisible 
nodes led to a CTR of 4.89% on average. This indicates once more that by selecting a 
few meaningful nodes, a better effectiveness can be achieved than by examining 
simply all nodes.  

 

 

Fig. 6. Node visibility as selection criteria (at least 100 nodes analyzed) 

We hypothesized that the relation among nodes is important. This means the terms 
of a node might be more meaningful when the node’s context is known with regard to 
the neighboring nodes. The most common relationships in mind maps are parents, 
children, and siblings. For instance, in Figure 1, the author’s information needs seem 
rather vague when looking only at one node, e.g., “Google Scholar indexed invisible 
text”. In combination with the (grand) parent “(Academic) Search Engine Spam” the 
author’s interests become clearer. Therefore, we experimented with extending the 
original selection of nodes. After the system chose the relevant nodes to examine with 
one of the previously introduced methods, the recommender system randomly chose 
whether to add siblings, parents, or children to the original selection. 

Adding siblings resulted in a CTR of 5.73% compared to 5.10% for not adding 
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5.61%. All differences are small but statistically significant. In addition, when the 
recommender system combined all factors, i.e. adding siblings and children but ignor-
ing parents, CTR was 6.18% on average, which was a significant improvement, com-
pared to not extending nodes (4.84%). One might suspect that extending the original 
node selection was only more effective because the extension caused more nodes to 
be used and the more nodes are used, the higher CTR becomes in general. However, 
this suspicion is not correct. For instance, when 100 to 499 nodes were selected, and 
no children or siblings were added, CTR was 5.15% on average. When 10 to 50 nodes 
were selected and after adding children and siblings 100 to 499 nodes were used, CTR 
was 5.45%. This indicates that selecting a few recently modified nodes, and extending 
them with their siblings and children, is more effective than selecting simply more 
nodes based only on the modification date.  

 

 

Fig. 7. Extending the original node selection 
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If nodes were to receive less weight the deeper they were, then the original weight of 
1 was multiplied with the reciprocal of the metrics a) – d). If the resulting weight was 
larger than 1, e.g., for ln(2), the weight was set to 1. In the following charts, we pro-
vide CTR for the mentioned metrics. However, the differences among the metrics are 
not statistically significant. Hence, we concentrate on comparing the overall CTR, i.e. 
the CTR of weighting nodes stronger or weaker the deeper they are regardless of the 
particular metric.  

Results show that when nodes are weighted stronger the deeper they are in a mind 
map, CTR increases. Weighting them stronger, led to a CTR of 5.61% on average, 
while weighting them weaker led to a CTR of 5.12% on average. We also experi-
mented with other metrics that are based on the number of children, the number of 
siblings, and the number of words contained in a node. It appears that weighting 
nodes stronger the more children a node has, increases CTR. Weighting them stronger 
led to a CTR of 5.17% on average, while weighting them weaker led to a CTR of 
4.97%. However, the difference was statistically not significant. Weighting based on 
the number of siblings had a significant effect. Weighting nodes stronger the more 
siblings they have led to a CTR of 5.40%, compared to 5.01% for weighting them 
weaker. Weighting nodes based on the number of terms they contained led to no sig-
nificant differences. 

After the individual weights are calculated, the weights need to be combined into a 
single node weighting score. We experimented with four different schemes for com-
bining the scores. The most effective scheme was using the sum of all individual 
scores (CTR = 6.38%). Using only the maximum score (max), multiplying the scores 
(product) or using the average score (avg) led to CTRs slightly above 5%.  

3.3 User Model Size 

Just because utilizing, e.g. the 50 most recently moved nodes is most effective, does 
not mean that necessarily all features of these nodes need to be stored in the user 
model. Therefore, Docear’s recommender system randomly selected to store only the 
x highest weighted features in the user model. For user modeling based on at least 50 
nodes, CTR is highest (8.81%) for user models containing the 26 to 50 highest 
weighted terms (Figure 8). User models containing less, or more, terms achieve  
significant lower CTRs. For instance, user models with one to ten terms have a  
CTR of 3.92% on average. User models that contained more than 500 terms have a 
CTR of 4.84% on average. Interestingly, CTR for citations continuously decreases the 
more citations a user model contains1. Consequently, a user model size between  
26 and 50 seems most sensible for terms, and a user model size of ten or less for  
citations.  

                                                           
1 The high CTR for user models with 501 and more citations is statistically not significant.  
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Fig. 8. CTR by user model size (feature weight not stored) 

The previous analysis was based on un-weighted lists of terms and citations, i.e.  
the user model contained only a list of the features without any weight information.  
If the weights were stored in the user model, and used for the matching process, the 
picture changes (Figure 9). In this case, CTR has a peak for user models containing 
between 251 and 500 terms (8.13%). Interestingly, this CTR is similar to the maxi-
mum CTR for the optimal non-weighted user model size (8.81% for 26 to 50 terms). 
We find this surprising, because we expected weighted lists to be more effective than 
un-weighted lists. The results for weighted citations are also surprising – CTR varies 
and shows no clear trend. We have no explanation for this result and believe that fur-
ther research is necessary2.  

 

 

Fig. 9. CTR by user model size (feature weight stored) 

                                                           
2 We double-checked all data and the source code, and are quite confident that there are no flaws in the 

user modeling process.  
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3.4 Docear’s Mind Map-Specific User Modeling Approach 

The evaluation made clear that numerous variables influence the effectiveness of 
mind map-based user modeling. We combined the optimal values of these variables in 
a single algorithm as follows: The algorithm used the 75 most recently moved nodes 
from the past 90 days that were visible. If less than 75 moved and visible nodes were 
available, then the up to 75 most recently modified nodes from the past 90 days were 
used instead. The selected nodes were extended by all their children and siblings. All 
nodes were weighted based on the nodes’ depth and number of siblings (we used the 
ln weighting and summed the individual scores). The 35 highest weighted terms were 
stored in the user model as un-weighed list. This user model was used for the match-
ing process with the recommendation candidates.  

We compared our algorithm against four baselines. The four baselines were the 
stereotype approach, and the three “obvious” CBF approaches (using terms from a 
single node, from a single mind map, or from all mind maps). 

Among the baselines, using all terms from all mind maps and from a single mind 
map performed alike in terms of CTR (Figure 10) and ratings. Using terms from only 
one node – the approach that MindMeister applied – resulted in the lowest CTR 
(1.16%) and ratings (1.63). Stereotype recommendations performed comparably rea-
sonable with a CTR of 3.08% and a rating of 1.97 on average. Overall, CTR of the 
baselines tends to be lower than in our previous evaluation [1]. However, since our 
previous evaluation, we added several new variables, and some might have decreased 
CTR on average. In addition, Docear’s Web Spider was not running in the past couple 
of months. This means, no new recommendation candidates were added to the corpus. 
Hence, long-time users probably often received recommendations they had received 
previously, which decreases average CTR. The reasonable effectiveness of stereotype 
recommendations might seem surprising, considering how rarely used this approach is 
in the recommendation community. Nevertheless, the result is plausible. Most of Do-
cear’s users are researchers and therefore they should be interested in books about 
academic writing, and hence click the corresponding recommendations. Even though 
the ratings are not very high, we believe that further research about applying stereo-
type recommendations might be promising.  

 

 

Fig. 10. Docear’s mind map-specific approach vs. Baselines (CTR and Runtime) 
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Docear’s mind map-specific user modeling algorithm significantly outperformed 
all baselines and achieved a CTR of 7.20% on average (Figure 10). This is nearly 
twice as high as the best performing baseline and six times as high as MindMeister’s 
approach, the only approach that had been applied in practice thus far. User ratings 
also show a significantly higher effectiveness for Docear’s approach (3.23) than for 
the best performing baseline (2.53). Because we experimented only with a few va-
riables, and the experiments were of relative basic nature, we are convinced that more 
research could further increase the effectiveness.  

4 Discussion and Summary 

We explored the effectiveness of user modeling based on mind maps. Our goal was to 
learn whether this is a promising field of research, and whether users could benefit 
from mind map-specific user modeling systems. We examined how effective standard 
user modeling approaches are when applied to mind maps, and how to enhance these 
approaches by taking into account the characteristics of mind maps. We implemented 
a mind map based research paper recommender system, and integrated it into our 
mind mapping software Docear. The recommender system displayed 430,893 recom-
mendations to 4,700 users from March 2013 to August 2014, and recommendations 
were created with several variations of content-based filtering (CBF), of which some 
considered different characteristics of mind maps. The evaluation of the different user 
modeling approaches revealed the following results. 

First, standard user modeling approaches can be reasonably effective when applied 
to mind maps. However, the effectiveness varied depending on which standard ap-
proach was used. When user models were based on all terms of users’ mind maps, the 
click-through rate (CTR) was around 4%. When only terms from the most recently 
modified node were used, CTR was 1.16%. These results led us to the conclusion that 
user modeling based on mind maps is not trivial, and minor differences in the ap-
proaches lead to significant differences in the effectiveness of the user modeling.  

Second, user modeling based on mind maps can achieve significantly higher CTRs 
when the characteristics of mind maps are considered. Based on our research, the 
following variables should be considered: a) the number of analyzed nodes. It seems 
that the terms of the most recently modified 50 to 99 nodes are sufficient to describe 
the users’ information needs. Using more, or less, nodes decreased the average CTR 
b) Time restrictions were important. It seems that utilizing nodes that were created 
more than four months ago, decreased CTR. c) CTR increased when only nodes were 
used that were recently moved by a user, instead of using nodes that were created or 
edited. d) Using only nodes that are visible in the mind map also increased effective-
ness compared to using both visible and invisible nodes. e) Extending the originally 
selected nodes by adding siblings and children increased average CTR slightly and 
statistically significantly. This indicates that the full meaning of nodes becomes only 
clear when their neighbor nodes are considered. f) We also found that weighting 
nodes, and their terms, based on node depth and the number of siblings increased 
CTR. The deeper a node, the more siblings it has, and possibly the more children it 
has, the more relevant are its terms to describe the users’ information needs. The  
separate weights should be combined by their sum. g) The final user model should 
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contain the highest weighted 26 to 50 terms, if the user model is stored as un-
weighted list. If weights are stored, it seems that larger user models are sensible. 
However, more research is needed to clarify this.  

Third, when the variables were combined in their favorable way, this mind map 
specific user modeling approach outperformed standard user modeling approaches 
applied to mind maps by a factor of nearly two (CTR of 7.20% vs. 3.92%). Compared 
to the approach that was applied in practice by MindMeister (using only the last mod-
ified node), our approach increased effectiveness by a factor of six (CTR of 7.20% vs. 
1.16%).  

Our research has a few limitations. So far, the values for the variables are only 
rough suggestions. For instance, the finding that the optimal user model size is be-
tween 26 and 50 terms is still rather vague. Hence, more research is required to speci-
fy the optimal values of the variables. There are also more potential variables that we 
have not yet analyzed but which might be promising. For instance, the evolution of 
mind maps over time might enhance the effectiveness of mind map-specific user 
modeling. We could imagine that weighting nodes by the intensity of use (e.g. how 
often a node was edited, opened, or moved) might provide valuable information. We 
also advocate research on the differences of content and the structure of mind maps 
that were created for different purposes, such as brainstorming or literature manage-
ment. This might provide valuable insights on the characteristics of mind maps. More 
research is needed to explore dependencies among the variables. This requires more 
advanced statistical analyses of the variables, which in turn requires research using 
large-scale recommender systems that have significantly more users than Docear. It 
should also be noted that our research was based only on Docear, which is a unique 
mind mapping software, because it focuses on academic users. Additional research 
with other mind mapping tools seems desirable. This is particularly true because most 
mind mapping tools focus on certain groups of users and it would be interesting to 
explore whether there is one mind map-specific user modeling approach that suits all 
mind mapping applications, or whether each application needs to apply a different 
approach. Most of our results with regard to citations were statistically not significant. 
It would also be interesting to research in more detail how citations, or hyperlinks, 
could be exploited. In addition, we only evaluated the algorithms using CTR. For 
future research, user studies might also be desirable to evaluate the algorithms. 

Overall, the results of our research reinforced our astonishment that mind-maps are 
being disregarded by the user modeling and recommender system community. We 
believe that this paper showed the potential of mind map-specific user modeling, and 
we hope that it initiates a discussion, which encourages other researchers to do re-
search in this field. We believe there is a lot of interesting work that could further 
increase the effectiveness of mind map-specific user modeling. We also hope that our 
results encourage developers of mind mapping tools to integrate recommender sys-
tems into their software. The results of our paper will help with implementing a suita-
ble user modeling approach. This would benefit mind mapping users or, in case of 
personalized advertisement, generate revenues that are presumably higher than those 
that could be achieved with the user modeling approaches of MindMeister and  
Mindomo. 
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Abstract. People are drawn to play different types of videogames and find en-
joyment in a range of gameplay experiences. Envisaging a representative game 
player or persona allows game designers to personalize game content; however, 
there are many ways to characterize players and little guidance on which ap-
proaches best model player behavior and preference. To provide knowledge about 
how player characteristics contribute to game experience, we investigate how per-
sonality traits as well as player styles from the BrianHex model moderate the pre-
diction of player motivation with a social network game. Our results show that 
several player characteristics impact motivation, expressed in terms of enjoyment 
and effort. We also show that player enjoyment and effort, as predicted by our 
models, impact players’ in-game behaviors, illustrating both the predictive power 
and practical utility of our models for guiding user adaptation. 

Keywords: User modeling · Personality · Player experience · Social network 
game · Linear regression · Moderation · Motivation 

1 Introduction 

Game designers often envisage a representative player of their game, and can benefit 
from making design decisions with this illustrative player in mind. These archetypal 
players – or ‘player personas [6] – can be created from many factors, including demo-
graphic characteristics (e.g., age, sex), expertise with a system (e.g., novices), gamep-
lay goals or aspirations (e.g., to pass the time), personality traits (e.g., extroverted),  
or what motivates a player to enjoy a game (e.g., sensation seeker). Player-centric 
models can help designers tailor their games to a specific type of player with specific 
play preferences. For example, Orji et al [18], showed that tailoring serious games for 
health to specific player types may increase their efficacy. 

Although there are different approaches for characterizing players, there is little 
knowledge about which characterizations are most informative for predicting player 
experience and for guiding design decisions accordingly. For example, the five-factor 
model (FFM), an approach of describing personality according to five traits [14], is a 
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robust and well-studied model; however, personality has not been shown to be consis-
tently effective in predicting player experience [e.g., 5,12,13,21,27]. In an attempt to 
uncover candidates for “robust traits that could be used for a player instrument” [3], 
Bateman and Nacke created the BrainHex model [17], which characterizes people 
along seven dimensions specific to the game play experience (Achiever, Conqueror, 
Mastermind, Daredevil, Survivor, Seeker, Socialiser). Although BrainHex has suc-
cessfully been used in some game studies (e.g., to model how different types of play-
ers respond to various persuasive strategies in serious games [18]), it is not as stable, 
as theoretically grounded, or as well studied as the FFM.  

The goal of this paper is to provide a better understanding of if and how player per-
sonality and the BrainHex player-centric traits can serve as characterizations of player 
experience to guide personalized game design. Similar to previous work [e.g. 5,16, 
22,24], we characterize player experience in terms of invested effort and enjoyment in 
game play, two key aspects defining a player’s intrinsic motivation to play, a well-
established construct for evaluating player experience [5]. We then build models to 
ascertain how personality and player-centric traits interact with known predictors of 
invested effort and game enjoyment: satisfaction of needs such as competence, auton-
omy, relatedness, presence, and intuitive control [24]. Investigating the moderating 
effect of personality traits and player typologies on well-established player experience 
measures – i.e., need satisfaction and intrinsic motivation – is important to understand 
how individual differences enhance or diminish the experience of playing a video 
game. With a personalized understanding of player experience, designers could create 
engaging experiences tailored to a specific play style, and consider individual 
needs/interests to create more compelling experiences. 

To build the models, we collected data from over 3400 players of the social net-
work game Pot Farm (Eastside Games Studio, 2010). Social network games are 
games played online that take advantage of a player’s social network, supporting the 
impulsive use of social network services [19]. We collected player-centric and perso-
nality traits along with validated measures of player experience [24] and logs of in-
game behaviors. A moderated regression analysis [11] based on this data shows that 
both FFM and BrainHex factors impact the well-established influence of need satis-
faction on player enjoyment and effort, showing that these traits should be considered 
in combination with the satisfaction of needs to predict player motivation in game 
play. Furthermore, we show that our models can also predict in-game player behavior. 

The importance of our results is two-fold. They contribute to our understanding of 
game and play experience, adding richness to the theoretical models of player charac-
terization that can be leveraged for more informed, personalized game design. They 
also reveal how differences in player experience are reflected in players’ in-game 
behaviors. These findings are important for designing adaptive game elements aimed 
at improving player motivation, since they can help identify which behaviors are 
worth encouraging for which users in real-time during game play. 

2 Related Work 

The use of player archetypes to describe a fictional and representative player  
derives from the persona framework developed by Cooper [7] in the context of  
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human-computer interaction, in which personas are described as detailed user arche-
types to inform a product’s design. Applying this approach to play, Canossa and Dra-
chen [6] created play personas, defined as “[…] clusters of preferential interaction 
(what) and navigation (where) attitudes, temporally expressed (when), that coalesce 
around different kinds of inscribed affordances in the artifacts provided by game de-
signers”. 

Player-centric models are new approaches to differentiate player preferences and 
help designers to build games addressing a diverse audience. Different typologies 
have been proposed to classify players. One of the first was Bartle’s Test of Gamer 
Psychology [2], which divides players into four classes: killer, achiever, socializer, 
and explorers [1]. Building on Bartle’s work, Yee et al. [31] applied principal compo-
nent analysis (PCA) to survey data and identified Achievement (finding enjoyment in 
progression and completion), Social (the enjoyment of socializing in the game world), 
and Immersion (finding enjoyment in dwelling in a game environment) as the three 
driving factors of motivation in Massively Multiplayer Online Role-Playing Games.  

Integrating concepts from previous methodologies, the BrainHex model [17] dis-
tinguishes between 7 types of players: Achievers are goal-oriented and are motivated 
by completing tasks or collecting things. Conquerors enjoy defeating difficult oppo-
nents, and overcoming challenges. Daredevils are excited by the thrill of taking risks 
and enjoy playing on the edge. Masterminds enjoy solving puzzles, and devising 
strategies. Seekers enjoy exploring things, sense-stimulating activities and discovering 
their surroundings. Socialisers enjoy interacting with others. Survivors love the expe-
rience associated with terrifying scenes and the thrill of escaping from scary situa-
tions. Based on the BrainHex questionnaire [4], players are characterized by how 
much they associate with each of the groups. There is promising evidence that this 
model can be leveraged to understand the connection between player type and expe-
rience; for instance, it was successfully used to model how different types of players 
respond to various persuasive strategies in serious games [18]. 

Whereas player-centric models are specific to video games, researchers have also 
investigated player models built on the more general construct of personality. Most of 
this work relied on the well-established Five Factor Model of personality, (FFM) [14], 
which categorizes personality types along the five dimensions of Extraversion,  
Neuroticism, Agreeableness, Conscientiousness, and Openness. For instance, Johnson 
et al. [13] showed that conscientiousness is negatively correlated with flow, suggest-
ing that planning and goal orientation might interfere with the flow experience in 
games. The relevance of personality for genre preference is also under investigation: 
Peever et al. [20] demonstrate that personality can be used to predict player prefe-
rence for certain genres, whereas Park et al. [20] found the opposite. It is still an open 
question how personality can be leveraged to improve player modeling. However, 
research on player motivation and personality indicates relevance for Games User 
Research (GUR) and the evaluation of player experience [5,20]. 

A few efforts have been made to compare personality and player-centric models 
(e.g., [16,17]), however, there is no clear indication of which is more relevant to  
predict player experience [23]. We perform a moderation analysis [11], with the es-
tablished link between need satisfaction and player motivation, operationalized as 
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enjoyment and effort, moderated by personality (FFM) and player type (BrainHex). 
The original aspect of our work is that we explore if and how player traits models 
moderate the effect of well-known predictors of effort and enjoyment associated with 
the satisfaction of a variety of player needs: autonomy (accepting challenge under 
one’s own volition); competence (experiencing success and failure based on one’s 
own skills); relatedness (experiencing relations to others); presence (a sense of  
immersion in the game) and intuitive control (the natural mapping of control to  
action) [24].  

3 Data Collection and Modeling 

In order to carry out our evaluation of player type and personality in terms of game-
play enjoyment, we leveraged a real-world case study using an established online 
social game. The players in our data set were gathered from the free-to-play Facebook 
game ‘Pot Farm’, which currently has over 600,000 monthly active users. Pot Farm is 
a marijuana-themed 'Ville style farming simulation where users plant and harvest 
crops, complete quests, collect gold, and level up (see [26] for an overview of ‘Ville 
style design patterns, and themes). We chose a farming simulation because it is 
among the most popular types of social network games [25]. 

We administered surveys to Pot Farm players over one week using a mechanism 
that prompted players via an in-game pop-up message. Players could complete the 
survey for a reward of in-game content or they could decline. To ensure broad cover-
age, surveys were administered randomly across several ranges of play-experience – 
from brand new players to those who had been playing the game for several months; 
however, survey respondents had to have played the game at least once within the 
past week. We also collected data on age, sex, and level, as well as game-based 
attributes (i.e., telemetry) of game events such as coins, quests, and achievements. 

Players were surveyed using the following validated scales: Player-Centric Traits 
were measured using the 21-item BrainHex instrument [4]. FFM Personality Traits 
were assessed using the Ten-Item-Personality-Inventory (TIPI) [10], which has been 
used in games research [12]. Enjoyment and Effort were assessed using the 5-item and 
4-item subscales interest-enjoyment and effort-importance of the intrinsic motivation 
inventory (IMI) [15]. Need Satisfaction was assessed using the 21-item Player Expe-
rience of Need Satisfaction (PENS) questionnaire [24].  

For each user, we recorded in-game actions logged during their time spent playing 
Pot Farm. The game events are reported as daily totals, and because the amount of 
play-time varied across users, we take the average over the last five played days (for 
new users it consists of the values for their first day of play). The set of play expe-
rience items we consider are: neighbour visits (i.e., farms visited of Facebook friends 
who also play Pot Farm), social claims (i.e., claiming the reward for an advanced 
achievement that a neighbour has achieved), logins, coin events (i.e., coins added to 
the player’s inventory), quests completed (i.e., in-game tasks completed), achieve-
ments unlocked (i.e., completion of a more or less difficult series of tasks), and con-
traptions (i.e., objects created by combining other in-game items).  
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We obtained 3486 completed surveys; however, 1477 participants were removed if 
3 or more of their factors were 2 standard deviations from the mean, or if they had 
zero variance across a construct. We removed more than 40% of the original sample 
from our analysis to remove participants who clicked through the questionnaires 
without considering the answers in order to quickly earn the premium currency  
reward for survey completion. The majority of removed participants was due to zero 
variance across the survey, which indicates that the response to each item was the 
same within and between constructs, e.g. indicating “strongly agree” to all items in-
dependent of the survey questions (e.g., “I enjoy the game very much”, “The game 
does not hold my attention”). Next, we randomly subsampled remaining players 
across different amounts of play-time to produce an even distribution across player 
experience. For the resulting 1172 participants, each attribute is z-standardized [9], to 
allow for comparisons between scales across and within models. Ages of the 1176 
players (33.9% female) ranged from 18 to 65, with the majority (33.1%) being 18-24. 

 
Because the link between need satisfaction and motivation has been established 

[24], our goal is to see how this link is moderated by personality or player traits. We 
use moderated multiple regression analysis 
[11], which is similar to a traditional mul-
tiple regression but includes interactions 
between pairs of individual predictors. Us-
ing SPSS, we constructed 20 models, 10 for 
each of our motivational factors, enjoyment 
and effort (outcome variables), based on the 
path diagram show in Figure 1. Each model 

consists of one of the five needs, along with either the set of personality traits (FFM) 
or player-centric traits (BrainHex). These traits appear individually as predictors in 
the model, and also as moderators with each need satisfaction item. Three control 
variables (age, sex, game level) are also included in all models.  

4 Results of Moderation Analysis 

We organize the presentation of the results by the motivation variables being pre-
dicted, i.e., enjoyment and effort. However, we summarize results for the control 
variables here because they had similar trends across all 20 models. Game level was  
always the only significant control variable (mean-p < .001; mean-β = .17), with play-
ers at higher levels being more motivated.  

4.1 Predicting Enjoyment 

The fit of the models (adjusted R2) and the β values for the moderator (player-centric 
or personality trait), the predictor, (need), and the interaction between the moderator 
and the predictor (i.e., the effect of moderation) are shown in Table 1. Each of the 5 
need satisfaction predictors (i.e., PENS Item) are always a significant predictor of 

 

Fig. 1. Structure of Moderated Multiple 
Regression Model 
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enjoyment, with β values that are always positive, confirming previous work that 
greater satisfaction of any of the five needs predicts higher enjoyment [24]. 

Player-centric traits show significant main effects on enjoyment across models for 
mastermind and achiever. Personality traits also show main effects across all models 
for conscientiousness and openness (see Table 1). These results reveal that two of the 
personality traits and two of the BrainHex traits have predictive value for player en-
joyment. However, most notably there are additional cases where personality or play-
er traits moderate the influence of needs satisfaction on player enjoyment. We follow 
up on these significant moderation effects with a simple slopes analysis, which con-
siders the regression of the predictor on the dependent measure for low, average, and 
high levels of the moderating variable [9]. Comparing the slopes in terms of their 
significance and the value and direction of beta allows us to interpret the moderating 
influence of traits on the value of needs for predicting motivation. All relevant slopes 
are depicted in Figure 2. 

Table 1. Simple and moderated effects on enjoyment. Adjusted R2 for all effects are presented 
at the top of each column. T = Player Centric Traits; T*N = Moderation of T and Need 
Satisfaction. x indicates an effect significant at the .05 level, * indicates significance at the .01 
level, ** indicates significance at .001. 

 
 
Competence: There are moderations of mastermind and openness on the influence of 
competence on enjoyment. For both, the steepness of the slope is higher for people 
with low value of the traits (βmast=.38, βopen=.37, p<.001), as compared to medium 
(βmast =.34, βopen =.32, p<.001), and high (βmast =.30, βopen =.27, p<.001). These pro-
gressions indicate that competence becomes a weaker predictor of enjoyment as play-
ers increase in ratings for mastermind or openness.  
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the two motivational factors of enjoyment and effort should be treated separately 
when it comes to leveraging player type for personalized game designed.  

Our results show two different ways in which personality and player-centric traits 
moderate the influence of need satisfaction on effort: (1) the trait affects whether or 
not there is a predictive relationship of need satisfaction on motivation; (2) the rela-
tionship is present throughout the models; however, the predictive power of the need 
changes depending on the level of the player-trait moderator (see Table 1).  

We found three examples of the first moderation type: achiever determines 
whether or not relatedness predicts enjoyment, whereas mastermind and agreeable-
ness predict whether or not relatedness predicts effort. All other moderation effects 
scale the influence of need satisfaction on the prediction of enjoyment or effort. 

 

 

Fig. 3. Follow up simple slopes analysis for the discovered significant effects of need satisfac-
tion on effort, moderated by player traits 

4.3 Summary of Results for Predicting Motivation 

Both types of moderation are interesting because they show how the influence of user 
traits can identify instances where an increase in need satisfaction does not necessari-
ly lead to a substantial increase in player motivation. This is important because it can 
guide designers to focus on improving player motivation by meeting the needs of 
players with specific traits only when it will actually matter (e.g., for improving play-
er motivation, it is worthwhile to understand how to improve relatedness for high 
achievers, whereas it has no impact on motivation for low achievers). 

5 How Player Traits are Expressed in Game Data 

The models of how player traits moderate the satisfaction of needs on motivation have 
application beyond contributing to our theoretical understanding. In particular, be-
cause we can predict how different players experience enjoyment and effort in games, 
we should be able to use the models to predict how these various players will express 
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motivation differences through their in-game behaviors. That is, the models should 
inform designers on how players will behave in the game as measured through logs of 
in-game actions. Making this connection would allow for customization of game ex-
perience by allowing designers to identify in-game behaviors that are worth encourag-
ing because they a`re known to increase motivation for certain player types.  

To illustrate this point, we apply one of the moderated regression models presented 
earlier to make hypotheses about how groups of players, differentiated by their traits 
and their needs satisfaction, behave in the game. We chose the achiever-relatedness-
enjoyment model as a representative example from the type (1) of moderated relation-
ships as discussed in the previous section (Figure 4). We created four groups: R+A+ 
were high on both relatedness and achiever ratings; R-A- were low on both relatedness 
and achiever; R-A+ were low on relatedness but high on achiever, and R+A- were high 
on relatedness, but low on achiever (see Figure 4). 

 

 

Fig. 4. Moderation of the need for relatedness (R), and the player centric trait achiever (A), 
predicting enjoyment 

Because our model predicts that levels of relatedness make a difference only for 
high achievers and not for low achievers, our hypotheses are: 

 H1. Members of R+A+ exhibit more in-game behaviors than members of R-A+. 
 H2. Members of R+A- will not exhibit more in-game behaviors than R-A-. 

A MANOVA with group (4 levels: R+A+, R-A-, R+A-, R-A+) as a between-subjects 
factor on in-game behaviors showed a significant effect of group membership. In 
particular, there were differences for social claim (F3,289=8.8, p<.001, η2=.08), logins 
(F3,289=3.5, p=.016, η2=.04), coin events (F3,289=2.9, p=.029, η2=.03), and contraptions 
(F3,289=2.8, p=.038, η2=.03). We used pairwise comparisons with the Holm-
Bonferroni correction (α=0.05) to test the planned comparisons in our two hypothes-
es. Table 2 shows a summary of game behavior according to the four groups. 

H1. As expected, members of R+A+ had significantly higher social claims, daily lo-
gins, and coin events than members of R-A+ (although there was no significant differ-
ence in the number of contraptions), confirming H1. 

H2. As expected, there were no differences in any in-game behavior measures  
between R+A- and R-A-, confirming H2. 
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Table 2. Mean (m) and standard error (SE) for game data for combinations of high/low 
achiever and high/low relatedness 

 
 
To summarize, our analysis indicates that the moderating influence of player traits 

on how need satisfaction predicts motivational factors in game play (i.e., enjoyment 
and effort) can translate directly into in-game behavior of real-world players of a so-
cial farming game. In the previous section, we found a moderating effect between 
achievers, relatedness and enjoyment, showing that there is no increase in enjoyment 
for low achievers, even when their need for relatedness was satisfied. This lack of 
difference was also detected by our analysis of the game data (H2). Similarly, the 
moderating effect predicts that for high achievers there is an increase in enjoyment as 
relatedness is satisfied, and our analysis of game actions allows us to link this increase 
to differences in specific game actions (H1). In particular, we see an increase in social 
claims for high achievers when relatedness is satisfied. Social claims are of particular 
interest in this case, because unlike other game events, the underlying mechanism is 
tied to reciprocal social behavior – it requires having relationships to other players 
and is comprised of quick social interactions. Achievers are goal-oriented and may 
use social claims as a means of advancing in the game – however, doing so increases 
the number of social interactions, potentially increasing the satisfaction of relatedness 
and ultimately in-game motivation. Our model shows that high achievers with low 
satisfaction of relatedness also do not have many social claims, perhaps helping to 
explain their lower in-game enjoyment. As with other Facebook behaviors, social 
claims are a very lightweight activity that can be considered comparable to an interac-
tion with a loose tie [8], i.e., a quick interaction that still provides value to a relation-
ship between friends. Low achievers, however, have low social claims regardless of 
their satisfaction of relatedness; it is likely that they draw their enjoyment from other 
aspects of the game that allow them to satisfy other needs through in-game actions. 

Adaptation strategies can be devised based on these results. For example, for high 
achievers, if few social claims are observed, then additional in-game prompts or 
quests could be offered to the player to encourage more neighbour visits, which 
would aid in satisfying their relatedness, thus improving motivation to play the game. 
Because neighbour visits are not related to enjoyment for low achievers, encouraging 
this behavior to these players could be intrusive, leading to decreased motivation. 
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6 Discussion and Conclusions 

In this paper, we make a theoretical contribution by clarifying the relationship be-
tween personality and player-centric traits, and their relevance in explaining how need 
satisfaction and motivation during game play are facilitated and expressed in an eco-
logically-valid video game context. In particular, we uncovered differentiations based 
on player traits in the established link between need satisfaction and motivation.  

An ecologically-valid setting has several advantages when investigating the mod-
erating effects of personality types and player centric traits on the play experience: 
1) The relation between need satisfaction and motivation is not investigated under 
experimental situations, which limits experienced autonomy because of an external 
source of motivation, e.g. financial compensation; 2) We do not have to extrapolate 
on how our findings might generalize to real-world in-game behavior because we 
have access to that data directly; and 3) In-game behavior is not influenced by time 
pressure, as is often introduced in experiment-based play sessions. 

Our results also shed light on how differences in experience are reflected in differ-
ent in-game behaviors. This is especially important in cases of moderation because we 
must consider motivation and traits in combination to understand player behavior, and 
cannot rely on the predictive ability of each construct in isolation. 

Our results can give designers concrete insights on how to improve player expe-
rience for specific player personas, for instance which need factors are most important 
to satisfy for players with certain traits. In the long term, we envision a game platform 
that customizes the game experience for each player by knowing his or her traits. For 
example, if a player is a high achiever, then the game should foster a sense of related-
ness, and this can be achieved by monitoring and triggering specific actions (e.g. so-
cial claims). However, if the player is not a high achiever, then there is no need to 
focus on satisfying relatedness, and the game may need to focus on satisfying other 
needs by considering a different trait. It is future work to determine how and when to 
adapt, but we have initiated this effort by building the knowledge of who to adapt for. 

Although our findings are limited to Pot Farm, the approach is general and can be 
extended to other genres. Specific studies are needed in order to uncover how differ-
ent games, e.g. a first-person shooter, might satisfy needs differently. Future work is 
also needed to find innovative ways to assess player-centric and personality traits 
without actually surveying players; e.g. personality predictions based on in-game 
behavior, or social network profile (i.e., [1,30]). 
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Abstract. Mind wandering (MW) is a ubiquitous phenomenon where attention 
involuntarily shifts from task-related processing to task-unrelated thoughts. 
There is a need for adaptive systems that can reorient attention when MW  
is detected due to its detrimental effects on performance and productivity. This 
paper proposes an automated gaze-based detector of self-caught MW (i.e., when 
users become consciously aware that they are MW). Eye gaze data and self-
reports of MW were collected as 178 users read four instructional texts from a 
computer interface. Supervised machine learning models trained on features 
extracted from users’ gaze fixations were used to detect pages where users 
caught themselves MW. The best performing model achieved a user-
independent kappa of .45 (accuracy of 74% compared to a chance accuracy of 
52%); the first ever demonstration of a self-caught MW detector. An analysis of 
the features revealed that during MW, users made more regression fixations, 
had longer saccades that crossed lines more often, and had more uniform 
fixation durations, indicating a violation from normal reading patterns. 
Applications of the MW detector are discussed. 

Keywords: Gaze tracking · Mind wandering · Affect detection · User modeling 

1 Introduction 

A promising strategy to improve the effectiveness of adaptive systems is to take  
aspects of the user’s mental state into account - commonly referred to as user state 
estimation. Monitoring a user’s mental state allows for dynamic strategies such as 
reorienting their attention to the interface when they become distracted [6] or detect-
ing and responding to affective states such as confusion or boredom [3]. One user 
state that has received little attention until recently is mind wandering (MW). MW is a 
pervasive phenomenon that involves thinking about one thing while doing another. 
For instance, while reading a book or listening to a lecture, it is possible for an indi-
vidual’s thoughts to involuntarily drift toward unrelated thoughts such as unfulfilled 
plans and anxieties. The frequency of MW depends on the individual and environ-
mental context, but a large-scale experience-sampling study on about 5,000 individu-
als estimated that MW occurs roughly 40% of the time [13]. 

Not only is MW frequent, it is also disruptive and detrimental to performance. This 
is because MW entails a shift in attention from the external environment to internal 
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thoughts. Tasks requiring conscious focus are compromised when attention is directed 
toward task-unrelated thoughts. Hence, research has indicated that MW leads to  
performance failures on a number of tasks, such as increased error rates during  
signal detection tasks [20], lower recall during memory tasks [22], and poor compre-
hension during reading tasks [9], even when users were able to catch themselves mind 
wandering [18]. There are some potential benefits to MW, in that it boosts creativity 
and facilitates the planning of future events [14]. However, these benefits are not the 
norm as a recent meta-analysis on 49 independent samples found that MW was con-
sistently negatively correlated with performance across a range of tasks [17].  

The high incidence and negative influence of MW on performance suggests that 
there might be advantages for adaptive interfaces that reorient attention to the task at 
hand when MW occurs. This requires MW detection, which is a challenging proposi-
tion because MW has more covert cues than some other user states (e.g., facial  
expressions conveying emotions). This raises the pertinent question of how one col-
lects labeled data (MW reports) to train supervised classifiers for MW detection. Two 
common methods have emerged in the literature. The first is to ask users to provide 
MW reports in response to thought probes (probe-caught) [22]. Users are asked to 
indicate if they are MW (positive instances) or not (negative instances) at the moment 
the probe is triggered. The second is to ask users to provide MW reports whenever 
they catch themselves MW (self-caught) [20]. There is a distinct difference between 
probe-caught and self-caught reports of MW, so it is possible that a detector built 
from probe-caught MW would not be useful for detecting self-caught MW. First, 
detection of self-caught episodes of MW does not require the use of potentially dis-
ruptive thought-probes. Second, self-caught reports rely on a user’s ability to monitor 
their own thoughts and realize that they are MW. Therefore, they reflect a form of 
MW that occurs with metacognitive awareness. As discussed in the related works 
below, all of the previous work on MW detection has focused on probe-caught re-
ports. In this paper we introduce the first automatic user-independent detector of MW 
with metacognitive awareness. As elaborated below, this raised a number of technical 
challenges that needed to be addressed. 

Related Work. A large amount of research has been done in the field of attentional 
state estimation, which is a subfield of user state estimation. Attentional state estima-
tion has been explored in a variety of domains and with a variety of end-goals. For 
example, attention has been used to evaluate adaptive hints in an educational game 
[15] and to optimize the position of news items on a screen [16]. Attentional state 
estimators have been developed for several tasks such as identifying object saliency 
during video viewing [25], and for monitoring driver fatigue and distraction [7]. Al-
though both attentional state estimation and MW detection entail identifying aspects 
of a user’s attention, MW detection is concerned with detecting more covert forms of 
involuntary attentional lapses as opposed to determining which aspects of the stimulus 
were being attended to. 

In recent years, there have been five studies that have explicitly investigated detec-
tion of MW [1, 2, 5, 8, 10]. MW was tracked in each study with online self-reports 
and with behavioral measures derived from eye gaze, speech, physiology, or reading 
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times. Supervised machine learning was then used to predict the occurrence of each 
self-report from the behavioral measures.  

The first study, by Drummond and Litman [8], entailed detecting MW using acous-
tic-prosodic information while users read a biology paragraph aloud and then provided 
a verbal summary. MW was tracked at set intervals where users indicated their degree 
of “zoning out” on a 7 point Likert scale. Their model discriminated between “high” 
versus “low” zone outs with an accuracy of 64%, which reflects a 22% improvement 
over chance. However, it is unclear if their model will generalize to new users. 

The second study, by D’Mello et. al [5], used eye gaze data to detect MW during 
reading with reports of MW obtained in response to auditory probes that were trig-
gered at random points during the reading session. Their best performing model 
yielded a detection accuracy of 60% on a down-sampled corpus containing 50% “yes” 
and 50% “no” responses (20% improvement over chance). This study did ensure ge-
neralizability to new users, but both the training and testing set were down-sampled 
prior to classification, so it is unclear if a similar level of fidelity will be observed 
with the authentic MW distribution.  

The third study, by Franklin et. al [10], used reading times to detect MW. Users 
read 5000 words one at a time, using the space bar to advance to the next word. MW 
probes were triggered if a user spent too much or too little time on a group of ten 
words. They were able to classify mind wandering with an accuracy of 72% com-
pared to an expected accuracy of 49%. However, the word-by-word reading paradigm 
is not necessarily representative of normal reading, and it is unclear if their method 
will generalize due to the method used to set parameters (parameter values were fixed 
rather than learned). 

The fourth study, by Blanchard et. al [2], detected MW during reading using gal-
vanic skin response and skin temperature obtained with the Affectiva Q sensor. They 
were able to achieve an above-chance classification accuracy of 22% in a manner that 
generalized to new users. 

The fifth study by, Bixler et. al [1], extended the work of D’Mello et. al [5] and at-
tempted to improve on the results of the Blanchard et. al study [2]. Using an expanded 
version of the data set from the Blanchard et. al study, we included additional eye-
gaze features and performed a more comprehensive analysis of the models developed 
by D’Mello et al. [5]. Out best models attained an above chance improvement of 28% 
in a user-independent fashion. 

Current Work. Our work entails two major contributions over previous MW detec-
tors: (1) we use a refined and extended feature set, and (2) we focus on building mod-
els of MW with metacognitive awareness. We refined our feature set by removing 
features derived from the task context, as these did not contribute to the performance 
of previous models and are not generalizable to other tasks. We then added several 
new features, including those derived from blinks [11], pupil diameters [23], and sac-
cade angles. 

Our second contribution is that we focused on detecting self-caught MW (MW 
with metacognitive awareness). Previous work focused on probe-caught MW, which 
makes our work the first self-caught MW detector. The lack of a self-caught MW 
detector represents a gap in the MW detection literature because self-caught MW is 
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distinct from probe-caught MW. Probes have the potential to disrupt the MW expe-
rience, while, in reality, MW fades naturally as users realize they are MW. There is 
also a limit to the number of probes that can be given. Probing too often may be per-
ceived as irritating and may be disruptive to the primary task. Self-caught reports, on 
the other hand, are provided whenever a user catches themselves MW, which allows  
reports of MW to be collected whenever it occurs, provided the user is sufficiently 
capable at monitoring their thoughts. Self-caught MW detectors also have unique 
applications as listed in the General Discussion. 

In line with this, the present study focuses on the use of eye-gaze for detection  
of self-caught MW during reading. The dataset used is the same as in our previous 
study [1], but in this study we use the self-caught reports, which have not been ana-
lyzed before. As discussed above, self-caught MW is different from probe-caught 
MW, so it is an entirely open question as to whether it is possible to detect self-caught 
MW from eye gaze. Furthermore, building a model from self-caught reports has its 
own set of complications that need to be addressed. For one thing, there is no explicit 
indication of when MW does not occur (called negative instances). Each self-caught 
report is a positive instance of MW, and each instance without a self-caught report has 
no data on whether MW occurred or not. A user could have been MW without realiz-
ing that they were MW (i.e., MW without meta self-awareness) and thus did not  
report it. Deciding what constitutes a negative instance of MW is a hurdle that is not 
encountered when building a model based on probe-caught reports of MW, as each 
probe response can be explicitly labeled as either a negative or positive instance of 
MW. There is also the issue of how to select an appropriate window of data to consid-
er for each MW instance. There is a simple solution when using probe-caught MW – 
simply consider windows that backtrack from the time of the probe. However, the 
same method cannot be used for negative instances of self-caught MW because they 
do not include an explicit probe from which to backtrack. The present paper considers 
multiple approaches to obtain negative instances of MW as well as multiple methods 
for window selection. 

The present work studies MW in the context of reading - an every-day activity that 
is supported by a number of systems. There is also ample data to suggest that reading 
comprehension is impaired by MW [9, 22], so there could be considerable benefits 
from embedding MW detectors in systems that support large amounts of reading (e.g., 
educational materials, legal texts, news articles, and many others). Further, in addition 
to demonstrating the first detector of self-caught MW in the context of reading, the 
results of our systematic experimentation to address the technical challenges dis-
cussed above should be useful for researchers interested in building self-caught MW 
detectors for their own application domains. 

2 Data Collection 

Users. The users in this study were 178 undergraduate students that participated for 
course credit. Of these, 93 users were from a medium-sized private Midwestern uni-
versity while 85 were from a large public university in the mid-South. The average 
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age of users was 20 years (SD = 3.6). Demographics included 62.7% female, 49% 
Caucasian, 34% African American, 6% Hispanic, and 4% “Other”. Thus, there was 
considerable gender- and ethnic- diversity in our sample. 

Procedure. Users read four different texts on research methods topics (i.e., experi-
menter bias, replication, causality, and dependent variables). Each text contained 
1500 words on average (SD = 10) split into 30-36 pages with approximately 60 words 
per page. Texts were presented on a computer screen with 36pt Courier New font. 
The typeface and size were chosen to make text layout simpler and to make it easier 
to determine when a word was being gazed upon. 

Users were given standard instructions [21] on reporting MW. MW was defined as 
having “no idea what you just read” and realizing that “you were thinking about 
something else altogether.” Both self- and probe-caught MW reports were collected. 
Probe-caught reports were collected in response to 9 auditory probes triggered on 
different pages at a randomly chosen point between 4 and 12 seconds from the ap-
pearance of the page. Users were also required to supply a report if they tried to ad-
vance to the next page before the probe was triggered. Alternatively, the self-caught 
method entailed users reporting MW whenever they found themselves MW. 

Instances of Mind Wandering. Overall, users read 33,595 pages of text. About a 
third of these were discarded for the present study due to failure to register eye gaze. 
Of the remaining pages, 30% (6,718 pages) contained a mind wandering report. 6,237 
of these reports were probe-caught reports, while 481 were self-caught reports. Of the 
probe-caught reports, 32% were positive instances of mind wandering. Only a subset 
of all users (78) provided self-caught reports of mind wandering, but all 178 users 
were included in the analysis when selecting negative instances of MW. 

3 Model Building 

Both negative and positive instances of MW are tracked when using probe-caught 
reports, so it is readily apparent that the classification task involves distinguishing 
negative probe-caught reports from positive probe-caught reports. When building 
models using only self-caught reports, however, there are no negative reports of MW. 
This raises the question: what should be used as a negative instance of MW? 

There were three considerations taken when selecting negative instances of MW in 
our study. The first consideration regarded the types of pages that should be used as 
negative instances of MW. Pages fell into four categories; self-caught pages, positive 
probe-caught pages, negative probe-caught pages, and non-report pages (pages with 
no report). Positive probe-caught pages were not considered further since the goal was 
to detect self-caught MW. Pages that included reports of both types were considered 
to be a self-caught page if the self-caught report occurred first, and vice versa. All 
self-caught pages were included in the models as positive instances of MW. Negative 
instances were taken to be (a) only negative probe-caught pages (PC No), (b) only 
non-report pages (NR), or (c) both negative probe-caught pages and non-report pages 
(PC No + NR).  
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The second consideration was how to select the number of negative instances. We 
chose to randomly select from all available negative instances of MW to achieve a 0.3 
proportion of positive instances of MW. This proportion corresponds to the propor-
tion of positive probe-caught reports in our data and is similar to proportions of MW 
reported in previous studies on MW during reading [11, 23].  

The third pertinent issue was to identify a point at which to analyze gaze data for 
the negative instances for non-report pages. For self-caught report pages we use a 
window that ended two seconds prior to the self-caught report in order to avoid any 
confounds associated with the user pressing the report key (e.g., movement, looking 
at the keyboard). The length of the window was a parameter that varied as noted be-
low. For negative probe-caught pages, the window also ended two seconds before the 
probe response. One of three methods was used to select comparable windows of data 
within non-report pages (Figure 1).  

 

Fig. 1. Three different methods of selecting a window of data within a hypothetical 30s non-
report page. The first method (A) is to use a window of data at the end of the page. The second 
method (B) is to use a window of data at the average time of the report for self-caught pages. 
The third method (C) is to use a window of data at the same time as the report within a random-
ly selected self-caught page. A two second offset is used to avoid confounds associated with the 
button press (to either advance to the next page (A) or provide a self-caught report (B, C)). 

The first method was to simply use data from the end of the page (EoP) after in-
cluding a 2-second offset to account for the key press to advance pages.  For example, 
when selecting a four second window from a 30 second non-report page, gaze data 
from 24 seconds to 28 seconds within the page would be used.  The second method is 
to select the window on the basis of the average time a report occurred within self-
caught pages (Avg. SC).  For our dataset this is 14.73 seconds. Thus, when selecting a 
four-second window from a 30 second non-report page, gaze data from 8.73 seconds 
to 12.73 seconds within the page would be used for feature calculation. The third 
method is to select the window based on a randomly selected self-caught page (Rand. 
SC). For example, when selecting a four second window from a 30 second non-report 
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page, a self-caught page would be randomly selected. If the self-caught report oc-
curred 12 seconds into the page, then gaze data from 6 seconds to 10 seconds within 
the page would be used for feature calculation (last 2-seconds are considered to be the 
offset).  

Feature Engineering. Raw data was processed into gaze fixations (points where gaze 
is maintained on the same location) and saccades (movements between subsequent 
fixations) using a fixation filter from the OpenGazeAndMouseAnalyzer (OGAMA), 
an open source gaze analyzer [24]. The series of gaze fixations and saccades were 
segmented into windows of varying length (4, 6, 8, 10, or 12 seconds), each ending at 
a certain point on the page as noted in the previous section. Windows that contained 
fewer than five fixations or windows that were shorter than four seconds were elimi-
nated because these windows did not contain sufficient data to compute gaze features. 
The features used were similar to those used in our previous work [1]. Two sets of 
features were computed: 46 global gaze features and 20 local gaze features, yielding 
66 features overall. A third set of features that relied on the context of the reading task 
(context features) were tested, but will not be discussed further because they did not 
improve classification accuracy and are not generalizable to different contexts. 

Global gaze features were independent of the actual words being read. These in-
cluded properties of eye movements such as fixation duration (ms), saccade duration 
(ms), saccade length (pixels), saccade angle (degrees between two saccade vectors), 
and pupil diameter (standardized using a within-subject z-score). For these five mea-
surement distributions, the min, max, mean, median, standard deviation, skew, kurto-
sis, and range were computed, totaling 40 features. Additional features included a 
measure of fixation dispersion, the fixation duration/saccade duration ratio, and the 
number of saccades. Three new features were the number of blinks, the proportion of 
time spent blinking, and the proportion of horizontal saccades, which were saccades 
with angles less than 30 degrees above or below the horizontal axis. 

In contrast to global features, local features were sensitive to the words being read. 
These included measures of the number of specific fixation types as well as the mean 
and standard deviations their durations. These features were calculated from first pass 
fixations (first fixation on a word during the first pass through a text), regression fixa-
tions (fixations back onto words already passed), single fixations (fixations on words 
that were only fixated on once), gaze fixations (consecutive fixations on the same 
word), and non-word fixations, totaling 15 features. Additional local features captured 
known relationships between fixation durations and the semantic properties of words, 
such as their length, frequency of use, number of synonyms, and semantic specificity 
(e.g. “blue” is more specific than “color”). The final local feature was the ratio of 
reading time to expected reading time, calculated as 200ms times the number of 
words read. 

Tolerance analysis and feature selection were applied to each model. Tolerance 
analysis consisted of removing highly multicollinear features, as redundant informa-
tion invites bias towards that information. Similarly, feature selection consisted of 
using correlation based feature selection (CFS) as implemented in Weka [12], an open 
source machine learning workbench, to remove features that were strongly correlated 
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with other features and weakly correlated with the class label. Feature selection was 
performed using just the training set to avoid overfitting. 

Model Building. We explored five different parameters at the model building stage in 
order to ascertain which parameter combination resulted in the most accurate models. 
First, we varied which features were included in our models. Possibilities were  
(1) global, (2) local, and (3) global and local. This allowed us to narrow down which 
set of features was best able to detect MW. Second, we varied the window sizes used 
in the model. Window sizes of 4, 6, 8, 10, and 12 seconds were used in order to de-
termine the ideal amount of data for detecting MW.  Third, we used three different 
sampling methods for our training set (testing set was never sampled). We either used 
the entire data set, downsampled the training set, or synthetically oversampled the 
training set using SMOTE (Synthetic Minority Over-sampling Technique [4]). Each 
sampling method was applied to the same training set five separate times, and the 
average values of all five runs were taken. Fourth, we used three different types of 
outlier treatment. Outliers were either left in the dataset, trimmed, or Winsorized. 
Trimming consisted of removing values greater/lower than 3 standard deviations 
above/below the mean, while Winsorization consisted of replacing those values with 
the corresponding value +3 or -3 standard deviations above/below the mean.   

We used 10 classifiers implemented in Weka, including Bayes net, naïve Bayes, 
logistic regression, SVM, and decision trees. We considered a wide array of classifi-
ers at this early stage of the research as it is unclear which classifier is the best in this 
domain.  

Our results were evaluated with a leave-several-user-out validation method. Data 
from a random 66% of the users were included in the training set, while the data from 
the remaining 34% were included in the training set. This process was repeated 20 
times for each model and performance metrics were averaged across these iterations.  

Cohen’s kappa was used to evaluate model performance because it corrects for 
random guessing when there are uneven class distributions, as is the case in the cur-
rent dataset. The kappa value is calculated using the formula K = (observed accuracy - 
expected accuracy) / (1 - expected accuracy), where observed accuracy is equivalent 
to recognition rate and expected accuracy is computed from the confusion matrix to 
account for the pattern of misclassifications. A kappa value of 0 indicates chance 
agreement while a kappa value of 1 indicates perfect agreement.  

4 Results 

We built seven types of models that detected self-caught (SC) MW. Models varied on 
the type of pages that were included for negative instances of MW (negative probe-
caught, non-report pages, or both) and the method to select the window of data for 
non-probe report pages (end-of-page, average SC, or random SC). Results for the best 
model of each type are shown in Table 1. Window selection was only necessary for 
models with non-report pages as there was no explicit point at which MW occurred. 
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Table 1. Best performing models for each type of negative instance 

Note. Bolding indicates the model with the highest kappa value. Standard deviations are in 
parentheses. PC No = Probe-caught negative instances; NR = Non-report; EoP = End of page; 
Avg. SC = Average self-caught; Rand SC = Random self-caught; Acc. = Accuracy; G = Glob-
al; L = Local; GL = Global + Local 

 
The best performing model used only non-report pages as negative instances of 

MW, with a 12 second window located at the same point as the average time of self-
caught reports. This model achieved a kappa value of 0.45, with an accuracy of 74% 
compared to an expected accuracy of 52%. The confusion matrix for this best model 
highlights the model’s accuracy in classifying positive instances correctly, with a hit 
rate of .82 compared to a prior probability of .32. The false-alarm rate of 0.30 is not 
high enough to be of concern depending on the MW intervention (see Discussion). 

Parameter Analysis. It is ideal to perform the least number of operations on the data 
in order to decrease complexity in real time systems. With that in mind, we analyzed 
the parameters to determine which resulted in the best models. We analyzed each of 
the parameters across all 108 individual models (3 sampling methods * 3 outlier 
treatments * 3 window sizes * 4 feature types). For each parameter, the model with 
the best kappa value (across the 10 classifiers) was selected for further analysis.  

Window size and feature type displayed 
clear trends, but there was no clear trend for 
either sampling method or outlier treatment. 
In particular, kappas were higher for larger 
window sizes as seen in Figure 2. When ana-
lyzing feature type, it is apparent that global 
features were the most useful for detecting 
MW. The best model using both global and 
local features resulted in the best perfor-
mance (kappa = .45), but performance of the 
best local feature model was quite poor (kap-
pa = .24) compared to the best global feature 
model (kappa = .43). This suggests that glob-
al features were responsible for much of the performance of the combined model. 
This could be due to the level of precision needed for local features. When using a 
desk mounted eye tracker, gaze data can be affected by a user’s head movements. 

Negative 
Instances 

Window 
Selection 

Instances Classifier Window 
Size (s) 

Feature 
Types 

Feature 
Count 

Kappa 

PC No - 540 Logistic 10 G 10 .33 (.07) 

NR EoP 523 Logistic 12 G 10 .39 (.07) 

NR Avg. SC 410 SVM 12 GL 18 .45 (.06) 
NR Rand. SC 400 SVM 12 GL 22 .39 (.07) 

PC No + NR EoP 681 Logistic 12 G 10 .36 (.05) 

PC No + NR Avg. SC 415 SVM 12 GL 21 .43 (.07) 

PC No + NR Rand. SC 361 SVM 12 GL 21 .35 (.09) 

 

Fig. 2. The effect of window size on 
kappa value
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Head movements have a drastic effect on local features because they require precise 
information on which words are being gazed upon. Global features, however, are 
independent of the information being displayed. 

Feature Analysis. We performed a deeper analysis of how the features varied be-
tween positive and negative instances of MW in order to obtain a better understanding 
of a user’s eye gaze during MW. We analyzed the dataset belonging to the best per-
forming model shown in Table 1 above. Each feature was analyzed with a paired 
samples t-test of the difference in the mean value of the feature between positive and 
negative instances of MW. We analyzed data from the 31 participants for which there 
were both positive (self-report) and negative (non-report pages) instances of MW. 
There were five features that were significantly different between positive and nega-
tive instances of MW below the 0.05 level: (1) proportion of line cross saccades 
(Mean MW = .125 (standard deviation = .100), Mean not MW = .078 (.101));  
(2) proportion of regression fixations (MW = .162 (.062), not MW = .130 (.057));  
(3) minimum saccade duration (MW = 7.29 (6.74), not MW = 6.38 (5.89)); (4) fixa-
tion duration kurtosis (MW = 3.99 (4.52), not MW = 7.01 (5.75)); and (5) fixation 
duration skew (MW = 1.66 (.81), not MW = 2.13 (.95)). These features were indica-
tive of a break in normal reading patterns. First of all, there was a greater proportion 
of regression fixations and line cross saccades during MW, and saccades had a greater 
duration. Furthermore, the skew and kurtosis of the fixation durations indicate that 
they were more uniform during MW, whereas fixation durations during normal read-
ing would vary with word difficulty. 

5 General Discussion 

Our major contribution consists of building the first eye-gaze detector of self-caught 
MW, studying its accuracy, its parameters, and the features that were most diagnostic 
of MW. In the remainder of this section, we highlight our main findings, consider 
applications of the MW detector, and discuss limitations and avenues for future work. 

Main Findings. Our results highlight a number of important findings for building 
detectors of self-caught MW. First, we have developed the first MW detector built 
using self-caught reports. The overall classification accuracy of 74% is moderate but 
might be sufficiently high for meaningful interventions, especially if the interventions 
are fail-soft in that they are not harmful if delivered when detection errors occur 
(more on this below). Second, we found that the best performing models used non-
report pages as negative instances of MW, and had features calculated from a window 
of data located at the same time as the average time of reports within self-caught pag-
es. This information might be useful to other researchers interested in building self-
caught MW detectors in similar contexts. Third, similar to our previous study using 
probe-caught reports [1], global features were shown to be particularly useful in clas-
sifying MW for self-caught reports. This is a significant finding because global fea-
tures are easier to compute, do not require very high-precision eye tracking, and are 
more likely to generalize to different tasks beyond reading. Fourth, we found that 
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larger window sizes were associated with more accurate MW detection rates. This 
shows that a greater amount of information at the page level is important for more 
accurate MW detection. Finally, an analysis of the features revealed that normal read-
ing patterns were disrupted during MW, such that users made more regression fixa-
tions, had a larger proportion of line cross saccades, and saccades were of greater 
duration. Furthermore, the distribution of fixation durations was more uniform during 
MW, which may indicate that they were not as affected by word difficulty as they 
would be during normal reading. 

Applications. A self-caught MW detector has a number of applications. For example, 
it would allow for measurement of MW without interrupting the user. It could be used 
to advance basic scientific research on MW itself, or to study user strategies for re-
gaining focus. Finally, it could be embedded in any adaptive system that includes a 
text comprehension component. MW has been shown to negatively affect text com-
prehension, so any interface that includes text comprehension could be improved by 
dynamically responding to MW. One example of an intervention would be to recom-
mend that a user re-read or self-explain a passage when the system detects MW. Other 
possibilities include presenting the information in a different format, such as showing 
a short animation or film; offering positive encouragement; or suggesting that the user 
switches topics. It is important to note that interventions should not disrupt the user if 
MW is detected incorrectly and should be used sparingly so users are not over-
whelmed. 

Limitations and Future Work. There are several limitations to the current study. 
First, the data was collected in a lab environment and users were limited to undergra-
duates from two universities located in the United States. This limits our claims of 
generalizability to individuals from different populations. Quantifying our method 
with a more diverse population and setting would boost our claims of generalizability. 
Second, the font size was larger than what would normally be read, an intentional 
decision in order to improve eye tracking precision for computing local features. Giv-
en that global features did most of the work, future studies could consider smaller font 
sizes. Third, an expensive, high quality eye tracker was used for data collection, 
which limits the scalability of using eye gaze as a modality for MW detection. How-
ever, this could eventually be addressed by the decreasing cost of consumer-grade eye 
tracking technology, such as Eye Tribe ($99) and Tobii EyeX ($195), or with promis-
ing alternatives that use webcams for gaze tracking [19]. Fourth, it is possible that 
users did not provide accurate or honest self-caught reports. However, both the probe-
caught and self-caught methods have been validated in a number of studies [20, 21], 
and there is no clear alternative for tracking a highly internal state like MW.  

Concluding Remarks. In summary, the present study demonstrated that global eye 
movements could be used to build a moderately accurate user-independent detector of 
self-caught MW, or MW with metacognitive awareness. Importantly, our approach 
used a relatively unobtrusive remote eye tracker that allowed for unrestricted head 
and body movement and involved an ecologically-valid reading activity. The next 
step involves integrating the detector into an adaptive system in order to trigger inter-
ventions that attempt to reorient attentional focus when MW is detected.  
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Abstract. Open Student Modeling (OSM) is a popular technology that makes 
traditionally hidden student models available to the learners for exploration. 
OSM is known for its ability to increase student engagement, motivation, and 
knowledge reflection. A recent extension of OSM known as Open Social 
Student Modeling (OSSM) attempts to enhance cognitive aspects of OSM with 
social aspects by allowing students to explore models of peer students or the 
whole class. In this paper, we introduce MasteryGrids, a scalable OSSM 
interface and report the results of a large-scale classroom study that explored 
the value of adding social dimension to OSM. The results of the study reveal a 
remarkable engaging potential of OSSM as well as its impact on learning 
effectiveness and user attitude. 

Keywords: Open student modeling · Open social student modeling · Social 
visualization 

1 Introduction 

Open student modeling (known also as open learner modeling) is a popular 
technology in the field of adaptive educational systems. In the majority of adaptive 
educational systems, student models, which represent the current state of student 
domain knowledge, are hidden and used exclusively to support various kinds  
of learning personalization. In contrast, systems with open student modeling (OSM) 
provide an interface for the user to view (and even edit) the content of their  
models [4]. More than a decade of research on OSM demonstrated a number of 
valuable features of this technology such as support of self-reflection and self-
regulated learning, better personalization transparency, and increased user motivation 
[4; 5; 8; 11].  

Much less explored is a recent extension of OSM known as open social student 
modeling (OSSM). The idea of OSSM is to enhance the cognitive aspects of OSM 
with social aspects by allowing students to explore each other models or cumulative 
model of the class. While several pioneer project demonstrated the feasibility of this 
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approach and reported first positive results [3; 7], the value of adding social 
dimension to the classic OSM is still not demonstrated reliably. In this paper we 
present our most recent attempts to explore the added value of OSSM. We present an 
implementation of OSSM in an open source system MasteryGrids and report the 
results of a larger-scale classroom study comparing an OSSM version of 
MasteryGrids with a baseline OSM version. The results of the study indicate a 
number of benefits that could be offered by OSSM. 

2 Background: Open Student Models  

An open student model was originally suggested an innovation in the area of 
personalized learning systems. While in traditional personalized systems, student 
models were hidden “under the hood” and used to make education process personalized, 
the pioneers of open student modeling argued that the ability to view and modify the 
state of their knowledge could be beneficial for the students. A typical OSM displays 
the modeled state of student knowledge, although the examples of models displaying 
interests [1] or learning styles [12] are also known. A common way to display a state of 
knowledge is a set of skillometers that show the mastered subset of expert knowledge 
[11; 15; 16] or the probability that a learner knows a concept [6]. More complex OSM 
could display misconceptions, the size of topics, and other factors [4]. 

The idea to make open student modeling social has been originally suggested and 
explored by Bull [3; 4]. The idea of OSSM is to enhance its cognitive aspects with 
social aspects by allowing students to explore each other models or cumulative model 
of the class.  In our earlier work, we explored several approaches to combine open 
social student modeling with adaptive navigation support in an adaptive system for 
Java programming. Our preliminary single-classroom studies demonstrated that open 
social student modeling increase learner motivation to learn and enhance the impact 
of adaptive navigation support [7; 9]. The study presented in this paper makes a closer 
look of the effects of the open student model with and without social comparison 
features and differs from earlier studies by its more formal nature, larger scale and 
different domain (SQL). 

3 MasteryGrids, an Open Social Student Modeling Interface 

To evaluate the effectiveness of OSSM we used MasteryGrids, an open source OSSM 
interface developed by our group [10]. MasteryGrids uses parallel social visualization 
approach pioneered in an earlier system Progressor+ [7]. The idea of MasteryGrids is to 
show progress of student knowledge over multiple kinds of educational content 
organized by topics, allow to compare personal progress with the progress of the class, 
and provide direct access to the content. Figure 1 shows MasteryGrids interface 
displaying a sequence of topics of a Database Management course. The first row of the 
grid presents the topic-by-topic knowledge progress of the current student using green 
colors of different density (the darker is the color, the higher is the progress). The third 
row shows the aggregated topic-by-topic progress of the whole class using blue colors 
of different density. The second row presents a color-difference comparison between the 
student progress and the class progress. Green color shows topics where the student 
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estimated knowledge is higher than the class, blue color show the topics where the class 
is ahead, and the color density shows the magnitude of the difference. By clicking on 
any topic cell, the student can access learning content associated with the topic. For 
example, in Figure 1, the student has clicked the topic SELECT-FROM-WHERE and 
the system displays a bubble with showing content of two kinds: problems (called 
quizzes) and examples. Depending on the row clicked, the colors of the content items 
can represent individual progress, class progress, or difference using the color schemas 
explained before. In Figure 1, comparison colors are displayed since the student 
accessed content bubble by clicking on the middle comparison row. In addition to 
displaying the overall class progress, MasteryGrids can display anonymized ranked list 
of individual student models as shown in Figure 2. To save time and space, this list has 
to be requested by clicking “Load the rest of learners” button. The position of the 
current student in the list is shown in green. 
 

 

Fig. 1. MasteryGrid interface with social features activated 

4 The Study 

To assess the added impact of social features in OSM context and its implementation 
in Mastery Grids system, we focused on the following research questions:  
1. How the addition of social dimension to OSM impacts system usage?  
2. How the addition of social dimension to OSM impacts educational effectiveness? 
3. How the addition of social dimension to OSM impacts learning outcomes? 
4. How do students evaluate systems with and without social component? 

4.1 Study Design 

To answer these research questions we ran a classroom study where we compared two 
different versions of MasteryGrids, one nicknamed OSM+Social contains both the 
OSM and OSSM features (as shown in Figures 1 and 2), and another, nicknamed 
OSM with OSM features only, i.e. only showing first row of the grid in Figure 1 and 
no access to peer list. The study was performed in a master-level Database 
Management course at the School of Information Sciences, University of Pittsburgh, 
during the term of Fall 2014. The class was divided into two comparable sections 
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taught by the same instructor using the same lecture material. Sections had different 
class meeting times. One section was assigned to work with the OSM version of the 
system and another section with the OSM+Social version. Both versions provided 
access to the same educational content. Progress visualization in the OSM+Social 
group was based on the progress of this group alone. 
 

 

Fig. 2. Sorted list of peers. The current student can find herself, but no names are shown. 

MasteryGrids was introduced to both sections in the 3rd week of the course right 
before the start of SQL part supported by the system. The students were informed 
about the study and received a quick introduction to the MasteryGrids interface used 
in the group and the learning content available in the system. Then students were also 
administered a pretest to check their SQL knowledge. Pretest included ten questions 
that require writing SQL statements. After the introduction, each student received  
e-mails with a link to access the system, individual login and password. The use of the 
system was not mandatory in the course, however, to motivate students to try the 
system, one extra credit point was offered to students who solve at least 10 problems 
in the system. All user interaction with the system was logged. At the end of 11th 
week of the course, the participants took a posttest and filled in a questionnaire about 
usefulness and usability of the system. 

4.2 Participants 

The total number of students in two course section was 103, however, 14 students 
never logged in and were excluded from the study. Out of remaining 89 students, 47 
(52.8%) worked with OSM interface and 42 (47.2%) full OSSM (OSM+Social) 
interface. The descriptive statistics of experiment groups and students’ gender are 
given in Table 1. 

Table 1. The descriptive statistics of OSM+Social/OSM groups and students’ gender 

Systems/ 
Gender 

OSM+Social OSM 
f % f % 

Female  26 55.3 21 50 
Male  21 44.7 21 50 
Total 47 100 42 100 
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4.3 Log Data Collection 

MasteryGrids allows students to access 2 types of content: parameterized problems 
(referred for now on as problems) and examples. We used a set of SQL problems and 
examples developed for an earlier system Database Exploratorium [2]. Each problem 
asks the student to write a SQL statement to retrieve a subset of data from a 
predefined database. Problems are parameterized, which means that they are 
generated from a template in slightly different way (and with different correct 
answers) each time. As a result, students can attempt the same problem several times. 
Examples present various SQL statements with explanations for each line. All 
explanations are originally hidden; the student can explore line explanations one by 
one by clicking lines of interest, allowing the system to keep track of which line has 
been viewed. All student activity with the system (accessing topics and learning 
content through the MasteryGrid interface, every attempt to solve problems, every 
example line viewed) is logged by the system.  

5 Results 

In accordance with the research questions introduced above, the independent variable 
of the study is the type of interface used by the group (OSM or OSM+Social) and the 
dependent variables of the study are system usage, instructional effectiveness, 
educational impact, and students’ opinions about systems usability and usefulness. 
We analyze these aspects in the following sections. 

5.1 Student Engagement 

In our past work, we observed that the use of open student models increases the 
number of students who was motivated to work with non-mandatory learning content 
[8]. To investigate whether OSSM is better or worse than OSM in this respect, we 
compared the fraction of students engaged to work with OSM and OSM+Social group 
at six different levels. In total there were 42 students in the OSM group and 47 in  
the OSM+Social group who logged in the system at least once, i.e. had a chance to see 
the system and to make an informed decision whether to use the system or not. In 
Figure 3(a) we use this starting number as 100% to compare the percentage of students 
in each group who had at least one, more than 10, 20, 30, 40, and 50 attempts on 
problems. As we can see, the OSM+Social group has much higher student engagement 
on all levels. The most remarkable difference is observed at the early engagement 
stages. The social version was apparently looking much more interesting to the 
students: almost 70% decided to explore the system further attempting at least one 
question. In contrast, traditional OSM lost more than 70% of its users right after their 
first login – less than 30% of them decided to move on by at least trying one question. 
At the level of 30+ questions that we could consider as a serious engagement with the 
system, the OSM+Social group still retained more than 50% of its original users while 
OSM engagement was below 20%. 
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         (a)     (b) 

Fig. 3. Percentage of active students with different number of problem attempts in the OSM 
and OSM+Social group. The levels in the x-axis represent having at least one attempt, more 
than 10, 20, 30, 40, and 50 attempts. 

It could be argued that students were not able to understand the value of the system 
until they tried at least one problem, so using the number of students who logged in as 
100% is unfair. Figure 3(b) provides an alternative look at the student engagement 
treating the number of students who attempted at least one problem as 100% in each 
group. Still, we see that OSM group is loosing students at a higher rate than the 
OSM+Social group even with this adjustment. These observations demonstrate that 
the OSM+Social group was much more successful than the OSM group in engaging 
and retaining students.  

5.2 System Usage 

To further compare the ability of two system versions to engage students, we 
examined the variables in Table 2. Since the data could not be assumed to be 
normally distributed, Mann Whitney U, a nonparametric statistical test was used to 
compare system usage between OSM (N=42) and OSM+Social (N=47) interface 
groups. The Table 2 shows the results of Mann Whitney U test. 

Table 2. The results of Mann Whitney U test about system usage. * Significant result (p<0.05) 
** Significant result (p<0.01). 

Variable OSM OSM+Social U 
Mean  Mean   

Sessions 3.93 6.26 685.500* 
Topics coverage 19.0% 56.4% 567.500** 

Total attempts to problems 25.86 97.62 548.500** 
Correct attempts to problems 14.62 60.28 548.000** 
Distinct problems attempted 7.71 23.51 549.000** 
Distinct problems attempted correctly 7.52 23.11 545.000** 
Distinct examples viewed 18.19 38.55 611.500** 
Views to example lines 91.60 209.40 609.000** 

MG loads 5.05 9.83 618.500** 
MG clicks on topic cells 24.17 61.36 638.500** 
MG click on content cells 46.17 119.19 577.500** 
MG difficulty feedback answers 6.83 14.68 599.500** 
Total time in the system 5145.34 9276.58 667.000** 
Time in problems 911.86 2727.38 582.000** 
Time in MG (navigation) 2260.10 4085.31 625.000** 
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The results indicated that students who used the OSM+Social interface were 
significantly more engaged with the system, i.e., logged in more frequently, covered 
more topics, answered more problems, tried to solve and correctly answered more 
problems, explored more examples and example lines, worked more extensively with 
MasteryGrids interface, and spent more time working with the system. 

5.3 Effectiveness 

As it can be seen in the following table, time per line, time per example and time per 
activity scores of students in who studied with OSM+Social interface are significantly 
lower than the other group. To avoid impact of users on early stage of system 
experience who might work less efficiently, we excluded from calculations users who 
explored less than 5 example (first two lines), solved less than 5 problems (3rd line) 
and those explored less than 5 examples or solved less than 5 problems (4th line). 

Table 3. The results of Mann Whitney U test about productivity scores. * Significant result 
(p<0.05) ** Significant result (p<0.01). 

Variable OSM OSM+Social U 

Mean  Mean   
Time per line 22.93 11.61 570.000** 
Time per example 97.74 58.54 508.000* 
Time per problem 37.96 29.72 242.000 
Time per activity  47.92 34.33 277.000* 

 
This result shows students who used OSM+Social interface worked more 

efficiently than OSM group. This might be the result of social navigation support 
provided by OSSM interface that brought students to the right content at the right 
time. It might be also caused by students’ attempts to move ahead of their classmates 
in the visualization. Further research is needed to investigate the nature of this effect. 

Instructional effectiveness could be measured more reliably using an approach that 
takes into account both time and success such as the computational procedure 
developed by Paas and Van Merrienboer's [13; 14]. To find out instructional 
effectiveness following this approach, the performance (correctly answered SQL 
problems) was combined with time (total time that spend to answer SQL problems). 
The raw scores of performance and time were firstly translated to Z scores and were 
plotted in a Cartesian Plane. Then relative instructional effectiveness is computed as 
the distance between the point (z(P), z(t)) to the line of zero effectiveness (E=0). 

To compare instructional effectiveness of students, only the data belong to students 
who solved at least 5 distinct problems in both two groups are used (N=44). 
According to results of Mann Whitney U test, instructional effectiveness scores of 
students who studied with OSM+Social interface are significantly higher (N=32, 
mean=0.22, mean rank=24.88) than the scores of students who studied with the OSM 
interface (N=12, mean=0.03, mean rank=16.17). 
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5.4 Learning Impact 

To see the effect of social interface on students’ learning, we measured the normalized 
learning gain of students using their scores on the pretest and posttest (ngain=(posttest-
pretest)/(maxscore-pretest)). For this analysis, we considered students with at least 5 
attempts on problems who answered both pretest and posttest. After this filtering, there 
were 12 students in the OSM group and 30 students in the OSM+Social group. While 
the mean learning gain of students in OSM+Social group (M=0.47, SD=0.11) was 
higher than in the OSM grop (M=0.41, SD=0.17) the different was not significant 
(p=.173). It is, however, quite common than innovative technology most significantly 
affect weaker students. To check whether it is true in our case, we measured the 
learning gain for weak and strong students separately. If a student achieved less than 
25% of the score in the pretest (is was ½ of the top pretest score or 50% achieved by 
our students), we classified the student into the weak group, otherwise strong group1. 
Table 4 reports summary of learning gain for weak and strong students inside each 
group. As we found, the mean learning gain was higher for both weak and strong 
students in the OSM+Social group compared to the OSM group and the difference was 
significant for weak students (p=.033). 

Table 4. Mean±SD of normalized learning gain of weak and strong students in the OSM and 
OSM+Social group 

Weak (n=35) Strong (n=7)
OSM (n=9) OSM+Social (n=26) p-value OSM(n=3) OSM+Social(n=4) p-value 

ngain 0.35±0.15 0.45±0.1 .033 0.57±0.14 0.6±0.13 .824 
 
We also examined the association between number of activity attempts in each 

group and the final grades of the students in the class. We fitted a mixed model with 
group (G), number of attempts on problems (NP), examples (NE), and example lines 
(NL) as the fixed effects and the final grade as the response variable. We found that 
the group (G), number of examples (NE), and lines (NL) are not significant predictor 
of the final grade, while number of attempted problems (NP) significantly predicts the 
final grade. We obtained the coefficient of 0.09 for NP meaning that attempting 1 
problem in the system was associated with an increase of 0.09 in the final grade 
ranging from 0 to 100 (SE=0.04,p=.017). In other words, attempting 100 problems 
will increase the final grade by 9. This implies that in both groups, more attempts on 
problems may help gaining better grade in the final exam. This shows that better 
ability of OSSM interface to engage students in problem solving is important. 

5.5 Questionnaire Analysis 

A total of 81 students (42 in OSM+Social group, 39 in OSM group) answered the 
questionnaire about usability and usefulness of MasteryGrids. To focus on more 
informed feedback, we discarded all students who have used the system less than  

                                                           
1  Using other thresholds such as 10%(median) and 20% did not change the results 

substantially. 
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300 seconds, keeping 53 students' responses for further analysis: 32 in OSM+Social 
group (18 females, 14 males), and 21 in OSM group (10 females, 11 males).  

Table 5 presents the questions in each part of the questionnaire with Mean and 
Standard Error of the Mean for each group. Values range from 1 (strongly disagree) to 
5 (strongly agree).  Part 1 was answered by all 53 students; part 2 was answered only 
by students in OSM group; part 3 was answered by students in OSM+Social group, 
from which we discarded all answers which value (3) was tagged as "Did not notice", 
keeping 17 to 26 responses (some students did not answer all of the questions). In the 
next paragraphs we refer to the questions in Table 5 as PXQY where X represents the 
part (1,2,3) and Y the question number. 

The general usability and usefulness of the system in Part 1 are evaluated 
positively, with values generally above 3.5 and many of them above 4 in 
OSM+Social. There is a clear tendency of more positive answers in OSM+Social 
group, although the only significant difference observed between groups is in P1Q3: 
students in OSM+Social group (N=31) stated to be more motivated than students on 
the OSM group (N=21) by the self-progress features in MasteryGrids, Mann-Whitney 
U=225, p=.026 two-tailed. We followed this analysis contrasting the response of 
OSM+Social group in P1Q3 with the similar question about OSSM features, P3Q10, 
and we found a significant difference p=.031 (using Wilcoxon Signed Rank test): 
while log data shows that students in the OSM+Social group used the system much 
more than the students in OSM group, they were also more eager to trace it to the 
ability of seeing their own progress.  

To examine the impact of in-system experience, we cluster students into usage 
groups, low (N=26) and high (N=27) using a two steps clustering over standardize 
values of the system usage variables number of distinct problems attempted, number 
of distinct examples viewed, number of clicks in topics cells and number of clicks in 
content cells (problems and examples). We expected that students who used  
the system more will evaluate it higher, as it frequently happens with complicated 
systems, but we did not find any significant difference here. We hypothesized that the 
system was sufficiently simple and usable to be mastered even the low group. 

Part 2, answered by OSM group, presents questions about perceived value of social 
features. We compared these questions with similar questions in Part 3, answered by 
the other group (OSM+Social) wondering if, in general, students value more the 
social features when they experience them or vice versa. P2Q1 was compared to an 
average score in questions P3Q2, P3Q3, and P3Q5 and the difference was significant, 
i.e., the real value of the social features was even higher that the perceived value 
(OSM N=19, OSM+Social N = 15, Mann-Whitney U=80, p=.0396 two-tailed). P2Q2 
was compared to P3Q10, but the difference was not significant. 

Part 3, answered by the OSM+Social group, was analyzed in different forms. First we 
look at differences across usage clusters (as defined previously) and gender, and no 
significant difference was found neither in usefulness questions, nor usability questions. 
Then we look at possible differences between questions referring to different system 
features. P3Q2, P3Q3 and P3Q5 refer to group comparison feature (see Fig. 1), and P3Q6 
and P3Q8 refer to peer list feature. We compare these two groups of questions to see if 
students find more useful one or the other features. The difference was not significant. 
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On usability side, students agree that the colors of the system used for comparing 
with others are easy to understand (P3Q4, P3Q9). This is a good result, since we had 
concerns about the use of colors and the difficulties to understand the comparison.  

It is also interesting to contrast slightly negative score of P3Q12 and the slightly 
positive score of P3Q14: in general students disagree with the negative effect of social 
comparison, although they tend to admit that sometimes it pushes them to work just 
for the sake of competition. Another interesting finding is the lower scores students 
gave to the perspective of showing names (P3Q11). Apparently, the effect of 
comparison does not need to be individualized to be beneficial. We further analyze 
the relation between P3Q11 and P3Q13 by reversing P3Q13 and classifying answers 
as positive (above 3) or negative (below 3), discarding answers with value 3. We find 
a significant difference (using Wilcoxon Signed-Rank test) p=.034: 7 out of 20 
students who answer both questions think that they would like to see other names, but 
would not like to show their names, only 1 student would show her name but think it 
is not useful to see other names, and 12 students match their opinion. 

Table 5. Subjective evaluation questions by part. Part 1 was answered by all students. Part 2 
was answered only by students in OSM group, and Part 3 by students in OSM+Social group. 
Some of the questions refer to figures originally included in the questionnaire (and not 
reproduced here), and the references were changed to [reference], e.g. [in peer list] in question 
6 and 8 in Part 3. 

  OSM OSM+Social 
Part 1 M SE M SE 
1 In general, it was useful to see my progress in Mastery Grids (MG) 3.76 .228 4.03 .145 

2 In general, I liked the interface of MG 3.86 .221 3.84 .163 

3 Seeing my progress in the tool motivated me to work on quizzes and 
examples 

3.52 .214 4.09 .130 

4 The interface helped me to understand how the class content is 
organized 

3.62 .223 3.81 .176 

5 The interface helped me to identify my weak points 3.52 .190 3.84 .186 

6 The interface helped me to plan my class work 3.33 .211 3.22 .160 

7 It was clear how to access questions and examples 3.81 .264 3.56 .190 

8 It was useful to see my knowledge progress for each topic [in MG] 3.71 .171 4.03 .135 

9 It was useful to see how I am doing with individual quizzes and 
examples  

3.71 .197 4.16 .128 

10 Using green colors in different intensity to show my progress was easy 
to understand 

3.90 .217 4.09 .151 

      
 

Part 2 (only OSM)   M SE 
1 The ability to see the progress of the rest of the group will make MG more 

valuable for me 
3.53 .246 

2 The ability to see the progress of the rest of the group will motivate me to use 
MG  more frequently 

3.74 .227 
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Table 5. (Continued) 

Part 3 (Only OSM+Social)   M SE 
 

1 It is important for me to see the progress of the rest of the class 3.87 .220 

2 It was useful to see the progress of the whole class as it is represented in the 
Group row [in MG] 

3.96 .183 

3 It was useful to see the progress of the top students as it is represented in the 
Group row [in MG] 

4.11 .212 

4 The comparison between the group and myself [figure] is easy to understand 4.21 .147 

5 It was useful to see the comparison between the selected group and myself 
[figure] 

4.14 .151 

6 It is important for me to see the progress of individual classmates [in peer list] 3.71 .322 

7 In general, it is useful for me to be able to compare my progress with the progress 
of others 

3.88 .185 

8 It is important for me to see my position in the class [in peer list] 3.96 .213 

9 Visualizing the progress of others using blue colors of different intensities was 
easy to understand 

4.04 .141 

10 Viewing my classmates' progress motivated me to work more in quizzes and 
examples 

3.88 .193 

11 I think it would be useful for me to know the names of individual classmates in 
[peer list] 

2.68 .230 

12 Viewing that others were more advance than me made me want to quit using MG 2.71 .229 

13 If names are shown, I will not like to show my name in the list to others 4.15 .120 

14 Sometimes I just checked quizzes and examples to catch up with others rather 
than to learn more 

3.35 .264 

6 Discussion and Conclusion 

In this paper we presented a visual implementation of open social student modeling 
approach and compared it to the traditional open student model without social 
component in a semester-long classroom study. The results confirmed a remarkable 
engagement power of the OSSM: a much higher ability to engage and retain students. 
It also motivated students to perform significantly more work with non-mandatory 
learning content. These features of OSSM make it very attractive for context where 
motivation and retention are critical, such as modern MOOCs. In addition, social 
visualization enabled students in OSSM group to work more efficiently, which could 
be attributed to the navigation support aspect of our OSSM implementation. In our 
future work we plan to investigate the nature of this impact using detailed student 
interaction traces. The work with OSSM also positively impacted student learning 
significantly improving learning gain of weaker students. While this could be 
attributed to the increased work with the content (as shown also by the correlation 
between the amount of work and exam grade), it is still valuable in the case of  
non-mandatory educational content, which the students explore at their own will. 
Student answers to the administered questionnaire indicated positive attitude to both, 
traditional OSM features and new OSSM various features. Yet, we should 
acknowledge that the study confirmed the value of OSSM in one specific context – a 
graduate class in a large US university. The impact of the same interface might be 
different for other groups of students and in different countries. For example, it is not 
clear that the effect of OSSM will be same for considerably larger or smaller groups. 
We plan to investigate the impact of these factors in the future work.   
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Abstract. In this paper we present a tutoring system that automatically sequences 
the learning content according to the learners’ mental states. The system draws on 
techniques from Brain Computer Interface and educational psychology to auto-
matically adapt to changes in the learners’ mental states such as attention and 
workload using electroencephalogram (EEG) signals. The objective of this system 
is to maintain the learner in a positive mental state throughout the tutoring session 
by selecting the next pedagogical activity that fits the best to his current state. An 
experimental evaluation of our approach involving two groups of learners showed 
that the group who interacted with the mental state-based adaptive version of the 
system obtained higher learning outcomes and had a better learning experience 
than the group who interacted with a non-adaptive version. 

Keywords: Intelligent tutoring system · Engagement · Workload · Real-time 
adaptive system · EEG · Machine learning · Experience and affect 

1 Introduction 

The use of physio-cognitive sensing technologies in computer-based learning envi-
ronments has grown continuously through these last years. More precisely, the emer-
gence of the affective computing domain has made a huge change in the design of 
such environments by enhancing their capabilities to understand the learners’ needs 
and behaviors [1-5]. Research in the Intelligent Tutoring Systems (ITS) field is in-
creasingly directed towards the integration of new techniques that can provide rele-
vant indicators about the learners’ internal and affective states. In fact, one of the 
main objectives of ITS is to provide an adapted and individualized learning environ-
ment to the learner. This adaptation can be operated with regards to several considera-
tions (cognitive, educational, emotional, social, etc.), and can be related to different 
aspects of the system’s interaction strategy (selection of the next learning step, pro-
viding an individualized feedback, or help, etc.). The integration of physiological data 
sources can represent a genuine opportunity for such a system to extract valuable 
information about the user’s state and to proactively adapt to this state.  

In this paper, we present a new ITS called MENTOR (MENtal tuTOR), which is 
entirely based on the analysis of the learner’s engagement and workload, extracted 
from the EEG data, in order to sequence the learning activities. More precisely, the 
system relies on an adaptive logic that selects the next pedagogical activity which fits 
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the best to his current state; this activity can be either a problem solving or a worked 
example. 

This choice between worked examples and problems has often been discussed in 
educational psychology. On one hand, worked examples tend to have a lower mental 
load impact compared to problems as all the required steps of the problem resolution 
are already provided to the learner [6]. On the other hand, the problems are more de-
manding in terms of mental efforts as the learner has to resolve the problem and in 
case of a wrong answer, he must also understand the solution. However, providing 
only worked examples to the learners can have a negative impact. The learner may 
not identify the relevant information pertaining to the worked example, and focuses 
rather on useless or secondary information [7]. In this paper, we present a set of rules 
that we have implanted in our system to adaptively select the best activity for the 
learner. An experimental study was conducted to evaluate our system. The goal was 
to verify the following two hypotheses:  
(1) The integration of the engagement and the workload brain indexes in an ITS can 

have a real impact on the learners’ outcomes. Our assumption is that if the sys-
tem controls the learning dynamics according to these mental indicators, then the 
system’s interventions can help the learner understand the tutoring content. 

(2) Using a mental state-based strategy in this type of adaptation can improve the 
learner’s experience regarding their tutoring session. In other words, we assume 
that if the system is aware of the mental challenges the learner is facing, this can 
be reflected positively on the learner’s satisfaction regarding the system. 

2 Related Work 

Mental workload and engagement are among the most commonly used indicators to 
dynamically assess changes in the users’ states [8-11]. Several physiological sensors 
such as heart rate variability, oculomotor activity, pupilometry, body temperature, 
respiration and galvanic skin responses have been employed to detect mental state 
changes [13-15]. However, the electroencephalography (EEG) is considered as  
the only physiological signal that can reliably and precisely track restrained changes 
in mental attention (or engagement) and workload, and that can be identified and 
quantified on a millisecond time-frame [12].    

Developing EEG indexes for workload and engagement assessment is a well-
developed research domain. Several linear and non-linear classification and regres-
sion methods were used to measure these indexes in different kinds of cognitive tasks 
such as memorization, language processing, visual, or auditory tasks. These methods 
rely mainly on a frequency processing approach using either the Power Spectral Den-
sity (PSD) or Event Related Potential (ERP) techniques to extract relevant EEG fea-
tures [12].  

In the educational context, the index developed by Berka and his colleague was 
used within a learning environment to analyze the students’ behaviors while acquiring 
skills during a problem solving session [11]. Recently a workshop was hold to pro-
mote the use of EEG input in ITS [16]. This paper represents a straight continuation 
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of these approaches by presenting a tutoring system whose adaptive strategy is entire-
ly based on the values of the engagement and the workload indexes. 

3 System Design 

MENTOR is a tutoring system that uses indicators extracted from the EEG physiolog-
ical data to adjust the learning activities according to the learner’s mental state. The 
system uses the Emotiv EEG headset (www.emotiv.com) to collect EEG raw signals. 
The reasons of choosing this EEG device is that it can be connected wireless to any 
machine through the receiving USB. The Emotiv device is also light, easy to use and 
does not require any particular material configuration. The Emotiv headset contains 
16 electrodes located according to the 10-20 international standard [28]. It allows 
recording simultaneously 14 regions (O1, O2, P7, P8, T7, T8, FC5, FC6, F3, F4, F7, 
F8, AF3 and AF4). Two additional electrodes are used as references, which corres-
pond respectively to the P3 region (called DRL for Driven Right Leg) and the P4 
region (called CMS for Common Mode sense). The system’s sampling rate is 128 Hz.  

Two brain indexes are derived in real-time by MENTOR, namely mental engage-
ment and workload. 

3.1 Mental Engagement 

The engagement index used comes from the work of Pope and colleagues [17] at the 
National Aeronautics and Space Administration (NASA). This work is based on neu-
roscientific research on attention and vigilance [18]. It was found that the user’s per-
formance improved when this index is used as a criterion for switching between ma-
nual and automated piloting mode. This index is computed from three EEG frequency 
bands: θ (4-8 Hz), α (8-13 Hz) and β (13-22 Hz) as follows: β/ θ  α 

The engagement index is computed each second from the EEG signal. In order to 
reduce the fluctuation of this index, we use a moving average on a 40-second mobile 
window. Thus, the value of the index as the time t corresponds to the total average of 
the ratios calculated on a period of 40 seconds preceding t. The extraction of the θ, α 
and β frequency bands is performed by multiplying one second of the EEG signal by a 
Hamming window (in order to reduce the spectral leakage) and applying a Fast Fouri-
er Transform (FFT). As the Emotiv headset measures 14 regions at the same time, we 
used a combined value of the θ, α and β frequency bands by summing their values 
over all the measured regions. 

3.2 Mental Workload and MENTOR’s Training Mode 

Unlike the engagement index, there is no a common established method to directly 
assess mental workload from the EEG data. Therefore, we propose to build an indi-
vidual mental workload predictive model for each learner. This model is trained using 
data collected from a training phase during which the learner performs a set of brain 
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training exercises. This training phase involves three different types of cognitive  
exercises, namely: digit span, reverse digit span and mental computation. 

The objective of theses training exercises is to induce different levels of mental 
workload while collecting the learner’s EEG data. The manipulation of the induced 
workload level is done by varying the difficulty level of the exercises: by increasing 
the number of the digits in the sequence to be recalled for digit span and reverse digit 
span, and the number of digits to be added or subtracted for the mental computation 
exercises (see [12,19] for more details about this procedure). After performing each 
difficulty level, the learner is asked to report his workload level using the subjective 
scale of NASA Task load index (NASA_TLX) [20].  

Once this training phase completed, the collected EEG raw data are cut into  
1-second segments and multiplied by a Hamming window. A FFT is applied to trans-
form each EEG segment into a spectral frequency and generate a set of 40 bins of  
1 Hz ranging from 4 to 43 Hz (EEG pretreated vectors). These data are then reduced 
using a Principal Component Analysis (PCA) to 25 components (the score vectors). 
Next, a Gaussian Process Regression (GPR) algorithm with an exponential squared 
kernel and a Gaussian noise [21] is run in order to train a mental workload predictive 
model (the EEG workload index) from the normalized score vectors. Normalization is 
done by subtracting the mean and dividing by the standard deviation of the all vectors. 
In order to reduce the training time of the predictive model, we used the local Gaus-
sian Process Regression algorithm, which is a faster version of the GPR [22].  

3.3 Analysis of the Computed Indexes 

In order to evaluate the learner's mental state, the system analyses the behavior of the 
engagement and workload indexes throughout the current learning activity. A slope of 
each index is computed using the least squared error function of the index’s values 
from the beginning of the activity. For the engagement index, if the slope value is 
postive, then learner is considered as mentally engaged. Otherwise, the learner  
is considered as mentally disengaged. For the workload index, if the slope value is 
between - 0.03 and + 0.03, than the workload is considered as positive. Otherwise, if 
the slope value is above 0.03, the learner is considered as overloaded, and if the slope 
is below -0.03 the learner is considerd as underloaded. Thus, the learner’s mental state 
is considered positive, if he is mentally engaged and neither overloaded nor 
underloaded;  otherwise, it is considered negative. 

3.4 Learning Mode 

The MENTOR tutoring system has been designed to help learners understand the 
Reverse Polish Notation (RPN), which is also known as the postfix notation. The 
lesson presented by the system includes four successive parts. After the learner 
finishes each part of the lesson, the system presents four pedacogical activities so that 
the learner puts into practice the concepts seen in the previous part of the lesson and 
enhance his understanding. Each activity uses one of the two following pedagogical 
resources: 
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Questions: each question presents a problem that the learner has to resolve. Hints 
are provided with each problem in order to help the learner find the solution and 
improve his knowledge acquisition. At the end of each question, the system informs 
the learner whether his answer was correct or not. In case of a wrong answer, the 
solution of the problem is given without presenting any explanation of the resolu-
tion process.  

Worked examples: a worked example describes a problem statement with the  
detailed steps and explanations leading to the solution. The learner is simply asked 
to read and understand these examples. 

3.5 MENTOR’s Adaptive Rules 

MENTOR’s decisional process lies mainly in the selection of the type of the 
pedagogical resource (a question or a worked example) to be provided as a next 
activity. In summary, 16 decisions (4 parts × 4 activities) has to be made by the 
system according to the learner’s mental state. The decision of presenting a worked 
example or a problem within MENTOR is based  on a continuous analysis of the 
learner’s mental engagement and workload. The goal is to select the pedagogical 
resource that maintain the learner in a positive mental state. More precisely, the 
system has to keep the learner mentally engaged and avoid overload and underload. If 
the system detects a negative mental state caused by an engaegement drop, an 
overload or an underload, it will then try to correct this state by switching the type of 
the next pedagogical activity. 

A total of seven adaptive rules are used by MENTOR as shown in Figure1: 
(R1) If the learner's mental state is positive (mentally engaged and neither overloaded 

nor underloaded), then the system selects a question for the next activity. This 
rule is applied whatever the current activity is (question, worked example or 
reading a part of the lesson).  

(R2) At the end of a question, if the learner's mental state is negative (disengaged, 
overloaded or underloaded), then the system provides a worked example in the 
next activity. 

(R3) At the end of a worked example, if the system detects a negative mental state 
due to disengagement or underload, then it provides a question as a next activity.  

(R4) At the end of a worked example, if the system detects a negative mental state 
due to overload, then it provides a worked example in the next activity. 

(R5) After reading a part of the lesson, if the system detects a negative mental state 
due to disengagement or underload, then it provides a question as a next activity. 

(R6) After reading a part of the lesson, if the system detects a negative mental state 
due to overload, then it provides a worked example for the next activity. 

(R7) Whatever the learners’ mental state is, if he answers a question incorrectly, then 
the system provides a worked example in the next activity. 
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We suppose in this case that the learner reacts well mentally and that the strategy 
based on the questions is currently well suited to the state of the learner. It is 
important to note that the use of the rule (R1) is limited by the rule (R7). So, in case 
of a wrong answer, the system automatically switches the next activity to a worked 
example even though the learner is in a positive mental state in order to prevent the 
occurrence of a negative state due to a succession of wrong answers.  

This same switch is also performed using rule (R2), if the system detects a negative 
mental state even though the learner’s answer is correct. The assumption is that if  
the learner shows a negative state following the resolution of a problem, changing the 
type of the activity can be in any case beneficial. More precisely, if the learner is 
overloaded, switching for a worked example in the next activity can correct or prevent 
this state of getting worse (this would probably be the case if the system continues 
with another question). If the negative state is caused by a disengagement or an 
underload, changing the type of  the activity can be stimulating for the learner and  
may correct this negative state. 

Decision After a Worked Example. After presenting a worked example, the system 
opts for a question as a next activity if the learner's mental state is positive using the 
rule (R1). The reason of using this strategy is to target an effect known as the problem 
completion effect [6], which is generally obtained by providing a worked example 
followed immediately by a problem. This type of strategy is used to increase the 
learning performances and enhance the learner's motivation [23]. For this reason,  
we decided to choose a question as a subsequent activity to the worked example even 
if the learner’s state is positive, rather than pursuing with another worked example. 

Finally, if the system detects a negative mental state caused by an overload,  
the system continues to present a worked example in the next activity using rule (R4). 
The assumption behind this rule is that if a learner has some cognitive difficulties to 
understand the example, or if he is simply tired, it would not be suitable to provide 
him a problem to solve since that this can worsen his overload. Therefore, another 
worked example can support his knowledge without beeing mentally much 
demanding.  

4 Experimental Study  

In order to highlight the impact of using the learners’ mental indicators as an adaptive 
criterion to manage the system’s pedagogical resources, our experimental study relied 
on two different versions of MENTOR. The difference between these versions lied 
only in the adaptive logic of the decisional module. The first version left intact the 
adaptive logic with the seven basic intervention rules described previously. The selec-
tion of the resource to be provided was done according to the evolution of the learn-
er’s mental state. In particular, the system tends to privilege the questions in case of a 
positive mental state. In the opposite case, the selection of the type of the resource 
was made following heuristics that aim to correct the learner’s mental state. 

The second version of the system did not take into account the mental indexes of 
engagement and workload in selecting the type of the resource to be provided.  



 MENTOR: A Physiologically Controlled Tutoring System 63 

Only the rule (R7) was preserved in the adaptive logic of MENTOR, and the six other 
rules were ignored. The principle of this version was quite simple: after reading each 
part of the lesson, the system selected a question for the learner. As long as the learner 
answered correctly, the system continued to adopt the same strategy: asking ques-
tions. However, if an incorrect answer was given, the system selected immediately a 
worked example as a next activity in order to fix the learner’s reasoning. Once the 
learner finished reading the example, the system automatically followed up with a 
question in order to increase his motivation and elicit a problem completion effect. So 
the unique parameter that triggered an adaptive action in this version was an incorrect 
response given by the learner. 

The two used versions shared a common point in their operation: if the adaptation 
parameters are positive, the two versions opt for a question as a next step. The mental 
state-based adaptive version of the system (the first) represents then an augmented 
version of the second, insofar as in addition to considering the accuracy of the  
response (through the 7th rule), it also applies other adaptive actions based on mental 
parameters. 

In summary, we compared two versions of the system, the first used in its adaptive 
logic an analysis of the mental indexes in addition to the response of the learner, and 
the second was based solely on the response of the learner. Both versions used, in the 
same order, exactly the same pedagogical resources.  

4.1 Participants and Experimental Protocol 

14 participants took part in our study. All were students in the University of Montreal 
in the same certification program in applied computer science. Upon their arrival, 
participants were briefed about the experimental procedure and signed a consent 
form. Each participant was randomly assigned to one of the two following groups.  
(1) The experimental group  (N = 7) used the adaptive version of MENTOR: the 
learning activities are actively adapted to both the learners’ brain indexes and an-
swers. (2) The control group (N=7) used the second version of MENTOR that consid-
ers only the learners’ answers.  

For each participant, the experiment was conducted on two successive days. On the 
first day, the participant uses the training mode of MENTOR in order to create his 
individual workload model. In this phase, which lasts about an hour, the participant 
performs a set of 40 brain training exercices including digit span, reverse digit span 
and mental computation as described earlier. 

On the second day of the experiment, the participant uses the learning mode  
of MENTOR. The duration of this phase is approximately one hour, including 20 to 
30 minutes to learn the four parts of the Reverse Polish Notation lesson. The session 
starts with a pre-test followed by the lesson, then a post-test, and ends with a debrief-
ing phase. Two 5-minute breaks were taken between the pre-test, the lesson and the 
post-test. 

Pre-Test and Post-Test. These tests use a set of 16 questions relative to the concepts 
of the lesson. Each of the four parts of the lesson is concerned with four different 
questions, and the same questions are asked in the pre-test and the post-test. For each 
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question, the learner can answer true or false, or may choose not to respond. A typical 
example of a question is to check whether two postfix expressions are equivalent. The 
score in each test is calculated as follows: a correct answer is worth 1 point, while a 
wrong answer (or a non-response) worths 0. 

Debriefing. During this phase, the learner is first asked to report his appreciation of 
his interaction with the learning environment by rating his satisfaction level regarding 
the lesson, using a scale of seven grades ranging from 1 (strongly disagree) to 7 
(strongly agree) on how much he agrees with the following statement: “Overall, I am 
satisfied with of my learning experience with the system”. 

Then, the learner evaluates the quality of the tutoring provided by the system by 
reporting his perceived level of relevance of the system’s proposed activities, using 
another scale of seven grades ranging from 1 (strongly disagree) to 7 (strongly agree), 
on how much he agrees with the following statement: “Overall, I am satisfied with the 
learning activities selected by the system. The examples and questions are presented 
at the right time and helped me to understand the lesson. The choice made between 
asking a question or presenting an example fits my level of understanding”. This scale 
is therefore an evaluation of the relevance (or the perspicacity) of the tutor’s deci-
sions. 

5 Results and Discussion 

The experimental results are presented in the following subsections. First, we analyze 
the impact of using the EEG indexes as an adaptive criterion on learning; we compare 
the learners’ outcomes and progression in the two considered groups (experimental 
group vs. control group) between the pre-test and the post-test. Then, we analyze the 
impact of using the two versions of the system on the learners’ satisfaction level.  

5.1 Learning Performance 

A 2 (group: experimental vs. control) × 2 (time: pre-test vs. post-test) mixed-model 
analysis of variance (ANOVA) was conducted to compare the learners’ outcomes of 
the two groups in terms of scores achieved in both tests. The group variable is a  
between-subject factor that compares the scores between the two experimental condi-
tions, whereas the time variable is a within-subject factor that analyzes, for each  
participant individually, the score variation (changes) between the pre-test and the 
post-test. First, the analysis yielded a main effect of the time variable, showing a sig-
nificant difference of the learners’ scores in both groups between the pre-test and the 
post-test: F(1, 12) = 2253.353 p < 0.001. Thus, there was significant a learning gain 
regardless of the group, and hence regardless of the version of the system which was 
used by the participants. 

Second the analysis yielded a significant interaction effect of both factors (group × 
time) on the learners’ outcomes: F(1, 12) = 29.824, p < 0.001. The results revealed 
that over time, that is between the pre-test and the post-test, the learners of the expe-
rimental group got significantly better learning performances compared to the control 
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group. The means of scores obtained in the pre-test and the post-test for the both 
groups are listed in Table 1. 

The comparison of the learners’ scores between the experimental group and the 
control group revealed that there was no statistically significant differences between 
the two groups in the pre-test:  F(1, 12) = 4.190, p  = n.s. The overall mean score in 
the pre-test was M = 4.21 (SD = 1.31). In contrast, the comparison of the learners’ 
scores in the post-test showed that the scores achieved in the experimental group were 
significantly higher than the control group: F(1, 12) = 50.069, p < 0.001. The mean 
score of the experimental group was M = 13.86 (SD = 0.67) against M = 10.71 
(SD = 0.95) for the control group. 

Table 1. Learners’ outcomes in both groups before and after the tutoring session 

 Pre-test Post-test 

Experimental group   

M 4.86a 13.86b 

SD 1.07 0.70 

Control group   

M 3.57a 10.71c 

SD 1.27 0.95 

Values with different subscripts differ significantly. 

These results confirm our first hypothesis, that is using the workload and the en-
gagement indexes as a main criterion to control the user’s activities can have a posi-
tive impact on his learning performances. The learners’ whose pedagogical resources 
were selected according to their mental states were able to provide an average of 
86,6 % correct answers after the tutoring session. An increase of 22.7 % in terms of 
learning outcomes was achieved using this adaptive strategy. 

5.2 Subjective Measures 

An ANOVA was conducted in order to compare the learners’ satisfaction levels be-
tween the experimental group and the control group. This ANOVA showed an almost 
significant difference between the two groups: F(1, 12) = 4.545, p = 0.054. The learn-
ers of the experimental group reported higher satisfaction (M = 5.71, SD = 1.604) in 
comparison to the control group (M = 4.29, SD = 0.756). 

A second ANOVA was performed to compare the learners’ ratings of the relevance 
of the activities proposed by the tutoring system in both groups. These ratings were 
significantly higher in the experimental group (M = 5, SD = 1.414) versus (M = 2.43, 
SD = 0.787) in the control group, F(1, 12) = 17.673, p < 0.05. 
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These results confirm thus that incresing the system’s adaptive logic with the EEG 
engagement and workload indexes has a positive effect on the users’ satisfaction 
regarding their learning experience in general, and their appreciation regarding the 
relevance of the decisions taken by the system in the selection of the pedagogical 
resources more specifically. 

6 Conclusion 

In this paper we have presented an intelligent tutoring system called MENTOR 
(MENtal tuTOR) that adapts its tutoring content according to the user’s brain activity. 
The goal was to show that enhancing the ITS adaptive logic with two physiological 
mental indicators, namely the engagement and the workload indexes, can improve the 
learners’ outcomes and interaction experience. 

MENTOR collects the user’s EEG data. The training mode of the system uses dif-
ferent types of brain training exercises to build a workload model for a new user. This 
model is used to derive in real-time the user’s workload index from his EEG signals. 
The learning mode of MENTOR provides a tutoring environment that adapts its con-
tent actively to the learner’s brain indexes. The system evaluates the learner’s mental 
state, and selects the pedagogical activity that best suits to his state. 
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Abstract. Popular journey planning systems, like Google Maps or
Yahoo! Maps, usually ignore user’s preferences and context. This paper
shows how we applied context-aware recommendation technologies in
an existing journey planning mobile application to provide personalized
and context-dependent recommendations to users. We describe two dif-
ferent strategies for context-aware user modeling in the journey plan-
ning domain. We present an extensive performance comparison of the
proposed strategies by conducting a user-centric study in addition to a
traditional offline evaluation method.

Keywords: Recommender systems · Context-awareness · Personalized
journey planning · User-centric evaluation

1 Introduction

Nowadays, people commonly plan their holidays by making use of online tools
that have access to a huge amount of tourist-related services and products, such
as destinations, routes, attractions and hotels. This choice overload problem
usually leads tourists to make poor decisions about what products are more
appropriate to them.

Recommender Systems (RSs) [14][15] are known to be effective tools to over-
come this problem, helping users to separate the wheat from the chaff. Previ-
ous approaches to journey plan recommendation are mostly designed for closed
domains, that is, domains where the set of potential journey plans is already
defined and based on a set of previously recommended Points of Interest (POIs)
(e.g., touristic itineraries) [10]; and those able to dynamically generate journey
plans usually do not incorporate users preferences and context into the plan-
ning process. An exception is PECITAS [17], a mobile recommender that offers
users personalized journey plans combining walking and public transportation
in the city of Bolzano. However, in PECITAS only a small set of generic prefer-
ences are considered (e.g., departure time and cost), which considerably limits
its personalization capabilities.
c© Springer International Publishing Switzerland 2015
F. Ricci et al. (Eds.): UMAP 2015, LNCS 9146, pp. 68–79, 2015.
DOI: 10.1007/978-3-319-20267-9 6
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Context-Aware Recommender Systems (CARSs) [1] differ from traditional
recommendation strategies because they predict how a given user will rate an
item not only based on past user ratings, but also exploiting the context in which
those ratings were produced, and the user’s context at request time (i.e., the
target context). Previous research on CARSs in the tourism and travel domain
has mainly focused on the task of POIs recommendation [2], not considering the
journey planning itself as a recommending task.

Unlike previous works, we have investigated the effectiveness of applying
state-of-the-art CARS techniques in an existing multi-modal journey planning
system in order to provide users with personalized and context-dependent sug-
gestions of dynamically generated journey plans. The main contributions of the
paper are:

1. The definition of two different context-aware recommendation strategies for
journey plan recommendation, one based on the adaptation of the contextual
pre-filtering method presented in [5], and the other one a contextual mod-
eling strategy inspired on the time-aware Matrix Factorization (MF) model
presented in [8].

2. An extensive performance comparison of the proposed context-aware strate-
gies combining offline and user-centric experiments. In the offline setting we
used a contextually-tagged journey plan rating data set, collected by means
of a novel in-context rating acquisition method, and for the user-centric eval-
uation we conducted a controlled experiment with real users of an existing
journey planning mobile application.

The remainder of this paper is organized as follows. Section 2 positions
our work with respect to the state of the art. Section 3 presents in detail
the CARS strategies for journey plan recommendation evaluated in this work.
Section 4 describes the offline evaluation, including the in-context rating acqui-
sition method used to collect the training data. Section 5 presents the method
and results of the user-centric experiment. Finally, Section 6 draws the main
conclusions and presents some future work.

2 Related Work

CARSs are commonly classified into three paradigms [1]: (1) pre-filtering, where
context is used for selecting the relevant ratings before computing predictions
with a traditional context-free model; (2) contextual post-filtering, where con-
text is used to adjust predictions generated by a context-free model; and (3)
contextual modeling, in which contextual information is directly incorporated in
a context-free model as additional parameters.

Most of the research on CARSs have focused on extending Collaborative
Filtering approaches with context-awareness (CACF). Currently, pre-filtering
and contextual modeling CACF methods extending MF prediction models are
the most popular ones because of their superior prediction accuracy in many
domains [8]. For example, Distributional Semantic Pre-filtering (DSPF) [5] is a
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recent reduction-based pre-filtering method that, given a target context, builds
a local MF prediction model using the ratings tagged with contexts semantically
similar to the target one, which is then used for making predictions in that
context. A key component of DSPF is the method used to compute the similar-
ity between contextual situations based on the distributional semantics of their
composing conditions. Another popular example following the contextual model-
ing paradigm is Context-Aware Matrix Factorization (CAMF) [2]. This method
can be seen as a generalization of the standard bias MF model where context
dimensions are included as part of the prediction function. Particularly, it incor-
porates context as additional biases capturing the global influence of contextual
conditions on the ratings given to the items.

Pre-filtering and contextual modeling strategies have their own advantages
and drawbacks, and it is difficult to know at design stage which algorithm would
perform better in a specific recommendation domain [3][13]. A recent empirical
analysis presented in [5] indicates that sophisticated pre-filtering methods can
perform better in domains with high context granularity, but in contrast, con-
textual modeling strategies are less affected by data sparsity, since they use all
the available training data to build the context-aware model. This uncertainty
motivated us to carry out a more in-depth performance comparison of both
context-aware strategies in the particular domain of journey planning.

Some authors have also investigated the effectiveness of extending Content-
Based (CB) approaches with context-awareness (CACB). For instance, in [11] a
contextual modeling method is proposed that learns attribute-based representa-
tions of both contextual information and user’s interests based on a vector space
model enhanced by exploiting the attributes’ distributional semantics, which are
then aggregated during the calculation of the user-item matching. However, a
limitation of this approach is that it is designed to work with textual content
data and, therefore, it cannot be applied in domains where only a limited set of
categorical attributes are available like in this case. For this reason, differently
from [11], in this work we adapted the previously mentioned CACF approaches,
DSPF and CAMF, to be used in combination with a linear CB prediction model.

3 Context-Aware User Modeling Strategies

This section describes the context-aware recommendation strategies imple-
mented to estimate the suitability of a candidate journey plan for a user, based
on her past ratings and current context. We begin by describing the context-
free recommendation model, which is the basis of the proposed CACB methods.
Then, we present in detail the proposed context-aware strategies: the contextual
pre-filtering method and the contextual modeling one.

3.1 Context-Free Recommendation Model

Collaborative Filtering (CF) approaches require several ratings of different users
on the same items to extract meaningful interest patterns, which implies they
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are not appropriate for recommending journey plans dynamically generated. In
this scenario only CB approaches can produce meaningful recommendations,
since they are capable to exploit the knowledge about the items besides the past
ratings given by the target user.

To apply a CB approach we first need an attribute-based representation of
the items to recommend (i.e., journey plans). Based on the knowledge of mobility
experts we identified as relevant the following set of attributes for the journey
planning recommendation task:

– Global time required to complete the journey plan with respect to an esti-
mated ideal time. In the case of multi-modal journey plans the time required
for each transport mode (walk, bike, public and private transport) is also
captured;

– Cost of the journey plan normalized with respect to the ideal cost. We also
modeled the cost per mode of transport in multi-modal journey plans;

– Physical effort required (only available in plans including walking or biking
as transport mode);

– Time percentage of each transport mode with respect to the global time;
– Number of public interchanges needed to complete the journey.

CB prediction models are typically designed to function with categorical data.
Therefore, we first had to discretize the numeric attributes described above. To
do this, we employed a fuzzy-set method [12] that assigns each possible value to
one or two predefined categories. In particular, we divided each attribute into 5
equal intervals: very low, low, normal, high and very high. This method allows
for a more accurate discretization by assigning a weight to the categories that
are close to the boundaries separating two intervals.

Based on this weighted attribute-based representation, we defined a linear
CB prediction model that estimates the utility of a given item i for a user u
as the normalized dot product of the attribute-based user vector (pu) and item
vector (qi):

r̂ui = |Mui|αq�
i pu (1)

where: α is a normalization factor (hyper-parameter) that modifies the dot prod-
uct score based on the total number of non-zero partial products, and whose value
must be fine-tuned to the training data; pu is the real vector representing the
interest scores of user u in each possible attribute value (the model parameters
to be learnt); and qi is the real vector representing the attributes of item i (the
vector dimensionality is equal to the number of possible attribute values).

Several methods can be applied to do this user profile learning process. After
evaluating several strategies [4], in this work we decided to employ the stochastic
gradient descent (SGD) method, widely used for learning the parameters of MF
models [8], estimating the optimal values of the model parameters (p∗) by solving
the regularized least squares optimization problem.
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3.2 Contextual Pre-Filtering Strategy

Here we briefly describe the proposed contextual pre-filtering approach, which
is an adaptation of DSPF, the reduction-based method presented in [5]. Given
a set of training ratings and a target context, our adaptation of DSPF builds a
local CB prediction model using the following two-step process:

1. Ratings filtering. Firstly, we select the relevant subset of ratings to make
predictions in the given context. This subset contains the ratings tagged
with exactly the target context and those whose context is similar enough
to the target one. As in the original method, we consider as similar all the
candidate contextual situations whose similarity to the target one is larger
than a pre-defined threshold.

2. Local model learning. Then, a local recommendation model is learned
using the relevant subset of in-context ratings selected in the previous step.
Differently from the original DSPF method, where local MF models are built,
here we learn the linear CB prediction model defined in Equation 1 instead.

To measure the similarity between contexts, we employed the same definition
proposed by [5], which is based on the distributional semantics of their composing
conditions, assuming that two contexts are similar if they influence ratings in a
similar way. Particularly, we measured the influence of contextual conditions as
the average rating deviation over the user’s ratings produced when the condition
holds (i.e., the per-user perspective). For the same reason that CF approaches
are not applicable in this domain the per-item perspective is also not useful in
this application.

3.3 Contextual Modeling Strategy

The proposed contextual modeling strategy is inspired on CAMF [2] and the
time-aware MF model presented in [8], which extends the bias MF with addi-
tional parameters capturing the temporal dynamics as well as periodic effects.
Our approach consists in extending the linear CB prediction model defined in
Equation 1 by capturing the influence of context at two different granularities:

– As global biases, which capture the global context-specific variability of
users’ preferences with respect to the attributes of the target journey plan.
Denoting as bia,cj the rating bias associated to the item value of the attribute
ia when condition cj holds, the global bias of a target contextual situation
s = [c1, c2, ..., ck] (k represents here the k-th contextual factor captured by
the system, and ck is the specific condition of this k-th factor in the target
context) is calculated as the bias summation of s composing conditions:

b̂ui,c1...ck =
k∑

j=1

bia,cj (2)
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– As preference-specific biases, which capture the context-dependent variabil-
ity of the target user’s interests. More formally, we estimate the user’s pref-
erence vector pu as a function of the target context, as follows:

p̂u,c1...ck = pu +
k∑

j=1

o∑

l=1

pu,cl · Scj ,cl (3)

Where: Sc1,c2 ∈ [0, 1] stands for the similarity value between a candidate
condition c1 and the target condition c2, and o represents the total number
of contextual conditions captured by the system. This semantic aggregation
of context-specific user’s preferences is aimed to enhance the contextual user
modeling process under new-user cold-start scenarios. In this case we used
the same context similarity definition as in DSPF (see Section 3.2).

Based on the previous definitions, the implemented contextual modeling
strategy, called here Distributional-Semantics Contextual Modeling (DSCM),
predicts the rating that a target user u and item i under context s by summing
the estimations of Equations 2 and 3, resulting with the following estimation
function:

r̂ui,c1...ck = b̂ui,c1...ck + |Mui|αq�
i p̂u,c1...ck (4)

As in the context-free recommendation model (Section 3.1), we employed the
SGD method to learn the DSCM’s model parameters (b∗ and p∗). However, as
suggested by [7], given the higher complexity of DSCM’s model here we split
the learning process in two sequential phases: firstly, we learn the global contex-
tual biases and static user’s preferences independently, and then, we learn the
preference-specific contextual biases fixing the global ones. An extended discus-
sion of the implemented user profile learning process can be found in [4].

4 Offline Evaluation

4.1 In-Context Rating Data Collection

To evaluate the effectiveness of the proposed context-aware recommendation
approaches in the journey planning domain from a system-centric perspective,
we first had to collect a data set of in-context user ratings for a variety of journey
plans. To this aim, and based on the methodology presented in [2], we designed
a web-based application in which users could make journey plan requests under
imaginary contexts and rate them. Figure 1 shows the user interface design of
this application. On the top-left corner there are the fields to specify the origin
and destination locations, and at the bottom there is the context selection panel
where users can specify the current contextual situation.

Based on the knowledge of mobility experts we identified 10 contextual
factors as relevant in this domain: 2 user-specific factors, companionship and
purpose of journey, and 8 environmental-based factors (time of day, weather,



74 V. Codina et al.

temperature, crowdedness, illumination, moisture, pollution and pollen concen-
trations). The selected conditions are shown by an icon that represents it and,
disabled or unknown factors are represented by a question mark icon. For exam-
ple, in Figure 1 there are 5 enabled factors, which describe the following con-
textual situation: traveling alone, sunny day, high pollution, and high pollen
concentration. By default, a set of contextual conditions was randomly picked.
Initially, 2 factors at most were enabled to simplify the process. This constraint
was gradually relaxed after some provided ratings. Once selected the context and
the destination point, the user could request a plan by clicking the Plan Journey
button. In response, the journey planner generated a non-personalized list of
journey plans each of them using a different transport mode combination. Users
were asked to analyze and evaluate all the suggested plans. Each suggestion was
accompanied by a detailed explanation of the proposed journey plan, and users
were able to vote them using a 5-star scale. We also remarked users to rate the
journey plans taking into consideration the “active” contextual situation.

Fig. 1. In-context rating acquisition user interface

This experiment lasted one week, and we collected a total of 3256 ratings
given by 68 users to 1628 journey plans in 736 different in-context journey plan
queries. The set of participants was composed by 40% women and 60% men
living in Barcelona (Spain) at the time of the experiment. Each user provided
48 ratings on average.

4.2 Experimental Results

We measured the accuracy of the recommendation models in terms of rating
prediction accuracy calculating the Root Mean Square Error (RMSE) on a test
set built from the collected journey plan rating data set. To build the training and
test sets we used a variant of the all-but-n [16] splitting method, where for each
user we randomly selected a small portion of her ratings for testing. Based on the



Context-Aware User Modeling Strategies for Journey Plan Recommendation 75

design of our in-context rating acquisition application (see previous section), we
did not select the ratings individually but in terms of requests (i.e., considering
all the ratings given under a particular request and context). For each user we
selected the ratings of 2 requests at most, equivalent to 10 test ratings on average.
We calculated the statistical significance of RMSE differences by means of the
Wilcoxon sign rank test.

The experimental results demonstrate that both context-aware strategies,
DSPF and DSCM, clearly outperform the context-free baseline, whose absolute
error is 1.27. Particularly, DSCM ’s RMSE is 1.09 (reducing by 14% the error with
p-value=.002) and DSPF ’s RMSE is 1.15 (9% reduction with p-value=.008).
Based on these results it seems that DSCM outperforms DSPF ; however, their
per-user RMSE differences are not statistically significant at the 95% confidence
level (p-value=.25). Therefore, we were not able to validate that DSCM is the
best performing strategy just with this offline study.

5 User-Centric Evaluation

5.1 Experiment Methodology

In order to validate the apparent superiority of DSCM shown in the offline study,
we conducted a controlled experiment with a different set of users. They were
asked to evaluate the quality of the context-dependent journey plan recommen-
dations in real scenarios, that is, under real contexts while travelling around the
city. To this aim, we integrated the proposed recommendation strategies into an
existing journey planning mobile application, which implemented a sophisticated
multi-modal planner based on modified Dijkstras and A* search algorithms on
top of generalized time-dependent graphs [9].

Figure 2 illustrates some screenshots of the application’s user interface, which
allowed users to set the origin and destination points as well as the user-specific
contextual factors; the environmental factors were captured from the available
city sensors (Section 4.1 shows the complete list of contextual factors). Finally,
the best journey plan candidates were presented to the mobile users as a ranking
sorted by predicted user’s rating.

The experiment was based on A/B testing, in which users are randomly split
in groups using different configurations of the functionality being evaluated. Par-
ticularly, we divided participants in 3 groups, each using one of the approaches
evaluated in the offline experiment: the context-free baseline, DSPF and DSCM.
The experiment was divided in two phases of 1 week long each:

– Phase 1. The goal of this phase was two-fold: (1) to bootstrap the rec-
ommendation model by collecting an initial set of users’ ratings; (2) to let
users experiment with a version of the system with limited personalization
capabilities. During this phase all the users received recommendations based
only on their user transport preferences (explicitly provided during user’s
registration). In particular, given a candidate journey plan, a rating esti-
mation was generated as the summation of interest scores in each journey’s
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Fig. 2. In-context journey plan request (left), recommendation list (center) and map
view (right) of the mobile app user interface

transport mode weighted according to the mode’s time percentage. Users
were asked to rate the recommended rankings.

– Phase 2. We used the collected ratings during the first week for building the
context-free and context-aware recommendation models as well as for hyper-
parameter fine-tuning. At the beginning of this phase we communicated to
the users that a new version of the mobile app, with more sophisticated
context-aware recommendation functionality, was available. We also asked
them to use the app again under at least six different contextual situations
so users could fairly evaluate the effect of context-dependent recommenda-
tions. In this phase each user received recommendations generated by the
prediction model corresponding to her group. Once the task was completed,
users were asked to fill out a questionnaire to evaluate the quality of recom-
mendations across 4 different aspects, as shown in Table 1.

Table 1. User study questionnaire across 4 different quality aspects

Top-n accuracy (TA) The suggested routes fitted my preferences

Ranking accuracy (RA) The suggested routes were ranked according to my preferences

Context-awareness (CA) The suggested routes were adapted to my travel context

Overall satisfaction (OS) The new recommendation service helped me to find better routes

5.2 Results and Discussion

Figure 3 shows the evaluation scores given by the 67 users that completed
the experiment. Users were able to express agreement or disagreement with



Context-Aware User Modeling Strategies for Journey Plan Recommendation 77

Fig. 3. User study results

the 4 statements on a five-point scale (where 1=strongly disagree, 2=disagree,
3=neigher agree nor disagree, 4=agree, and 5=strongly agree). Bar charts show
the mean score value given by each users’ group: Free (the context-free baseline),
DSPF, and DSCM, to the four analyzed aspects. The error bar represents the
95% confidence interval. As significance test here we used the Welch’s t-test,
which is more appropriate for between-user studies.

Due to the limited amount of data in our study we followed the pragmatic
user-centric evaluation framework presented in [6], where t-tests and simple cor-
relations between the evaluated aspects are used to evaluate the effect of the
proposed context-aware strategies on the user experience.

We firstly tested whether users of the three algorithms judge the recom-
mendation accuracy differently. The results showed that the algorithm with the
highest mean response for the accuracy statements is DSCM. For example, in
terms of RA, DSCM obtained a 4.1 mean score compared to the 3.4 and 3.5
scores of DSPF and Free, respectively. The t-tests showed that this superiority
is statistically significant (p=.005 w.r.t. DSPF and p=.05 w.r.t. Free).
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Then we tested whether users perceive algorithm’s CA differently. Comparing
the context-aware strategies, one can observe that DSCM is again the algorithm
with the highest score (4.1 versus 3.5, with p=.004).

Finally, we tested for a difference in terms of overall satisfaction. Again we
can observe that DSCM is clearly the best evaluated algorithm w.r.t. DSPF
(4.2 versus 3.7, with p=.007). Additionally, we analyzed how the subjective
system aspects (TA, RA and CA) correlate with the overall satisfaction (OS).
To this aim, we calculated the Pearson correlation between the scores given to
each aspect. The results show that both aspects are strongly and significantly
correlated to OS: .50 with TA, .51 with RA and .48 with CA.

Based on these results we can conclude that DSCM has a higher perceived
recommendation accuracy and context-awareness than DSPF, which leads to a
higher user’s satisfaction. Unexpectedly, in this study we did not find statistically
significant differences between the results of DSPF and Free. We conjecture this
poor performance of DSPF can be due to a bad hyper-parameter selection,
since differently from DSCM, in DSPF the degree of contextualization strongly
depends on the similarity threshold specified. To confirm this hypothesis we
plan to carry out A/A testing for evaluating more precisely different DSPF ’s
configurations.

6 Conclusions and Future Work

This paper presents our experience in applying state-of-the-art context-aware
recommendation technologies in a journey planning mobile application, which
dynamically generates multi-modal journey plans when requested, in order to
provide users with personalized and context-dependent journey plan sugges-
tions. To this aim, we have developed and evaluated two different context-aware
recommendation strategies: (1) a sophisticated reduction-based pre-filtering
method that exploits finer-grained situation-to-situation similarities to build
local content-based prediction models optimized for the target context; and (2)
a contextual modeling method that extends a linear content-based model with
additional parameters able to capture the context-variability of user’s preferences
as well as global periodic effects. We have presented an extensive performance
comparison of the proposed strategies combining offline with user-centric exper-
iments, showing that the contextual modeling strategy is the best performing
strategy.

In the current journey planning prototype, the context-aware recommenda-
tion strategies are applied at the end of the plan generation process for ranking.
In future versions we want to investigate the effectiveness of the proposed strate-
gies when applied during the construction of the plans. We conjecture that in
this way the recommender can have a major impact and also help to speed up
the plan generation process by incrementally reducing the search space.
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Abstract. Emerging MOOC platforms capture huge amounts of learner
data. This paper presents our MOOClm platform, for transforming data
from MOOCs into independent learner models that can drive person-
alisation and support reuse of the learner model, for example in an
Open Learner Model (OLM). We describe the MOOClm architecture
and demonstrate how we have used it to build OLMs.

Keywords: MOOCs · Learner modelling · Open Learner Modelling
(OLM) · Learner model server

1 Introduction and Background

MOOCs (Massively Open Online Courses) are based on platforms designed for
teaching on a massive scale. These can support SPOCs, Small Private Online
Courses [Fox, 2013] and MOOClets [Williams, 2014] which teach one topic.
These platforms log learner activity extensively. Our MOOClm platform has
been designed to harness this data by transforming it into an independent
learner model. This means that the model can be reused in other learning sys-
tems. We illustrate one such use, in an Open Learner Model (OLM) interface
[Bull and Kay, 2010]. This offers promise of the demonstrated benefits of OLMs
[Bull and Kay, 2013; Mitrović and Martin, 2002]. It may also help address the
problem of high dropout rates in MOOCs [Kizilcec et al., 2013]. Drawing on
studies of learner preferences for OLMs [Bull, 2012] and the potential to support
metacognitive processes [Bull and Kay, 2013], we designed the learner model
and OLM to enable a learner (or other stakeholder, such as a mentor or teacher)
answer the following questions:

1. Overview: What is the overall progress of this student on the learning
activities?

2. On-track: In which learning objectives has the learner met the teacher
expectations?

3. Behind: In which learning objectives are they lagging behind expectations?
4. Activity-Type-Progress: What are the answers to Q2-3 for a particular

class of activity (video, exercise, discussions.... )
5. Act: How can the student find learning resources associated with any given

learning outcome?
c© Springer International Publishing Switzerland 2015
F. Ricci et al. (Eds.): UMAP 2015, LNCS 9146, pp. 80–91, 2015.
DOI: 10.1007/978-3-319-20267-9 7
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Current MOOCs store detailed logs for use of learning resources and per-
formance on assessment tasks. There has been work towards standards for such
data, for example MOOCdb [Veeramachaneni et al., 2013] and the eXperience
API (aka Tin Can) [Mueller et al., 2014]. A recent review of analytics for major
MOOC platforms [Muñoz-Merino et al., 2015] concludes they are rudimentary
and they do not address our questions. Some MOOCs have analytics that par-
tially answer Q1 and 4; for example Khan Academy’s math course has a skillome-
ter for fine-grained skills and badges for coarse grained ones. MOOClm moves
beyond these to create a learner model of the course learning objectives. This is
an independent learner model server [Brusilovsky et al., 2005; Kay et al., 2002].

2 Related Work

MOOCs (Massively Open Online Courses) are defined by the goal to deliver
high quality tertiary level courses to thousands of students, at low per-student
cost. They are characterised by online video lectures for delivery of content and
support for low cost formative assessment based on self-assessment exercises,
online discussion forums and peer review tools [Breslow et al., 2013; Kay et al.,
2013]. MOOC platforms have also been used for SPOCs (Small Private Online
Courses) [Fox, 2013] where they have been used very effectively for blended
learning [Waldrop, 2014].

High budget MOOCs draw upon considerable expertise in learning design.
This makes use of careful curriculum design, including careful definition of the
learning objectives. Some MOOCs, notably some Khan Academy courses, make
the learning objectives and individual progress in them available to the learner,
in forms of skill-meter like displays and badges [Thompson, 2011]. However, there
has been no report of a systematic approach to curriculum mapping to define
MOOC curricula and inform the design of the MOOC. This is in stark contrast
to the widespread practice in K-12 education [Jacobs, 1997, 2004] where the
curriculum as seen as a work-in-progress, with the curriculum designer refining
it to ensure that the actual learning materials match the intended learning goals.

For the purposes of this mapping, we define learning objectives as what the
curriculum is intended to teach and we link these to the learning objects. Cur-
riculum mapping distinguishes those learning objectives that are taught (as in
video lectures) and those that are assessed. The latter are critical for evaluating
the effectiveness of the curriculum as they can provide evidence of the learning
outcomes actually achieved by learners. Gluga’s ProGoSs [Gluga et al., 2012,
2013] provided a platform for systematic curriculum mapping, and it completes
the loop by linking summative assessment data into the system.

Open Learner Models (OLMs) make the system’s model of the learner knowl-
edge and characteristics available to the student [Bull and Kay, 2010]. They
vary markedly, with their design driven by the particular purposes of the OLM
[Bull and Kay, 2007]. They have been primarily designed for use by learners, to
support reflection, planning and seeing progress. A key challenge for the design
of an OLM is to create a suitable interface. Some key examples are INGRID
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[Conejo et al., 2012] a public tool for visualising learner models and the extensive
work of Susan Bull and colleagues, such as their “OLMlets” [Bull et al., 2008].
Our work aims to create a OLM, and associated underlying learner model, that
is for use by the MOOC curriculum designer.

3 MOOClm Architecture for the Open edX Platform

Figure 1 gives an overview of the MOOClm architecture. At the left is the MOOC
platform, the Open edX platform. This is widely used and open source. This was
the reason it was chosen for our SPOC on C and Unix. The right of the figure
shows the MOOClm server. We now explain its design, in terms of the underlying
ontology and the approach to representing the elements needed for a OLM that
could enable learners to answer the questions described above.

A key first step in designing the learner model was to create the ontology,
or namespace, for the model. To make this systematic, we build upon the stan-
dard learning design practice which defines the intended learning outcomes for
a course. These form a hierarchy, with more general learning objectives being
refined as a set of detailed learning objectives.

As our SPOC was a core area of computer science, we started the process
of defining the learning objectives by drawing upon those defined in the ACM
CS2013 curriculum [ACM Joint Task Force, 2013]. Our approach is similar to
ProGoSs [Gluga et al., 2012] with its interface for teachers to define their course
in terms of its intended learning objectives, taking foundations from a standard
curriculum. This also similar to the approach in [Apted et al., 2004] where an
authoritative resource, such as an online dictionary, can be mined to create a
base set of key terms that can be used as learning objectives. It is desirable
to build from a standard set of learning objectives since that facilitates learner
model reuse, across MOOCs and other learning platforms and towards a lifelong
learner model [Kay, 2008].

In addition to the standard learning objectives, we found that additional
objectives were needed if we were to provide useful answers to our core OLM
questions. This happened also in the work of Apted et al. [Apted et al., 2004]
where the teacher needed to add local specialised terms, where there were multi-
ple synonyms in wide use, and there the course structure made use of additional
concepts. In the case of MOOClm , we needed to augment the ACM CS2013
curriculum because it is lacks the fine grained detail that is relevant for a learner
who needs to track their progress in the important MOOC concepts. For exam-
ple, the ACM CS2013 curriculum has a single learning objective for a collection
of several data structures; but the focus of key lectures and exercises in our
SPOC were specifically about C linked lists. In addition, the ACM CS2013 cur-
riculum is language agnostic but our students see the subject in terms of the
language used in the teaching. To make the OLM ontology meaningful, we need
to augment the ACM CS2013 curriculum with these concepts. While this com-
promises the potential reuse of the learner model across MOOCs/SPOCs, it is
essential.
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Figure 1 shows how MOOClm augments the MOOC. We will illustrate this
with an example of a student ‘Alice” tackling a set of learning objectives on C
pointers. facilitate re-use of the model in other contexts. [Kay, 2008] She views
a video and then does the first three self-test exercises in a set.

Fig. 1. MOOClm Architecture

First, consider the MOOC platform on the left of the figure. The top left box
represents the MOOC interface the users see. Below this is the basic analytics
tools. At the upper right, we show the MongoDB “Courseware” database of
all learning resources and references, including text for exercises and YouTube
references for videos. At the lower right is the raw logs of date-stamped events
stored in JSON format. The most recent response for each problem is in the
analytics database; the JSON logs have the full history.

The logs are comprehensive but need care to transform into a learner model.
For example, when Alice views the video, this is logged as a load video event
when the page is opened, then several play video events at two minute intervals
until the video finishes. When Alice does an exercise, edX logs a problem check
event from browser to server, a problem check event internal to the server, then
a problem graded request from server to browser which gives the result. Only the
problem graded event indicates if the submission was correct.

We illustrate some event types to indicate challenge in designing MOOClm :

play video : occurs at a timestamped start of play, then every two minutes.
seek video : is when the student skips back or forward while playing the video.

This indicates more active interaction than play video.
load video : indicates that the static opening frame video is being shown on a

page. Of negligible interest.
pause video : indicates that the video has been paused. When play is resumed,

a play video event is logged.
problem check : occurs when the learner submits a short-answer question.

This event is always followed by problem graded. A problem check event may
or may not also include whether the submitted answer is correct.
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problem graded : is an internal entry, logged when edX checks a submitted
problem. Unfortunately the result is not clearly logged as correct or incor-
rect - instead the HTML for the generated result is logged and this must be
parsed to determine the result.

load document : is for document download - e.g. PDF the slides used in a
video.

show transcript : Show how well the student has done in the MOOC so far.
hide transcript : Closing the performance transcript.
Others : covers numerous other event types which can be course specific. Our

system logs have 474 event types, 16 native and 458 were courseware links.

After careful analysis, we concluded that a core set of events should be
used for our learner model. These are problem graded, problem check, play video,
seek video and pause video. These capture the information needed to answer our
questions. We ignore the others.

As indicated in the lower left of the diagram, evidence can also originate from
external sources, such as examinations or other MOOCs. Any such evidence must
also be interpreted in light of relevant learning objectives.

We now explain how the log data is treated as evidence in the learner model,
on the right of the diagram. This transformation required several design deci-
sions. This process unifies our learner model ontology of learning objectives with
the raw MOOC data. The log entries use edX’s internal courseware ID for learn-
ing materials such as video and exercises. To process the JSON log files, this
ID is checked against the courseware database, mapping it to a human-readable
form, for example:

2014-05-19T09:58:46.369909+00:00 COMP2129 RonnyCook2 problem
check Operating Systems and Machine Principles/Week 2/C Aggregates
and Pointers/Scope quiz/Multiple Choice #2 (correct);

The source line from the log here is about half a page; we omit it for brevity.
Pardos et al [Pardos and Kao, 2015] have more recently done useful work in
standardising the edX logs as part of a larger work.

Alice’s events show that she viewed the Week 2 “Pointers” video and
answered the first three exercises. These events are then cross-checked against
our MOOClm mapping of learning objectives for each learning object. Video
events are recorded as evidence if part of the individual event occurs within the
time interval when that learning objective was taught.

In our example, as Alice watched the introductory material explaining point-
ers, we transform the associated log data to a series of play video evidence items
in part of the learner model for C and the learning objective: “Understands how
to use the ∗, & and − > C operators to reference and dereference pointers”
in the C language portion of the model. The exercises problem graded events
also contribute to the same learning objective. A single MOOC resource may be
associated with multiple learning outcomes; in this instance, the same material
is associated with the learning objective: Understands the nature and use of C
pointers.
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The end result of this process is a collection of evidence events for each
learning objective. The next step is to draw conclusions from this evidence about
what the student knows. For this, Personis supports creation of interpretive
elements called “Resolvers”. MOOClm provides several of these. Each Resolver
examines the evidence for and against for each learning outcome and draws a
conclusion about the “knowledge level” of a learning objective. One very simple
resolver, “Optimistic” treats a learning objective as known if there is any positive
evidence for it. A more useful resolver compares the evidence for this learner
against the model shown in the figure as the “expected standard”. This indicates
the expected evidence available for a learner who has completed all the materials
that the teacher had expected for this time in the course.

In this fashion we create a set of “reference models” against which the student
can compare their own performance. This set can include models belonging to
other students. The specific reference models we build included:

– A complete reference model, as outlined above, populated with evidence for
all recorded learner outcomes.

– A model covering all learning objectives covered by the MOOC, as an
overview of the student’s use of the MOOC.

– Three models covering: just the material taught in videos; just the material
tested in exercises; and just the material tested in the exam. These facilitate
seeing in which parts of the course the student participated, and in seeing
how coverage by the different teaching and assessment mechanisms overlap.

– A model showing the material taught by the MOOC up until week 4, to
check whether students had progressed beyond this point in the MOOC.

– A model covering all learning objectives in the ACM CS2013 curriculum,
as a guide to the level of overlap between MOOC materials and the ACM
curriculum

– a model showing all learning objectives not in the ACM curriculum, to check
how much of students are learning is additive to ACM learner outcomes.

In service of interpreting the OLM, we built a simple interface based on
the “pack” visualisation in the Javascript D3 library. This interface permits
comparing different OLMs, applying a structure/visibility filter, and selection of
the preferred resolver and timestamp.

The MOOC’s use of the OLM is subject to some restrictions due to cross-site
scripting protections in many browsers. This limits embedding of javascript into
HTML sources which may wish to connect to the OLM API directly. Instead,
we use a CGI script which consults the OLM before selecting appropriate text.
Use of a web service is another possible approach.

The approach used here has some marked similarities to CUMULATE
[Brusilovsky et al., 2005] but also several important differences. Where CUMU-
LATE breaks down material by topic, MOOClm attempts to approach atomicity
in its learning objectives, so that differently structured courses covering similar
material can be compared. MOOClm integrates the evidence store with its user
models rather than using a separate store, making migration easier. The Personis
resolvers used by MOOClm are very similar in function to the inference agents
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used by CUMULATE, but there is a greater emphasis on student feedback for
the model to ensure accuracy rather than a strict reliance on observed student
activities.

Some elements of our visualisation interface, particularly the overlay and
filtering facilities, provide insights that can be obscured with the CUMULATE
framework.

4 Validation

To validate the MOOClm framework, we implemented a learner model for a
SPOC being run for a computer science course at the University of Sydney.
Participation in the SPOC was voluntary; although students were expected to
view all videos, access to the videos was not exclusively through the SPOC.

The SPOC consisted of 37 videos, which in turn were broken down into a
total of 187 topic-specific segments, with 156 multiple-choice and short-answer
self-assessment questions. We added evidence from the students’ final exam, with
38 questions of which 32 were multiple-choice.

We identified 514 ties to our learning objectives in this material, with 170
distinct learning objectives assessed. The model as a whole consisted of 1105
learning objectives extracted from the ACM CS2013 curriculum, plus 171 supple-
mentary objectives not addressed by the ACM curriculum but covered, directly
or indirectly, in the SPOC course materials. Only 19 of the ACM course objec-
tives were addressed in the course, as the ACM curriculum is largely language-
and platform-agnostic whereas the material in the SPOC is specific to C and
UNIX.

The SPOC had 345 participants, with 1753506 lines of edX logs collected, of
which 814035 were classified as useful evidence by the criteria discussed earlier.

All examples here use the Optimistic (“any evidence is good evidence”)
resolver to interpret Alice’s model.

Figure 2 shows a simple view of “Alice’s” knowledge as represented in our
OLM. This answers the first of our representative questions, giving a broad
overview of the student’s knowledge. Black dots represent “known” items; white
dots are “unknown”. The full (complete reference) ontology has been narrowed
by a software filter in our viewer to show only those learner outcomes present
in the MOOC; that is, it incorporates both ACM and “augmented” outcomes,
but omits any outcome which is not present in the videos or self-assessment
questions from the MOOC.

When Alice clicks on the circle at bottom right, she sees the zoomed view of
the UNIX subtopic represented in figure 3. She can zoom in or out of the model
freely, down to the level of individual learning objectives.

Figure 4 attempts to address our second and third questions by comparing
Alice’s performance against a sample benchmark for an “expected standard”
student who has completed all MOOC material through to week 4. With this
colour scheme, black shows items that are known and expected to be known, yel-
low shows outcomes that are expected to be known but which she does not know,
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Fig. 2. Alice’s OLM Fig. 3. Alice’s OLM - Zoomed View

and the sole green dot, between the cluster of three black dots and the singleton
at the bottom of the “ProgrammingLanguages” bubble, is where Alice knows
something beyond the Week 4 material. Unfortunately the colour scheme does
not show up well in black and white; green shows up as dark grey and yellow as
very light grey.

Essentially, the yellow dots tell us where Alice is failing to meet expected per-
formance as of week 4. The green dot tells us where she is exceeding expectations.

A similar view can be used to compare student performance against any of
the reference models mentioned in section 2. Several colour schemes are available,
to address colour-blindness issues and to lend emphasis to particular types of
comparison.

Figure 5 answers an interesting compound question related to our earlier
question 4: Of the learning objectives tested in the exam, how many have been
taught by week 4 of the course? Of this set of exam-tested objectives, how well
is Alice doing?

This is done by specifying a filter that only displays exam-tested results, then
applying an overlay to compare our student against the set of outcomes tested
by week 4 (the “week 4 curriculum”).

The set involved is much smaller, since the exam can only test a small portion
of the course. We see that the exam mostly tests objectives categorised under
“ProgrammingLanguages”, with remaining outcomes spread across “Operat-
ingSystems” and “ParallelandDistributedComputing”. The MOOC has by this
time taught the material corresponding to learning outcomes for the yellow and
black bubbles. Alice has learned one additional exam-related topic not covered
by week 4.

In fact, comparing with figure 4 we can see that Alice has been very lucky.
The former figure shows that there is a great deal of MOOC material up to week
4 of which Alice has not demonstrated knowledge. Figure 5 tells us that most of
the material that Alice missed was not covered in the exam.
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Fig. 4. Student performance against
Week 4 complete reference model

Fig. 5. Student performance against
Week 4 benchmark for exam-tested
learning outcomes

Fig. 6. Sample Evidence Snapshot

If we want to look at Alice’s exam results in particular, ignoring MOOC
evidence, we select a resolver that ignores MOOC evidence and only uses exam
evidence. (As Alice did not participate in the final exam, the diagram showing
this is quite boring.)

This viewpoint is also useful as a quick-and-dirty check that no particular
part of the course was favoured in the exam. Figure 5 suggests that the UNIX-
specific material may have been covered inadequately. On the other hand, it
may be that the UNIX learning objectives are much more complex, so fewer
individual objectives could be tested.

Figure 6 shows a snapshot of the detail for one particular learning out-
come. The component’s path in the model is shown, as well as a description,
the resolved outcome, and a scrollable list of the evidence used to conclude this
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outcome. A link is also included to a list of reference resources that the student
may follow for further learning on a specified topic, directly addressing our fifth
foundational question.

The interface also offers the viewer an option to override or force a value
for the component, inserting an evidence item specifying the value to be resolved.
This allows the student to override the value for any learning outcome that they
believe to be incorrect, in principle enhancing the reliability of the model. If there
is a need to exclude such explicit changes, a suitable Resolver may be used.

The same view, used against the “expected standard” model, can be used
to address our fifth question. Students can view the “expected standard” model
to examine evidence stored for a particular learning objective and see which
learning resources will assist them with any particular learning outcome.

The interface blocks any attempt to make changes to reference models.

5 Conclusion

We have demonstrated MOOClm as a uniform framework tying together MOOCs
and Open Learner models to facilitate lifelong learner models.

Integration of target models for typical and “plausibly ideal” usage gives
the student a guide to their present progress, while opening the model ensures
that it remains accurate. By opening the aspirational models, complete with
sample evidence, we also give the learner a guide to where they should target
additional learning. The MOOC may also adapt its presentation to data in the
OLM, ensuring a two-way data flow.

Our contribution is the end-to-end integration of curriculum design, MOOC
course construction and OLM in an integrated, open framework which facilitates
re-use and lifelong learning.

In future work, we intend to adapt the framework for easier use across mul-
tiple MOOCS. The model was designed with a standardised curriculum for this
reason. Use as an integrating agent across multiple MOOCs and MOOClets
[Williams, 2014] will allow students to take advantage of the best parts of each
platform towards lifelong learning goals. Currently, Open edX has no facility to
integrate specification of learning objectives against learning objects. A critical
next step is to add this capability to edX. Importantly, we need to conduct user
studies to evaluate and refine the interfaces and to gain insights into the ways
that learners make use of the OLM.
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LNCS (LNAI), vol. 3538, pp. 387–391. Springer, Heidelberg (2005)

Bull, S.: Preferred Features of Open Learner Models for University Students. In:
Cerri, S.A., Clancey, W.J., Papadourakis, G., Panourgia, K. (eds.) ITS 2012. LNCS,
vol. 7315, pp. 411–421. Springer, Heidelberg (2012)

Bull, S., Kay, J.: Student models that invite the learner in: The smili:() open learner
modelling framework. Intl Journal of Artificial Intelligence in Education 17(2),
89–120 (2007)

Bull, S., Kay, J.: Advances in Intelligent Tutoring Systems, chapter 15: Open learner
models, pp. 301–322. Springer (2010)

Bull, S., Kay, J.: Open learner models as drivers for metacognitive processes. In: Intl
Handbook of Metacognition and Learning Technologies, pp. 349–365. Springer (2013)

Bull, S., Mabbott, A., Gardner, P.H., Jackson, T., Lancaster, M.J., Quigley, S.F.,
Childs, P.A.: Supporting interaction preferences and recognition of misconceptions
with independent open learner models. In: Nejdl, W., Kay, J., Pu, P., Herder, E.
(eds.) AH 2008. LNCS, vol. 5149, pp. 62–72. Springer, Heidelberg (2008)

Conejo, R., Trella, M., Cruces, I., Garcia, R.: INGRID: a web service tool for hierar-
chical open learner model visualization. In: Ardissono, L., Kuflik, T. (eds.) UMAP
Workshops 2011. LNCS, vol. 7138, pp. 406–409. Springer, Heidelberg (2012)

Fox, A.: From MOOCs to SPOCs. Commun. ACM 56(12), 38–40 (2013)
Gluga, R., Kay, J., Lister, R.: Progoss: mastering the curriculum. In: Proceedings of The

Australian Conference on Science and Mathematics Education (formerly UniServe
Science Conference) (2012)

Gluga, R., Kay, J., Lister, R., Kleitman, S.: Mastering cognitive development theory
in computer science education. Comput. Sci. Educ. 23(1), 24–57 (2013)

Jacobs, H.H.: Mapping the Big Picture. Integrating Curriculum & Assessment K-12.
ERIC (1997)

Jacobs, H.H.: Getting Results with Curriculum Mapping. ERIC (2004)
Kay, J.: Lifelong learner modeling for lifelong personalized pervasive learning. IEEE

Transactions on Learning Technologies 1(4), 215–228 (2008)
Kay, J., Kummerfeld, B., Lauder, P.: Personis: a server for user models. In: De Bra, P.,

Brusilovsky, P., Conejo, R. (eds.) AH 2002. LNCS, vol. 2347, pp. 203–212. Springer,
Heidelberg (2002)

Kay, J., Reimann, P., Diebold, E., Kummerfeld, B.: MOOCs: So many learners, so
much potential. IEEE Intell. Syst. 28(3), 70–77 (2013)

Kizilcec, R.F., Piech, C., Schneider, E.: Deconstructing disengagement: analyzing
learner subpopulations in massive open online courses. In: Proceedings of the 3rd
Intl Conference on LAK, pp. 170–179 (2013)



MOOClm: User Modelling for MOOCs 91
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Abstract. We investigate the relation between students’ affect, learning and 
performance in the context of the ASSISTments online math tutoring system. 
Moment-by-moment estimates of students’ affective states derived from a series 
of affect detectors accompany each student response within the tutoring system. 
By applying a series modified factorial hidden Markov models that account for 
students’ affective state at the time of the given response and comparing the 
models’ performance to the standard Bayesian Knowledge Tracing (BKT) ap-
proach, we evaluate the impact of affect on estimates of students’ guess and slip 
behavior. The investigation suggests a model based approach to improving stu-
dent models in the context of online tutoring systems. 

Keywords: Knowledge tracing · Emotion · Affect · Learning · Performance · 
Hidden markov models · Factorial hidden markov models · Automated tutoring 
systems 

1 Introduction 

Major theories of emotion hypothesize a variety of relations between affect and cog-
nition (D’Mello, 2011; Barrett, 2009; Frijda, 2009; Russell, 2003; Scherer, 2009). 
There have been promising efforts to investigate the proposed relations between af-
fect, learning and performance. Notably, clear accounts have emerged in the fields of 
psychology, cognitive science and education (D’Mello, 2011; Picard, et. al., 2004). 
Where awareness of students’ affective states impact learning and performance, de-
veloping a detailed understanding of the relationship will be important for advancing 
the design of responsive digital systems such as online tutoring systems (D’Mello, 
Craig, Gholsom, Franklin, Picard and Graesser, 2005; D’Mello, Craig, Witherspoon, 
McDaniel and Graesser, 2005; San Pedro, Baker, Gowda, and Hefferman, 2013). 
Making systems that are capable of accounting for users’ affective states in their inte-
ractions stands to improve their ease-of-use and efficacy. 

Several groups have had success in specifying and gathering empirical evidence 
for the relationship between affect, learning and performance. In each case, the focus 
has been on academic emotions (Pekrun, 2010; D’Mello, 2011; Pekrun and Linnen-
brink-Garcia, 2012). Academic emotions are hypothesized to arise as a result of  
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students’ perception of their ability with regard to the demands of the given task and 
their evaluation of its utility.  They can be divided into four types; achievement emo-
tions, topic emotions, social emotions and epistemic emotions (Pekrun, 2010; 
D’Mello, 2011).  

Achievement emotions and epistemic emotions are relevant for the current effort. 
Examples of achievement emotions include contentment, anxiety, boredom and fru-
stration. Epistemic emotions result from processes associated with information 
processing. Examples of epistemic emotions include surprise and confusion. In gener-
al, academic emotions are hypothesized to impact problem solving strategies and 
engagement - the active, energetic, and approach-oriented involvement with academic 
tasks (Pekrun and Linnenbrink-Garcia, 2012). As a result they are also hypothesized 
to have an indirect, or mediating, effect on performance and learning. Concentration, 
frustration, boredom and confusion are the focus of the current study.  

2 Previous Work 

Full investigation of affect, learning and performance requires a modeling approach 
that is dynamic along three dimensions: dynamic with regard to students’ changing 
affective states, changes in performance and changes in students’ knowledge.  Given 
these requirements, there exist several candidates for modeling relationships between 
student affect, learning, and performance.   

2.1 Item Response Theory (IRT) 

 | exp 1 exp  

 
Item response theory has a long tradition in educational assessment. The one-
parameter, two-parameter, and three-parameter logistic versions of the item response 
model are most common. They each assume a single underlying ability. The simplest 
item response model estimates two parameters: the difficulty ( ) parameter, an esti-
mate of the difficulty of a given task in logits; and the person parameter ( ), an esti-
mate of the given student’s ability. What is required is a way to account for student 
affect when estimating person ability. The latent regression Rasch model (De Boeck 
and Wilson, 2004) supports such a decomposition of the person parameter and allows 
for a series of associated fixed effects, permitting investigation of properties.  

Use of item response models poses a trade-off, however. Standard IRT approaches 
yield a single estimate of a student’s static ability. While a dynamic item response has 
been specified (Verhelst and Glas, 1993), it is not widely used. And, to the authors’ 
knowledge it does not yet have a form that would allow for changing covariates. 
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2.2 Dynamic Mixture-Item Response Model (DMM-IRM) 

Dynamic mixture models pose an interesting alternative to more standard applications 
of IRT. Importantly, Johns and Woolf (2006) have specified a dynamic mixture mod-
el (DMM) that is based on item response theory and the hidden Markov model. Con-
veniently, it allows for person characteristics such as affect to change over time. As 
originally conceived, the latent variables in the model represent person ability  and 
a single person characteristic (originally motivation (M ) ) that can also change over 
time. The DMM-IRM also has two observed variables for each time point. the stu-
dent’s initial response (Ui), or performance; and (Hi), which carries information about 
student behaviors indicative of their motivation (John and Woolf, 2006). A link be-
tween students’ motivation (Mi) and their initial responses (Ui) allows one to model 
the impact of person characteristics on performance. The DMM-IRM has clear appli-
cation in the current investigation but also treats student ability as static.  

 

Fig. 1. A dynamic mixture model based on IRT (Johns and Wolf, 2006) 

2.3 Bayesian Knowledge Tracing 

The Bayesian Knowledge Tracing (BKT) approach poses an alternative. Knowledge 
tracing is based on work initially carried out by Atkinson (1972) and was made popu-
lar by Corbett and Anderson (1995) as an approach to modeling learning in the con-
text of intelligent tutoring systems (Pardos and Heffernan, 2010). Knowledge tracing 
makes use of dynamic Bayesian networks. It is also appropriately identified as a Hid-
den Markov Model (Reye, 2004). In the education related literature, the model is used 
to estimate the probability a given student has the targeted knowledge, skill or ability 
at each time point of interest. 

Knowledge tracing typically uses four parameters. Two parameters describe prob-
abilities associated with student knowledge: Pr(Lo), the probability of already having 
the requisite knowledge before interaction with the tutor, and Pr(T), the probability of 
gaining the knowledge between responses. The probability of guessing (Pr(g)) is an 
estimate for the probability of succeeding on a task without having the requisite 
knowledge. Slip (Pr(s)) describes the probability of failing a task in spite of having 
the requisite knowledge.  
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3 Approach  

For the current effort, we investigate the hypotheses that students’ affective states 
impact performance in a univariate fashion. We accomplish this by designing and 
running a model for each affective state observed in the context of the ASSISTments 
online tutoring system using a modified factorial Hidden Markov Model, shown in 
figure 2 in comparison with the BKT standard HMM model form. We term this model 
‘modified’ because while it is similar to the Factorial HMM it is not identical to it. In 
particular, the model does not condition affect at time t on the affect at an earlier point 
in time. What we are calling the modified factorial model can treat person properties 
and ability in a dynamic fashion while also allowing for relations between affect and 
student performance. The model has two observed nodes - one for student affect (Ai) 
and another for performance for each task, or question (Qi). Both are indexed by time 
(i). The model also has the typical guess and slip parameters associated with BKT.  

Affect can be entered into the model as a dichotomous level variable where,  
1 = present and 0 = absent for each of the target affective states. This is the simplest 
form of the model that would allow for investigation of the relationship between stu-
dent affect and performance.  

         

Fig. 2. HMM (left), and Modified Factorial HMM with Affect (right) 

4 Data and Design 

4.1 ASSISTments Tutor and Content 

The ASSISTments platform (Pardos et al., 2013; San Pedro et. al. 2013) is a web-
based tutoring system for mathematics instruction and assessment developed at 
Worcester Polytechnic Institute. It is targeted for use in grades seven through twelve. 
Students using the system complete a series of mathematics problems across subdo-
mains that span the standards defined in the Massachusetts Comprehensive Assess-
ment Systems and now the Common Core. The ASSISTments platform scores student 
responses and delivers feedback, hints and scaffolding in real time and provides  
detailed reporting about their performance to the student and their teacher. ASSIST-
ments data used for the current work was generated during student use of the tutoring 
system. 
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slice includes the score for that response (correct or incorrect) in the case of the standard 
model. Observables included with each time slice of the augmented model include the 
estimated student affect at the given time point as well as the accuracy of the response 
for that same given time point. 

The overall goal of the analysis was to compare the parameters and predictive ac-
curacy of the standard BKT with those of an augmented version of the model that 
accounts for students’ affective states - the modified factorial model discussed above. 
For each skill, one BKT standard model and four modified factorial models (one for 
each affective state) were parameterized and used to predict student responses. Five-
fold cross validation was used to train and test each model.  

For the modified factorial model, we had to decide whether to use the affect asso-
ciated with a student’s response to predict that same response, or whether to only use 
affect to predict the next and subsequent responses. Observations of affect and con-
centration used in this study were estimated in 20-second increments based on student 
interactions with the tutoring system, and then associated with particular questions. 
Given that affect may have been measured during a window primarily consisting of 
time immediately after a question response, the more conservative approach would be 
to use affect only to predict subsequent question responses. Results using both ap-
proaches are presented here.  

6 Results 

For each of the 145 evaluated skills, this effort yielded five sets of results: parameters 
and prediction performance for the BKT standard model and for each of the four BKT 
modified factorial model models (boredom, frustration, confusion, and concentration). 
The model evaluation focus at this point in the research was twofold: (1) compare the 
accuracy of the modified factorial BKT model with that of the BKT standard model; 
and (2) assess the affect-conditioned guess and slip parameters across the skills to find 
generalized patterns.  

6.1 Predictive Power 

The predictive ability of each model was assessed using accuracy (the percentage of 
responses correctly predicted by the model) and RMSE (where the error is the differ-
ence between the model’s estimated probability of the actual response and the actual 
response). The measures for each model (BKT standard, BKT modified factorial us-
ing affect to predict the response at the subsequent timeslice, and BKT modified fac-
torial using affect to predict the response at the current timeslice) are shown in Table 
1. Results indicate that the modified factorial models do not offer any additional pre-
dictive power beyond BKT standard. One reason for this may be the lack of variabili-
ty in the binary affective state measured across student responses.  

A large number of skills have baseline accuracies exceeding 70%- in all cases, this 
meant that more than 70% of student responses were correct. Not only did many skills 
have more correct than incorrect responses; they also had a very high percentage of 
correct responses on a student’s first attempt. This yielded a prior probability of 
knowledge (P(L0)) exceeding 50% for the majority of skills. The high priors for most 



 Dynamic Approaches to Mod

skills explain the high cor
baseline accuracy when bas
probability of knowledge c
or nearly all questions, ma
highlighted region in Figur
some predictive power for 
responses in the tutoring sy
begin the tutorial having alr

 
Accuracy (%) 

RMSE 

Note: Affect 1 does not use aff
2 uses the affect measured dur
 

The next question is wh
BKT. For the ASSISTment
values vary little by skill o
prove prediction over stand
bined into the accuracy plot
provide better predictions o
the modified factorial model

 

Fig. 5. Accuracy, modified fa
BKT baseline (right); highligh
baseline accuracy 

deling Student Affect and its Changing Role in Learning 

rrelation between modified factorial model accuracy 
seline accuracy exceeds 60%; in these cases, the high p
causes the BKT model to predict a correct response for
aking its predictions equivalent to the baseline case. T
re 5 does suggest that the modified factorial models h
skills that have a more even mix of correct and incorr

ystem, i.e. skills in which the majority of students do 
ready mastered the skill. 

Table 1. Prediction Results  

Affect Standard Affect 1* Affect 2* 
Bored 70.16 70.16 70.16 
Concentrating 70.16 70.14 70.14 
Confused 70.16 70.13 70.13 
Frustrated 70.16 70.17 70.17 

Bored 0.4473 0.4472 0.4471 
Concentrating 0.4473 0.4477 0.4390 
Confused 0.4473 0.4475 0.4459 
Frustrated 0.4473 0.4472 0.4461 
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6.2 Affect Parameters 

The BKT standard model emits four parameters: prior probability of knowledge 
P(L0), probability of learning P(T), probability of guess P(G), and probability of slip 
P(S). In the modified factorial model, learning, guess and slip are conditioned on the 
affective state, which generates six learn, guess and slip parameters: probability of 
learn given affect (eg, boredom), probability of learn given no affect (eg, no bore-
dom), probability of guess given affect, probability of guess given no affect, probabil-
ity of slip given affect, and probability of slip given no affect. Figure 6 shows, for 
learn, guess and slip (columns) and affect (rows), the comparison between the para-
meters when a given affect is observed versus not observed in a student.  

As we would expect, the relationship between guess and slip given presence or ab-
sence of a given affect varies depending on the specific academic emotion (boredom, 
confusion, frustration, etc.) students are experiencing at the moment. Across skills, 
BKT model parameters suggest that bored students exhibit a higher probability of 
guessing than those who are not bored. For some skills, not concentrating leads to a 
much higher probability of guess than does concentrating. For frustration and confu-
sion, there is a large amount of scatter in the guess given affect across the skills, pos-
sibly due to the infrequency of these affective states in the dataset. Among slip, the 
most marked relationship across skills is for concentration; not concentrating exhibits 
a much higher slip parameter than does concentrating. 

7 Next Steps 

Several forms of the Hidden Markov model utilize information about student affect in 
estimates of student knowledge, guess and slip behavior. Incorporating contextual 
features and person characteristics stands to improve the efficacy and realism of inte-
ractions with automated systems such as the ASSISSTments system. While the  
current investigation shows no overall difference in the accuracy of predictions of 
student performance when information about students’ affect is included in the model, 
promising results were observed in the form of the models’ guess and slip parameters. 
Additional questions extend the work presented in this paper.  

First, an assumption of the approach taken here is that academic emotions are 
atomic. But it is reasonable to expect students can simultaneously experience a com-
bination of affective states. Where this is the case, it would be warranted to view  
affect as a nominal level variable with students able to experience combinations of 
affects. Second, linking affect across time slices would allow for further investigation 
of the impact of student affect at previous time points on affect at later time points - a 
question D’Mello (2012) has investigated previously with some promise. And third, 
where theories of emotion predict that past performance can impact current or future 
affect, the models we use should reflect or at least support investigation of that possi-
bility. This possibility can be investigated by using a modified HMM with cross lin-
kages running from the performance node (Q) at time t to the affect node at time 
(t+1). Treating affect as latent and using the model to predict affect given students’ 
performance would allow investigation of how information about performance  
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impacts students responding to the next task. More complex cross linkages would 
support a better understanding of how previous performances may shape or impact 
students’ affective experiences. 

 

 

Fig. 6. Probability of guess and slip conditioned on affective state 
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Abstract. Social networks provide a platform for people to connect
and share information and moments of their lives. With the increasing
engagement of users in such platforms, the volume of personal infor-
mation that is exposed online grows accordingly. Due to carelessness,
unawareness or difficulties in defining adequate privacy settings, pri-
vate or sensitive information may be exposed to a wider audience than
intended or advisable, potentially with serious problems in the private
and professional life of a user. Although these causes usually receive pub-
lic attention when it involves companies’ higher managing staff, athletes,
politicians or artists, the general public is also subject to these issues. To
address this problem, we envision a mechanism that can suggest users
the appropriate privacy setting for their posts taking into account their
profiles. In this paper, we present a thorough analysis of privacy settings
in Facebook posts and evaluate prediction models that can anticipate
the desired privacy settings with high accuracy, making use of the users’
previous posts and preferences.

Keywords: Facebook · Privacy · Social networks

1 Introduction

Social networking sites such as Google+, Twitter and Facebook allow their users
to post updates, tweets, pictures, links and videos to their circles of friends, their
followers or to the whole world. By doing so, users generate a digital footprint
that defines their ‘online presence’.

Similar to the ‘offline world’, the various digital platforms provide means to
define and structure a user’s social network. Most of the services support a way
to define different groups for information sharing within a user’s social network,
although each service provides its own implementation and terminology for this.
Earlier social networks like Orkut had communities, for example. A member of
a community could share posts, pictures and different sorts of information that
were only visible to the members. In a similar fashion, current social network
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platforms such as Facebook and Google+ provide analogous features with Face-
book Groups and Google+ Circles. The common goal is to facilitate the social
network users to manage the audience of their interactions and shared content.

The use of such structuring facilities becomes a necessity, because we increas-
ingly share the same social networking sites with persons from different spheres
of our real world social networks, such as colleagues, acquaintances, friends and
family members. Since each of these groups represent different aspects of our
lives, it is often desirable to also be able to maintain this separation in the dig-
ital world. For example, certain family affairs might better not be shared with
colleagues or acquaintances. Maintaining the right balance of interaction and
involvement within those social groups helps us to manage our different roles in
life. For this purpose, social networks support their users to manage their groups
and to keep control of their privacy settings. Unfortunately, in many cases, these
settings are buried in menus, tabs and configurations that are notoriously hard
to understand for the regular user [22]. Contributing to this discussion, Face-
book founder Mark Zuckerberg claimed that the rise of social networking online
means that people no longer have an expectation of privacy, adding ‘we decided
that these would be the social norms now and we just went for it’ [13].

As a consequence, in the past years, there have been several cases of peo-
ple who involuntarily, unknowingly ‘leaked’ information to the wrong audience.
Common cases include public messages that were supposed to be privately sent
to one particular recipient, and posts that are targeting a specific audience and
are in fact publicly available (a recurrent issue on Twitter). The presence of
inadequate or inappropriate information about a person in the public sphere
can have serious impact, for example on employment opportunities. Exemplary
cases are reported in [24]. An indication for the increasing awareness for this
topic is the current legal discussion about the right to be forgotten now called
the right to erasure in the European community. This discussion addresses the
right of individuals not to be stigmatized as a consequence of a specific action
performed in the past [23]. Although there is a distinction between the right to
be forgotten and the right for privacy - the right for privacy constitutes infor-
mation that is not publicly known, whereas the right to be forgotten involves
removing information that was publicly known - there is a clear link: if people
unintentionally share information to wrong audiences, they might later regret it
and want the information to be ‘forgotten’. Ideally, it should be prevented that
such information would be unintentionally publicly shared in the first place.

This implies that there is a need for better support for selecting adequate
privacy settings in social networks. With that in mind, in this work, we investi-
gate to what extent it is possible to predict the privacy setting of posts. We build
our work on top of Facebook’s privacy settings. Facebook is arguably the most
popular social network and it provides its users a range of privacy options. In
order to understand the users’ privacy behavior, we first provide an analysis of
privacy settings for Facebook posts. Subsequently, we present a method for pre-
dicting privacy settings by employing classification based on a small but effective
set of features that are available at post creation time. Evaluations show that
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privacy settings can be predicted with high accuracy, which may allow automatic
privacy-setting assistance for the end users and third party apps.

The remainder of this paper is structured as follows. In Section 2, we sum-
marize the relevant related work. In Section 3, we describe our efforts to collect
the sensitive data, followed by a data analysis in Section 3.1. In Section 4, we
describe the experiments and results towards a privacy prediction method. We
finally discuss and conclude our work in Section 5.

2 Related Work

Social media sites, such as Twitter, Facebook and Google+, are designed to share
information - and other content, such as pictures, videos and links - with other
users. Studies on the usage of social media platforms focus, among others, on
usage motivations [14], user behavior [16], and relations and social capital [4,5].
A recent study on Facebook [33] shows that the dynamic and temporal changes
of the relationships between users lead to conflicting privacy needs of the user.

Apart from relatively harmless updates, such as sharing a link or other types
of public content, messages on Twitter and Facebook may contain highly per-
sonal information such as the user’s location or email address. For this rea-
son, social media sites typically offer their users several ways for indicating the
intended audience of shared messages. First of all, there are default settings,
which can be adapted by the user. Second, users can overrule these default set-
tings for specific messages. Third, in many cases it is possible to delete, hide or
edit a message post hoc.

However, as indicated by several studies (e.g. [20]), users often do not inspect
or adapt the default settings offered by the system; thus, most messages are sent
with the default settings. Due to this behavior, messages often have a wider
audience than intended or expected by the user. According to a recent report
from the Pew Internet & American Life Project [21], particularly males and
young adults have posted content that they regret. Not surprisingly, these are
also the users with the least restricted privacy settings. However, due to the
raising awareness of privacy issues and their implications, more and more users
actively manage their privacy settings and prune their profiles.

Other studies on Facebook privacy analyze user concerns regarding sharing
personal content with a public audience or with third-party applications [9,11].
Similarly, in YouTube it has been observed [17] that users follow different strate-
gies for balancing the pros and cons of sharing with privacy. As an example, users
do share videos with private content, but can ensure that their faces are not dis-
played and their identities are not disclosed. In the context of mobile apps, it is
again reported that users’ privacy settings are diverse, yet can be represented
via a relatively small number of privacy profiles [18,19].

Still, research has shown that users typically disclose more personal infor-
mation online than they would do in face-to-face situations. There are many
risks associated with content that is unknowingly disclosed to the public. Some
of these risks - including mobbing, loss of reputation, family problems and lost
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career opportunities - are summarized in [25,29]. A remarkable initiative to
raise attention for these issues is the site PleaseRobMe1, which aggregates and
shows tweets of users who report to be away from home. In addition, the user is
informed via a (public) tweet.

With the goal of raising awareness for the problems related to sensitive infor-
mation leaks and privacy settings, Kawase et al. [15] introduced FireMe!, a web-
site that contains live streams of people who publicly tweet offensive comments
towards their working environment, bosses and coworkers. In their work, they
built a system that, once an offensive message was detected in the twittersphere,
the author of the offending tweet was sent an alert message. Their results show
that only 5% of the users who were alerted by the system later on deleted the
compromising tweet. The authors called for the deployment of an alert system
that prompts users before a compromising tweet is sent. In fact, our work goes
into this direction. By understanding and predicting privacy settings, we might
be able to advise (suggest) users the appropriate privacy settings for a given
post, before it is effectively out there.

There are other works in the literature that aim to recommend privacy set-
tings. Fang et al. suggest building models that can predict whether a user’s
friends should be allowed to see certain attributes (such as the birth date or rela-
tionship status) in the Facebook profile of the user [7,8]. Similarly, Ghazinour et
al. build a classifier to predict the privacy-preference category of a user (such as
“pragmatic” or “unconcerned”). Furthermore, they employ a simple kNN app-
roach to determine the similar users to a given user, and based on the preferences
of these similar users, they suggest privacy settings, again, for the attributes in
the user’s Facebook profile [10]. Our work differs from those in that we do not
address such general attributes but we aim to recommend a privacy setting for
every post (be it a status update, a video link or a photo) made by the user.
Machine learning and/or collaborative filtering methods are further employed to
recommend privacy settings for the location-sharing services [28,31] and mobile
apps [18]. The latter domains involve different dynamics and/or features for set-
ting privacy options than those in Facebook; the social network addressed in our
study.

In our approach, we aim to directly support users in choosing privacy set-
tings at the moment that they submit a post. This goal is similar to the work
presented in [32], although addressing a different media type. In their work, Zerr
et al. propose a method for detecting private photos in Flickr that are posted
publicly by extracting a set of visual features. Their results show that a com-
bination of visual and textual features achieves a considerable performance for
classifying and ranking private photos. While following a similar goal, we operate
in a different setting: we use social network specific features and we aim to pre-
dict more fine-granular privacy settings. In our previous work [3], we have also
used different types of social network features, but for different prediction tasks,
namely for suggesting Facebook posts for content retention and summarization.

1 http://pleaserobme.com/

http://pleaserobme.com/
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3 Dataset

In this section we present the two datasets that we used for our experiments.
Both datasets have been collected using an experimental Facebook App2. This
app has been developed in the context of a different work [3], where all the par-
ticipants authorized us to use their Facebook data (i.e., the content and privacy
settings of the posts as well as the basic user profile) for research purposes. Fur-
ther, to comply with Facebook’s Platform Policies3, we took extra care regard-
ing the participants’ privacy. Most importantly, the data will not be disclosed to
third parties and the data collected represent the minimal amount of information
needed in order to perform the experiments.

Dataset 1. The first dataset contains 45 users from 10 different countries. The
users are all researchers and/or students in the field of computer science from the
first authors’ institution. We expect the data from these users to be trustworthy;
the users are presumably more knowledgeable in using such digital platforms.
From these 45 users, we collected all their posts, summing up to 26,528 posts
(posts per user varies from 13 up to 3,176 posts). This dataset has been collected
during February and March 2014.

Table 1. Datasets

Dataset 1 Dataset 2

No. of users 45 649
No. of posts 26,528 769,205
Avg. no. of posts per user 602.431 1,185.215
Variance no. of posts per user 545,343 5,484,176
Min no. of posts per user 13 100
Max no. of posts per user 3,176 30,715

Dataset 2. The second dataset has been collected using the CrowdFlower crowd-
sourcing platform, where the workers were asked to use the same Facebook app
mentioned above. In this case, the authors are not personally familiar with the
participants and therefore we have no a priori information on their knowledge of
using social networking sites. Especially the former issue raised the concern of
reliability, as there could be some workers who use fake profiles to finish the task
and get paid. As a remedy, we considered only the data from workers who have
a Facebook account that exists for at least 4 years and who have posted at least
25 posts each year. Using the CrowdFlower platform, we ended up with a much
larger dataset, including 649 users and 769,205 posts in total. The crowdsourcing
task has been running only for one day on November 27, 2014. In Table 1, we
summarize the characteristics of both datasets.
2 http://www.l3s.de/∼kawase/forgetit/evaluation2015/
3 https://developers.facebook.com/policy/

http://www.l3s.de/~kawase/forgetit/evaluation2015/
https://developers.facebook.com/policy/
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3.1 Data Analysis

The privacy settings in Facebook regarding the audience of a post can be one of
the following five main alternatives:

– EVERYONE: This setting means that the post is public. Even non-
Facebook users are able to see these posts.

– SELF: Only the user who created the post can see it.
– ALL FRIENDS: Posts with this setting are visible to users who are friends

with the post creator, and to the friends of those tagged in the post.
– FRIENDS OF FRIENDS: In addition to the friends, posts with this set-

ting are also visible to friends of the poster’s friends, and to friends of friends
of those tagged in the post.

– CUSTOM: In this setting the user deliberately specifies a customized pri-
vacy setting that includes or excludes specific users or groups from the audi-
ence. This option is usually accompanied by the fields privacy allow and/or
privacy deny. These fields list users or group ids. CUSTOM includes three
sub-values:

• ALL FRIENDS: Posts with this setting are visible to all friends of the
post creator, except to some users or groups that are manually chosen
by the creator.

• FRIENDS OF FRIENDS: Posts with this setting are visible to all
friends of friends of the post creator, except to some users or groups
that are manually chosen by the creator.

• SOME FRIENDS: Posts with this setting are only to specific users or
groups that were manually chosen by the post creator.

In Figure 1, we present the distribution of the alternative privacy settings
for the posts in Datasets 1 and 2. We can observe some interesting patterns
regarding the usage of Facebook privacy settings. First of all, for both datasets,
we see a clear dominance of posts that are visible to all of the users’ friends
(45 to 50%) and of public posts (around 30%). We also observe a rather high
demand for the option that denies access to specific users or groups (around 10%

Fig. 1. Distribution of the privacy settings for Datasets 1 and 2
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Fig. 2. Distribution of posts normalized by post type for Dataset 1 (D1) and Dataset
2 (D1)

for Dataset 1 and 20% for Datasets 2), which is in line with our expectations
from Section 1. This shows that quite often, users carefully ‘hide’ posts from
particular users in their social networks.

Next, we provide a more detailed analysis taking into account the types of the
posts. In total, there are eight different types that we identified in our datasets.
Each type has unique characteristics that may influence the users in choosing
the appropriate privacy setting. In Figure 2, we plot the distribution of privacy
setting over post types. We see that especially post types of music and Flash
content (shown as swf ) are the ones that are shared with more general audiences
(i.e., EVERYONE and FRIENDS OF FRIENDS), whereas post types like link,
status, video and photo are more likely to be visible to restricted audiences
(e.g., with privacy setting CUSTOM). As another interesting observation, almost
all the posts of type the question (97.79%) are public in Dataset 2 (note that,
while the situation is different for Dataset 1, we notice that there are only two
posts of type question in this dataset, and hence findings are not representative).
This is because of the fact that the privacy settings for Questions are not directly
chosen by the user. In Facebook, Questions can only be posted in Groups or
in Events, and the privacy settings are inherited from them. If a question is
posted in a public group or in a public event, question is considered public
(EVERYONE), and the creator of the post is not given the option to change it.

We also make an analysis of our datasets from the perspective of users.
While doing so, we report the findings for Dataset 2, as the number of users is
considerably smaller in Dataset 1 (though similar trends are observed for Dataset
1 as well). In Figure 3, we report the percentage of users who have posts with
certain combinations of privacy settings. For instance, almost 43% of the users
have posts from four different privacy settings, EVERYONE, ALL FRIENDS,
CUSTOM and SELF. Similarly, another 34% of users have posts from all the
privacy settings. In general, the distribution in Figure 3 implies that these users
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Fig. 3. Distribution of users by their privacy settings combination (for Dataset 2)

Fig. 4. Distribution of the privacy changes by each user (for Dataset 2)

are not unaware of the privacy setting, and indeed they intentionally use different
privacy settings for their different posts.

For a deeper insight, we investigate how often users change their privacy
settings in different posts. We performed a temporal analysis on the posts of
each user to compute how many times she changed her settings; i.e., the number
of times a user selects a different privacy setting for her post than that of the
preceding post in chronological order. Figure 4 depicts the percentages of such
changes for each user as shown on the x-axis. On the average, the users choose
different privacy settings in 10.8% of the posts. This further supports our previ-
ous finding showing that at least some users deliberately choose different privacy
settings. Given the fact that choosing the privacy settings is a task that is fre-
quently triggered, and that the decision is quite often varying, we believe that
users could benefit from tools that suggest the appropriate settings. Therefore,
in the next section, we present a first step in the direction of predicting privacy
settings.

4 Privacy Prediction Experiments

The data analysis in the previous section suggests that there might be depen-
dencies between the privacy settings of a post and some characteristics of the the
post or the user who wrote the post. In this section, we investigate whether it is
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possible to automatically predict a privacy setting for a post. Such a predictor
can be used for recommending the most appropriate privacy setting to the user
at the time of posting, and hence help to avoid cases of information leaking as
exemplified before.

4.1 Experimental Setup

Target Classes. To build a predictor with reasonable accuracy that can
be employed in a practical setting, we opt for building a binary classifier
and predicting whether a post has low or high privacy at an abstract level,
rather than assigning each post to one of the privacy levels described in
Section 3. We assume that posts that have the privacy setting EVERYONE
or FRIENDS OF FRIENDS are in the class Low Privacy, as they are visible to
a very general audience. In contrast, the posts with the setting ALL FRIENDS,
SELF and CUSTOM are said to be in the class High Privacy, as the user has the
intention of sharing the post with a specific audience, i.e.; with only her friends,
which can be the most typical case in a social platform, or even with a certain
subset of them.

Dataset. For our classification experiments, we employ the crowd-sourced
dataset (Dataset 2) that includes a reasonably large number of users and post-
ings and, hence, can yield generalizable results. From the latter dataset, we
discard all non-English posts using the language detector tool provided by [26],
as we aim to construct features based on the post content. Furthermore, for
each user, we label the posts as Low and High Privacy; and get all the posts
in the class with smaller number of instances, and undersample the posts from
the other class. This is to obtain a balanced dataset (as the dataset is otherwise
skewed in various ways; some users have a large number of posts, and further-
more, they are biased for a certain privacy class only). At the end, our dataset
includes a total of 93,460 posts from 469 users; with an average of approximately
100 posts from each class, per user.

Features. In our experiments, we use features from six different categories
(see Table 2). First, we have metadata features obtained from a post, such as the
type of the post (e.g., link, photo, status, video, etc.), whether the post includes
one or more of the predefined Facebook fields (such as message, story or decrip-
tion) and its length, and number of tagged users in the post. The context features
capture the platform and time related information. From the post content, we
first extract sentiment features, i.e., the positivity, negativity and objectivity
scores computed using a vocabulary based sentiment analysis tool, namely, Sen-
tiWordNet [6]. The keyword feature category captures whether a post includes
a keyword that might be related to a certain concept like family, friends, work,
travel, etc. Note that, for each of the latter concepts, we manually compiled a
small list (up to 20 words) of representative words. Another feature category is
the word vector, i.e., the entire content of the post as a bag of words, as typical in
text classification. We keep top-1000 most words with the highest tf-idf scores in
the word vector. Finally, we have the user features, such as the number of posts
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Table 2. The list of features used for the privacy prediction task

Feature Description Feature Description
Post metadata Context

has(message) post has a message sendFromMobile post sent from an mobile application
length(message) length of the message dayTimes (morning, afternoon, evening, night)
norm(length(message)) length normalized per user sendAtWeekend post sent during weekend
has(story) has a story Sentiment
length(story) length of the story negative the negativity score of a post
norm(length(story)) length normalized per user positive the positivity score of a post
has(description) has a description objective the objectivity score of a post
length(description) length of the description Users
norm(length(description)) length normalized per user no posts total number of posts of a user
has(link) post includes a link no friends total number of friends of a user
has(icon) post has an icon gender gender of the user
has(caption) post has an caption age age of the user
type type of post country country of the user
status type status type of a post education the education level of the user
icons describes user activity Keywords
tagged users users tagged in a post words family contains word from the list

Word vector words friends contains word from the list
bag of words top-1000 words using tf/Idf words work contains word from the list

words holiday contains word from the list
words travel contains word from the list

and friends, gender, age, country and education (the latter is obtained from the
crowdsourcing platform). All the features in these categories are concatenated
to obtain a single instance vector, i.e., applying the early fusion approach for
different types of features (e.g., see [27]). Note that since our predictor is to be
employed during the post creation time, it is not possible to use typical social
network features based on community feedback (e.g no. of likes, no. of comments
etc.) employed in other contexts [2].

Classifiers and Evaluation Metrics. We apply the well-known classification
algorithms NaiveBayes[12] as well as a fast decision tree learner, REPTree [30][1].
For both algorithms, we use the implementation provided by the WEKA library4.
For the evaluation, we use well-known measures from the literature: the true
positive rate (TPR), false positive rate (FPR), precision, recall, F-Measure, and
area under the ROC curve (AUC). All the reported results are obtained via
5-fold cross-validation. Remarkably, this implies that the posts of a particular
user are distributed to training and test sets at each fold; and hence, the model
will learn to predict the privacy based on not only other users previous decisions,
but the user’s own decisions, as well.

Results and Discussions. In Table 3, we compare the prediction performance
for NaiveBayes and RepTree classifiers. The average TPR (i.e., accuracy) of the
NaiveBayes predictor is 0.692, which is better than the random baseline with
0.5 accuracy (as we have a balanced dataset). Moreover, when predicting the
High Privacy class, the classifier has a higher TPR (i.e., 0.745). This is useful
in practice, as predicting a highly private post as public is more dangerous
(as these are the cases where the information is exposed to a larger audience
4 http://www.cs.waikato.ac.nz/ml/weka/

http://www.cs.waikato.ac.nz/ml/weka/
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Table 3. Classification results using all the features

Naive Bayes

TP Rate FP Rate Precision Recall F-Measure AUC Class

0.640 0.255 0.715 0.640 0.675 0.780 LOW PRIVACY
0.745 0.360 0.674 0.745 0.708 0.780 HIGH PRIVACY
0.692 0.308 0.694 0.692 0.691 0.780 Avg.

REPTree

TP Rate FP Rate Precision Recall F-Measure AUC Class

0.810 0.191 0.809 0.810 0.810 0.887 LOW PRIVACY
0.809 0.190 0.810 0.809 0.809 0.887 HIGH PRIVACY
0.809 0.191 0.809 0.809 0.809 0.887 Avg.

Table 4. Classification results for each category of features

REPTree

Feature category TP Rate FP Rate Precision Recall F-Measure AUC

Word vector 0.715 0.285 0.719 0.715 0.714 0.793
Post 0.641 0.358 0.642 0.641 0.640 0.709
Users 0.600 0.400 0.601 0.600 0.598 0.673
Sentiment 0.591 0.408 0.593 0.591 0.588 0.652
Context 0.583 0.417 0.588 0.583 0.577 0.634
Keywords 0.553 0.446 0.553 0.553 0.553 0.592

than intended) than vice versa. The overall performance of the RepTree classifier
is even more impressive, as it yields an accuracy of 0.809 for both classes (and,
on the average). For this classifier, average F-measure and AUC metrics are
also over 0.80. These findings reveal that it is possible to predict the privacy
class of a post with good accuracy, and such a predictor can serve in suggesting
the privacy setting of a post when it is first created.

Note that, since our dataset includes different numbers of posts from each
user (but with the same number of instances from each class), it is also interesting
to investigate whether classification performance is biased for the users who have
more posts than the average. To this end, we filtered the dataset used in previous
experiments, so that each user remaining in the dataset now has exactly 100 posts
(50 from each class). In this new setup, the accuracy of the RepTree classifier
is still 0.788, which implies that the accuracy can improve with more training
instances from a particular user. Nevertheless, even for the case of 100 posts per
user, the prediction accuracy is high (note that the scores for the other evaluation
metrics are also similar and not reported here for brevity).

Finally, for the RepTree classifier reported in Table 3, we further investi-
gate the performance of each feature category in isolation. Table 4 reveals that
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keyword features and word vectors are the least and most useful features, respec-
tively. It is further remarkable that the classifier that use all features in combina-
tion perform considerably better than those based on a single feature category.

5 Conclusion

In this paper, we presented an approach for supporting users in selecting ade-
quate privacy settings for their posts. This work is based on a thorough analysis
on privacy settings on social networks, particularly in Facebook. Our analysis
shows that users customize their privacy settings quite often: for roughly one
out of ten posts, a new privacy setting is chosen over time. The data also has
shown that the type of post has a significant impact on the the choice of privacy
settings. While posts of the type ‘music’ and ‘question’ tend to have a larger
(less restricted) audience, ‘status’, ‘photo’ and ‘video’ are more often restricted
to a smaller audience.

Targeting a supporting tool that could suggest users preferable privacy set-
tings, we performed experiments for the privacy settings prediction task. By
relying on different categories of features that can already be identified at the
time of post composition, we were able to achieve a very good prediction per-
formance with a recall and precision of more than 80% on average.

Additionally, our analysis demonstrated clear differences in users’ behavior
with respect to privacy settings. We observed that there are some users who
are very sloppy regarding privacy settings, having most of their posts publicly
available and not changing the settings. We also observed users who very often
customized their settings, and users who prefer sharing data mostly with their
friends. This difference in behavior indicates that a personalized model for pri-
vacy prediction might improve the already good results of the experiments pre-
sented in this paper. This is part of our future work, where we plan to collect
more contributors (users) willing to collaborate with our research, and on top of
a bigger user base, we plan to explore the best personalized methods for privacy
settings prediction.

Acknowledgments. This work was partially supported by the K3 project funded by
the German Federal Ministry of Education and the European Commission Seventh
Framework Program under grant agreement No.600826 for the ForgetIT project.

References

1. Breiman, L.: Bagging predictors. Machine Learning 24(2), 123–140 (1996)
2. Chelaru, S., Orellana-Rodriguez, C., Altingovde, I.S.: How useful is social feedback

for learning to rank youtube videos? World Wide Web 17(5), 997–1025 (2014)
3. Djafari Naini, K., Kawase, R., Kanhabua, N., Niederée, C.: Characterizing high-

impact features for content retention in social web applications. In: Proc. of WWW
2014, pp. 559–560 (2014)



116 K.D. Naini et al.

4. Ellison, N.B., Gray, R., Vitak, J., Lampe, C., Fiore, A.T.: Calling all facebook
friends: exploring requests for help on facebook. In: Proc. of ICWSM 2013 (2013)

5. Ellison, N.B., Steinfield, C., Lampe, C.: Connection strategies: Social capital impli-
cations of facebook-enabled communication practices. New Media & Society 13(6),
873–892 (2011)

6. A. Esuli and F. Sebastiani. Sentiwordnet: a publicly available lexical resource for
opinion mining. In: Proc. of LREC 2006, pp. 417–422 (2006)

7. Fang, L., Kim, H., LeFevre, K., Tami, A.: A privacy recommendation wizard for
users of social networking sites. In: Proc. of the 17th ACM Conference on Computer
and Communications Security, CCS 2010, pp. 630–632 (2010)

8. Fang, L., LeFevre, K.: Privacy wizards for social networking sites. In: Proc. of
WWW 2010, pp. 351–360 (2010)

9. Felt, A., Evans, D.: Privacy protection for social networking platforms. In: Proc.
of Web 2.0 Security and Privacy (2008)

10. Ghazinour, K., Matwin, S., Sokolova, M.: Monitoring and recommending privacy
settings in social networks. In: Proc. of the Joint EDBT/ICDT Workshops, pp.
164–168 (2013)

11. R. Gross and A. Acquisti. Information revelation and privacy in online social
networks. In: Proc. of the ACM Workshop on Privacy in the Electronic Society,
pp. 71–80 (2005)

12. John, G.H., Langley, P.: Estimating continuous distributions in bayesian classifiers.
In: Proc. of the 11th Annual Conference on Uncertainty in Artificial Intelligence
(UAI), pp. 338–345. Morgan Kaufmann (1995)

13. Johnson, B.: Privacy no longer a social norm, says facebook founder (2010). http://
www.theguardian.com/technology/2010/jan/11/facebook-privacy/

14. Joinson, A.N.: Looking at, looking up or keeping up with people?: motives and use
of facebook. In: Proc. of CHI 2008 (2008)

15. Kawase, R., Nunes, B.P., Herder, E., Nejdl, W., Casanova, M.A.: Who wants to
get fired? In: Proc. of WebSci 2013, pp. 191–194 (2013)

16. Lampe, C., Ellison, N.B., Steinfield, C.: Changes in use and perception of facebook.
In: Proc. of CSCW 2008 (2008)

17. Lange, P.G.: Publicly private and privately public: Social networking on youtube.
Journal of Computer-Mediated Communication 13(1), 361–380 (2007)

18. Lin, J., Liu, B., Sadeh, N.M., Hong, J.I.: Modeling users’ mobile app privacy pref-
erences: restoring usability in a sea of permission settings. In: Proc. of the 10th
Symposium on Usable Privacy and Security (SOUPS 2014), pp. 199–212 (2014)

19. B. Liu, J. Lin, and N. M. Sadeh. Reconciling mobile app privacy and usabil-
ity on smartphones: could user privacy profiles help? In: Proc. of WWW 2014,
pp. 201–212 (2014)

20. Liu, Y., Gummadi, K.P., Krishnamurthy, B., Mislove, A.: Analyzing facebook pri-
vacy settings: user expectations vs. reality. In: Proc. of the 11th ACM SIGCOMM
Conference on Internet Measurement (IMC 2011), pp. 61–70 (2011)

21. Madden, M.: Privacy management on social media sites. Technical report, Pew
Internet and American Life Project (2012)

22. Madejski, M., Johnson, M., Bellovin, S.M.: A study of privacy settings errors in an
online social network. In: Proc. of PerCom 2012 Workshops, pp. 340–345 (2012)

23. Mantelero, A.: The eu proposal for a general data protection regulation and the
roots of the ’right to be forgotten’. Computer Law & Security Review 29, 229–235
(2013)

24. Mayer-Schönberger, V.: Delete - The Virtue of Forgetting in the Digital Age. Mor-
gan Kaufmann Publishers (2009)

http://www.theguardian.com/technology/2010/jan/11/facebook-privacy/
http://www.theguardian.com/technology/2010/jan/11/facebook-privacy/


Analyzing and Predicting Privacy Settings in the Social Web 117

25. Rose, C.: The security implications of ubiquitous social media. International Jour-
nal of Management and Information Systems 15(1) (2011)

26. Shuyo, N.: Language detection library for java (2010)
27. Snoek, C., Worring, M., Smeulders, A.W.M.: Early versus late fusion in seman-

tic video analysis. In Proc. of the 13th ACM Int’l Conference on Multimedia,
pp. 399–402 (2005)

28. Toch, E., Sadeh, N.M., Hong, J.I.: Generating default privacy policies for
online social networks. In: Proc. of CHI 2010 (Extended Abstracts Volume),
pp. 4243–4248 (2010)

29. Toch, E., Wang, Y., Cranor, L.: Personalization and privacy: a survey of privacy
risks and remedies in personalization-based systems. User Modeling and User-
Adapted Interaction 22, 203–220 (2012)

30. Witten, I.H., Frank, E.: Data Mining: Practical Machine Learning Tools and Tech-
niques, 2nd edn. Morgan Kaufmann Publishers Inc., San Francisco (2005)

31. Xie, J., Knijnenburg, B.P., Jin, H.: Location sharing privacy preference: analy-
sis and personalized recommendation. In: Proc. of the 19th Int’l Conference on
Intelligent User Interfaces, pp. 189–198 (2014)

32. Zerr, S., Siersdorfer, S., Hare, J., Demidova, E.: Privacy-aware image classification
and search. In: Proc. of SIGIR 2012, pp. 35–44 (2012)

33. Zhao, X., Salehi, N., Naranjit, S., Alwaalan, S., Voida, S., Cosley, D.: The many
faces of facebook: experiencing social media as performance, exhibition, and per-
sonal archive. In: Proc. of CHI 2013 (2013)



Counteracting Anchoring Effects
in Group Decision Making

Martin Stettinger1, Alexander Felfernig1(B), Gerhard Leitner2,
and Stefan Reiterer1

1 Institute for Software Technology, Inffeldgasse 16b, 8010 Graz, Austria
{stettinger,felfernig,reiterer}@ist.tugraz.at

2 Institute for Informatics Systems,
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Abstract. Similar to single user decisions, group decisions can be
affected by decision biases. In this paper we analyze anchoring effects as a
specific type of decision bias in the context of group decision scenarios.
On the basis of the results of a user study in the domain of software
requirements prioritization we discuss results regarding the optimal time
when preference information of other users should be disclosed to the cur-
rent user. Furthermore, we show that explanations can increase the satis-
faction of group members with various aspects of a group decision process
(e.g., satisfaction with the decision and decision support quality).

Keywords: Group decision making · Recommender systems · Decision
biases · Anchoring effects

1 Introduction

Many decisions in everyday life occur in the context of groups, for example, a
decision regarding the restaurant to choose for a dinner with friends or a decision
regarding the next years’ conference or workshop location. A major objective of
the Choicla1 group decision support environment is to support different types
of group decision scenarios in an efficient fashion. Choicla includes function-
alities that determine recommendations on the basis of individual preferences
of group members. When dealing with group decisions, one has to cope with
different types of decision biases which can deteriorate decision quality. We will
first provide a short overview of such biases and then focus on the aspect of how
to counteract anchoring effects in group decision making. For a more detailed
overview of such biases we refer to [4].

Serial position effects occur in situations where items at the beginning
and the end of a list are evaluated more often (behavioural aspect) and also
recalled (cognitive aspect) more often [5,15] than items in the middle of a list.

1 www.choicla.com.

c© Springer International Publishing Switzerland 2015
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Such items can be argumentations in product descriptions [18], products and
their attributes [5], and lists of links [15]. Such effects can occur independent of
the popularity of an attribute or item, for example, item properties presented
at the beginning and the end of a recommendation dialog are recalled more
often independent of their popularity [5]. A possibility to counteract serial posi-
tion effects in group-based recommendation is to change the preference acqui-
sition interface, for example, from a star-based rating to a utility-based rating
(items are evaluated with regard to a predefined set of interest dimensions) which
encourages users to analyse item descriptions in more detail [18].

Decoy effects cause shifts in preference construction since decisions are taken
depending on the context in which alternatives are presented to the user [22].
For example, including a completely inferior alternative (e.g., with the lowest
overall utility compared to all other alternatives in a list of recommended items)
can change a user’s evaluation of the remaining items in the list. In the context
of recommenders, such effects have been analyzed by Teppan et al. [20] who
showed the existence of decoy effects on the basis of real-world financial services
datasets. Counteracting decoy effects can be based on predictive models that
predict decoy items which could be eliminated from a result set [20].

Explanations can have a significant impact on the way that items are per-
ceived/evaluated and – as a consequence – on the corresponding decision. Thus,
explanations play an important role in recommender systems [8,21], for example,
a digital camera will be purchased or not, a movie will be watched or not, a car
feature will we included or not, a project proposal will be accepted or not, and a
software requirement will be regarded as important or not. Stettinger et al. [18]
analyze the impact of argument orderings of item explanations on the decision
outcome, Felfernig et al. [6] and Pu et al. [16] show the (positive) influence of
explanations on a user’s trust in recommender systems, and Herlocker et al. [10]
discuss different explanation-relevant dimensions in recommender systems where
beside justification, user involvement, and education, acceptance is mentioned as
a major relevant factor.

Anchoring effects cause decisions which are influenced by the group mem-
ber who first articulated his/her preferences [1,11] – these results in the context
of decision support environments are confirmed by social-psychological stud-
ies that point out the relationship between decision quality and the visibility
of individual preferences for other group members [9,14]. Interestingly, hidden
preferences in early phases of group decision scenarios can increase the overall
amount of information exchange between group members and the higher the
amount of information exchange the higher the quality of the decision outcome.
In collaborative filtering scenarios, anchoring effects can be triggered by disclos-
ing, for example, the average rating of other (similar) users. An adaptation of
the preference acquisition interface (e.g., a rating scale adapted from a 5-star to
a binary one) can help to counteract such biases in collaborative filtering [1,2].

The existence of anchoring effects in group decision scenarios has also been
shown in Felfernig et al. [7] who analyzed bias-induced preference shifts in the
context of requirements engineering. In this scenario, the task of the project team
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was to make decisions regarding different technical and organizational aspects of
their software project. Examples of such decisions are the way in which their soft-
ware project should be evaluated and the type of technology that should be used
for implementing the requirements. Masthoff and Gatt [13] discuss algorithmic
approaches to satisfaction prediction in group decision scenarios where confor-
mity (judgments are influenced by the judgements already articulated by other
group members) and emotional contagion (influence of an individual’s affective
state on that of other group members) are mentioned as influence factors. Com-
pared to Masthoff and Gatt [13], we did not analyze emotional states of group
members and focused on the impacts of different degrees of judgement visibility.
An analysis of intra-group dynamics in Choicla decision scenarios is within the
scope of future work. Our major focus in this paper is to show in which way
anchoring effects can be counteracted in the context of group decision making.
In this context, we focus on a requirements prioritization scenario where groups
of students (teams) had to agree on the set of additional requirements (and their
priority) they are willing to implement in their software project. In addition, we
investigated the impact of explanations in group decision scenarios (explanations
textually entered after a final decision has been taken). In this context we were
interested on the impact that explanations can have on the overall acceptance
of a group decision by individual group members.

As a basis for completing the requirements prioritization task the teams of our
study used the Choicla group decision support environment. Example Choicla
scenarios for industrial settings are the selection of new employees, the selection
of conference locations, and the evaluation of project proposals. In the private
context, Choicla can, for example, support the selection of a restaurant for a
dinner with friends, the selection of a hotel for a holiday trip, and the selection
of a cinema movie to watch with friends. In addition to Choicla, there exist
many other group decision support environments. Doodle2 focuses primarily
on the aspect of coordinating meetings and does not include additional mecha-
nisms to determine recommendations for groups of users. Similarly, Vern [23]
is a tool that supports the identification of meeting times based on the idea of
unconstrained democracy where individuals are enabled to freely propose alter-
native dates themselves. Smartocracy provides support for voting scenarios
in social network contexts where information from the social network is applied
to rank recommendations [17]. Dotmocracy3 deals with larger groups of users
and provides a method for collecting and visualizing group preferences. The sys-
tem is based on the idea of participatory decision making – it’s major outcome
is a graph type visualization of the group-immanent preferences. Compared to
Choicla, these tools focus on specific domains and do not offer the possibility
for a flexible definition of domain-independent decision scenarios.

The contributions of this paper are the following: (1) we provide a short
overview of the Choicla group decision support environment on the basis of a
working example from the area of software requirements prioritization, (2) we

2 doodle.com.
3 dotmocracy.org.

doodle.com.
dotmocracy.org.
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show (a) the existence of anchoring effects and (b) possibilities of counteract-
ing these effects in the context of group decision making, and (3) we show that
explanations in group decision scenarios can have a positive impact on the over-
all acceptance of group decisions. The remainder of this paper is organized as
follows. In Section 2 we provide an overview of the Choicla decision support
environment. In Section 3 we report the results of an empirical study which
focused on (a) anchoring effects within group decision scenarios and (b) the
impact of explanations. The paper is concluded with Section 4.

2 The Choicla Environment

Decision tasks often differ in their basic properties, for example, decision heuris-
tics [12] such as majority voting or least misery should be preselected or not,
alternatives can only be defined by the administrator (also denoted as creator)
of a decision task (app), preferences of other group members should be visible (or
not), and decisions should be explained or not (by the creator of a decision task).
Due to the many existing options, decision tasks must be configured before being
provided to a group of users – for details see Stettinger et al. [19]. An example of
a definition (configuration) of a Choicla decision app is depicted in Figure 1.
In this example, a group of users (stakeholders) should decide about the priority
of requirements that should be additionally implemented in a software project. In
this context, all group members are allowed to add their own alternatives (soft-
ware requirements), to add additional material (links and files), and to see the
preferences of other users (regarding the prioritization of requirements). Making
the process design of decision tasks configurable introduces the flexibility that
is needed due to the heterogeneity of decision problems. The achieved flexibility
provides the basis for organizing the Choicla components in a kind of a soft-
ware product line that is open in terms of the generation (implementation) of
problem-specific decision applications.

Fig. 1. Interface for configuring Choicla decision apps

After a Choicla decision app configuration has been completed, the cor-
responding decision app is automatically generated and installed on the home
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screen of the decision app creator. The creator can now invite relevant users
(in our case stakeholders) to participate in the decision process – this is currently
possible via email. Figure 2 depicts examples of already configured and gener-
ated Choicla decision apps: requirements prioritization (our working example),
appointment scheduling, hardware procurement, and personnel decision4.

Figure 2 includes two more tabs which are denoted as DecisionApp Store
and Create DecisionApp. The former can be used for searching and installing
new decision apps (this is only possible if a decision app has been defined as
public and therefore been made reusable by the app creator), the latter can be
used for creating (configuring) your own decision app (for details see Stettinger
et al. [19]). Choicla decision apps can entail an arbitrary number of decision
instances, for example, if a requirements prioritization decision has to be taken
for a new project or a new set of requirements, the same decision app can be
used by simply creating a new instance inside the given decision app. Also after
completion of the decision process, each individual instance of the decision app
is accessible in a decision history (documentation).

Fig. 2. Examples of defined (configured) and generated Choicla decision apps

3 User Study

As already mentioned in Section 1, our major goal is to analyze anchoring effects
in group decision scenarios. In a requirements prioritization scenario (team mem-
bers had to select additional requirements they had to implement within the scope
of their project) we wanted to investigate the existence of anchoring effects and
also to figure out when to best disclose individual preferences (evaluations) to
other users (in our case stakeholders). In this context we were also interested
in the impact of preference invisibility on the degree of information exchange
between individual stakeholders. Finally, we wanted to investigate factors such
as the impact of the existence of explanations for group decisions on the degree

4 The Choicla personnel decision app is already applied by an Austrian university.
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of satisfaction with the decision support and the perceived understandability
of the group decision. In the remainder of this paper we will first present the
Choicla decision app generated for the purposes of requirements prioritization
(software requirements for an online game) and then discuss the design of our
user study and the corresponding study results in detail.

The generated requirements prioritization decision app supports the prioriti-
zation of requirements on the basis of a multi-utility based evaluation scheme [3].
Team members (subjects of the study) were enabled to evaluate each require-
ment with regard to the dimensions Risk, Effort, and Profit. Note that such
dimensions are freely definable in Choicla if a MAUT-based aggregation func-
tion (group recommendation heuristic) has been selected. An example of the
evaluation of the requirement Change Background is depicted in Figure 3.

Fig. 3. Evaluation interface of the requirements in Choicla. Participants can enter
their ratings by selecting a value for the dimensions Risk, Effort, and Profit.

This requirement is linked to a detailed textual description – in our case,
the background style should be changeable in an online game. Note that in
utility-based scenarios Choicla supports a group-based MAUT approach, where
individual ratings defined for interest dimensions are aggregated using arithmetic
mean and then added up (for details see Stettinger et al. [18]). The utility of each
individual alternative (requirement) is then transposed to a five-star rating scale
as depicted in Figure 3. Since the goal of our study was to investigate anchoring
effects in the context of group decision scenarios, the visibility of the preferences
of other group members was one of the major variation points in the user study.

Figure 3 includes a Choicla user interface version where the preferences of
other users are not disclosed to the current user. In contrast, Figure 4 depicts an
interface version were the preferences (priorities) of the individual stakeholders
are visible (the height of each bar corresponds to the corresponding MAUT value
[3,18] of a requirement, individual preferences are visible when moving the mouse
pointer over the corresponding bar). If all stakeholders have articulated their
requirements, the creator of a decision app can close the decision process, i.e., no
further changes/adaptations of the individual user preferences are possible from
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that time on. Closing the decision process means that one or more options are
selected by the administrator and these alternatives altogether then represent the
final decision. The selected alternatives may not correspond with the alternatives
proposed by the aggregation heuristic (in our case MAUT).

Fig. 4. Group recommendation (on the basis of MAUT values) for the prioritization
of requirements within Choicla. Preferences of individual stakeholders are disclosed
when moving the mouse pointer over the bar.

Fig. 5. Representation of a final decision in Choicla in terms of a bar chart

In our working example, the creator of the decision app selected only one
requirement (Global Highscore) as an additional requirement to be implemented
in the project (see Figure 5). In this case, the creator follows the group rec-
ommendation and also explains the reason for the final decision. Note that the
possibility of explaining final decisions is another major variation point in the
user study, i.e., some versions included this option, some versions not.
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We conducted a user study with computer science students at the Graz Uni-
versity of Technology (N=229 participants, 16% female, and 84% male) who took
a course on object oriented analysis and design. Students formed software teams
with 5–6 participants (in total 45 teams) who had then to implement an online
game environment. Each team had to develop the same set of basic requirements
but could choose 5 out of a set of 10 additional requirements using Choicla as
the sole decision and communication platform.5 The 45 software teams (groups)
were assigned to different categories as follows (see also Table 1). First, 23 groups
were confronted with a Choicla user interface which enforced the explanation
of final decisions, the remaining 22 groups had the option to explain their deci-
sions but this was not mandatory. Second, the individual Choicla versions
differed in terms as of when individual preferences are made public to all group
members (after one, two, three, or all group member(s) has(have) articulated
his/her(their) preferences).

Table 1. Assignment of versions to groups in the user study, for example, ”expla-
nation mandatory+after 1.” denotes a Choicla version with mandatory explanations
and individual preferences were disclosed after one group member defined his/her pref-
erences.

explanation mandatory explanation not mandatory

after 1. after 2. after 3. after all after 1. after 2. after 3. after all

6 groups 6 groups 5 groups 6 groups 6 groups 6 groups 5 groups 5 groups

The hypotheses as input for our user study were the following. First, we
assumed that anchoring effects occur especially in cases were preference infor-
mation of individual users is disclosed although this information has not been
provided by all group members, i.e., the lower the number of completed prefer-
ence definitions the higher the probability of anchoring effects (H1).

Second, we assumed that the best time to disclose individual preferences is a
situation where each group member has already articulated his/her requirements
(H2). This strategy should lead to the best results regarding (a) the satisfaction
with the final group decision as well as (b) the perceived degree of decision support,
(c) perceived understandability of the final group decision, and (d) consideration
of one’s personal preferences. In our study, data to answer (a)–(d) were collected
in a post-decision questionnaire. The rating scale for questions (a)–(b) was [very
satisfied (5) .. very unsatisfied (1)], for question (c) it was [understood immedi-
ately (5) .. no chance to understand without asking a couple of times (1)], and
for (d) it was [excellent (5) .. very bad (1)].

In the line of decision psychological experiments [9,14] we assume that the
later individual preferences are disclosed the higher will be the number of com-
ments in the Choicla forum (H3). A higher degree of information exchange
also has a direct positive impact on decision quality – see also [9,14]. Hypothesis
H3 is related to the fact that groups tend to focus on the preferences of other

5 Due to space limitations we limited our example set to 3 requirements.
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group members if this information is available but otherwise focus on information
exchange to gain a better understanding of the problem setting [9,14].

With hypothesis H4 we want to express the assumption that the explanation
of a final decision can increase (a) the satisfaction with the final group decision as
well as (b) the perceived degree of decision support, (c) perceived understandability
of the final group decision, and (d) consideration of one’s personal preferences.

The results of our user study were the following. We can confirm hypothe-
sis H1, i.e., anchoring effects are triggered by an earlier disclosure of preference
information to other group members. In this context, we analyzed the standard
deviations of the individual user ratings (i.e., we used the standard deviation
of ratings as an indicator of anchoring effects) depending on the time of the
disclosure of the ratings (preferences) of individual group members. Figure 6
depicts the standard deviations of user ratings depending on the time of pref-
erence disclosure; standard deviations increase monotonously in the number of
anonymously articulated preferences. The series of standard deviations related
to versions after 1. and after 2. (and above) significantly differ in terms of their
mean values (p < 0.05, t-test).

Fig. 6. Standard deviations of user ratings of alternatives (requirements) depending
on preference disclosure time (after 1..3, or all users articulated preferences)

We can also confirm hypothesis H2. The later the time of preference disclosure
(the more group members have articulated their preferences without viewing
the preferences of other users), the higher the evaluation with regard to the
dimensions (a) satisfaction with the final group decision, (b) perceived degree of
decision support, (c) perceived understandability of the final group decision, and
(d) consideration of one’s personal preferences. Figure 7 depicts, for example,
the user evaluations with regard to (a) satisfaction with final group decision
and (b) perceived degree of decision support. The average evaluations of all
dimensions, i.e., (a) .. (d), are depicted in Table 2.
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T-tests also confirm significant user evaluation improvements with an increas-
ing number of defined but undisclosed preferences. The average user evaluations
regarding (a) and (b) related to versions after 1. and after 3. (and above) differ
in terms of their mean value (p < 0.05, t-test, see also Figure 7). Significant
results (p < 0.05, t-test) could also be observed for average user evaluations
regarding (c) and (d) related to versions after 1. and after all.

Fig. 7. Satisfaction with final group decision and perceived degree of decision support
depending on preference disclosure time (after 1..3, or all users articulated preferences)

Table 2. Avg. evaluations and std.dev. regarding (a) satisfaction with the final group
decision, (b) perceived degree of decision support, (c) perceived understandability of
the final group decision, and (d) consideration of one’s personal preferences

All

after 1. after 2. after 3. after all

a 2.87(1.67) 3.01(1.5) 3.31(1.19) 3.73(0.73)

b 1.75(1.77) 2.2(1.62) 2.83(1.59) 3.72(1.02)

c 3.44(1.65) 3.54(1.54) 3.79(1.22) 4.04(0.81)

d 3.02(1.77) 3.55(1.75) 3.91(1.46) 4.16(1.04)

We can confirm hypothesis H3: the later individual preferences are disclosed
to other users, the higher the amount of comments/discussions in the Choicla
forum. The number of comments depending on the degree of already available
preference definitions not disclosed to other users is shown in Figure 8.

Finally, we can also confirm hypothesis H4: groups with (enforced) explana-
tion support for group decisions have significantly higher evaluations in terms of
the dimensions (a) satisfaction with the final group decision, (b) perceived degree
of decision support, (c) perceived understandability of the final group decision,



128 M. Stettinger et al.

Fig. 8. Number of comments in the Choicla discussion forum depending on preference
disclosure time (after 1..3, or all users articulated preferences)

and (d) consideration of one’s personal preferences. This is confirmed by corre-
sponding t-tests (p<0.05) when comparing groups with and without (enforced)
explanation support (average evaluations are depicted in Table 3).

Table 3. Avg. evaluations and std.dev. regarding (a) satisfaction with the final group
decision, (b) perceived degree of decision support, (c) perceived understandability of
the final group decision, and (d) consideration of one’s personal preferences

Explanations Enforced Explanations Not Enforced

after 1. after 2. after 3. after all after 1. after 2. after 3. after all

a 3.67(1.27) 4.01(1.15) 4.31(0.89) 4.93(0.23) 2.4(1.76) 2.87(1.66) 3.17(1.47) 3.22(1.33)

b 1.95(1.66) 2.5(1.51) 3.45(1.19) 4.69(0.82) 1.63(1.94) 2.02(1.82) 2.67(1.63) 3.18(1.47)

c 3.84(1.35) 3.94(1.24) 4.29(0.92) 4.87(0.41) 3.12(1.72) 3.25(1.78) 3.57(1.58) 3.73(1.22)

d 3.62(1.37) 3.95(1.15) 4.41(0.66) 4.86(0.31) 2.88(1.96) 3.17(1.81) 3.29(1.73) 3.87(1.4)

4 Conclusions and Future Work

With the work presented in this paper we have shown the existence of anchoring
effects in group decision scenarios: the earlier individual user preferences are dis-
closed to other group members, the higher the probability of the occurrence of
anchoring effects. The time of preference disclosure also has a direct impact on
the perceived quality of the decision outcome and the perceived decision support.
Furthermore, late preference disclosure can lead to a higher discussion intensity
inside a group which can have a direct positive impact on the quality of the deci-
sion outcome. It is important to take into account these aspects in application
development; especially one has to analyze the need of preference disclosure since
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non-disclosed preferences can help to significantly improve decision quality. The
analysis of further decision biases and their impact on group decision making is
within the major focus of our future work since this will help to further advance
the quality of group decision support in the Choicla environment. With regard
to anchoring effects we want to analyze in further detail the impact of differ-
ent representation types of user preferences (e.g. aggregated representations vs.
user-specific representations) on evaluation dimensions such as perceived deci-
sion quality and quality of decision support. Finally, we are also interested in
a deeper understanding of intra-group dynamics that can potentially help to
further improve the quality of group decisions.
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Abstract. The designers of mobile guides for museums and galleries are increa-
singly concerned with delivering rich interpretation that can be personalized to 
meet the diverse needs of individual visitors. However, increased personaliza-
tion can mean that the sociality of museum visits is overlooked. We present a 
new approach to resolving the tension between the personal and the social that 
invites visitors themselves to personalize and gift interpretations to others in 
their social groups. We tested the approach in two different museum settings 
and with different types of small group, to investigate how visitors personalized 
experiences for one another, how the personalized experiences were received by 
visitors, and how they worked as part of a social visit. We reveal how visitors 
designed highly personal interpretations for one another by drawing inspiration 
from both the exhibits themselves and their interpersonal knowledge of one 
another. Our findings suggest that the deep level of personalization generated 
by our approach can create rich, engaging and socially coherent visits that allow 
visitors to achieve a balance of goals. We conclude by discussing the broader 
implications of our findings for personalization. 

Keywords: Museums · Galleries · Personalization · Interpretation · Collaboration 

1 Introduction 

Each and every visitor to a museum or art gallery brings their own unique set of cha-
racteristics, motivations, preferences and understandings. The growing use of modern 
technology to support the visit gives visitors access to large volumes of online content 
and the ability to look up diverse information about exhibits. This runs the risk, how-
ever, of overwhelming visitors with more information than they can process while 
visiting, which is why it is increasingly common to turn to automated personalization, 
where the vast amounts of content available are filtered or adapted to meet the needs 
of individual visitors. 

A wider trend in museums and galleries has seen curators and exhibition designers 
move away from providing a single interpretation of exhibits, intended to support as 
wide a range of visitors as possible, towards helping visitors to engage with multiple, 
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and possibly contrasting, interpretations and narratives, and even providing material 
that supports visitors in making their own interpretations.  

Personalizing the museum experience can be a uniquely challenging task that can 
work on two levels: first, a system might provide personalized exhibit recommenda-
tions, filtering large collections to support the visitor in engaging only with exhibits 
that are of interest or relevance. A second opportunity for personalization is the inter-
pretation of exhibits: information or resources that help visitors make meaning. There 
are many ways of tailoring interpretation to the visitor, from a simple change of lan-
guage to a focus on the visitor’s goals, which might be to learn about a particular 
topic or to have a good day out with friends. 

A further complicating factor is that most people visit museums not alone, but with 
small groups of friends or family [10] and the social context of a visit can shape how 
artifacts are experienced. Audio guides can inhibit group interaction even when 
shared [1], and studies of groups visiting museums has revealed the challenges arising 
from splitting attention between the museum content and the needs of fellow visitors, 
which can see visitors being ‘dragged away’ from their interactions with exhibits in 
order to maintain group coherence [21]. Attempts to personalize content to individual 
visitors need to respect the complex social nature of visiting. For example, might 
tailoring information to individuals heighten existing tensions around group cohesion? 
Alternatively, might we find ways of using personalization to actually enhance the 
social nature of the experience? 

Motivated by these observations, we explore a new approach to personalization 
that aims to support rich individual interpretations while at the same time enhancing 
the social experience of visiting. In this paper, we propose an approach that harnesses 
the interpersonal knowledge contained within groups of visitors to generate expe-
riences that are at once personal and social. We realized this by inviting visitors who 
knew each other well to design personalized experiences as gifts for each other, draw-
ing upon their knowledge of one another’s interests and backgrounds to tailor inter-
pretations. We draw upon two studies in which we tested this approach with different 
types of small group, before discussing what our findings mean for personalization in 
group visiting. 

2 Related Work 

There is already an extensive body of literature related to personalization in museums 
spanning the building of user models, matching content to users, and supporting 
groups.  

Visits to individual museums are often one-off and relatively short-term activities, 
which makes it difficult for systems to build up knowledge about a visitor. Methods 
of obtaining information on visitors’ interests and behaviors include asking the visitor 
to fill in a questionnaire [6] and assign themselves an avatar [20] or category [11]. 
Context-aware systems typically gather information without the visitor’s input, by 
monitoring the user’s behavior [16] or location [17]. 
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Once the system has gathered information about the user, its next task is to deliver 
content that best matches this model. Collaborative filtering techniques have been 
used to recommend exhibits based on comparing paths and visit times to those of 
other visitors [4], while content-based approaches have been used to match user-
generated tags to official curatorial descriptions, to deliver personalized content [9]. 
Semantic web technologies have also been used to advance these methods, for exam-
ple by increasing the range of recommendation to include semantically linked artifacts 
and objects [22].  

The relationships between visitors have been exploited in social recommender sys-
tems by employing user tags as a basis for recommending content [5], however per-
sonalized systems have yet to sufficiently address the challenges arising from group 
visiting. One visiting guide for tourists combined preferences from multiple group 
members to recommend city attractions for the whole group to visit [3]. The recom-
mendations were based on the group members’ general interests and practical  
requirements, but did not need to address the additional complexity involved in deli-
vering tailored interpretations for groups or advancing social coherence during the 
visit. Support for groups visiting museums has included allowing visitors to make 
connections with others around exhibits [7], sending messages to one another [13] and 
sharing expressive responses [14].  

We sought to build upon previous research to address the combined problem of de-
livering personalized interpretations in a way that accommodates group visiting. In 
this paper, we present a novel mechanism for personalizing interpretations that invites 
visitors to design and gift personalized experiences to other members of their small 
groups. We report on two studies testing this approach, detailing how visitors perso-
nalize museum experiences to one another, before discussing the implications of our 
results for personalization in museums and galleries. 

3 Our Approach 

3.1 Motivation  

Our approach is motivated by the age-old practice of gift-giving. Gifts are exchanged 
between people for reasons of obligation and reciprocity, but the practice is also im-
portant in building relationships and human solidarity [15]. To buy or make a gift for 
somebody involves reflecting upon the person’s interests, personal characteristics and 
the relationship between gift-giver and recipient. Choosing a gift in this way imbues 
the gift with emotional and instrumental meaning for the giver and recipient [19] 
which may be explained or alluded to in the exchange. The gift exchange is a strongly 
social occasion that involves a gift-giver, a gift-recipient and possibly onlookers, and 
involves the recipient carefully managing assessments to decode the gifter’s intent 
and give an appropriate response [18].  

It’s not uncommon for people to visit attractions such as museums as part of a  
gift experience, treat or holiday, and the literature tells us that gifting is a powerful 
mechanism that involves deep personalization and is embedded into a social occasion. 
We therefore hoped that by bringing the two together as a novel mechanism for  
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personalizing museum experiences within groups, we could create deeply personal 
experiences that are also inherently social.  

Our approach involved inviting visitors to choose exhibits for another and then de-
sign interpretations of those exhibits that were specifically tailored for others they 
were visiting with, to be delivered as part of a mobile guide. We anticipated that  
visitors could use this method of personalizing gift experiences from one person to 
another to communicate interpretations that were tailored to visitors by drawing upon 
interpersonal knowledge of one another, facilitating experiences that are at once  
personal and social.  

3.2 Design of the Experience Template 

Instead of asking visitors to design an interpretation from scratch, we provided a tem-
plate to use as a basis for their gifts. Our template was based on a previously designed 
experience for pairs of visitors at a sculpture garden [12]. The experience consists of a 
tour of a set of sculptures with, for each sculpture, a curated music track, an instruc-
tion for how to engage with the sculpture, and a portion of text to read after engaging. 
The delivery of the different components of the experience was structured to support 
social interaction between pairs of visitors using mobile audio guides. This provided a 
template that required visitors to choose a set of objects to visit, and for each object, a 
piece of music, an instruction for how to engage and a portion of text. It was then our 
job to take the visitors’ designs and produce a mobile guide that delivers the content. 

3.3 Study Design 

We explored the opportunities and challenges associated with this approach through 
two formative studies, following an ‘in the wild’ approach [8]. The first study investi-
gated pairs of visitors, while the second looked at scaling the approach to larger 
groups of friends and family. Our studies involved two stages of participation: an 
initial design workshop and a second visit where participants were able to use the 
experiences that we produced from their designs. 

Participants and Design Configurations  
Study one: Pairs of visitors at Nottingham Contemporary art gallery 

Our first study looked at pairs of visitors. We recruited eight pairs to take part, six 
of whom were romantic partners and two of which were close friends. Of the 16 par-
ticipants, ten were aged 20-29, four were aged 30-39 and two were over 50. One 
member of each pair was invited to design a personal tour for their partner, who came 
along to use the experience once it was designed. 

Study two: Groups of three or more visitors at Nottingham Castle Museum  
Our second study was designed to extend the approach to larger groups of friends 

and family. We recruited twelve groups of 3-4 people: six groups of 3-4 friends who 
knew each other from University, art appreciation groups or were old friends, and six 
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families that included one or two adults and one or two children. Of the 20 partici-
pants that made up the adult groups, 13 were aged 20-29, three were aged 30-39 and 
four were aged over 50. In the family groups, all of the parents were aged 30-49 and 
the children were aged between three and ten. This time, we invited all group mem-
bers to design part of a tour. Each member chose one object for each other member of 
their group, designing the interpretation resources with that person in mind. The de-
signs were collected together and delivered together in a mobile tour for the whole 
group to use. Four of the six family groups decided to pair up so that children and 
adults could help each other with the design task. 

Design Workshops  
Both of our studies began with an initial design workshop held at the museum or gal-
lery, where a workshop facilitator guided the visitors through the design process. The 
workshops were audio-recorded and we also collected participants’ written responses 
to a set of worksheets used to help generate and structure ideas. The participants were 
first asked to identify one or more broad aims for the experience they were designing, 
thinking about the person they were designing for, before browsing the exhibition to 
select objects they thought would meet these aims. 

The participants were then able to design the resources that would make up the 
personalized interpretation to support the objects: a piece of music, an instruction for 
how to engage and a portion of text. For each of these, the design work was structured 
by first asking the participant to think broadly about the type or style of that resource, 
before considering different possibilities and settling on a final selection. So, for mu-
sic, participants were encouraged to think about what style or genre might be most 
effective in suggesting the theme or overall idea they wanted to communicate, then 
narrowing down to a specific track by listening to tracks online. To choose an instruc-
tion, participants were encouraged to think about what style of interaction would be 
appropriate for their design, for example a physical action or a thought exercise, be-
fore deciding on a specific interaction and phrasing for the voice instruction. Finally, 
they were prompted to consider what style of text to include at each object. This 
might be a portion of factual information or a more personal message. They then 
found or wrote the portion of text that would be used in the experience.  

Implementation  
The participants’ designs were implemented into individual smartphone applications 
using the AppFurnace prototyping tool [2]. We recruited a voice artist to record the 
instructions that were designed, and mixed these into the introduction of each music 
track. Given that visitors were finding their way around a constrained gallery space, 
we chose to present them with a list of exhibits to visit, with a suggestion of where 
they were, and assumed they would be able to find them for themselves rather than 
requiring the support of an automated navigation service. 
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Visits  
The participants were invited back to the museum or gallery to use their experiences 
together in their pairs or groups. We briefly showed them how to use the guide before 
leaving them to explore the exhibition at their own pace while we video-recorded them 
from a distance. Once they had completed their visit they were invited to take part in an 
interview in their groups, asking each of them to reflect on the episodes of their visit. 

Analysis  
We captured a rich set of data for each group of participants, beginning with audio 
recordings of the design workshops and the worksheets that participants used to plan 
their designs. These provided a record of how participants designed interpretations for 
each other, tracking their motivations, ideas and final designs. We captured video 
recordings of the participants using their experiences, which were analyzed ethno-
graphically to review how each group interacted with each other and the objects they 
visited. Over a number of data sessions we were able to summarize what happened 
over each visit, based on our analysis of participants’ interactions, gaze, gesture and 
utterances. The interview data was used in conjunction to expand on what we saw, 
collecting visitors’ own accounts of their experience at each stage of the visit, and 
their reflections on the personalized content. 

4 Findings 

Over the two studies, 49 participants took part in the design of 122 interpretations. Of 
these, 111 were tried out by the intended recipient (one group of participants in each 
study was unable to return to use the designed experience), and 110 were completed 
to the point where the music track faded out and the text was read (in one case the 
recipient prematurely disengaged with the experience by removing his headphones).  
In all but one case, the groups reported enjoying using the experience - one pair in our 
first study found the experience too restrictive. We now present our findings to ex-
plore three key areas of interest: how visitors personalized to one another, what it was 
like to receive a personalized gift, and what it was like to use the experience in a 
group visit. 

4.1 How did Visitors Personalize Experiences for Each Other? 

Visitors were able to personalize experiences for one another on a number of levels. 
Participants in study one, who designed a tour of five objects for their partner, first 
identified an overarching type of experience they wanted their partner to have. Three 
main types of experience were cited: personal experiences that delivered a personal 
message; educational experiences that were crafted to give information; and emotion-
al experiences, designed to suggest an emotion such as enjoyment. Most participants, 
in describing the type of experience they wanted to design, used a combination of 
these types, for example a “personal emotional journey” or “a fun experience that 
might teach him something new”.  
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Participants in both studies then chose objects from the exhibition to form an expe-
rience for their friend, family member or partner. Their reasons for choosing particu-
lar objects were varied. For participants in study one, the objects were often related to 
the overall theme or type of experience they had chosen, but in both studies the choice 
was also guided by the participants’ knowledge of the person they were choosing for. 
This knowledge could relate to the person’s interests, their personality, their back-
ground, or their beliefs and values. It was often also necessary to draw on their own 
knowledge and the way they interpreted the objects themselves, choosing something 
that they found interesting or knew something about, and so were able to offer a  
useful insight. The selection process therefore involved browsing the exhibition,  
engaging with objects to draw inspiration, until the participant found a suitable match 
between their knowledge of the person they were choosing for, their own ideas for a 
particular theme, the properties of the object itself and how they interpreted the  
object. Figure 1 shows how the choice of object, and resources, was influenced. 

 

Fig. 1. Factors influencing a participant’s design of a personalized experience including choos-
ing an object and a piece of music, an instruction and a portion of text 

Next, the participants chose the resources that would accompany the object in the 
experience to provide an interpretation: a piece of music, an instruction for how to 
engage and a portion of text. The key influences on the participants’ choices for these 
resources were the objects themselves and their knowledge of the person they were 
designing for, but the resources were also chosen to support one another, for example 
a participant might choose a piece of music and an instruction to complement each 
other to suggest a particular theme or idea, and then a portion of text that expanded on 
the theme suggested in the music and instruction. The particular reasons for choosing 
resources were not straightforward, and we now consider each resource separately to 
understand more about participants’ choices. 



138 L. Fosh et al. 

Music was often used to reflect themes brought up by the object or to set a particu-
lar mood or emotional tone. These themes or moods were set by the participants’ own 
interpretations of the object, which in turn were influenced by the participant’s know-
ledge of the recipient – since they were interpreting the objects in relation to the per-
son they were designing for – and their overarching ideas for the theme or type of 
experience. The music choice tended to be a piece that was known and liked by both 
the designer and recipient, and matched the interpretation the designer wanted to get 
across. For example, in study two, participant C chose Homeward Bound by Simon 
and Garfunkel to accompany a decorative tea pot chosen for her friend D, stating that 
she thought it was about “home and comfort”. Other times participants drew inspira-
tion directly from the object itself, choosing, for example, a traditional piece of music 
from the era or culture the object belonged to, which was the case for participant E 
who chose to set a Japanese arrow quiver to a piece of traditional Japanese music. 

The choice of instruction was also used to set an emotional tone for how the object 
would be experienced. Participants were given a free choice, but were told that their 
instruction might involve doing something physical or something thoughtful, or a 
combination of the two. Generally the participants considered the person they were 
designing for and how they would respond to the instruction type – some thought the 
person they were designing for would respond well to a physical engagement while 
others thought the person would prefer to do something less conspicuous. Again, the 
inspiration for the specific instruction came from the object’s properties, the intended 
theme or type of experience and the participant’s interpretation of the object. Instruc-
tions included to “Strike a pose, like one of the chess pieces” (for a Chinese chess set 
chosen for a mother for her son), and to “Pretend you are at a grand tea party, and 
think about all the rich and pretentious people you’d meet” (for a tea caddy chosen by 
a female participant for her friend). 

Finally, the text, to be displayed after the music and instruction, was used by par-
ticipants to wrap up the experience, delivering factual information they had found 
about the object or explaining their interpretation or reason for choosing it. It tended 
to follow on from the other resource choices – for example, one participant, after 
instructing his father to think about what an object was used for, chose to explain 
“This curved spike was twisted into the elephant’s hide to make it behave in a certain 
way. I thought that you would put a piece of fruit on the spike to tempt the elephant to 
go in different directions as the elephant would respect you more.” Text was also used 
to deliver personal messages, for example, “I feel this sums up a part of your charac-
ter and is a nice object to link our friendship…” 

Design Example 
We now turn to an example from our first study to illustrate the process of designing 
an experience for somebody. Here, participant A designed an experience for her boy-
friend, B. She wanted it to be “a fun experience that lets him see himself through my 
eyes”, and also that would teach him something new. She chose a working version of 
a Wurlitzer SideMan drum machine, because she thought that being an engineer, B 
would “like seeing all the inner workings of the machine” and might find its move-
ment “therapeutic”. Her interpretation of the object was that it was “calming” and 
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made her aware of the passing of time because of its rhythmic drum beat. Although A 
perceived the drum machine as slow and steady, she chose a more briskly upbeat song 
that she felt could convey the potential of the drum machine, and was also a direct 
reference to the object: Wurlitzer Jukebox by Young Marble Giants. When designing 
the instruction, A said, “I’m thinking about the person I’m doing this for and I know 
he will not want to do anything that draws attention to himself.” She therefore in-
structed him to “look closely at all the wires and watch the movements. Take off your 
headphones and listen to the drum machine,” which she thought would engage him 
with the object and set a therapeutic tone. She chose to then give information about 
the drum machine which she thought B would find interesting: “This is the first drum 
machine ever made. A knob selects one of 10 preset combinations of sound to create 
patterns such as Tango, Fox Trot, Waltz, and so on. One setting just produces a me-
tronome click. Shall we dance?” The references to dancing, A said, related to their 
recent commencement of a series of ballroom dancing classes. 

4.2 What was the Effect of Receiving a Personalized Experience?  

Our findings show that visitors were generally able to design experiences for one 
another by drawing inspiration from the exhibits themselves and their knowledge and 
feelings towards the person they designed for. One of the goals of personalization is 
to match content onto a model of the user, so we were interested in how well the de-
signs that visitors came up with met the tastes and requirements of the visitors they 
were designed for. In the interviews that followed the visits, we asked the recipient of 
each exhibit experience to comment generally on how they found it, and particularly 
whether they felt the personalization towards them was successful.  

On some occasions, visitors noted how the object chosen for them was particularly 
in line with their tastes or interests, for example because “the colors were right, the 
patterns were right and everything fitted with things that I do like”. Our approach also 
generated objects that were not to the recipients’ tastes, and this came about for a 
number of reasons. First, it was often the designer’s own knowledge and tastes that 
guided their choice of object, rather than just the recipient’s (e.g. one participant had 
recently read about the history of an artwork and wanted to share the story with her 
partner). Recipients were generally able to pick up on when this had happened, and 
find value in these objects for that reason, for example one commented: “It was nice 
to sort of have an insight into how somebody else has viewed a thing, what they've 
thought about.” Other times, the choice of object was intended to raise a personal 
issue rather than simply satisfy the recipient’s tastes, and recipients were often sur-
prised to find out the reasons they were chosen. For example, a seven year old boy 
chose a sword in response to a memory he had of his father’s time in the military. The 
father commented that upon finding out the reason: “I felt special that it was chosen 
for me, and that it wasn’t just chosen at random. It was a thought through choice and 
it had a link to his understanding about my interests”. These objects tended to provoke 
recipients to reflect on the deep interpretations gifted to them in light of their relation-
ships with those who had designed them.    
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4.3 How did It Work as a Group Experience?  

In both studies, all of the group members were given a mobile guide with the same set 
of gifts, regardless of who designed for whom. The interface presented the set of ob-
jects in a list, however the order in which they were chosen was not enforced, so each 
participant could choose to follow the order presented or choose their own order. 

Our studies saw the groups of participants organize themselves in various different 
ways. Six of the seven pairs who used their experience in our first study negotiated 
the experience together – visiting the same objects at the same time - while one split 
up as was their usual visiting pattern. In our second study, the groups of 3-4 people 
organized themselves much more fluidly. Some groups, including two of the groups 
of friends and all but one of the families, stayed together for the entire duration, but 
we also saw groups splitting up for the whole visit or separating and coming together 
more flexibly, or splitting into subgroups. 

Unsurprisingly, we saw the highest levels of social interaction between the groups 
that stayed together for the visit, who worked together to navigate between objects, 
coordinate starting each experience, share reactions and reflect on the interpretation. 
We also observed social contact between the visitors who visited separately, either 
when coming into contact by chance or expressly seeking one another out to share 
reactions to each others’ designs, ask questions and offer additional explanations.  

Our analysis of the video observations suggests that by giving visitors a semi-flexible 
framework in the form of the mobile guide, they were able to generally organize their 
own structure for the group visit, thus accommodating a range of changeable visiting 
styles. Giving each group member control over their own experience – rather than en-
forcing a coordinated visit – reflects previous findings that highlight the tensions that 
arise when managing group coherence [21], not by getting people to stick together, but 
by allowing them to flexibly order when and how things are done and by whom for 
themselves. The unveiling of personalized gifts throughout the experience added rich-
ness to social interactions across the different visiting styles. 

5 Discussion  

Our research aims to address how museum and gallery interpretation can be persona-
lized in a way that supports group visiting. In this paper, we have explored the novel 
mechanism of gifting between those who visit together, and our two studies have 
provided evidence that this is a powerful approach for generating personalized expe-
riences within groups. By drawing on not just the visitor’s general interests, but their 
personal characteristics, shared memories, relationships and issues, we saw many 
examples of a ‘deep’ personalization that connected the museum experience with 
these aspects of visitors’ lives.  

Our approach generated a uniquely different kind of personalized experience than 
has been seen in previous research. We saw instances where the personalized gifts 
markedly did not match with the recipient’s interests or tastes, but, through provoking 
interest or revealing the careful thought that had gone into choosing it, were valued 
nonetheless. We also found the approach generated gifts that were matched to the 
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person giving, or, in particular, the relationship between the giver and recipient. This 
allowed visitors to find personal meaning in their interpretations of exhibits, and also 
to use the museum experience to comment on wider issues in their lives. This is not to 
say that the focus was shifted entirely from learning about the exhibition content; our 
studies provide evidence that visitors were able to embed educational content within 
engaging experiences. 

Our observations of how groups used their experiences suggest that personalization 
systems need to respect the complex and fluid dynamics of group visiting. We suggest 
that flexibility was key to the success of our approach. By avoiding trying to impose a 
linear order on visitors’ experiences, visitors were able to configure themselves as 
desired. Future work wishing to automate the selection and ordering of the visit may 
need a deeper understanding of the social organization of a group visit, as previous 
work on individual visiting styles may not extend to groups [16]. 

Finally, our current approach relies entirely on visitors who are willing to design 
their own content, and it is both the effort involved and the ‘human touch’ that gives 
our experiences their unusually deep personalization and shared value. That said, it is 
interesting to consider ways in which the approach could be streamlined by integrat-
ing with recommender systems. Could, perhaps, an online tool show other groups’ 
designs as inspiration for those designing experiences? Could visitors’ designs be 
collected together and tagged by the intended experience type, emotional tone, genre 
of music, and so on, in order for future users to seek out ideas? It’s also important to 
consider the types of collections our approach would work with, and the level of input 
that might be required from curators in providing resources for exhibits that are less 
easy to visitors to design interpretations around. Future research might consider how 
designs could be re-used, and whether the same levels of deep personalization can be 
achieved with a partially automated system. 

6 Conclusions 

Our findings suggest that a human-centered, gifting approach to personalization has 
the potential to generate deeply personal experiences that add value to shared visiting 
experiences. Visitors are able to draw on interpersonal knowledge of one another to 
design engaging experiences that can be enjoyed together in a shared visit. Rather 
than seeing this as an alternative to automated personalization, what is needed are 
tools and methods that on the one hand make designing content easier for visitors to 
do, and on the other, integrate deep personalization into experiences generated by 
conventional recommender systems. 
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Abstract. The wide adoption of smartphones eliminates the time and
location barriers for people’s daily information access, but also limits
users’ information exploration activities due to the small mobile screen
size. Thus, cross-device web search, where people initialize information
needs on one device but complete them on another device, is frequently
observed in modern search engines, especially for exploratory informa-
tion needs. This paper aims to support the cross-device web search,
on top of the commonly used context-sensitive retrieval framework, for
exploratory tasks. To better model users’ search context, our method
not only utilizes the search history (query history and click-through) but
also employs the mobile touch interactions (MTI) on mobile devices. To
be more specific, we combine MTI’s ability of locating relevant subdoc-
ument content [10] with the idea of social navigation that aggregates
MTIs from other users who visit the same page. To demonstrate the
effectiveness of our proposed approach, we designed a user study to col-
lect cross-device web search logs on three different types of tasks from
24 participants and then compared our approach with two baselines: a
traditional full text based relevance feedback approach and a self-MTI
based subdocument relevance feedback approach. Our results show that
the social navigation-based MTIs outperformed both baselines. A further
analysis shows that the performance improvements are related to several
factors, including the quality and quantity of click-through documents,
task types and users’ search conditions.

Keywords: Mobile touch interaction · Cross-device web search · Social
navigation

1 Introduction

The wide adoption of mobile phones facilitates people’s information seeking pro-
cess so that they can search for information at any time/place when their infor-
mation needs are triggered. Although bringing the convenience, it is also observed
that mobile users sometimes cannot complete a whole search task at one time
and on one device. This is particularly common when users were handling com-
plex search tasks [16]. Therefore, users may sometimes halt a search task on
c© Springer International Publishing Switzerland 2015
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mobile and resume it on desktop. This is called the cross-device web search in
literature [16,22]. Existing studies of cross-device search mainly focused on pro-
viding simple descriptive statistics for cross-device web searches and predicting
device transition. In contrast, this paper explores automatic support of cross-
device search queries (e.g., better ranking of relevant documents). Since simple
tasks that can be fulfilled by one or two queries are less common in cross-device
web search, we focus specifically on the exploratory search tasks. Furthermore,
considering the difficulty of inferring search contexts for the search queries in
late stage of a search process [7,15], we set our target to support these queries.

A common approach for modeling search context is to utilize search history
[12,18]. The history from mobile devices may be sparse – given the same time,
users may produce fewer histories because of the input difficulty on mobile [13].
One solution is to use search and interaction histories from other users who
undertook similar tasks. This method, known as social search or social naviga-
tion [5,6], has been explored by Farzan [8], Smyth et al. [19] and White et al.
[23]. For example, Farzan [8] found that providing social cues (e.g. highlighted
content) from other users helped the current user quickly identify relevant infor-
mation. Our study is closer to [23] because our goal is to provide better docu-
ment ranking for search queries rather than visualizing social cues to end users.
However, we still name our method as social navigation because it is based on
user exploration data that are traditionally used by social navigation. Including
additional information increases the risk of having noise. Previous studies found
that applying subdocument relevant information can help to reduce noise [4,10].
Such information can be inferred either from gaze attention [4] or from mobile
touch interactions (MTI) [10]. The latter does not require additional resources
to obtain eye-gaze information, and thus is easier to scale up in live systems.

Fig. 1. Self MTI-based and social navigation MTI-based document chunks

Our method combines MTI’s ability of pinpointing relevant subdocument
content with social navigation’s ability of aggregating relevant information. The
aggregated content is then used as relevance feedback to support queries in cross-
device web searches. To be more specific, a user can have two types of MTI: self
MTI and social navigation MTI. The former refers to the MTIs performed by
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the user herself while the latter refers to the MTIs performed by other users on
the web pages visited by the given user. This can be illustrated by Figure 1.
Suppose that we have three users (U1, U2 and U3) working on the same task.
They visited three web pages (P1, P2 and P3). Based on the logged MTIs, we can
infer six relevant document chunks (C1, C2, ..., C6) using the method described
in Section 3.2. To support a new query qi for U3, besides using qi itself, we can
also incorporate U3’s search history (i.e., P1). Instead of using the full text of P1,
we may only use C6 because we have identified that U3 is only interested in C6.
We name it as the self MTI based method. When applying social navigation
MTIs, we use C1, C3 and C4 (C6 is not included because it is self MTI) as
relevant document chunks because other users (i.e., U1 and U2) who conducted
the same task have shown interests in those document chunks. Note that, we do
not include C2 and C5 because U3 didn’t click on P2 or P3.

Social navigation information can only be applied when users performed the
same or similar tasks. White et al. [23] computed the similarity of two tasks
by their query similarity. This approach requires a large-scale search log, which
is difficult to acquire. Thus, we followed the approach used in Farzan [8] that
performed lab-based user studies and preset the same task goals for all partici-
pants. To make our search tasks resemble real-world cross-device web searches,
our tasks were directly adopted from Han et al. [10], where tasks were designed
based on the results of an online survey. Among the collected information needs,
we selected the ones that seek for multi-facet answers to simulate the intrinsic
diversity (ID) tasks, which was identified as a popular type of information need
in modern search engines [17].

Overall, we are interested in the following two research questions. First, can
social navigation MTIs be used to improve the cross-device web search (we
only study mobile-to-desktop web search in this paper) performance? Second,
can social navigation-based MTIs also be used to improve the same-device cross-
session web search (we only study the desktop-to-desktop web search in this
paper) performance when MTIs are unavailable?

2 Related Work

Despite the popularity of cross-device web search in modern search engines [16],
related studies on this topic, particularly the automatic support of such search
scenario, are still rare. Existing work mainly focused on providing simple descrip-
tive statistics and predicting device continuation [16,22]. For example, Wang
et al. [22] studied the task resumption in cross-device web search tasks and iden-
tified several interesting patterns that are associated with device transition. The
support of mobile web search was explored in Song et al. [20]. They studied
the search process on different devices (desktop, tablet and smartphones) and
found that mobile search performance could be improved by transferring user
behaviors from desktop. However, their focus is not on cross-device web search.

To support cross-device web searches, the techniques from context-sensitive
information retrieval [18] and search personalization [1] can be used. A com-
mon approach is to treat users’ search history as relevance feedback to re-rank
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relevant documents. Shen et al. [18] found that both query history and click-
through are useful feedback resources but the latter is more effective. When
applying the click-through, previous studies either incorporated the full text [12]
or subdocument chunks within a document [4]. It is reported that using subdoc-
ument content is more effective [4,14]. However, obtaining subdocument chunks
is a non-trivial task. Liu and Croft [14] treated the best-matched passages in a
document for the given query as relevant subdocument chunks. Buscher et al.
[4] obtained subdocument chunks through eye-tracking, where the content with
more gaze attentions are chosen as relevant subdocument chunks. Han et al.
[11] located subdocument chunks through touch-based interactions. The study
presented in this paper takes a similar approach as Han et al. [11], but also
differs from their study. In addition to the touch position and touch speed used
in Han et al.[11], the inactive time is also adopted in our work based on a recent
study [9], finding that the inactive time is a strong indicator for content rel-
evance. Besides, we study both self MTIs and social navigation-based MTIs,
which were not considered in Han et al. [11].

One challenge of utilizing search history is to handle the data sparseness.
White et al. [23] found that it is possible to include the feedback information from
other users who conducted similar search tasks. Similar idea were also explored
as social navigation in literature [6], where social cues generated from other users
are used to assist the current user on navigating the complex information space.
Previous studies showed that applying social navigation in web search [8] and
e-learning systems [3] enables people to access and utilize relevant information
more effectively. However, social navigation has the risk of introducing noise
because different users may have different search intentions, even when visiting
the same page. A possible remedy is to differentiate user?s intentions and utilize
the social cues only from people within the same user cohorts [23] or search
community [19]. These approaches require acquiring user information which may
be hard to obtain. Other information such as users’ MTI behaviors can also help
to identify a fine-grained user interest, and thus can be used to filter out the
noise [10]. In this paper, we try to combine the advantages of social navigation
and MTIs, and expect further improvement on search performance.

3 Experiment Setup

We built a cross-device web search dataset through a controlled lab study. In this
paper, the cross-device search referred to mobile-to-desktop (M-D) web search.
A desktop-to-desktop (D-D) search was also included for two reasons. First,
one of our research questions is to apply social navigation based MTIs in D-D.
Second, users can explore information more conveniently and thoroughly on
desktop, which help us build a more reliable ground truth. After obtaining such
dataset, we applied the context-sensitive retrieval model [18] to re-rank search
results for the queries from the second session, as stated in the Introduction.
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3.1 Data Collection

Obtaining our experimental data requires: (1) a cross-device web search system
to record user behaviors; (2) properly designed cross-device web search tasks;
(3) a well-designed experiment procedure; and (4) a ground-truth.

CrossSearch. Recording user behaviors, particularly the MTIs, is the most impor-
tant component in our study. Such information was logged in CrossSearch, our
self-developed system. When receiving a query, CrossSearch triggers Google API
and displays search results returned by Google. Besides, CrossSearch also logs
users? queries and clicked documents.

Search Tasks. As stated, the cross-device search tasks we used are directly
adopted from Han et al. [10], which included six tasks from three categories:
news search (NE), product search (PD) and people search (PE). Each category
had two tasks, each task was designed on top of the results from an online survey.

User Study Design. Our study included both M-D and D-D. We employed a
within subject design so that each participant searched for all six tasks with
three under M-D and the other three under D-D. The combination of tasks,
search conditions (M-D or D-D) and task sequence were rotated based on Latin
square to minimize fatigue and learning effects. Each task was divided into two
sessions, 7 minutes for each. In the first session, the participants performed three
tasks on mobile and the other three on desktop and all the six tasks were resumed
on desktop in the second session. Whenever they found relevant documents, the
participants can save the documents. At the end of each task, the participants
were asked to rate the relevance of each saved webpage on a 5-point Likert scale
with 1 denoting not relevant and 5 being highly relevant.

Data Collection. We recruited 24 participants (15 females and 9 males, 16 under-
graduates and 8 graduates) from University of Pittsburgh and Carnegie Mellon
University during October to November in 2013. All participants were self-rated
experienced searchers. The participants issued 961 unique search queries, visited
1,790 unique webpages and saved 1,125 of them. In total, we logged 3,286 MTIs
on the clicked web pages, where the dragdown (53.1%), dragup (17.5%) and
tap (12.7%) were three dominating behavior types. Pinch-in and pinch-out were
ignored because of the number was too few (less than 1%).

Ground Truth. The ground-truth relevance of each document was computed
based on users’ post-task self-rated document relevance. Since a document can
be saved by different users with different relevance scores, the simplest way for
aggregation is to compute average. However, it may be biased for the documents
saved only by few users. Thus, a Bayesian smoothing method was adopted to
remove this bias [10,21]. When generating ground truth for the search queries
on M-D, we aggregated the saved documents from D-D because the informa-
tion from M-D was used for producing the relevance feedback. When generating
ground truth for D-D, we excluded information from a given participant but
included that from all other participants.
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3.2 Applying Context-Sensitive Retrieval Model

Our next step is to re-rank search results based on the context-sensitive retrieval
model [18]. In this paper, we only used the click-through information. First, pre-
vious studies [10,12,18] identified that the click-through is superior to query his-
tory. Second, the focus of our later studies is to recognize relevant subdocument
content chunks from click-through documents. Using click-through makes our
results more consistent in comparing to different click-through models. Follow-
ing the majority of previous studies [10,12,18], we employed language modeling
approach to represent different click-through models.

Unigram Click-Through Language Model was inferred by the method proposed
in Shen et al. [18]. Their approach estimated the click-through language model
through averaging all unigram word distributions inferred from the full text of
click-through documents.

MTI-Based Click-Through Language Model. Biedert et al. [2] found that users’
touch positions usually lie within their reading zones. Thus, we assumed that if
a user touched on position P (string index of the touched content in the whole
document), she can read at most M characters before and after P, which means
that the reading zone is [P-M, P+M]. We further measured the relevance of a
reading zone based on inactive time and gesture speed [9,11] because they are
two strongest indicators for content relevance. We used two rules to define a rele-
vant reading zone: (1) the reading speed that is slower than S and had an inactive
time longer than I; (2) top M characters of a clicked document are used as rele-
vant content if there are no MTIs. In this paper, we set S=500(pixels/second),
I=1(second) and M=85(characters, ∼14-15 words) because of their best per-
formance in training datasets. The employed MTIs were dragup and dragdown
because they took high proportion in MTIs. Tap was not used because it is the
same as click in desktop. Finally, depending on the MTIs we used, we can either
build a self-MTI or social navigation-MTI based click-through language model.

Utilizing Estimated Language Model for Document Re-Ranking. We applied the
following procedure to re-rank relevant documents for each query in the second
session: for each to-be-ranked candidate document, we estimated its document
language model. The matching between a candidate document and the click-
through was measured by the KL divergence between their language models.
The matching between a candidate document and the given query was measured
by Google rank position. The two scores were combined for a final document
ranking. Instead of using linear interpolation as [18], we used LambaMART in
RankLib (http://sourceforge.net/p/lemur/wiki/RankLib/) because of its better
performance and easy parameter tuning. Therefore, for each query-document
pair, we applied two ranking features: the Google rank position, and the KL-
divergence between the click-through language model and candidate document
language model. Depending on the methods we used for estimating the click-
through language model, we had different variants of KL divergence.

Evaluation. The dataset was divided into the training and testing parts. The
training part was used to estimate model parameters and the testing part was
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used to test the effectiveness of each method. Training-testing division was based
on task type. Then, we can obtain three datasets: PD (PD for testing and the rest
for training), PE (PE for testing and the rest for training) and NE (NE for testing
and the rest for training). We chose nDCG@20 as an evaluation metric because
our study is to support exploratory search tasks, where users usually explored
the result space in depth and saved many relevant web pages. In our study, the
participants saved 13.00(±6.65) documents on M-D and 15.88(±9.77) documents
on D-D. This is different from studying the navigational information needs, where
nDCG at lower cutoffs were often used. Besides, in another study [10] with similar
experiment setting, we found that using nDCG at different cutoffs produced
consistent results. Therefore, we only reported nDCG@20 results.

4 Results Analysis and Discussions

This section begins with testing the utility of applying social navigation-based
MTIs in M-D. Then, a similar approach is applied for D-D, in which the MTIs
from M-D are adopted. The compared baselines and context-sensitive retrieval
models include: (1) pure Google search results (G); (2) Google ranks with click-
through language model estimated from the full-text of click-through documents
(G+HF); (3) Google ranks with click-through language model estimated from the
self MTI-based document chunks (G+HMTI−S); and (4) Google ranking position
with social navigation MTI-based document chunks (G+HMTI−SN).

4.1 Applying Social Navigation-Based MTIs in M-D

Overall results. As the results shown in Table 1, G+HMTI−SN achieves the best
performance, which demonstrates the usefulness of social navigation MTIs. Com-
paring to the use of full text, MTIs indeed help locate more relevant content: both
G+HMTI−S and G+HMTI−SN are significantly better than G+HF. The social
navigation MTIs (G+HMTI−SN) further improve the search performance over
the self-MTIs. The reasons might be that the social navigation MTIs are less
likely to encounter the data sparseness problem and the document chunks iden-
tified by social navigation MTIs can also vote for the most relevant information.

Table 1. nDCG of different runs on M-D. ↑/↓ mean the increase/decrease; ∼Hx means
a significance test comparing to Hx. p-values are based on Wilcoxon signed-rank test.

nDCG@20 Sig.(∼HF) Sig.(∼HMTI−S)

G 0.3974 ↓,p<0.001 ↓,p<0.001

G+HF 0.4298 - ↓,p=0.004

G+HMTI−S 0.4421 ↑,p=0.004 -

G+HMTI−SN 0.4497 ↑,p<0.001 ↑,p<0.003



150 S. Han et al.

Task Effects. We separate the search performance by task to understand the task
effect. The results are provided in Table 2. We find that PE and NE tasks show
the same trends as the overall nDCG changes while PD presents fewer significant
differences. We think it may be related to the task nature: some tasks may need
to explore diverse topics while the others tend to find more similar results. If
PD belongs to the former task type, simply applying relevant information from
search history may not work. To test this hypothesis, we compute the overall
query similarity between the first and second search session. If our hypothesis is
correct, the query similarity of PD should be smaller.

Query similarity is measured by the cosine similarity (with tf-idf weights) of
their corresponding Google search result pages. We did not use the query key-
word matching due to the word mismatching problem. The final query similarity
is averaged over all of the possible query pairs between the first and the second
session. We find that the average query similarity for PD is 0.0146, which is sta-
tistically significantly lower than 0.0199 for NE (p-value=0.041) and 0.0194 for
PE (p-value=0.039). This indicates that users are more likely to explore differ-
ent information in PD. This result suggests the importance of considering task
nature when utilizing MTI-based relevant content.

Table 2. nDCG of different runs on M-D. Numbers in bold (italics) indicates p<0.05
compare with HF (HMTI−S) using Wilcoxon signed-rank test.

PD PE NE

G 0.4012↓ 0.4648↓ 0.3286↓
G+HF 0.4300 0.4835 0.3773

G+HMTI−S 0.4276 0.5077↑ 0.3902

G+HMTI−SN 0.4249 0.5197↑ 0.4019↑

Impacts of Click-Through. We also examine the impacts of the quantity and
quality of click-through documents to the search performance. First, we cate-
gorize the to-be-supported queries into three groups based on the number of
corresponding click-through documents: “1-7”, “8-10” and “11+”. Each group
has about equal number (∼110) of queries. To achieve a better understanding
of how different feedback information performs in each click-through group, we
compute nDCG changes, ΔnDCG=nDCG(G+HX)–nDCG(G), before (G) and
after (G+HX) applying the click-through in each group and then plot them in
Figure 2. A positive value means that applying the click-through is better than
pure Google results. Here, HX refers to different types of feedback information,
which can either be HF, HMTI−S or HMTI−SN. We name the corresponding nDCG
changes as ΔNDCG HF, ΔNDCG HMTI S and ΔNDCG HMTI SN.

All three curves in Fig. 2 are above zero, which shows the effectiveness
of applying click-through information. In the ideal case, increasing the click-
through quantity can result in a better performance because of having more
information. However, although nDCG of G+HF is positive in “11+”, it is
smaller than that in “8-10”. We think the quality of click-through may also
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Fig. 2. ΔNDCG (Y axis) against the quantity of click-through (X axis) on M-D

play important role here. Indeed, the average relevance for the click-through
documents in “11+” is 2.11, while it is 2.40 in “8-10”. The two values have
significant difference (p=0.01).

One way to improve search performance is to employ the relevant subdocu-
ment content instead of the full text. In the group “11+”, we indeed observe that
the nDCG of G+HMTI−S (p-value=0.034) and G+HMTI−SN (p-value<0.001) are
statistically significantly higher than the nDCG of G+HF. The same trend is also
observed in the group “1-7”. This shows the robustness of MTI-based approaches.
However, we do not observe significant differences in the group “8-10”, proba-
bly because they have already achieved very good performance. Furthermore,
the performance of the self-MTI method does not always increase as the click-
through quantity increases while that of the social navigation-based method
keeps increasing. This also shows the robustness of social navigation-based MTIs
in comparison with self-MTIs.

4.2 Applying Social Navigation-Based MTIs in D-D

Overall results. Social navigation MTI-based method does not use information
from the current querying user, which enables us to employ MTIs from mobile
devices (there are no MTIs on desktop) to support the search queries in D-D.
Suppose that we know a user Ui’s click-through C(c1, c2, ..., cn) in the first session
of D-D. For each to-be-supported query qm of user Ui, when applying the click-
through C, we can use MTIs from M-D on ci to infer the relevant subdocument
chunks and then apply them to estimate the click-through language models for
document ranking. Given the best performance of social navigation MTI-based
approach on M-D, we expect the same effects on D-D.

Yet, applying the same method as we did on M-D does not result in per-
formance improvement as we expected (see Table 3). There are no significant
difference between G+HMTI−SN and G+HF. Further studies on the impact of
click-through quantity/quality and task effect (see later sections) also do not
reveal any difference. We think this is due to the device difference between M-D
and D-D in the first session. Since there are more click-through documents in
D-D, the social navigation based method may potentially introduce more noise,
particularly when considering that users who visited the same documents may
not have the same purposes. Therefore, we conduct further studies to understand
whether it is possible to identify and differentiate users’ search purposes.
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Table 3. nDCG of different runs on D-D. Notations are the same as Table 1.

nDCG@20 Sig.(∼HF) Sig.(∼HMTI−SN)

G 0.4068 ↓,p<0.001 ↓,p<0.001

G+HF 0.4452 - ↓,p=0.610

G+HMTI−SN 0.4491 ↑,p=0.610 -

G+HMTI−SN−Q 0.4549 ↑,p=0.021 ↑,p=0.006

Utilizing MTIs from Similar Search Queries. To find relevant documents, users
need to issue queries, click webpages and interact with these webpages. Thus,
each webpage and each interaction are associated with at least one query. We
hypothesize that the same webpage under the same/similar queries may better
reveal users’ similar search purposes. In this case, when applying the social nav-
igation MTI-based approach, we can use MTIs that are not only from the same
webpage but also associated with similar queries. Query similarity is computed
using cosine similarity (with tf-idf weights) of their corresponding Google search
result pages. If cosine similarity is higher than 0.125, we define the two queries
as similar. Based on this, we can build a new MTI-based click-through language
model, where we still use social navigation MTI-based document chunks but filter
out the MTIs that are not associated with similar queries. We named this feed-
back information as HMTI−SN−Q. Results in Table 3 show that G+HMTI−SN−Q

does improve the search performance: it is significantly better than both G+HF,
and G+HMTI−SN. This indicates the importance of differentiating the MTIs
under similar search queries when applying the social navigation based app-
roach.

Task Effects. Table 4 presents the performance for each task, which shows
that the effectiveness of social navigation approach is different for different
tasks. Applying the query-based differentiation on MTIs (G+HMTI−SN−Q) does
improve nDCG, but its effect is task-dependent. It improves nDCG on NE, and
has a trend on PE. However, it still has no impact on PD. The explanation may
be the same as we hypothesized for M-D (see Table 2). This, again, illustrates
the importance of considering task effects when applying such method.

Table 4. nDCG on the use of different runs on D-D. Numbers in bold (italics) indicates
p<0.05 compare with HF(HMTI−SN) using Wilcoxon signed-rank Test.

PD PE NE

G+HF 0.3612 0.5420 0.4308

G+HMTI−SN 0.3575 0.5462 0.4498

G+HMTI−SN−Q 0.3608 0.5529↑(p=0.06) 0.4576↑

Impacts of Click-Through. We also analyze the impact of click-through to the
search performance. Similar to our M-D analysis, we divide the to-be-supported
queries into three groups (each has ∼100 queries): “4-10”, “11-17” and “18+”. In
each group, we compute ΔNDCG: the nDCG of each approach minus the nDCG
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of pure Google search (G). The results are plotted in Figure 3. G+HF shows the
same trend as that on M-D: ΔNDCG is growing from the “smallest” group to the
“medium” group but is decreasing from the “medium” to the “largest”. However,
it is different from the trend on M-D for G+HMTI−SN: the performance does not
grow from the “medium” group to the “largest” group. Thus, we analyze the
change of relevance for the click-through documents from the “medium” group
to the “largest” one on both M-D and D-D. The value is calculated using the
“largest” group minus the “medium”. We find that the change is -0.48 for D-D
and -0.29 for M-D. The drop of click-through document quality may account for
decreasing of ΔNDCG from the “medium” group to the “largest” group in D-D.

Fig. 3. ΔNDCG (Y axis) against the quantity of click-through (X axis) on D-D

4.3 Summarizations, Discussions and Implications

Consistent with our previous study [10], we observed that the self MTI-based
subdocument relevance feedback outperformed both the initial Google ranking
and the full text-based relevance feedback. This study went further by prov-
ing that the social navigation-based relevance feedback could achieve even bet-
ter results than self MTI-based relevance feedback. The effectiveness of social
navigation-based approach may come from two aspects: (1) it relieves the data
sparseness problem when users’ own behaviors provide too little information;
and (2) MTIs from different users can vote for the most relevant subdocument
chunks. More importantly, we demonstrated that the social navigation-based
MTI can be applied to both D-D and M-D conditions. This would be a very
exciting finding for modern search engines since they have search logs about
users from both their mobile and desktop search activites. Rich and fine-grained
interactions obtained from MTIs enable search engines to accurately infer user
interests, which in turn could better support both mobile and desktop searches.

A critical prerequisite for applying social navigation is that users share com-
mon task goals. Our study showed that this might not be enough. Different search
queries might focus on different aspects even within the same task. Therefore,
it is critically needed to have proper search intention discernment mechanisms
such as using query similarity to differentiate social navigation information.

5 Conclusion and Future Work

With the wide adoption of smartphones, it is more common for people to con-
duct cross-device web search. Therefore, more and more users’ mobile touch
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interactions (MTI) are collected when they access information through mobile
devices. In this paper, we study whether the social navigation-based MTIs (MTIs
collected from other users who visited the same webpages) can be employed
to support the current user’s cross-device web search. The MTIs used in this
paper were collected through a lab study with 24 participants working on six
cross-device web search tasks. Using the collected data, we then setup a rel-
evance feedback experiment to evaluate our proposed approach. We find that
the social navigation-based MTIs indeed help to improve search performance
for cross-device web search over the methods of not using MTIs or only using
self-performed MTIs. Further studies show that the effectiveness of social nav-
igational based MTI is relates to many factors such as the quantity/quality of
click-through and the task nature.

There could be several topics to be explored further. Firstly, we only consid-
ered the support of cross-device search queries in the late search stages, while
it is also interesting to support queries at the beginning stage. This would be
more challenging because of insufficient search history. Secondly, we found that
both self-MTI and social navigation-based MTI can lead to the performance
improvements. However, we have not studied whether they could be combined
to further improve the search performance. Thirdly, we recruited only 24 partic-
ipants and performed our study in a lab-controlled environment, which may not
trully reflect users’ interactions in a live search environment. Thus, a large-scale
analysis of our approach from real search engine logs might be needed to confirm
some of our findings. Finally, although we focused on cross-device web search in
this paper, our approach can be easily adapted to other search scenarios such as
pure mobile search or desktop search. Overall, MTI provides us many interesting
challenges and opportunities.
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Abstract. The proportion of people aged over 65 has significantly
increased in recent times, with further increases expected. Multiple
sensor-based monitoring solutions have been proposed to tackle the main
concerns of elderly people and their carers, viz fall detection and safe
movement in the house. At the same time, user studies have shown that
cost is the most important factor when deciding whether to install a mon-
itoring system. In this paper, we offer a utility-based approach for select-
ing a sensor configuration for a user on the basis of his/her behaviour
patterns and preferences regarding false alerts and delay in the detection
of mishaps, while taking into account his/her budget. Our evaluation
on two real-life datasets shows that our utility function supports the
selection of cost-effective sensor configurations.

Keywords: Older adults · Sensor selection · Monitoring systems ·
Inactivity detection

1 Introduction

The ageing of the world’s population has put a large strain on health services,
which is expected to increase in the coming years. This has prompted a plethora
of projects investigating In-Home Monitoring Systems (IHMSs) that rely on
sensor networks to support elderly people in their homes, e.g., [1–3].

Our own IHMS [3] detects abnormally long periods of inactivity in a home
as a proxy of unsafe events. Our approach to the design of this IHMS is based
on requirements of elderly people and their carers, which were canvassed in a
formative study [4]. In this study, we found, inter alia, that the main reason
for installing an IHMS was fall detection and safe movement in the home, that
intrusiveness of the monitoring equipment was a recurring concern, and that
affordability was considered the most important factor when deciding to install
an IHMS. However, selecting the best set of sensors for a home is a challenging
problem, which has been studied in the context of IHMSs only in terms of sensor
intrusiveness and reliability [5,6].

The sensor selection problem has also been studied in a general sense [7], and
in specific application areas, such as Wireless Sensor Networks, in order to save
energy [8]. Clearly, an exhaustive search of all possible subsets of a sensor network
c© Springer International Publishing Switzerland 2015
F. Ricci et al. (Eds.): UMAP 2015, LNCS 9146, pp. 156–168, 2015.
DOI: 10.1007/978-3-319-20267-9 13
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is feasible only when the size of the network is very small. Instead, we suggest
that, in order to select a useful set of sensors within a set of constraints (e.g.,
budget, energy consumption), it makes sense to develop application-dependent
utility functions that can be optimized by applying a search algorithm. Such an
approach was adopted by Schneider [9], who developed an information utility
function for a plan recognition application in an instrumented environment, and
employed search algorithms to improve this function using simulated data. In
Schneider’s application, the utility of a sensor configuration depends on the
extent to which it enables a user to reach higher-valued goals, and helps the user
reach his/her goals efficiently. In contrast, in the context of an IHMS, the utility
of a sensor configuration depends on the delay in the detection of mishaps, and
the number of generated false alerts. These two factors counter-balance each
other, i.e., the number of false alerts usually increases as the detection delay
decreases, and vice versa [3].

In this paper, we propose a utility-based approach for selecting an opti-
mal sensor configuration for an IHMS in the home of a user. Importantly,
the best configuration for one user may differ from the optimal configuration
for another user depending on (1) the user’s budget, (2) his/her behaviour pat-
terns, and (3) his/her preferences in terms of the balance between false alerts and
anomaly-detection delay (e.g., some people prefer a shorter delay at the expense
of additional false alerts). Since the number of false alerts is mainly controlled
through the parameters of the statistical model for inactivity detection [2,3,6],
in this paper we focus on the other factors. Like Schneider [9], we start with
an over-sensored environment, and assume that the layout of the sensors in this
environment has been pre-determined. During a training period, we select the
best-performing subset of the available sensors for a particular budget without
modifying the layout. This is the sensor configuration that is used for testing. Our
approach differs from Schneider’s in our utility function, which is designed for
the IHMS context, and in our use of dynamic programming, instead of heuristic
search algorithms.

This paper is organized as follows. A brief overview of our IHMS and inactiv-
ity detection model [3,6] appears in Section 2. Section 3 formalizes the problem
statement, and Section 4 describes our utility function. The evaluation of the
utility function, and a demonstration of its application to sensor selection, appear
in Section 5. Section 6 presents concluding remarks.

2 Background

The components of a typical IHMS for detecting anomalous events are: (1) a
network of sensors, (2) a module for data collection, (3) an anomaly-detection
module, and (4) a response generation module. The sensors transmit signals
about observed events, such as opening a door or moving within a room, to
the data-collection module via a base station. The data-collection module logs
the data, and prepares it as input to the anomaly-detection module. This module
in turn builds a model of a user’s normal behaviour from the data collected so
far, and determines what constitutes a significant departure from this behaviour.
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When such a departure has been detected by the anomaly-detection module, it
activates the response generation module, which then generates an appropriate
response, e.g., alerting a carer.

In [6], we presented an outlier-based statistical model for inactivity detection
which outperforms the state-of-the-art. Like our previous model [3], our new
model learns an alert threshold for each region in a house and hour of the day.
If an inactivity period in a region-hour pair exceeds this threshold, an alert is
issued by the system. Ideally, an IHMS should minimize the number of false
alerts, while issuing true alerts with the least delay. Intuitively, higher alert
thresholds reduce the number of false alerts, while lower thresholds reduce the
delay for real alerts.

We employed two main criteria to evaluate the performance of different
anomaly-detection models [3,6]. A week was used as a time unit, since people
often repeat patterns of behaviour on a weekly basis.

– Average number of false alerts – Inactivity detection techniques do not yield
false negatives (i.e., activities that didn’t take place), but they may incur a
delay in detecting true positives.

– Average delay in detecting abnormally long periods of inactivity – This mea-
sure provides a coarse estimate of the delay in detecting true positives. It
is calculated by assuming that a mishap occurred immediately after each
observed activity in a house, and averaging the delay in detecting these
mishaps.

Due to the trade-off between false alerts and anomaly-detection delay, we
proposed the following Combined Cost Measure (CCM) as the main criterion for
comparing different techniques [6]:

CCM = RIR × Average # False Alerts + Average Detection Delay , (1)

where a lower cost implies a better performance, and RIR (Relative Impor-
tance Ratio) indicates the importance of a minute of average delay relative to a
false alert. For example, RIR=5, means that the annoyance caused to the user
by one false alert is equivalent to the damage perceived by the user due to a
5 minute delay in raising a true alert. In Section 5.2, we evaluate our system’s
performance for the values RIR= 5 and RIR= 15 — the two ends of a reasonable
range suggested in [6]. Since CCM is linear with respect to RIR, the system’s
performance in the limits of the range is informative with respect to RIR values
inside the range.

3 Problem Statement

We start by installing a set of N sensors S = {si|i = 1, . . . , N} in a house,
where each sensor si has a cost ci. Our model divides the house into L regions
(L ≤ N) R = {rj |j = 1, . . . , L} roughly according to the activity performed in
each region, e.g., bedroom, kitchen and bathroom. Our objective is to select a
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subset S∗ of S that will provide the best performance in detecting abnormally
long inactivity periods within a certain budget B.

This problem can be formulated as the following optimization problem:

S∗ = argmaxS′⊂S U(S′) subject to
∑

si∈S′
ci ≤ B , (2)

where U is a utility function that measures the informativeness of each sensor
for inactivity detection.

In principle, the performance measure defined in Equation 1 may be used as
the utility function in a set-up where the performance of each of the 2N subsets
of S is assessed for some training data. However, this is not feasible when N
is relatively large, as is the case in realistic IHMSs. Clearly, the search space
can be reduced by applying heuristics to guide a search algorithm. However, a
more common approach to sensor selection consists of defining a utility function
for individual sensors, and using dynamic programming or greedy algorithms to
solve the optimization problem [7,9]. This is the approach adopted in this paper:
we formulate sensor selection as a 0/1 knapsack problem, which we solve using
dynamic programming.

4 Utility-Based Sensor Selection

In this section, we describe our utility function for a sensor, followed by our
procedure for selecting a sensor configuration.

4.1 Utility Function

Our utility function for a sensor reflects the informativeness of the sensor in the
context of an IHMS. We consider the following four criteria to measure a sensor’s
utility:

– Frequency of activation of sensor si (F (si)) – if a sensor is frequently being
triggered, then the sensor is observing a frequent activity in a house.

– Effect of sensor si on the mean duration of inactivity periods (D(si)) – if the
removal of a sensor increases the mean of the inactivity periods detected in a
house, then the sensor has a significant effect on the reduction of the length
of observed inactivity periods, and hence on the resultant alert thresholds.

– Importance of sensor si in a region r (R(si, r)) – if the performance of an
IHMS when using only one sensor in a region is similar to its performance
when using all the sensors in the region, then this is an important sensor in
the region.

– Importance of a region r (I(r)) – conversely, if the performance of an IHMS
without the sensors in a region is similar to its performance with the sensors
in this region, then the region is unlikely to be important.
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The utility U of a sensor si in region r is then defined as follows:1

U(si) = F̄ (si) + D̄(si) + R̄(si, r) + Ī(r) , (3)

where F̄ , D̄, R̄ and Ī are estimators of the four criteria. These estimators are
calculated as follows over a training period of T weeks, and normalized to the
[0,1] range using a linear function.

– F̄(si) is defined as the probability of sensor si firing in an hour, which is esti-
mated for each hour of the day over the training period T . The probabilities
are added over 24 hours, and normalized.

– D̄(si) is calculated by measuring the increase in the mean duration of
detected inactivity periods in an hour when sensor si is turned off, com-
pared to having all the sensors turned on. This increase is measured for
each hour of the day over the training period T , added over 24 hours, and
normalized.

– R̄(si, r) is calculated by measuring the difference between the average detec-
tion delay when all the sensors in a home are turned on, and when all the
sensors in r, except si, are turned off. Since lower differences imply a higher
importance, we subtract the normalized difference from 1.
The behaviour of sensors in the same region is generally correlated, in the
sense that they may be triggered by similar activities. In order to avoid
double-counting the contribution of a sensor, we use the idea of Maxi-
mal Marginal Relevance (MMR) [10], borrowed from discourse summariza-
tion, which discounts candidate sentences that resemble sentences that have
already been included in a summary, as these candidates add little new infor-
mation. Similarly, we discount the values of R̄(si, r) based on the similarity
between the activation patterns of the sensors in region r.
We define the similarity between sensors si and sj as the probability of
sj being activated within one minute of si, i.e., Pr(Time(sj) − Time(si) ≤
1 min) (the self-similarity of sensor si is set to 0). MMR is applied by select-
ing the sensor smax with the highest value for R̄ in region r, and discounting
the regional importance of all sensors sj within region r as follows:

R̄(sj , r) = R̄(sj , r) · (1 − Pr([Time(sj) − Time(smax)] ≤ 1 min)) . (4)

– Ī(r) is defined as the normalized difference between the average anomaly-
detection delay when all the sensors in region r are turned off, and when all
the sensors in r are turned on.

The utility function U for sensor selection differs from the IHMS performance
measure in Equation 1 in that CCM evaluates an IHMS’s overall performance
from a user’s perspective by considering both the number of false alerts and
the anomaly-detection delay under test conditions. In contrast, U estimates the
utility of each sensor on the basis of its coverage of a user’s behaviour (F̄ and D̄)
and its effect on anomaly-detection delay for this user (R̄ and Ī) under train-
ing conditions. The idea is that these estimates should be indicative of future
1 In principle, each term may be associated with a weight that reflects its contribution

to the utility of a sensor — learning these weights is the subject of future work.
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overall performance (CCM), thus providing a sound basis for sensor selection
(Section 5.2).2

4.2 Selecting the Best Sensor Configuration

To select the best sensor configuration, we calculate the utility function for each
sensor, and then solve the optimization problem.

Calculating the Utility Function for Each Sensor. We use data col-
lected over T weeks after setting up the IHMS (our datasets are described in
Section 5.1). The values for terms F̄ and D̄ in Equation 3 are obtained directly
from the sensor activations, and the values for R̄ and Ī are obtained from the
results of our inactivity detection algorithm [6]. This algorithm is trained over
T weeks with the appropriate sensor configurations for computing R̄ and Ī for
each sensor, and run over the same T weeks to calculate the average detection
delay (required to compute R̄ and Ī).3

Solving the Optimization Problem. We select the best set of sensors for a
budget B by applying dynamic programming to solve the 0/1 knapsack problem
(the utilities of the sensors are used as the weights). Note that different values
of B may yield different sensor configurations, as each value specifies a new
knapsack problem. For example, in the GT5 dataset (Section 5.1), a budget of
$100 led to the selection of sensor 21 (reed sensor in the Entry in Figure 1(a))
and 27 (PIR motion sensor covering the Lounge/Dining/Kitchen areas). When the
budget increased to $200, sensor 27 was retained, but sensors 35 (bed-pressure
mat in the Bedroom) and 39 (PIR in the Study) replaced sensor 21. Note that
the value of B indicates a maximum cost, hence the total cost of the selected
sensors may be slightly less than B.

5 Evaluation

In this section, we first describe the two real-life datasets used in our evaluations,
which comprise data collected from two homes. Next, we evaluate the predictive
power of our utility function, recommend an optimal sensor configuration for
the resident(s) of the house in each dataset, and analyze the selected sensors.
The utility function is evaluated and the recommendations are made 6 weeks
after setting up the IHMS (T = 6 in Section 4.2).

2 The per-sensor utility function omits the number of false alerts, because this num-
ber is sensitive to the statistical model, which is designed to achieve a certain level
of performance in terms of false alerts (by defining an outlier region [3,6]). In con-
trast, the detection delay is mainly influenced by the sensor configuration, and hence
provides a reliable measure for sensor selection.

3 This is not a classical training/testing protocol. Rather, we use the training data to
calculate the parameters of the utility function.
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(a) GT5 (b) Aruba

Fig. 1. House layout with sensors and regions: GT5 and Aruba datasets, with high-
lighted sensors for a budget of $700 for GT5 and $600 for Aruba

Table 1. Details of the GT5 and Aruba datasets

Dataset # of
Residents

Gender &
Age

House
Size

Trial
length

# of sensors

P
IR

R
e
e
d

T
V

B
e
a
m

B
e
d

P
o
w
e
r

T
o
ta

l

GT5 2 couple late 50s 11 regions 27 weeks 10 6 1 2 1 3 23
Aruba 1 elderly female 13 regions 18 weeks 31 4 0 0 0 0 35

5.1 Datasets and Sensors

We conducted our experiments on two datasets: GT5, which extends the dataset
described in [3]; and Aruba, from the Washington State University CASAS Smart
Home project [1] (ailab.wsu.edu/casas/datasets/). We consider both houses to be
over-sensored, i.e., we expect that a similar inactivity-detection performance
can be obtained with fewer sensors, and hence with a lower budget. Figure 1
shows the layouts of the houses and the regions we identified within them (the
highlighted sensors are explained in Section 5.3); details of the datasets appear
in Table 1.

As outlined in Table 1, there are six types of sensors in the GT5 house. Four of
them detect instantaneous actions: reed sensors detect the opening and closing
of doors, the in-house built IR (infra-red) remote sensor detects pressing buttons
on the TV remote control, the beam breaker detects going through an IR beam
(e.g., when crossing a threshold), and the bed-pressure mat detects movement
in bed. The other two types of sensors detect the duration of an activity: a PIR
(passive infra-red) motion sensor detects the duration of a person’s movement
in the sensor’s coverage area, and a power monitor detects the duration of the
usage of a device (in GT5 there are three devices connected to power monitors:
an electric tea kettle, a TV and a computer monitor). Since power monitors
are associated with devices, rather than people (e.g., a person may fall after
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Table 2. Cost and characteristics of sensors (average retail price in AUD)

Sensor type Cost (AUD) Monitoring purpose

PIR motion 60 Duration (movement)
Reed 40 Instantaneous action
IR TV remote 55 Instantaneous action
Power 50 Duration (device)
Pressure mat 80 Instantaneous action
Beam breaker 80 Instantaneous action

activating a device), extra care must be taken when interpreting the output of
these sensors in the context of inactivity detection. Therefore, in GT5, we use
device-specific changes in drawn voltage as a sign of activity. In Aruba, there are
only PIR motion sensors and reeds, with a high level of redundancy for motion
sensors. An important difference between the two datasets is that in GT5 we
adjusted the number, type and layout of the sensors based on the initial output
of the statistical model and our knowledge of the user’s behaviour; whereas in
Aruba we had no control over the set-up. Table 2 shows the cost of each sensor
in Australian dollars and the type of information provided by each sensor.

5.2 Evaluating our Per-Sensor Utility Function

Our evaluation protocol assesses the predictive power of the utility function
U in terms of the combined cost measure CCM (Equation 1). A good utility
function should select sensors such that an IHMS’s performance improves as the
budget increases. In fact, we expect to observe an exponential decay in CCM
as the budget increases. This is because a configuration with very few sensors
would yield very high detection delays, with every additional sensor having a
large impact on reducing this delay. Once a large number of sensors has been
installed, the effect of each additional sensor should be relatively small.

We selected a sensor configuration as described in Section 4.2 under a range of
budgets. We started at B = $100, increasing B by steps of $100 until a budget
could accommodate all the sensors in a dataset. We then used a traditional
training/testing protocol with 6 weeks of training and the rest of the data for
testing (21 weeks for GT5 and 12 weeks for Aruba) to evaluate the performance
of our inactivity detection algorithm [6] under the sensor configuration obtained
for each budget B.

Figure 2 depicts CCM over the test period as a function of budget size for
the two ends of the reasonable range of RIR (Section 2) (the red dots repre-
sent the value of CCM for the sensor configurations selected in Section 5.3).
The figure largely confirms our expectations of exponential decay in CCM. The
performance graph flattens out later for GT5 than for Aruba, because the GT5
sensors were carefully set up, hence, each sensor has a relatively high utility. In
contrast, due to the high sensor redundancy in Aruba, there is a relatively large
number of sensors that have a low utility.
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(b) RIR=15

Fig. 2. CCM over the test period as a function of the total budget spent on sensors
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(a) Anomaly-detection delay
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(b) Number of false alerts

Fig. 3. Average weekly anomaly-detection delay and number of false alerts over the
test period as a function of the total budget spent on sensors

Figure 3 shows the two performance criteria that make up CCM, i.e.,
anomaly-detection delay and number of false alerts, as a function of budget
size over the test period. In general, increasing the number of sensors reduces
the detection delay. Such reductions are associated with an increase in the num-
ber of false alerts given a fixed number of sensors [3]. However, when detection
delays are reduced owing to increases in the number of sensors, we observe fluc-
tuations in the number of false alerts, as seen in Figure 3(b). The effect of these
fluctuations on CCM can be seen in Figure 2, in particular as the detection delay
becomes stable. This effect is more pronounced for RIR = 15, which assigns a
higher importance to false alerts than RIR = 5. Nonetheless, the general trend
of the CCM graphs is similar for different values of RIR.

Overall, even though we used only 6 weeks of data for sensor selection (and
model training), the behaviour of the combined cost measure CCM during testing
validates the predictive power of our utility function.
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Fig. 4. Average weekly anomaly-detection delay over the training period as a function
of the budget for sensor selection

5.3 Recommending a Sensor Configuration for an IHMS

In the previous section, we validated our utility function by using CCM over
a test period to evaluate the performance of the sensor configurations selected
for different budgets. However, in realistic settings, a sensor configuration for
an IHMS must be suggested after a relatively short time. Hence, we cannot
employ a traditional training/testing protocol. Instead, we determine a sensor
configuration for different budgets as described in Section 4.2, and make our
recommendations after 6 weeks of training. This course of action is validated by
the results described below.

Figure 4 shows the average detection delay for the training period after select-
ing sensor configurations with different budgets for both datasets. These plots
agree with the detection-delay plots for the test data (Figure 3(a)), which in
turn are indicative of IHMS performance in terms of CCM (Figure 2).

Owing to the fluctuations in the number of false alerts due to changes in
sensor configurations, and the dependence of false alerts on the statistical model,
we base our recommendations on detection delay. As seen in Figure 4, there is
a point where budget increases yield insignificant reductions in detection delay,
which means that adding sensors is not productive. This point is highlighted by
the red dots in Figure 4, suggesting a budget of around $700 for GT5 and $600
for Aruba (the selected sensor configurations are highlighted in the layouts of the
two houses in Figure 1). The plot depicting the values of CCM on the test data
for both datasets (Figure 2) confirms this selection. The selected GT5 budget is
53% of the $1300 cost of the over-sensored configuration, while Aruba’s budget
is 30% of the $2000 over-sensored cost. These differences are due to our careful
initial sensor set-up for GT5, compared to the high redundancy of PIR motion
sensors in Aruba (Section 5.1).

Analysis. Table 3 shows the five sensors with the highest and the lowest utility
in each dataset. Eight of the ten high-utility sensors for both datasets are PIR
motion sensors, possibly because they detect continuous motion, thereby making
other types of sensors (in particular reeds) redundant for inactivity detection.
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Table 3. Top and bottom five sensors ranked based on their utility

GT5 Aruba

Rank Sensor # Type Rank Sensor # Type
and region and region

1 27 Lounge/Dining Motion 1 29 Lounge Motion
2 39 Study Motion 2 23 Bedroom Motion
3 35 Bedroom Pressure mat 3 39 Kitchen Motion
4 21 Outside Reed 4 34 Dining Room Motion
5 25 Ensuite Motion 5 24 Ensuite Motion

. . . . . . . . . . . . . . . . . .
19 19 Kitchen Reed 31 45 Office Motion
20 20 Kitchen Reed 32 43 Bedroom 2 Motion
21 18 Ensuite Reed 33 11 Front Door Reed
22 22 Ensuite Reed 34 12 Back Door Reed
23 1 Kitchen Power 35 13 Bathroom Reed

In fact, seven of the ten low-utility sensors are reeds. The two high-utility non-
PIR motion sensors in GT5 are the bed-pressure mat, ranked third owing to its
impact on the nighttime thresholds; and the reed sensor on the main entrance
door to the house (Outside), ranked fourth due to its contribution to detecting
departures from the house.

The two low-utility PIR motion sensors in Aruba are positioned in the Office,
which has three other motion sensors, and in Bedroom 2, which is rarely visited by
the elderly resident of the house. In fact, Bedroom 2 is one of the three regions that
are not allocated sensors within Aruba’s $600 budget. The other two un-sensored
regions are Hallway 2 and Bathroom, which may be explained by the observation
that the entrances to these regions are from regions with similar levels of activity,
viz Hallway and Garage Door. This reduces the utility of the sensors in Hallway 2

and Bathroom through criteria D and I (Section 4). In general, the utility of the
sensors in a region r is significantly reduced when a user’s level of activity in that
region is similar to that exhibited in all its neighbouring regions. However, if at
least one of the neighbouring regions has a lower level of activity than region r,
the utility of the sensors in r is not affected or can even increase. For example,
sensor 24 in Aruba’s Ensuite is the fifth most important sensor, as Bedroom, which
adjoins the ensuite, is not a high-activity region compared to Ensuite.

The $700 sensor configuration for GT5 contains at least one sensor in each
region of the house, with each of the Study and the Lounge/Dining area receiving
more than one sensor. A noteworthy user-tailored sensor selection is sensor 39
in the Study instead of sensor 29, as sensor 39 is near the resident’s desk, and
responds to small movements (e.g., typing or writing), which do not trigger
sensor 29 in the opposite corner of the room.

The lounge and dining room in both datasets attract more sensors than
other regions, owing to the different types of activities performed in these areas,
i.e., activities with small movements, such as typing, and activities with gross
movements, such as walking around.
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6 Conclusions and Future Work

We have proposed a utility function that represents the informativeness of sen-
sors for detecting abnormally long periods of inactivity in a house. We used
CCM — a measure that balances the number of false alerts and anomaly-
detection delays — to evaluate this function on two real-life datasets. Our results
show that the utility function has a high predictive power in terms of CCM.
Further, the recommendations based on the anomaly-detection delay obtained
during training yield a cost-effective combination of sensors for a particular user.
Specifically, our sensor-selection process resulted in savings of 70% in Aruba and
47% in GT5, despite its carefully configured initial set-up, without significantly
reducing performance in either dataset.
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Abstract. Visualizations have a distinctive advantage when dealing
with the information overload problem: since they are grounded in basic
visual cognition, many people understand them. However, creating them
requires specific expertise of the domain and underlying data to deter-
mine the right representation. Although there are rules that help generate
them, the results are too broad to account for varying user preferences. To
tackle this issue, we propose a novel recommender system that suggests
visualizations based on (i) a set of visual cognition rules and (ii) user pref-
erences collected in Amazon-Mechanical Turk. The main contribution of
this paper is the introduction and the evaluation of a novel approach
called VizRec that can suggest an optimal list of top-n visualizations for
heterogeneous data sources in a personalized manner.

Keywords: Personalized visualizations · Visualization recommender ·
Recommender systems · Collaborative filtering · Crowd-sourcing

1 Introduction

Despite recent technical advances in search engines and content provider services,
the information overload problem still remains a crucial issue in many application
fields. Finding the right piece of information in huge information spaces is a
tedious and time consuming task. Recent innovations, such as recommender
systems, help to resolve the issue, though with limited success, due to limitations
in the way the recommended items are presented, typically as a list in the textual
form. Alternatively, visualizations have shown to be an effective way to deal
with the overload issue by opportunity to display and explore a huge set of data
points simultaneously. However, creating useful visual representations of data
typically requires expert knowledge. To date, only a few approaches attempted
to automatically generate visual representations given a set of data [14] [9], albeit
with certain limitations. Despite their usefulness, these approaches are ineffective
in terms of dealing with highly heterogeneous data and ignore the fact that visual
representation of data is a matter of the users’ taste or preferences. To address
this issue, in this paper we present a novel approach – called VizRec – which
tackles these challenges by: (i) automatically generating a set of visualizations
in the context of heterogeneous data and (ii) recommending the most useful
c© Springer International Publishing Switzerland 2015
F. Ricci et al. (Eds.): UMAP 2015, LNCS 9146, pp. 169–182, 2015.
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visualization in a personalized manner, helping the user to explore large amounts
of data efficiently.

Problem Statement. The problem we are dealing with in this work is the
generation of an optimal list of top-n visualizations for the user given a set
of heterogeneous data sources as input. Considering just visual encoding rules
proposed in the literature [14] leads to a large set of possibilities, valid in terms
of representing the data visually, but without considering which type serves the
users’ needs best.

VizRec deals with the issue by (1) automatically identifying the set of appro-
priate visualizations using a rule-based algorithm to analyze the compatibility
between the visuals and the input data, and (2) filtering a subset based on user’s
preferences to be recommended as the list of top-n visualizations that best reflect
the user’s information needs.

Contributions. The contributions of this work can be summarized as follows:

– A novel visual recommender approach to generate and recommend person-
alized visualizations.

– An extensive evaluation of visualization types in the context of three data
repositories conducted in Amazon Mechanical Turk, providing insights on
the usefulness of the approach.

The paper is structured as follows: Section 2 presents the related work in
the area. Section 3 introduces VizRec. Section 4 presents our methodology for
evaluating our approach. Section 5 highlights the results of our evaluation and
Section 6 concludes the paper and provides insights into how the current work
will be extended.

2 Related Work

Recommending visualizations is a relatively new strand of research and only few
efforts have been made in so far to tackle this challenge. The closest approach
to our suggestion is a system described by Voigt et al. [4], which uses a knowl-
edge base of numerous ontologies to recommend visualizations. It is essentially
a rule-based system that pre-selects visualizations based on the device, data
properties and task involved. At a second stage, the system ranks visualizations
following the rules concerning visualization facts, domain assignments, and user
context. One disadvantage of Voigt et al.’s approach is that both visualizations
and data inputs have to be annotated semantically beforehand. Furthermore, the
pre-selection and the ranking stages are rule-based. More importantly, a large
theoretical part of the work lacks the empirical support. While user preferences,
such as graphical representations and visualization literacy, are outlined, the
actual collection and validation of user preferences are tasks for future work.

In contrast, we present a complete Collaborative Filtering (CF) approach by
collecting user preferences for personalization from a large study involving the
general public, validating them in an offline experiment and drawing conclusions
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based on the empirical evidence. Our approach starts by strictly describing the
visual encoding process, i.e., we represent visualizations in terms of their visual
components (see [3] for thorough description of the visual components). Instead
of pursuing a through specification encompassing all known expert knowledge
about visual perception, we concentrate on pragmatic, simple facts that will aid
the sensible mapping of data onto visual components (e.g., [6]), extending the
description to many types of visualizations. Next, instead of focusing only on
specific data format and domain, we obtain and visualize heterogeneous data
sources.

Mackinlay et al. propose an influential, albeit conceptually different app-
roach, in the ShowMe [8] system. It integrates a set of user interface com-
mands and functions aimed to automatically generate visualizations for Tableau1.
ShowMe attempts to help the user by searching for graphical presentations that
may address their task. Appropriate visualizations are selected based on the
data properties, such as datatype (text, date, time, numeric, boolean), data
role (measure or dimension) and data interpretation (discrete or continuous).
The ranking of visualizations is based on static ratings (scores) globally defined
for every supported chart type. We follow a similar approach and select visualiza-
tions based on the encoding rules. Rather then using global ratings, our method
allows us to personalize the resulting visualizations according to the interests of
the individual user using a CF approach.

Nazemi et al.’s system suggests visualizations based on user preferences [9]
incrementally gathered during interaction with the visualization system in the
form of usage profiles for particular charts. Nazemi et al. follow a bottom-up
approach, analyzing user interaction via visualization to describe user behavior.
In contrast, we apply a top-down method to elicit user preferences by collecting
ratings. These methods are complementary and can be deployed together with
user behaviour analytics. Similar to us, Nazemi et al. utilize a personalized app-
roach to suggest visualizations but only target the content from digital libraries
(i.e., bibliographical notes, publications).

Ahn et al.’s work on adaptive visualization attempts to provide user-adapted
visual representation of their search results [11]. The user context is a collection
of user actions accumulated over time, such as the issued search queries, selected
documents from the search results and traversed links. The collection captures
user interests beyond the query and in turn defines a user model, which is applied
to visually highlight the relevance of a particular result set. In contrast,VizRec
augments user queries with preferences in order to find the best representation
of the information behind the queried content instead of only displaying relevant
results as clusters.

Despite these notable efforts, the problem of recommending visualizations
is still insufficiently explored, especially little research has been performed on
generating and suggesting useful visualizations for heterogeneous multidimen-
sional data.Moreover there seems to be a gap in the literature on doing this in
a personalized manner, since previous work on recommender systems has shown

1 Tableau: http://www.tableausoftware.com/

http://www.tableausoftware.com/
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Fig. 1. Schematic representation of the VizRec recommendation pipeline

that the one-size-fits-it-all principle typically does not hold. To contribute to
this small body of research we developed and evaluated VizRec, a novel visual
recommender engine capable of recommending various types of visualizations for
heterogeneous datasources in a personalized manner.

3 The VizRec Approach

Figure 1 shows the general workflow of VizRec to generate personalized visu-
alizations for heterogeneous data sources (HDS). As highlighted, the system
responds to a given search query and a given data source with a set of visual-
izations that reflect the user’s personal preferences in a top-n sorted manner.
Before deciding on the appropriate visualizations, the filter pipeline, first, anno-
tates retrieved data and then performs data analysis tasks to categorize them
into standard and/or specific datatypes. After that, a mapping operation is per-
formed (based on the visual perception and visual encoding guidelines [14]) that
maps the data to the visual components (encoding some attributes of the data,
e.g., using axes of a visualization) of the appropriate visualizations.

As the final step, the system includes user preferences via a collaborative fil-
tering [2] approach, which takes into account a set of specific usability preferences
that have been collected in the past. In summary, the three steps to generating
personalized visual recommendations are: (1) preprocessing, (2) visual mapping
and (3) user preference filtering. In the following subsections, we briefly describe
each of those units:

Step 1: Preprocessing. The preprocessing unit is responsible for extract-
ing and annotating data attributes appropriate for mapping. Associated data
sources, such as Linked Data, ACM digital library and Mendeley, collect and
index various kinds of documents, e.g., conference publications, books, jour-
nals, lectures and images. Each data source defines and organizes its repositories
according to an (often closed) proprietary data model. Many scientific digital
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Fig. 2. Four example charts generated via VizRec. Note that not all charts are equally
useful (see e.g., top-right chart).

libraries, for instance, define the structure of their literature archives in terms
of some important attributes, such as title, abstract, author, keywords, etc.,
following, e.g., the Dublin Core metadata format.

Before the mapping algorithm can begin to establish correspondence with
visualizations, the data in these various formats have to be, first, collected in
series and then categorized according to datatypes. The data is categorized into
standard datatypes, such as categorical, temporal and numerical – represented
by primitive data types string, date and number, respectively. This categoriza-
tion into primitive datatypes is basically performed by analyzing values of the
individual attributes. To do so, the analysis employs a top-down approach, i.e.,
for a given value it is first decided to which of the aforementioned standard
datatypes it belongs. Next, by using gazetteer lists more specialized datatypes
are derived, e.g., for spatial information.

Step 2: Visual Mapping. A visualization can be broken down in a number
k of visual components, each of which encodes a single piece of information
visually [3]. If every visual component could encode any kind of data, the possible
number of combinations for a visualization type would be given by

(
n
k

)
, where

n is the number of data attributes in a dataset (i.e., number of fields). For
example a dataset with one date, two strings and two numbers to be represented
in a barchart with two visual components, the total number of combinations
would be n!

(n−k)! = 5!
(5−2)! = 20. However many of these combinations would be

perceptually incorrect, since visual components are often suited to represent only
some kinds of data attributes given by the perceptual properties of the channel
and the characteristics of the data attribute [3].
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Fig. 3. Visual mapping process: identifying mapping combinations for Bar and Geo
charts considering datatype compatibility between their visual components and data
form HDS

Visual mapping identifies which attributes of the data can be related to which
visual components of a visualization type [7]. The relationship is established
based on the datatype similarity between the data attributes and the visual com-
ponents. To do so we benefit from an ontology of patterns [14] for a type of visual-
ization. Each pattern describes one possible mapping for a concrete visualization
in terms of its visual components and supported datatypes. For instance, possi-
ble patterns for the bar chart could be (1) {x− axis : string, y − axis : number},
and (2) {x− axis : date, y − axis : number}. The patterns specify the types of
data that are required for each visualization to be instantiated. Hence, each
pattern i defines for each visual component j which rj attributes should be
selected from nj data attributes: nj !

r!(nj−rj)!
=

(
nJ

rj

)
= Cr

ni
. Note that nj is a

subset of n that complies with datatype compatibility for the j visual com-
ponent rj . To obtain the total number of combinations Mi, generated for a
particular pattern i, we multiply every suitable

(
nj

rj

)
visual component of a pat-

tern: Mi =
∏

C
rj
nj . Thus, the final number of patterns M of a visualization is

nothing else then the sum of every Mi. In our working example, for bar chart’s
pattern (1) one attribute with datatype string and one with datatype number
we obtain Mi = C2

1 × C2
1 =

(
2
1

) × (
2
1

)
= 4 possible mappings. And for pattern

(2) one attribute with datatype date and one with datatype number, we obtain
Mi = C1

1 × C2
1 =

(
1
1

) × (
2
1

)
= 2 possible mapping combinations. Hence, using

this particular dataset the total number of combinations for this type of chart
would be 6.

Having obtained all the combinations, the mapping operator maps data to
the corresponding visual components of a visualization based on the following
principles: (i) one data attribute will be instantiated to one visual channel of
a visualization, (ii) the datatype of the attributes should be compatible with
the datatypes of the channels and (iii) every mandatory visual channel of a
visualization should be instantiated. Once the mapping process is completed,
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VizRec presents the mapping combinations as a set of appropriate visualization
configurations to the user. This process is illustrated in Fig. 3.

Visual patterns together with rule-based mapping algorithm generate all
mapping combinations which are plausible for the data. Since not all of them
represent what the user needs or prefers, better mechanisms for selecting the
visualization are required. To that end, we ask users to validate the mapping
results. We benefit from collaborative filtering (CF) [18], which allows us to col-
lect user feedback in form of ratings and to apply them in a way that provides
reasonable prediction of the active user’s preferences. In our context, we make
predictions for the mapping combinations that the user might prefer based on
her and similar users’ preferences.

Step 3: User Preference Filtering. To finally filter the generated mapping
combinations according to the user’s preferences, we employ a simple user-based
CF approach. For a given dataset, the mapping algorithm provides a set of
possible combinations M, each serving as a possible item to be recommended
to the user. The list of recommendations R for the current user is nothing else
but a subset of M. Concretely, given a set of active user’s ratings U and a set
of predictions P , both of which should contain ratings for the items from M,
we denote R = U ∪ P . Note that the calculation of P involves calculating the
k-nearest neighbors (based on Pearson correlation) of the active user, who liked
the same mapping combinations as the active user in the past and rated mapping
combinations x ∈ M active user has not seen yet.

For the calculation of R, we first take the set Up containing all ratings of the
active user given for various mappings and the set Np containing all ratings given
by other users and develop the set Mp = Up ∪ Np. Based on Mp, we construct
the matrix A consisting of user-IDs, item-IDs and the ratings, that generates the
predictions for the current user. For this purpose, we applied the memory based
CF approach [2] that generates a list of top-n visual recommendations.

4 Evaluation

This section describes the experimental setup, the data sources, the method and
metrics used to validate our approach in detail.

Datasets and Mappings. The study used the following three open-source
datasets:

Movielens2 Dataset (movies): This dataset comprises information about the
top-ranked movies for the years 1960, 1970, 1980, and 1990. It has 41 entries,
which are selected from items of the respective dataset and are characterized by
the attributes (movie) name, budget, gross, creation year, and shooting location.
Based on this, the mapping unit produced four types of visualizations (see Fig. 2)
with the following mapping frequencies: 32 bar-charts, 9 line-charts, 13 timelines
and 1 geo-chart. Hence, a total of 55 mapping combinations were generated.

2 Movielens: https://movielens.org/

https://movielens.org/
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EU Open Linked Data Portal3 Dataset ( eu): The eu dataset collects the per-
centage of the population looking for educational information online in the years
2009–2011 for 28 EU countries. It has 91 entries characterized by attributes
(country) name, year, language, population, constitutional form and value (in
percent) of the population looking for educational information. The mapping
unit suggested 30 possible chart combinations, concretely 15 bar charts, 6 line
charts, 8 timeline and 1 geo chart.

Book-Crossing Dataset4 (books): This dataset contained 41 randomly chosen
books published between 1960 and 2003 and characterized by the attributes
name, country, publisher, and year. The mapping unit suggested 3 chart types:
bar chart with 2 combinations, geo chart with 1 combination and timeline with
3 combinations, the total of 7 mapping combinations.

Procedure. Our experimental approach was to gather user preferences for visu-
alizations obtained from the rule-based system and train a RS to suggest visu-
alizations. A crowdsourced study was designed to obtain personalized scores for
each chart suggested by the visual recommender. Before giving a score, a par-
ticipant had to perform some cognitively demanding task with the chart (i.e.,
a minimal analysis). Based on the experiments conducted by Kittur et al. [13],
this preparatory task should bring participants to accurately study the combina-
tion and prevent a random or rash rating. We designed the task as follows: 1) a
participant was given a one line description of a dataset originating the chart,
2) looking at the chart she had to write tags (at most five) and a title for it
and 3) rate the chart. The score system used a multidimensional scale adapted
from a list of usability factors presented in [10] and [12]: (1) cluttered, (2) orga-
nized, (3) confusing, (4) easy to understand, (5) boring, (6) exciting, (7) useful,
(8) effective and (9) satisfying. Note that dimensions 1–6 are duplicated with
opposing sentiment (e.g., cluttered vs. organized). Opposing dimensions were
used to ensure meaningful ratings for scales with complex meaning.Dimensions
were rated on a 7-point Likert scale (1=not applicable – 7=very applicable).

Since the chart scores were intended for the offline experiment, the par-
ticipant had to rate more than one chart. We experimented with varying
sizes of HITs (Human Intelligent Task), collecting ten (10) and five (5) tasks
(chart/combinations and their corresponding ratings). Since in pilot studies these
turned out to take overly long (around 15mins), we settled for collecting three
(3) chart/combinations per HIT. Suggested combinations were distributed in
32 HITs, each of which contained 3 randomly chosen mapping combinations.
Pilot studies also helped to streamline dataset descriptions, task descriptions
and instructions across the experiment. After accepting a HIT, the participant
(worker or turker) received a tour to complete a task, which showed a chart
and corresponding tags, title and ratings in the exact same format as the subse-
quent experiment. When ready, the worker started the first task in the HIT by
pressing a button. Workers were allowed to write not applicable or NA for tags

3 Eu: https://open-data.europa.eu/en/linked-data
4 Book-Crossing Dataset: http://www2.informatik.uni-freiburg.de/∼cziegler/BX/

https://open-data.europa.eu/en/linked-data
http://www2.informatik.uni-freiburg.de/~cziegler/BX/
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but were alerted if they failed to write any tags. The rating dimensions were
not assigned a score until the worker did it. Workers could only proceed if they
had rated all dimensions. A HIT with three chart/combinations was compen-
sated with $1.00. A worker rated a minimum of three charts, but to ensure a
more realistic training set for the CF-RS, workers were allowed to perform more
than one HIT. Only expert workers who consistently achieved a high degree of
accuracy by completing HITs were allowed to take part in the study.

Evaluation Protocol. A set of studies was carried out to analyze the variability
in preference scores. To compute the overall score for a chart for each worker,
the scores in opposing dimensions (clutter, confusing, boring) were inverted and
then all dimensions were averaged together according to the following formula:
SC =

(∑k
i=1 ρkDk

)
/k. Where k = 9 is the number of dimensions, ρk is the

coefficient 1 and Dk is k dimension score. The chart score was obtained by
averaging the worker scores.

In the second part of our evaluation, we performed an offline experiment to
estimate the performance of personal preferences for visualization recommenda-
tions. To this end, we used the preferences collected from workers as training
data for our recommender. Following the method described in [15], we split the
preference model into the two distinct sets: one for training the recommender
(training set), and another one for testing (test set). The test set is a reference
value that, ideally,can be fully predicted for the given training set. From each
of the datasets in the preference model, we randomly selected 20% of user-rated
mapping combinations (visualizations) and entered them into the test set. The
recommendations produced out of the training set are further used to evaluate
the performance of VizRec. The performance of VizRec generally depends on
how well it predicts the test set. We compared the generated recommendations
(prediction set) and the test set by applying a variety of well-known evaluation
metrics in information retrieval [16]: Recall (R), Precision (P ), F-Measure (F ),
Mean Average Precision (MAP ) and the Normalized Discounted Cumulative
Gain (nDCG). The first three metrics basically express the quantity of relevant
recommended results, whereas MAP and nDCG quantify the concrete order-
ing of the results (i.e., giving penalties if the results are not on the top but are
relevant for the user).

5 Results

Participants. Each HIT was completed by ten workers. For 92 visualizations,
8280 scores across 9 dimensions were collected from 70 participants. The par-
ticipants completed on average 4.7 HITs. The experiment started on November
26,2014 and ended on December 3, 2014. The allotted working time per HIT was
900 sec and the average working time of workers was 570 sec per HIT.

Visual Quality. The heatmap in Fig. 4 shows the mean rating for every dimen-
sion for each chart. The results confirm a clear understanding of the opposing
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Fig. 4. Mean and variability in scores (1=completely disagree, 7=totally agree).
The heatmap illustrates the contribution of 9 dimensions (US=useful, SA=satisfying,
EF=efficient, UN=understandable, co=confusing, OR=organized, cl=cluttered,
EX=exciting, bo=boring) to the overall score (SC). The boxplot below illustrates the
high variability in personal ratings.

dimensions. Negative dimensions in the lower case received opposite scores to cor-
responding positive ones (UN-co, OR-cl, EX-bo, in Fig. 4 top). The aggregated
score for each chart in the bottom row of the heat map (SC) shows that only
a handful of charts achieved clearly high scores, whereas in the category there
were charts above the midline. More importantly, boxplot at the bottom explains
these scores: there is a broad variability in scores for most chart instances. This
confirms our assumption that user preferences matter when choosing the right
representation. The results confirm that only a very small number of charts
achieved high scores and the rest were variable.

From the heat map individual top-scoring charts can be identified. To estab-
lish differences in the chart categories and datasets, we performed a facto-
rial ANOVA with the chart type and dataset as factors (chart-type: bar, line,
time, geo and dataset: Movies, Books, Eu). Homogeneity of variance was con-
firmed by a Levene test. The factorial ANOVA revealed a significant effect
of dataset F (2, 908) = 21.19, p < 0.0001, a significant effect of chart type
F (3, 908) = 38.98, p < 0.001 and significant interaction effect dataset chart
type F (5, 908) = 3.81, p < 0.01. TukeyHSD multiple comparisons revealed a sig-
nificant difference in scores between movies (M = 4.86) and books (M = 3.82)
p < 0.05, as well as between movies and Eu data (M = 3.68), p < 0.001. For the
chart type, there was a significant difference in scores between bar (M = 4.60)
and geo (M = 3.06) p < 0.001, bar and line (M = 3.29) p < 0.001, bar and
time (M = 3.72) p < 0.001, as well as between time and line, p < 0.02. The
significant effects of multiple comparisons for interaction are shown in Fig. 5.

The main outcomes are the information about user preferences and the
clear differences among them. The interaction effects illustrate several differ-
ences amongst chart type. For instance, the majority of the users preferred bar
chart, probably since it is familiar to most people. Another reason may be that
it is easier to compare the values of several numbers at once using bar chart. Yet
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Fig. 5. Significant Interactions Chart Type / Dataset. The heat-map illustrates the
mean score and standard deviation for each combination of dataset-chart type (1=com-
pletely disagree, 7=totally agree). The lines below show where differences begin to be
significant. Note that due to its high variability, books-bar is not significantly better
than eu-line, whereas movies-line is.

these results merely indicate that there are varied preferences. Looking at each
dataset, chart and chart type in the heat map of Fig 4, it is clear that while a
small number of charts are generally preferred, in most cases the ratings vary
widely and a personalized approach would accommodate those user preferences
better.

Recommendation Quality. At a glance, the results of our offline evaluation
show significant improvements in the recommendation quality achieved through
the use of individual user preferences. To measure the improvements in quality,
we compared the VizRec CF with the baseline filtering algorithms: Most Popu-
lar (MP) [17] and Random (RD). The RD simulates the recommender behavior
providing an arbitrary order of visualizations – i.e., it can be compared with
having only the first two units in the VizRec pipeline from Fig. 1. The MP, in
contrast, generates the results sorted according to global ratings, in our case
accumulated from ratings of individual users. Considering RD and MP, base-
line algorithms should unveil whether the recommender systems can in general
help with providing useful visualizations and whether the personalized approach
improves the quality of the results, respectively.

For the comparison, we analyzed the top 3 recommendations, since our
datasets relatively smaller than some commonly used datasets, such as Bib-
Sonomy and CiteULike [15]. The results of the evaluation are summarized in
Table 1.

The results show that VizRec CF outperforms both baseline algorithms in
all three datasets. Concretely for the RD, the first three quality metrics clearly
indicate that the results are more accurate using VizRec CF than simply gen-
erating arbitrary visualizations (cf., F@3(CF ) = .1257 and F@3(RD) = .0055
for Movies). Additionally, MAP@3 and nDCG@3 reveal that VizRec CF can
sort individual visualizations according to their relevance to user significantly
better. Note that the difference between individual metrics amongst datasets is
to a large extent influenced by the considerable difference in size of the three
datasets (e.g., Books has only 7 different visualizations – F@3(CF ) = .4778,
whereas Movies has 55 – F@3(CF ) = .1257, see Fig. 4).
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Table 1. Quality metrics values P@3, R@3, F@3 MAP@3, NDCG@3 estimated for
the three different datasets using baseline algorithms MP, RD, and VizRec CF

Metric

Dataset Alg. R@3 P@3 F@3 MAP@3 nDCG@3

CF .1152 .2111 .1257 .0793 .1271
Movies MP .0488 .0926 .0591 .0163 .0419

RD .0039 .0093 .0055 .0020 .0048

CF .1526 .2632 .1877 .1263 .1721
EU MP .0263 .0175 .0211 .0088 .0161

RD .0132 .0175 .0150 .0044 .0103

CF .5333 .4555 .4778 .4889 .5000
Books MP .1333 .0444 .0667 .0444 .0667

RD .0667 .0222 .0333 .0333 .0420

Another interesting finding is that the recommender strategy based on global
ratings, MP, generated less accurate results than VizRec CF for collected user
preferences, both with regard to providing relevant visualizations and their rank-
ing order. This supports our main assumption that in terms of the wide vari-
ability in user preference ratings, the personalized approach performs better
recommendations.

6 Discussion and Outlook

This work is based on the premise that the preference of a visual representation
for a dataset is a personal preference. Empirical evidence collected through a
crowd sourced experiment supports the assumption that preferences widely vary
for visual representations generated automatically. The second motivation driv-
ing our work is that a CF approach to recommending visualizations can account
for such variability in personal preferences and significantly improve the rec-
ommendations. Our offline experiment supports our assumptions, showing that
VizRec CF outperformed both the random approach (RD) and the global best
approach (MP). A major contribution of our work is that it is based on the
empirical evidence collected via a methodical study involving the general public.
Our approach to generating and suggesting visualizations, the process of elicita-
tion of users’ preferences and the insights described in this paper are to the best
of our knowledge, novel.

Several open questions remain that we plan to address in our continuing
research. First, our solution suffers the cold start problem of CF-RS: a user
who has not rated any chart cannot be recommended anything. To tackle this
issue, we will investigate applying the measuring semantic similarity of the data
attribute array to establish if a similar structure has been observed before and
suggest from global ranking of other users. Furthermore, the investigation asso-
ciated with our crowdsourced experiment is still ongoing. Although exploration
of the relationship between quality of content features (such as textual descrip-
tion) and the valued quality of a visualization is beyond the scope of this paper.
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But we are currently investigating the application of content features to the cold
start problem and attempting to determine the tasks that a user associates with
the preferred visualizations. Furthermore, we will conduct an online evaluation
to ascertain whether our recommender performs as expected, compared with the
results of the offline experiment.
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Abstract. Replicable research on the behavior known as gaming the system, in 
which students try to succeed by exploiting the functionalities of a learning en-
vironment instead of learning the material, has shown it is negatively correlated 
with learning outcomes. As such, many have developed models that can auto-
matically detect gaming behaviors, towards deploying them in online learning 
environments. Both machine learning and knowledge engineering approaches 
have been used to create models for a variety of software systems, but the  
development of these models is often quite time consuming. In this paper, we 
investigate how well different kinds of models generalize across learning envi-
ronments, specifically studying how effectively four gaming models previously 
created for the Cognitive Tutor Algebra tutoring system function when applied 
to data from two alternate learning environments: the scatterplot lesson of Cog-
nitive Tutor Middle School and ASSISTments. Our results suggest that the si-
milarity between the systems our model are transferred between and the nature 
of the approach used to create the model impact transfer to new systems. 

Keywords: Gaming the system · Cognitive tutors · ASSISTments · Machine 
learning · Cognitive modeling · Cross-system transfer 

1 Introduction 

In intelligent tutoring systems (ITSs) and other learning environment, student disen-
gagement often manifests in a behavior known as gaming the system. This behavior, 
which is neither clearly off-task nor on-task, is defined as "attempting to succeed in 
an educational environment by exploiting properties of the system rather than by 
learning the material and trying to use that knowledge to answer correctly" [1].  
Research in multiple learning environments [1, 2, 3, 4, 5, 6, 7] has linked gaming to 
poor learning outcomes [8, 9, 10, 11], increased boredom [2] and lower long-term 
levels of academic attainment [12]. Both knowledge engineering [4, 5, 6, 7, 13, 14] 
and machine learning [1, 3, 7] approaches have been used to create models of gaming 
the system for specific learning environments. These detectors have been successfully 
applied (driving interventions) [15, 16] and used in discovery with models analyses 
[17], but only after a painstaking development process where researchers essentially 
start from scratch for each new learning environment.  
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Little work has focused on the generalizability of gaming detectors. Nearly a  
decade ago, researchers showed that gaming detectors developed using machine 
learning could be generalized across different lessons in the same tutoring system [1]. 
Since that time, others have applied models to multiple learning systems [e.g., 6], but 
without validating that the model reliably captures gaming behavior across systems. 
Validating that some gaming detectors can be effectively applied across learning sys-
tems would facilitate broader use of gaming detectors. Currently, creating a model of 
gaming the system is a time consuming process that requires either field observations 
or the use of text replays, where log files of students interactions with the learning 
environment are segmented and formatted for presentation to a trained expert human 
coder who then labels whether each segment includes gaming behavior [18]. After 
this step, the feature engineering and model development process is time-consuming, 
complicated, and costly. The development of a model that allows us to skip (or re-
duce) the time-intensive development process for new learning systems would facili-
tate greater use of gaming detectors in intervention and analysis.  

In this paper, we evaluate the generalizability of four recently published gaming 
models. Each were initially developed for use within an ITS known as Cognitive Tu-
tor Algebra, but were constructed using different modeling techniques [19]. Specifi-
cally, we compare the generalizability of a detector developed with a form of know-
ledge engineering known as cognitive modeling [20] to that of three detectors that 
were developed by using machine learning to improve the cognitive model [21]. We 
assess each model’s generalizability by comparing its performance when applied to 
two other ITSs for mathematics: the scatterplot lesson of Cognitive Tutor Middle 
School [22] (also called the scatterplot tutor) and ASSISTments [23]. Studying the 
generalizability of each model to these different systems allows us to investigate the 
degree to which each captures characteristics of the gaming construct that extend 
beyond a single system’s features. We investigate how the nature of each system and 
the nature of each model interacts. More broadly, we discuss how the procedures used 
in this study might facilitate future development of detectors that generalize across 
learning environments, increasing their applicability and impact.  

2 Gaming the System in Cognitive Tutor Algebra 

2.1 Data 

All four models of gaming behavior discussed in this paper were created using Cogni-
tive Tutor Algebra (CTA) data [1, 21]. Specifically, these models were constructed 
from data produced by 59 students who used CTA as part of their regular mathemat-
ics curriculum throughout an entire school year (Pittsburgh Science of Learning Cen-
ter DataShop "Algebra I 2005-2006 (Hampton only)" dataset [24]). The Cognitive 
Tutor environment presents students with complex mathematical problems that have 
been broken down into component steps, using a cognitive model of the task to assess 
whether answers correctly map to each step. Struggling students can request help at 
any time, and the tutor will provide increasingly specific, multi-step hints.  
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Data from 12 CTA lessons were segmented into short sequences of actions, called 
clips. For this study, clips were defined as sequences of at least 5 actions with a min-
imum duration of 20 seconds. If a 5-action sequence lasted less than 20 seconds, addi-
tional 5-action sequences were added to the clip until the total time duration was 
greater than 20 seconds. A total of 10,397 clips were randomly selected from this 
dataset; the chance of a clip being selected was weighted for each lesson based on the 
total number of clips in that lesson, so that each of the lessons in CTA were equally 
represented.  

These clips were then presented to an expert coder (the 3rd author, henceforth ex-
pert #1), who had previously reached an interrater reliability with another expert (Co-
hen’s Kappa > 0.6) through an extensive training process [22]. Cohen’s Kappa [26] 
assesses the degree to which agreement between the expert is better than chance. A 
Kappa of 0 indicates chance level agreement and a Kappa of 1 indicates perfect 
agreement.  

The clips were presented to expert #1 in the form of text replays [25, 18], where 
each clip is presented in a layout that highlights the relevant information needed to 
code student behaviors in a contextualized manner. Fig. 1 shows an example of a text 
replay taken from our CTA data. It displays each action’s time (relative to the 1st ac-
tion in the clip), the step’s context, the input entered, the relevant skill (production) 
and the system’s assessment of the action (a right or wrong answer, a help request or a 
predicted wrong answer, called a "bug"). In this way coders can quickly assess the 
actions in each clip to determine whether the student’s interactions suggest gaming 
behaviors. In this case, the coder classified 6.81% (708) of clips as involving gaming 
the system behaviors and 93.19% (9,689) as not gaming. 

 

 

Fig. 1. The last actions of a 5-action text replay clip 

2.2 Cognitive Model 

The first step toward developing a generalizable model of gaming the system was to 
achieve a deeper understanding of how experts think about this construct [20]. To this 
end, we conducted a cognitive task analysis [27, 28] of expert #1’s coding task using 
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text replays from CTA. This involved a combination of active participation [28, 29] 
(in which the person performing the cognitive task analysis actively participated in 
the coding of text replays), think aloud observations [30] and interviews to explicate 
the coding process. Results indicated that the expert’s coding method could be classi-
fied into two cognitive processes: interpreting the student’s individual actions and 
identifying patterns of gaming across those actions. Although the expert executes 
these in parallel, our resulting cognitive model executes these as consecutive steps 
without changing the fundamental reasoning process.   

In [1], we modeled expert #1’s assessment of individual actions by constructing a 
list of 19 constituents—meaningful units of student behavior that the expert regularly 
relies upon when making gaming judgments, sometimes across more than one action. 
For example, the expert interprets a short pause between actions as a [guess], which is 
likely to indicate gaming behavior. She is similarly suspicious when a student enters a 
[similar answer] in two consecutive actions. (A detailed list of the 19 constituents we 
identified is available in [1].) Next, we developed a set of 13 action patterns, composed 
of 2-4 actions, each matching a predefined set of gaming constituents [1]. For example, 
consider a 2-action sequence where a student’s 1st answer is incorrect. If they quickly 
attempt to answer a different problem step using the same response, the expert is likely 
to interpret the second action as a [guess], which she is trained to recognize as typical 
gaming behavior. This pattern was modeled as the following sequences of actions and 
constituents: incorrect → [guess] & [same answer/diff. context] & incorrect. In our 
Cognitive model of gaming the system, any clip containing actions that matching these 
13 patterns was given a gaming label. These patterns were validated (Kappa = 0.330) on 
a test set, composed of 25% of the data from 2.1, which was held out during the cogni-
tive task analysis [1]. This Cognitive model performed better on new data than a ma-
chine-learned model previously built for CTA (Kappa = 0.24) [25].  

2.3 Machine Learned Models 

In this paper we compare generalizability of the knowledge-engineered model we 
developed through cognitive modeling [20] to three machine-learned models derived 
from it [21]. The latter combine the Cognitive model’s constituents into new patterns 
that were not apparent to human experts. More specifically, we developed an algo-
rithm to generate and filter a large number of action patterns (similar to the one pre-
sented above) from the constituents identified in the Cognitive model, selecting those 
that best detected gaming behaviors, which we termed pattern features. We combined 
these with what we called count features, which tallied the number of times each of 
the 25 action types and constituents were present in a given clip.  

Naïve Bayes classification was then used to generate three cross-validated, ma-
chine-learned models. The first, CognitiveHybrid-PF, contained 22 features, includ-
ing 20 pattern features and 2 count features (Kappa = 0.477, A' = 0.770). The second, 
CognitiveHybrid-C, was trained using only the count features. The resulting model 
contained 6 features (Kappa = 0.332, A' = 0.875). The performance differences be-
tween these models reflect the nature of their features. Pattern features better capture 
the sequential nature of gaming behaviors, improving that model’s Kappa, but their 
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binary nature prevents it from achieving a high A'. Likewise, the gradient nature of 
the count features improves that modes’ A' performance despite its lower Kappa. For 
this reason, we created a third model, CognitiveHybrid-E, that Ensembled the predic-
tions from both these models. CognitiveHybrid-E achieves a high performance for 
both Kappa (0.457) and A' (0.901). 

3 Evaluation of Cross-System Transfer 

Because the four CTA gaming models were constructed from features that closely 
match the expert’s conception of gaming, we hypothesized that they might capture 
characteristics of gaming that extend beyond system-specific behaviors, thereby  
allowing them to generalize to new systems. In this section we report on the perfor-
mance of each model when it was applied, without additional training or modifica-
tion, to data collected from the scatterplot lesson of Cognitive Tutor Middle School 
and ASSISTments. 

3.1 Transfer to the Scatterplot Lesson of Cognitive Tutor Middle School 

The 1st system we attempted to transfer our gaming models to was the scatterplot 
lesson of Cognitive Tutor Middle School [19]. This system was built using the same 
platform as CTA, meaning that their hint features, bug messages, and common inter-
faces (e.g., virtual problem worksheets) are quite similar. The primary differences are 
in the mathematical domain taught by each, which result in some interface differenc-
es. For example, the scatterplot lesson has additional interfaces for creating data re-
presentations (e.g., histograms) but lacks some of the complex algebraic equation 
manipulation seen in CTA. Nonetheless, given their similarities, we assumed transfer 
would be more successful for this system than ASSISTments (discussed below). 

Data. The data for evaluating the transfer of the CTA models to the scatterplot lesson 
of Cognitive Tutor Middle School system was taken from a study of interrater agree-
ment of experts coding text replays [18]. As such, we had access to gaming labels 
from 2 coders, neither of whom is expert #1, who provided the labels for CTA. These 
coders coded the same 600 clips (with some disagreement on which text replays con-
stituted “bad clips,” which did not get coded). We used these experts’ gaming labels 
to develop three datasets for the scatterplot tutor. The first dataset (N = 595) was 
coded by expert #2, who labeled 29 as gaming and 566 as not. The second dataset 
(N = 592) was coded by expert #3, who labeled 33 as gaming and 559 as not. Finally, 
a third “Agreement” dataset is composed of all clips that were consistently coded by 
both experts (N=571), which includes 19 labeled as gaming and 552 labeled as not. 

One important difference between the text replays from the scatterplot tutor and 
CTA is in the definition of a clip. Although clips from both systems have at least 20 
seconds of data, the scatterplot tutor clips do not enforce a minimum number of  
actions (so may contain fewer than 5). Since gaming the system is a systematic pat-
tern of behaviors, this could make it more challenging for experts to identify gaming 
actions within the scatterplot tutor clip. 
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Performance. We applied each of the four CTA gaming models to the three datasets 
from the scatterplot lesson of Cognitive Tutor Middle School. Table 1 summarizes the 
performance achieved by each on the new datasets, using both the Kappa and the A' 
[31] metrics. A' is the probability that given a pair of two clips, one coded as gaming 
and the other coded as not-gaming, the model can accurately detect which clip was 
coded as gaming. A' is equivalent to the area under the ROC curve in signal detection 
theory [31]. Note that A' could not be calculated for the Cognitive model, which does 
not produce confidences. 

Table 1. Comparison of the models performance across the Cognitive Tutor Algebra (CTA) 
and the scatterplot lesson of Cognitive Tutor Middle School datasets 

Model 
Cognitive Tutor 
Algebra (CTA) 

Scatterplot 
Expert #2 

Scatterplot 
Expert #3 

Scatterplot 
Agreement 

Cognitive 
Kappa = 0.330 

A' = N/A 
Kappa = 0.459 

A' = N/A 
Kappa = 0.479 

A' = N/A 
Kappa = 0.483 

A' = N/A 

CogHybrid-PF 
Kappa = 0.477 

A' = 0.770 
Kappa = 0.440 

A' = 0.819 
Kappa = 0.438 

A' =  0.795 
Kappa = 0.451 

A' = 0.877 

CogHybrid-C 
Kappa = 0.332 

A' = 0.875 
Kappa = 0.345 

A' = 0.894 
Kappa = 0.360 

A' = 0.889 
Kappa = 0.331 

A' = 0.949 

CogHybrid-E 
Kappa = 0.457 

A' = 0.901 
Kappa = 0.430 

A' = 0.917 
Kappa = 0.427 

A' = 0.905 
Kappa = 0.438 

A' = 0.973 

 
All four models transfer well to the scatterplot lesson of Cognitive Tutor Middle 

School despite differences in the mathematical domain, in the definition of a clip, and 
among the experts who labeled the data. The most notable finding was that, when 
applied to the scatterplot tutor data, the Cognitive model achieved a higher Kappa 
than the machine-learned models. Surprisingly, the Cognitive model achieved consi-
derably higher performance for the scatterplot tutor than for CTA. The machine-
learned models also transfer well, achieving performance metrics for the scatterplot 
tutor datasets that are comparable to those for the CTA data. CogHybrid-PF obtains a 
slightly lower Kappa on each of the three scatterplot datasets, whereas its A' perfor-
mance actually increased. Performance for CogHybrid-C slightly increases for both 
metrics. The ensemble model, CogHybrid-E, achieves slightly lower Kappa for the 
scatterplot datasets than for CTA, similar A' for both experts, and an increase in A' for 
the Agreement set.  

In general, models transfer best to the Agreement dataset. Kappa performance is 
slightly higher for three of the four models (Cognitive, CogHybrid-PF and CogHybrid-
E), and A' performance is considerably greater. This may suggest that the text replays 
that showed expert disagreement were contributing significant noise to the datasets. 

3.2 Transfer to ASSISTments 

We also studied the degree to which these models could generalize to ASSISTments 
[23], a web-based tutoring system for middle school mathematics. Two models of 
gaming the system have previously been developed for ASSISTments. The first, pub-
lished in 2006 [7], achieved a Kappa of 0.181 for new data. The second, published in 
2013 [11], achieved a Kappa of 0.370 and A' of 0.802 [11]. 
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Although both ASSISTments and CTA are problem-solving intelligent tutors for 
mathematics, the structure and presentation of problems in ASSISTments is quite 
different from either of the Cognitive Tutor platforms. In Cognitive Tutor, problems 
are partitioned in multiple steps that must be completed to finish each problem. The 
Cognitive Tutor indicates whether each step is right or wrong, providing assistance as 
necessary. In ASSISTments, when students are presented with an “original” problem, 
they only need to provide its final answer. Individual steps are not required of stu-
dents who solve the problem on the first attempt. However, students who do not pro-
vide the correct answer may be required to correctly answer scaffolding questions in 
order to successfully complete the problem.  

At the same time, there are considerable similarities between the two systems. Both 
provide immediate feedback indicting whether their answer was right or wrong, in-
cluding detailed feedback for “bugs,” where the student’s error indicates a known 
misconception. ASSISTments also offers help functionality similar to that found on 
the Cognitive Tutor platforms. 

Data. ASSISTments data produced by 1,367 students was used to test the generaliza-
bility of our CTA gaming models. This data includes a total of 822,233 problem-solving 
steps, which were segmented into 240,450 clips. A selection of these (discussed below) 
was presented to expert #1 for coding.  

Again the definition of a clip for the new system was different than it was for CTA, 
this time because of differences in how the systems present problems to students. 
Whereas Cognitive Tutor platform always requires students to solve multiple steps 
before completing a main problem, ASSISTments problems can be solved in one step 
if the student’s first attempt is correct. As such, we define a clip in ASSISTments as 
starting from the first action on an original unscaffolded problem to the last attempt 
before the next original, unscaffolded problem. This definition means that a clip can 
be composed of only 1 action or it can contain more than 50. 

As such, when selecting clips for coding by expert #1 (who also coded the CTA 
data), we filtered them with respect to length. Clips containing more than 25 actions 
were removed from the dataset because it was difficult to present such a large number 
of actions in a text replay. We also felt that it was unlikely that the constituent beha-
viors (e.g., [20]) that comprise gaming behaviors would be different in clips contain-
ing 40 or 50 actions than they would be in clips containing 20-25. On the other hand, 
if there were longer action patterns present in these clips, which comprised less than 
0.7% of the dataset, it could create a serious bias towards a different gaming pattern 
that was being identified by the expert.  

Shorter clips (fewer than 3 actions) presented a different problem. Because gaming 
is a systematic pattern of behavior that often occurs among students who do not un-
derstand the material, it is unlikely to be seen in clips where students solve the prob-
lem correctly in very few attempts [20, 21]. On the other hand, shorter clips comprise 
73.0% of the original data, so filtering them entirely could have biased the coding.  

As such, we created two datasets for ASSISTments. Sample #1 was comprised of 
1,000 clips with 1-25 actions each, so that clip length distribution closely matches the 
original dataset. Sample #2 was comprised of 1,000 clips with 4-25 actions; this  
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allowance was intended to increase the odds that clips containing gaming behaviors 
would be presented to the coder. 

As in [1], clips were presented to expert #1 in the form of text replays. The order in 
which the expert coded these replays was randomized, mixing clips from both sam-
ples in order to avoid coding biases. A technical glitch kept the expert from complet-
ing all 2000 clips (with the replay software hanging after 1063 codes). Randomization 
ensured that the two samples had balanced numbers (N1 = 520, N2 = 543). The expert 
identified gaming behaviors in 3.46% of sample #1 and 8.47% of sample #2 (N1 = 18, 
N2 = 46), in line with the design of the latter, which increased the odds of drawing 
clips which contain this systematic behavior. Combining samples provided 64 gaming 
clips (6.02%) 996 non-gaming clips (93.70%) and 3 clips where the replay software 
or data had an error (0.28%). 

Performance. Each of the four models of gaming the system were applied to sample 
#1, sample #2, and the two samples combined. As Table 2 shows, each performed 
above chance when applied to the ASSISTments datasets, but both Kappa and A' 
were considerably lower than when these models were applied to either of the Cogni-
tive Tutor platforms.  

Performance of the Cognitive model was similar across all three ASSISTments da-
tasets (Kappa = 0.228-0.256), and as with the scatterplot lesson of Cognitive Tutor 
Middle School, it generally outperformed the machine-learned models. This differ-
ence seems to be driven primarily by the performance of the detectors on sample #1, 
which was far more likely to contain shorter clips than sample #2. Although the Cog-
nitive model performed slightly worse on sample 1 than it had on the CTA data (Kap-
pa = 0.228 compared to Kappa = 0.330), the Kappa values for the machine-learned 
models were quite low for this sample (Kappa = 0.075-0.124).  

Table 2. Comparison of the models performance across the Cognitive Tutor Algebra (CTA) 
and ASSISTments datasets 

Model 
Cognitive Tutor 
Algebra (CTA) 

ASSISTments 
Sample #1 

ASSISTments 
Sample #2 

ASSISTments 
Combined 

Cognitive 
Kappa = 0.330 

A' = N/A 
Kappa = 0.228 

A' = N/A 
Kappa = 0.240 

A' = N/A 
Kappa = 0.256 

A' = N/A 

CogHybrid-PF 
Kappa = 0.477 

A' = 0.770 
Kappa = 0.075 

A' = 0.565 
Kappa = 0.285 

A' = 0.694 
Kappa = 0.248 

A' = 0.665 

CogHybrid-C 
Kappa = 0.332 

A' = 0.875 
Kappa = 0.124 

A' = 0.890 
Kappa = 0.156 

A' = 0.763 
Kappa = 0.173 

A' = 0.810 

CogHybrid-E 
Kappa = 0.457 

A' = 0.901 
Kappa = 0.121 

A' = 0.892 
Kappa = 0.246 

A' = 0.803 
Kappa = 0.235 

A' = 0.829 

 
Among the machine-learned models, Kappa performance was variable. CogHybr-

id-PF’s performance was unstable across the three data sets. Performance on sample 
#2 and the combined dataset was acceptable (Kappa  = 0.285, Kappa = 0.248), if 
lower than its performance on either of the Cognitive Tutor systems. However,  
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performance on sample #1, where the number of actions per clip most closely 
matches what is typical in ASSISTments, was low (Kappa = 0.075). CogHybrid-C 
achieved relatively poor but more stable performance across the 3 datasets (Kappa = 
0.124-0.173). Kappa results for the ensemble model, CogHybrid-E, were similar to 
CogHybrid-PF, performing more poorly on sample #1 than on the other 2 datasets. Its 
A' values were closely aligned to those of CogHybrid-C.   

The A' performance of these models (which was not calculated for the Cognitive 
model) was more promising. CogHybrid-PF’s performance, which had been low even 
on the CTA data, was particularly low for Sample #1, but other A' values were surpri-
singly high. For instance, CogHybrid-C, which was constructed by counting the num-
ber of gaming constituents (action sequences) that were present in a clip had an A' for 
Sample #1 that was higher than for CTA, and CogHybrid-E, had an A' for Sample #1 
that was nearly as high as the one it achieved for CTA. 

Although performance decreased when transferring from CTA to ASSISTments, our 
models still performed substantially above chance (Kappa = 0.075-0.256 and 
A' = 0.665-0.829). Their performance is also comparable to previous models of gaming 
the system developed specifically for the ASSISTments system. For Kappa, perfor-
mance was moderately worse than the model in [11] (0.370), but, except for CogHybr-
id-C, our models performed better than that in [7] (0.181). Likewise, one of the  
previously published gaming model for ASSISTments achieved an A' of 0.802 [11], and 
two of our machine learned models outperform that. (Note that [7] did not report A'.)  

4 Discussion and Conclusions 

This paper examines the performance of gaming the system models previously devel-
oped for Cognitive Tutor Algebra (CTA) to determine the degree to which each can 
be reliably applied to other systems without additional modifications. To this end, we 
compared the degree to which these models, which had performed well on the CTA 
data used to train them, could transfer to two other intelligent tutoring systems that 
provide similar mathematics instruction: (1) the scatterplot lesson of Cognitive Tutor 
Middle School, which shares many of the same design features as CTA and (2), AS-
SISTments, which has more design differences, but covers content that is similar to 
that provided in CTA.  

The first model we tested was developed using a cognitive task analysis to model 
expert judgments about gaming behaviors [20], while the other 3 models were devel-
oped using machine learning techniques to improve the first [21]. That is, machine 
learning was used to discover patterns in the behavioral constituents that were tacitly 
used by the expert human coders who provide the training labels for gaming detec-
tors. It was hypothesized that since all four models were developed from features that 
map to the expert’s coding process (rather than the features that were more specific to 
the learning system), they would be more likely to transfer. 

Results from our study indicate, perhaps unsurprisingly, that learning system dif-
ferences affected how well models were able to generalize. Models performed better 
when transferred to the scatterplot lesson of Cognitive Tutor Middle School, which 
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shares many design features with CTA than when transferred to ASSISTments, which 
has a more distinctive interface. It is likely that these interface differences lead stu-
dents using ASSISTments to adopt different gaming strategies than those used in the 
Cognitive Tutor platforms.  

Other results were less predictable. Our findings suggest that the machine learning 
techniques used by [21] to improve performance within CTA may not be necessary 
for the development of generalizable detectors. That is, the knowledge engineering 
model (the Cognitive model), when applied to new systems, performed as well as or 
outperformed the three machine learned models on the Kappa metric. This suggests 
that machine-learning, which optimizes a model’s performance on the system it was 
trained for, may overfit to the specific system.  

On the other hand, the results for CognitiveHybrid-E model suggests that this find-
ing warrants further research. This model—which ensembled the confidence values of 
the machine learned models produced with pattern features and with count features—
showed superior performance on the original CTA data set and performed almost as 
well as the Cognitive model on the new systems. What’s more, the strong A' perfor-
mance of the machine learned models (two of which were comparable to previously 
published models of gaming that were developed specifically for ASSISTments) also 
suggests that this method deserves further consideration. That said, the Cognitive 
model’s performance shows substantial stability across systems, an important consid-
eration, particularly for models that will be used to trigger interventions.  

Although our models transferred reasonably well to two new learning systems, 
both were designed for the tutoring of mathematics problem. The current study does 
not present evidences that these gaming detectors will transfer to mathematics tutors 
with different intervention strategies or to tutors that provide instruction in other do-
mains. Such differences are likely to trigger different gaming strategies, making this 
an important area for future research. 
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Abstract. Credit is a widely used tool to finance personal and corpo-
rate projects. The risk of default has motivated lenders to use a credit
scoring system, which helps them make more efficient decisions about
whom to extend credit. Credit scores serve as a financial user model,
and have been traditionally computed from the user’s past financial his-
tory. As a result, people without any prior financial history might be
excluded from the credit system. In this paper we present MobiScore,
an approach to build a model of the user’s financial risk from mobile
phone usage data, which previous work has shown to convey informa-
tion about e.g. personality and socioeconomic status. MobiScore could
replace traditional credit scores when no financial history is available,
providing credit access to currently excluded population sectors, or be
used as a complementary source of information to improve traditional
finance-based scores. We validate the proposed approach using real data
from a telecommunications operator and a financial institution in a Latin
American country, resulting in an accurate model of default comparable
to traditional credit scoring techniques.

1 Introduction

Credit scores are widely used in the financial sector as a way to control risk
when lending to potential credit customers. Credit scores convey information
about the ability of customers to pay back their debt or conversely to default.
Therefore, they are a key variable to build financial user models. Traditionally,
credit scores have been computed by modeling the past financial history of users.
Credit bureaus, such as Equifax or Experian, provide these scores to interested
parties by aggregating all the available financial information from customers
across different financial products and institutions.

Scores generated using the past financial history have shown to be very reli-
able. Hence, lenders prefer to focus on cross-selling to existing customers or
catering to those for whom credit history information is more readily accessi-
ble [13]. As a result, financially responsible customers could be excluded from
credit because they lack any prior financial history. These customers are referred
to as no-file or thin-file.
c© Springer International Publishing Switzerland 2015
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DOI: 10.1007/978-3-319-20267-9 16



196 J.S. Pedro et al.

While no-file or thin-file consumers are prevalent in developing economies –
the World Bank estimates that there are 2.5 billion unbanked adults who lack
access to formal financial services1 – millions of consumers today don’t receive
credit scores in developed economies either. New immigrants (only in the U.S.
there are 1.1 million working immigrants per year), recent college graduates,
people recovering from earlier financial missteps and the underbanked – individ-
uals who have a bank account but do not use it on a regular basis, accounting
for 20% of the U.S. population in 2013 2 – are also in the no-file category.

The growing need to access credit has motivated the search of alternative
sources of information that could serve as accurate proxies of traditional credit
scores to model user proneness to credit default. In this direction, a large body of
literature has studied demographic aspects and variables related to personality
and socioeconomic status that correlate with unreliable financial behavior and
lead to default. Among these characteristics we find impulsiveness, education
level or marital status [10,11].

In this paper we propose MobiScore, an approach that leverages data pas-
sively captured from the mobile phone network, i.e., patterns of mobile phone
usage, to build a user model of propensity to credit default by using supervised
machine learning methods. This concept is supported by the results of previous
studies that leverage mobile phone usage data for modeling users, such as infer-
ring personality traits or socioeconomic status [5,6,17], which have been shown
to correlate with financial behavior [9]. Given the ubiquity of mobile phones
both in developing countries and developed economies, MobiScore could help
currently excluded users in getting access to financial services such as loans or
credit cards.

The main contributions of this paper are twofold. First, we introduce MobiS-
core, a methodology to build a consumer credit default model using as input data
call detail records obtained from telecommunications companies. Second, to asses
the feasibility of the model, we conduct a large study with real credit default
data for a large population of over 60, 000 customers from a Latin American
country. This study benchmarks the performance of a traditional credit scoring
approach along with our proposed methodology. To the best of our knowledge,
this is the first work that reports results on such a large scale population.

2 Related Work

Credit scores have been extensively used in the financial industry during the
last two decades to improve customer credit collections [13]. However, research
reporting the performance of this tools is scarce due to their proprietary nature.
In this work, we focus on the particular problem of customer credit scores,
namely to predict individual risk. In this area, credit scoring techniques are based

1 http://www.worldbank.org/en/results/2013/04/02/financial-inclusion-helping-coun
tries-meet-the-needs-of-the-underbanked-and-underserved

2 https://www.fdic.gov/householdsurvey/

http://www.worldbank.org/en/results/2013/04/02/financial-inclusion-helping-countries-meet-the-needs-of-the-underbanked-and-underserved
http://www.worldbank.org/en/results/2013/04/02/financial-inclusion-helping-countries-meet-the-needs-of-the-underbanked-and-underserved
https://www.fdic.gov/householdsurvey/
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on statistical models that use different data sources that reflect user behavior,
financial or not, to determine their likelihood to default [1,3].

The most widespread way to compute credit scores uses financial and demo-
graphic data. Credit bureaus, including Equifax and Experian, or specialized
technological companies like Fico, rely on specific financial information, such as
credit history, current credit use, or ratio between credit limit and outstanding
balance. As previously discussed, these methods need access to the financial his-
tory of users, which is not always available. Hence, alternative methods to score
users that do not rely on such information have been proposed in the last few
years.

There is a vast amount of literature trying to understand the socio-economic
and behavioral factors that can be correlated with financial risk and spending
behavior, as well as with credit default. Socio-economic factors including educa-
tion, marital status, net worth, financial knowledge, and household income, as
well as several environmental factors (e.g. income or home ownership status) and
demographic factors (e.g. racial background, age, and gender) are all correlated
with financial risk [10]. Furthermore, it has been shown that personality affects
the predisposition to financial risk. For example in [11] the authors show how
impulsiveness is correlated with credit card behavior, while in [12] the authors
show that impatient people are more prone to default. Finally [2] shows how
user mobility is (inversely) correlated to default rates.

Mobile phone usage logs have been studied for modeling users and community
dynamics in a wide range of applications. For example, a framework to discover
places-of-interest from multimodal mobile phone data is described in [14], and [7]
shows that it is possible to accurately infer friendships based on observational
mobile data alone. Socio-economic status has also been inferred from mobile
phone activity data [17]. More broadly mobile data has been used to uncover
individual and collective human dynamics [4], infer gender [8] and personality [5,
6]. In [16], the authors study the interconnection between social and mobile
features and spending behavior. Our work relates with all the above in that we
model user behavior from phone usage, and in particular the user’s propensity
to default on their credit.

The use of mobile data for financial risk assessment has attracted the atten-
tion of some entrepenurial efforts, such as Cignifi3. However, a comparison is
difficult as they use a proprietary technology and the details of their approach
are unknown. To the best of our knowledge, this paper is the first to disclose the
potential of mobile phone usage data in this problem setting.

3 Dataset

In this section, we describe the dataset used in MobiScore to model the users’
financial reliability from their mobile phone usage data. This dataset combines
two main sources of information: (1) mobile phone usage logs, which we use as

3 http://www.cignifi.com/en-us/technology

http://www.cignifi.com/en-us/technology
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raw data to find behavioral patterns consistent with unreliable financial behav-
ior; and (2) financial information in the form of credit default reports, which
serves as ground truth to train user models of credit default using a supervised
learning paradigm. We obtained the data for over 60, 000 people from a Latin
American country in which both the telecommunications company and the finan-
cial institution operate. The data was completely anonymzed and stripped of all
personal information, such that it was not possible to identify any individual.
The Telco and Financial institution generated a unique user identifier applying
a common hash function unknown to us. This enabled us to anonymously merge
the two datasets. Moreover, the analysis of the data was in compliance with the
terms and confitions of data usage of that particular service.

3.1 Mobile Phone Usage Dataset

Mobile phone networks are built using a set of cell towers (BTS) which connect
phone devices within the network. Each BTS is identified by the latitude and
longitude of its geographical location. Whenever a phone in the network makes
or receives a call or uses a service (e.g. SMS, MMS), this communication event is
logged into a raw database known as Call Detail Records (CDRs). CDRs include
information about all the different aspects of the communication event: phone
lines involved in the event, type of event, timestamp, etc. BTS details are also
logged, providing a proxy of the geographical position of the user at the time of
the call (at the granularity of the area of coverage of the BTS).

From all the information contained in a CDR, MobiScore analyzes the two
most common events: calls and text messages (SMS). We extract the following
fields from the CDRs: anonymized originating and destination numbers, time
and date of the call or SMS, and an identifier of the BTS that the originating
phone was connected to when the call was placed. For calls, we also extract
their duration in seconds. Note that the dataset neither contains personally
identifiable information nor the content of the calls or the SMS.

Our CDR dataset contains three months of data from January to March 2014,
consisting of daily cell phone events from pre-paid and contract subscribers in
the Latin American country of study. The collected dataset contains over 35
million call events, and over 11 million SMS events, with an average of around
12 million calls and 3.5 million text messages per month.

3.2 Financial Dataset

Lenders normally report payments in arrears to credit bureaus on a monthly
basis. Two payments in arrears, i.e. 30 days past due, is the first level reported to
bureaus, as dictated by the Fair Credit Reporting Act.4 We collected such records
for a credit card offered by a financial institution operating in the considered
Latin American country. The dataset of customers in arrears was collected for a
period of 15 months, from January 2013 to March 2014. For each customer we

4 http://www.ftc.gov/os/statutes/fcradoc.pdf

http://www.ftc.gov/os/statutes/fcradoc.pdf
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obtained a monthly record stating the amount of pending balance and the days
in arrears of payment.

Customers are considered to be in default only when the lender deems their
pending balance to be uncollectible; the exact number of days for this condition
to hold depends on the financial product, the lending institution and the legal
framework of the country where the institution operates. In the context of this
paper we consider two definitions of customers in default that are common in the
literature: customers who are more than 30 days in arrears (Default @30 ), and
customers who are more than 90 days in arrears (Default @90 ). Using the afore-
mentioned reports, we could determine whether each customer was in default
for any of the two definitions used.

4 Methodology

We pose the credit scoring problem as a binary classification task, which we
model using a supervised learning strategy. For each potential credit customer,
we intend to model a score P which can be interpreted as the probability of
default. Customers are represented in a feature space that captures different
orthogonal aspects of their use of the phone, which we expect to convey behav-
ioral information with discriminative power in this problem setting.

4.1 Feature Extraction

In Sec. 2, we introduced previous research focused on identifying correlations
between financial risk and user socioeconomic status, personality and demo-
graphic factors among others. We follow this line of work to extract from the
CDRs a set of features of mobile phone usage that convey user behavioral
information related to financial risk. Furthermore, we take advantage of addi-
tional information collected by the telecommunications company about their
customers, known as Customer Relationship Management (CRM), to extract
demographics and socioeconomic features.

CDR Features. CDRs amass all the communication actions carried out by
customers, and therefore has great potential as a source of information for user
modeling. We are especially interested in studying traits of personality and spe-
cific behaviors of stationary nature, as to discern which of those could lead to
credit default with higher probability. Previous literature has found such correla-
tion in subjects with impulsive behavior or with more impatient personalities. In
our context, we do not count with such high level information about users, but
previous work on analyzing phone logs encourages us to think that we can find
such correlations also in features extracted from CDRs. In order to be as compre-
hensive as possible, we study CDR logs across three complementary dimensions:
consumption, mobility and social network. A detailed list of the CDR-based
features is shown in Table 1.
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Consumption features are related to the amount of use of the communications
network, and provide a high level view of the access frequency for different
communication methods, both calls and SMS. We compute the above features
for different temporal partitions: by day of the week (weekdays vs weekends),
and by time of the day (office hours, 9am to 6pm, vs evenings). This slicing of
the temporal dimension in four partitions (or time windows) allows to profile
users at different significant moments, helping to generate a more holistic view
of their phone usage. Furthermore, since mobile communications are intrinsically
directional, some features are subdivided in incoming (received by the user) or
outgoing (originated by the user).

?Social network features focus on capturing information about the charac-
teristics of the graph of connections between customers, which could convey
information about empathy and other social-related traits of personality. We
include in these features the number of unique correspondents in incoming and
outgoing calls/SMS (i.e. in and out degrees) and the in/out degree variation
between between temporal windows as defined above (delta degrees).

Finally, mobility features capture mobility patterns of customers in their
everyday life inferred from the position of the BTS the users connected to.
Radius of gyration is computed as the minimum radius that encompasses all
the locations (BTS) visited by a user daily. Distance traveled adds the distance
traveled to visit all the BTS connected every day. Popular antennas is computed
as the number of BTS connected to account for 66% of the communications
activity, serving also as a proxy of mobility.

We also include the number of events that are reciprocated. An event is
marked as reciprocated if the current customer A calls (or texts) another cus-
tomer B within one hour from an incoming call (text) from customer B. Recipro-
cated events such as calls or SMSs are used in the mobile data analysis literature
as an evidence of the existence of strong ties between users [15]. While a single
call between two individuals may not carry much information, reciprocated calls
between two users indicate some degree of relationship (work, family, or other),
helping us to better characterize the user’s social interactions.

Moreover, we extract regularity features by computing Shannon’s entropy for
variables related to calls, messaging, and mobility. Communication time entropy
measures the regularity of customers regarding the time window used to contact
individual interlocutors. We consider the multinomial distribution of events over
the temporal dimension for each customer and unique interlocutor. That is, for
every customer i and interlocutor j, their communications time entropy is:

Hij(X) = −
∑

x∈V

p(x)log(p(x)) (1)

where X is a discrete random variable taking values from the set V (every one
of the four temporal partitions), and p(x) is its probability mass function (the
fraction of times user i contacted user j in the given time window x). The final
entropy is computed as the mean value Hij(X) for all interlocutors of i.

Communication entropy measures how regular a user is with respect to the
interlocutors (s)he has contacted. Using the formulation of Eq 1, V would refer
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to the complete set of interlocutors of i, and p(X) to the probability that i
calls/texts this particular interlocutor x (relative frequency w.r.t. the rest of
interlocutors). Similarly, mobility entropy is computed by considering the fraction
of calls made from every BTS in the set of popular antennas.5

Customer Relation Management (CRM) Features. In addition to usage
logs, telecommunication companies collect additional information related to their
customers, typically stored in Customer Relation Management or CRM logs.
For instance, demographic information (age, gender) is required for signing the
contract of specific products. Socioeconomic information is inferred from the
customers home address, required for landlines. Additional data related to
socioeconomic status can be extracted from the type and number of products
owned by the customer, as well as data related to the devices used (e.g. brand of
phone). We collected some of this CRM information and use it both as a stan-
dalone dataset to predict financial risk and to complement the CDR features. A
detailed list of the CRM features used is presented in Table 2.

Table 1. Event log features

Consumption features
By time window and direction
Daily call (SMS) events
Daily duration of call events
Daily time between consecutive call (SMS) events
Daily time between consecutive events (either call or SMS)

Global
Communications time entropy
Communications entropy

Social network features
Number of unique call (SMS) correspondents
Call (SMS) delta degrees
Number of reciprocated call (SMS) events
Fraction of reciprocated call (SMS) events
Median of time between reciprocated call (SMS) events

Mobility features
Radius of gyration
Distance traveled
Popular antennas
Popular antennas entropy

Table 2. CRM Features

Product features
Device brand
Device operating system
Device type
Line type
Line status
Line quantity
Late payments
Month elapsed since activation

Socioeconomic features
Age
Gender
Estimated customer income
High risk ZIP code
Regional area code

4.2 Model Building

We use supervised learning for building user credit score models. To this end,
we represent users in the presented feature space, which we extract from the
CDRs in the period January 2014 to March 2014. Our financial information for
this population predates these CDRs for the most part, as it goes from January
2013 to March 2014. As we are interested in stationary personality traits and
behavior, we use the following methodology to generate the ground truth.
5 SMS were not associated with a BTS in our dataset.
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We consider only customers that activated their card during the period Jan-
uary 2013 to March 2014 (our range of financial reports). Given that the prob-
ability of default at a time greater than T is P (t > T ) = 1 for a sufficiently
large T , we decided to consider the same period of maturity for all customers.
That is, we study the credit default during the first M months since customers
activate their card. We use two different values for M depending on the default
definition. For the Default @30 scenario, we assign M = 7. That is, we observe
the customers’ default history up to the beginning of their seventh month of
card use, resulting in six full months of observations. For Default @90, we assign
M = 9, which gives users six full months to default so that their debt at 90 days
is observable at the beginning of the ninth month. In both scenarios, we label
users that defaulted at any point during the first M months as positive samples,
disregarding later payments that would have cleared their default status.

To give an example, customers that activated their card during March 2013
(Month 0) are observed during the next six months, April to September, and
their default status is obtained from the financial reports in October (Month 7)
for the Default @30 scenario. In the Default @90, the same procedure is followed,
but the observation period goes from April to November, and the default status
is obtained from the financial reports in December (Month 9). Analogously,
customers that activated their card during April 2013 will have their default
evaluated in November or January, depending on the default definition.

Observing default status after a fixed interval since the credit is granted is a
common methodology used by financial institutions to measure the performance
of their scores. We fixed the observation interval at 6 months as it provides the
best trade-off between the number of subjects and the interval duration given
the characteristics of our dataset. Using this setup, we were able to train the
model using all the customers that activated their card by August 2013 (Default
@30) or June 2013 (Default @90). Although the CDR data used for part of
the population post-dates the used ground truth, we believe that the stationary
nature of the behavioral and personality features sought by our method should
not experience noticeable variations.

We tried three different classification methods to compare their performance
in this specific problem setting: L2-regularized logistic regression (LR), linear
Support Vector Machines (SVM), and Gradient Boosted Trees (GBT). We tune
the hyper-parameters automatically using a grid-search strategy over a validation
set extracted from the training collection. We use fivefold cross validation to
predict the customers in default for the whole dataset, where the evaluated fold
in each step is not used during the training phase at any point.

5 Experimental Results

In this section we report the experimental results obtained by MobiScore for the
credit card default inference task. We considered the following different config-
urations of the input data and ground truth:
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Feature sets. We use three different feature representations of mobile phone
behavior: features extracted from CDR only, from CRM only, and from
both (CDR+CRM). The goal of this partition is twofold. First we want to
determine the financial risk modeling power of the different data sources con-
sidered. Second, we want to understand the performance of CDR features,
which capture behavioral information, when compared with the higher level
socioeconomic and demographic CRM features. To the best of our knowl-
edge, our analysis is the first study to assess the value of CDRs –particularly
when compared to CRM information– to build a model of the user’s financial
risk.

Time dimension. We use three different time windows of CDRs: two weeks,
one month and three months. The goal is to study the effect in classification
performance of observing mobile data for longer time periods. We consider
CRM features to be invariant during the period considered, so this dimension
has no effect on them. Two weeks is the minimum amount of data needed to
obtain meaningful results given the user activity levels in our CDR data. Con-
versely, three months is the maximum amount of data that was available in this
dataset.

Default definition. We use two default definitions which are common in the
financial domain, as described in Sec. 3: Default @30, and Default @90. Default
@30 includes all customers with six or more months of credit card use (only the
first six are used to generate their ground truth). This subset had � 55, 000 users,
with a positive sample rate of 19.6%. Default @90 considers customers with nine
or more months of credit card use. This subset of the population accounted for
� 30, 000 users, with a lower 12.7% rate of positive samples.

Given the unbalanced nature of the ground truth, we used the following
two metrics to evaluate classification performance: Average Precision, which
refers to the area under the precision-recall curve, and AUCROC, which refers
to the area under the Receiver Operating Characteristic curve and provides
information about the ability of the trained models to rank users according to
their probability of default. Ranking customers allows to cluster them in dif-
ferent risk groups (e.g. low risk, medium risk, high risk) and make different
decisions for each group. For example, lower interest rates could be applied
to the low risk group given their increased financial reliability. For this rea-
son, AUCROC is a commonly used performance metric in the credit scoring
literature [18].

We also had access to the credit scores provided by a major Credit Bureau
agency for our population. Credit Bureaus use proprietary methods and data
sources to compute credit scores, which are unknown to us. These scores are
commercially available, and were provided to us by the financial partner in this
study. We used this information as a baseline to benchmark the performance
of the proposed approach given that this is the information used today as the
state-of-the-art.
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Table 3. Classification performance (AUCROC) as a function of the CDR time window
considered

CDR CDR+SMS
2 weeks 1 month 3 months 2 weeks 1 month 3 months

GBT 63.0 64.5 67.5 68.5 69.4 71.6
@30 LR 62.2 64.0 66.4 67.6 68.8 70.7

SVM 62.1 63.9 66.7 67.9 68.8 70.6
GBT 63.1 64.4 67.5 70.2 70.8 72.5

@90 LR 62.4 64.5 67.4 68.7 70.5 72.1
SVM 63.1 64.1 67.2 69.7 70.3 72.1

In Table 3 we present the classification results for the AUCROC metric,
focusing on the two CDR-based feature representations. First, we observe that
longer observation periods are consistent with better performance. Our dataset
contains a monthly average number of � 200 calls made/received and � 65 SMS
messages sent/received per customer. When using longer periods of CDRs we
get access to a larger amount of user activity, fostering the discovery of behav-
ioral patterns and hence yielding better performance. Second, the Default @90
scenario consistently achieves better performance than Default @30 ; the latter
corresponds to a riskier financial profile that is expected to be consistent with
behavioral traits that would be more prominently captured in the CDRs. Finally,
we observe that the GBT classification approach consistently outperforms both
logistic regression and SVMs in the given classification task. This is explained by
the higher degree of complexity and flexibility of boosted trees ensembles, which
produce non-linear models composed of thousands of weak predictors. Ensem-
bles have been shown to outperform single models in many contexts, including
financial modeling problems [18].

We also study the inference power of each feature representation. In partic-
ular, we compare the performance of the CDR-based feature representations to
two static baselines: CRM-features, and Bureau data. For this comparison, we
select the best performing configuration of CDR-based models (GBT classifier
using 3 months of CDR data). The results of this comparison for the average
precision and AUCROC metrics are shown in Fig. 1.

We observe that CDR-based features provide the highest discriminative
power. Interestingly, CDR (alone) and CRM are similarly discriminative. This
result suggests that the aspects of human behavior that can be inferred from
mobile phone data (i.e. mobility, consumption and social variables) serve to
model financial risk with similar performance as the socioeconomic and demo-
graphic variables included in the CRM. It is also worth mentioning that the
combination of CDR and CRM increases performance noticeably for all metrics
considered, which suggests that the information conveyed by these two sources of
data is complementary. Moreover, all the scoring models built from mobile phone
data outperform the Credit Bureau score by a large margin, supporting the valid-
ity of MobiScore as an alternative to traditional credit scoring approaches.
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Fig. 1. Classification performance (Average Precision and AUCROC) of CDR-based
representations compared to CRM and Credit Bureau baselines

6 Conclusions and Future Work

In this paper we have presented MobiScore, a novel approach to compute credit
scores from mobile phone activity data. Standard approaches use prevalently past
financial history, and therefore cannot be applied to users with no (or limited)
financial history. We carried out experiments with a large-scale population and
show that MobiScore achieves better performance when compared to current
techniques used by Credit Bureaus. Moreover, even a limited time window of two
weeks of mobile phone data can be enough to generate a reliable score. Overall,
these results provide strong evidence that mobile phone data is a reliable signal
of a person’s financial risk.

MobiScore has the main advantage of leveraging passively collected data
from the mobile network infrastructure and having wider applicability than tra-
ditional credit scores since it only requires the use of mobile phone, which most
of the world population has access to. The mobile phone has become such an
integral part of our lives that behavioral data captured with it adds informative
value to a variety of applications, included the one proposed in this paper. The
most important implication of the presented study is the opportunity MobiScore
brings to enable access to credits and loans to the millions of thin-file individuals.

In the future, we plan to investigate in detail the discriminative power of the
different features used in our experiments. Further, we are interested in assessing
how our model changes as a function of the geographical areas and financial
products analyzed. An additional interesting aspect, common to any project
dealing with human behavioral data, is addressing any potential privacy concerns
and data protection laws compliance. A straightforward way in which our model
can be implemented and provided to users is through an opt-in mechanism,
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where the user gives to the mobile operator explicit consent to use mobile data
to generate and provide the credit score. We plan to experimentally evaluate the
attractiveness of such a system in future research.
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Abstract. This paper explores the initial investigation of six recommendation 
algorithms for deployment in SAS® Curriculum Pathways®, an online reposito-
ry which houses over 1250 educational resources. The proposed approaches 
stem from three basic strategies: recommendations based on resource metadata, 
user behavior, and alignment to academic standards. An evaluation from subject 
experts suggests that usage-based recommendations are best aligned with teach-
er needs, though there are interesting domain interactions that suggest the need 
for continued investigation. 

Keywords: Recommender systems · Learning object repository · Technology 
enhanced learning 

1 Introduction 

The majority of U.S. states are experiencing shrinking education budgets [1], yet edu-
cators are highly encouraged to integrate technology into daily lessons. As a result, 
many teachers are turning to free or open-source supplements to instruction (e.g., 
Khan Academy, MIT OpenCourseWare) as a viable solution [2]. The high demand in 
this area is leading to an increase in the number of open educational resources (OER). 
While this increase can be a benefit for the community, it brings many challenges for 
users, such as selecting the most beneficial resources from the many available  
options. It is difficult for users to read all the information about each resource and 
then select the appropriate ones for their studies at school. Search engines have been 
commonly used to search the materials that meet the users' needs. In practice, search 
engines are not effective for this task, and many new users are not satisfied with the 
quality of the search results. This situations leads to many issues, such as users spend-
ing increased time searching for resources to meet their personal needs and possibly 
leaving the system if they are unable to find appropriate resources, even though they 
may exist. Alternatively, if a preferred resource is located, it can be difficult to eva-
luate effectiveness and quality or find additional, similar resources [3]. 

Recommender systems provide methods to consider vast amounts of information in 
order to suggest alternatives to users that better align with their interests. Using re-
source metadata or historical information from other users with similar interests and 
backgrounds as a starting point, recommender systems serve to narrow the scope of 
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search in many cases. This approach not only saves time, but also ensures educators 
and students find high-quality resources that might otherwise go undiscovered.  

In this paper, we explore six approaches for generating recommendations in the 
learning object repository, SAS® Curriculum Pathways®. The approaches use three 
different data sources: expert-generated metadata, state standards alignment, and 
usage behavior. Domain and product experts evaluated the quality of generated rec-
ommendations, and the results of the evaluations point to several directions for future 
investigation. 

2 Background 

In recent years, we have seen a surge in the development of learning object repositories 
[2], [4]. Such repositories aim to provide students around the world access to  
high-quality educational resources (e.g., videos, interactivities, documents, data sets) 
regardless of location or socioeconomic status [5]. However, the surge has also made it 
difficult for educators and students to navigate the sea of resources and evaluate quality 
at a glance [3]. Manouselis and colleagues [4] identify two primary issues: 1) “the prob-
lem of overwhelming numbers of on-topic items (ones which would be all selected by a 
keyword filter),” and 2) “the problem of filtering non-text items” as interactive learning 
tools may not have associated documents or scripts. Recommender systems, similar to 
those widely present in the retail market [6], have proven to be a viable solution to this 
problem. The most common installments of recommender systems in education, as in 
most applications, generate recommendations based either on user preferences (colla-
borative methods), or using only item data (content-based methods) [4]. 

Usage-based approaches such as collaborative filtering “use the known preferences 
of a group of users to predict the unknown preferences of a new user; recommenda-
tions for the new users are based on these predictions” [7]. User preferences can be 
explicit using ratings or ‘likes’, or implicit such as visits or purchases. They offer 
advantages over content-based approaches by focusing on the real patterns of actual 
users to make assumptions about future patterns of behavior. In an educational con-
text, this allows us to capitalize on the expertise of a large network of educators who 
are navigating the repositories. When a trustworthy user population is present [8], 
usage-based approaches have proven to be a successful and popular model [9, 10, 11] 

However, in some cases, user-preference recommendations are not appropriate as 
they suffer from certain limitations [4]. First, the sparsity problem arises when a data 
set lacks adequate information about a particular item. For example, a resource might 
have low usage or no ratings only because it has not been discovered by the user pop-
ulation; however, this should not imply the resource is low-quality or unrelated to 
other resources. Similar effects are seen when new resources added to a repository or 
when new users lacking an established preference profile search the system. The re-
liance on an established user network can also hinder the scalability of the system to 
other populations [8].  

Content-based approaches rely on the similarity between items to generate recom-
mendations. While such algorithms are often a more simplified version of those  
described above, there are notable advantages in some cases. Instead of building an 
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explicit model, recommendations are based on similarity between two items based on 
some set of specific attributes (e.g., metadata, academic standards alignment). Con-
tent-based systems may rely on human-generated information (e.g. titles, descriptions, 
keywords) or resource content (e.g. document text, data). Such manifestations com-
pensate for limitations of user-based systems in terms of scalability and real-time 
performance. These systems may rely on the actual content of learning objects, such 
as document text or scripts [12], or may use a structured ontology of the underlying 
domain concepts [13, 14] that is unique to educational contexts. 

Given the variety of possible approaches to recommendations of learning objects, 
the purpose of this work is to examine the performance of several approaches within a 
specific repository, SAS Curriculum Pathways.  

3 SAS Curriculum Pathways 

Available at no cost, SAS® Curriculum Pathways® provides interactive, standards-
based resources in the core disciplines (English language arts, mathematics, science, 
social studies, and Spanish). Resources range from simulation-style tools to full-
length lessons, so educators can use resources to accommodate a variety of applica-
tions. SAS Curriculum Pathways provides learner-centered activities with measurable 
outcomes and targets higher-order thinking skills. In order to provide educators high-
quality resources in an era of budget cuts and minimal funding, SAS Curriculum 
Pathways has been available at no cost since 2008. At present, more than 275,000 
users in more than 50,000 schools are actively using SAS Curriculum Pathways as 
part of their classroom instruction. 

Presently, users can find resources of interest by browsing subject areas (e.g., Eng-
lish language arts, mathematics) or through a search option. Searching matches text 
from resource metadata (e.g., title, keywords, description) and, when available, will 
search resource content and lesson guides as well. Both search and browsing results 
are displayed by grouping resource activity type (e.g., web lesson, interactive tool, 
inquiry lesson) and new resources are promoted to the top of the list. Specific subject, 
resource type, and grade level can further filter results. Currently, there is no functio-
nality to surface resources based on personalized interest. 

Personalization and recommendations are desired to support the potential of future 
functionality. First, a new user home page could list recommended resources based on 
that user’s prior interaction within the repository. Second, each resource could pro-
vide a list of related and recommended resources that may be of interest to users who 
are viewing or using that resource. Finally, targeted email campaigns could encourage 
users to explore unseen resources by suggesting personalized recommendations. 

3.1 Data Sources 

Three data sources are used for this investigation. The recommendations based on 
user activity utilized a corpus of teacher interaction data with SAS Curriculum Path-
ways from the past 5 years (August 2008 - August 2013). After removing data from 
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users who do not identify themselves as teachers, the corpus included data from 
67,738 users. In total this corpus represents 4.9 million interactive sessions and obser-
vations with over 10.4 million resource hits. This data was transformed into a binary 
user-item matrix indicating if a user had accessed a particular resource during the 5-
year time span.  

The recommendations based on resource metadata used the developer provided 
keywords and descriptions for each of the 1,242 resources in the corpus. Descriptions 
contained an average of 51.2 words and described the activity and content of the re-
source. These descriptions are surfaced to the user to aid them in selecting activities. 
Resources were associated with an average of 9.8 keywords, which are primarily used 
to facilitate search functionality and are not surfaced to the user. 

Finally, the corpus based on state standards alignment1 is based on expert evalua-
tion of how the content of each resource aligns to specific state standards. In this case 
we focus on the standards alignments of two states. North Carolina state standards as 
this is the state with the largest overall usage. Texas state standards were also selected 
for comparison as this state has the fastest growing usage of Curriculum Pathways. 
The data was transformed to a binary standards-resource matrix indicating if a re-
source was aligned to that standard. In total 656 standards were included in the North 
Carolina dataset and 1408 standards were included in the Texas dataset.  

4 Recommendation Approaches 

In total, six approaches were explored using the three corpora. Data modeling was 
done using SAS® Enterprise Miner®.  SAS Enterprise Miner streamlines the data 
mining process to create highly accurate predictive and descriptive models using 
graphical process flow diagrams. The process flow diagrams serve as self-
documenting templates that can be updated easily or applied to new problems without 
starting over from scratch. In addition to process flow diagrams, Enterprise Miner 
provides a programming interface for advanced users.  

The first two approaches were based on expert-generated metadata of learning ob-
ject keywords (MD-KEY) and descriptions (MD-DES). This text was first processed 
using Enterprise Miner Text Analytics to identify text topics. The text topic procedure 
identifies terms that are strongly associated within the corpus. The procedure requires 
a maximum of text topic to identify, which was set to 50 for this analysis. The result-
ing data set is a topic frequency matrix, which indicates how frequently the text fell 
into one of the identified topics. We then select the most similar resources for recom-
mendation using a nearest neighbor approach from the topics.  

Two approaches stem from the binary user-item matrix of resources visited. The 
first is based on the co-occurrence (UB-CO) of resources visits for a particular user. 
The value of co-occur(s→r) is calculated as the proportion of users of resource s, who 
 

                                                           
1 Standards Database and Alignment System by Academic Benchmarks. Copyright © 

Academic Benchmarks. Cincinnati, Ohio, USA. All rights reserved. 
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Table 1. Text Topic Results  

 Terms in 
Topic 

Resources 
Covered 

Example Topics 

Keyword M = 46.6 
SD = 23.2 

M = 73.2 
SD = 23.5 

Topic 1 (131 res): algebra, function, graph, polynomial… 
Topic 15 (75 res): physics, acceleration, motion, velocity, 
energy… 
Topic 32 (47 res): drama, shakespeare, play, tragedy… 

Description M = 79.7 
SD = 29.3 

M = 78.8 
SD = 37.0 

Topic 1 (175 res): information, resource, historical, history, 
event… 
Topic 18 (83 res): coordinate, graph, line, plane… 
Topic 22 (68 res): lab, virtual, simulation, observation… 

 
also used resource r. This value (Equation 1) was calculated for all pairs of resources. 
The recommendations for s are the resources that generate the highest value of co-
occur(s→r).  The next approach (UB-NOR) extends this by normalizing over the 
base rate of use of each potentially recommended resource r (Equation 2). This is 
important since some resource are significantly more heavily used than others. For 
example, the top resource Writing Reviser, made up 7% of the total usage across the 5 
year collection. The value of norm(s→r) was also calculated for all pairs of resources, 
and the recommendations were chosen based on the highest values.  

The standards-items matrices from North Carolina and Texas were used for the last 
two recommendation approaches, (ST-NC and ST-TX). Because of the sparse data set 
principle components analysis was used to reduce the dimensionality of the data. Us-
ing Enterprise Miner, a maximum of 20 components was selected. For the North Car-
olina standards, this accounted for 31% of the variance, while the reduction accounted 
for only 23% of the variance among the Texas standards. After reduction, nearest 
neighbors were used to form recommendations. 

5 Evaluation 

Five domain experts were selected to conduct an initial evaluation, one representing 
each of the five disciplines covered by SAS Curriculum Pathways resources. Each 
expert has subject-specific teaching experience and familiarity with the SAS Curricu-
lum Pathways platform. Recommendations were generated for 20 randomly selected 
resources from within each discipline (100 total). The top recommendation from each 
approach was provided for each of the resources, resulting in 600 total recommenda-
tion pairs. The pairs were randomly ordered and presented to the evaluators with no 
indication of which approach was used to generate the recommendation. Evaluators 
were asked to rate each recommendation using the following guidelines: 

      |  || |      (1)          
| || |        (2) 
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• Great Recommendation (1) – “Yes, I believe a teacher who used this resource be-
ing interested in the recommendation.” 

• Could be Relevant (0.5) – “I probably would not have made this recommendation, 
but a teacher who used this resource might be interested in the recommendation.” 

• Not at all Relevant (0) – “This is completely unrelated. It is very unlikely that a 
teacher who used this resource would be interested in the recommendation.” 

In total, 42% of recommendation pairs were rated as a ‘Great Recommendation’, 
27% were rated as ‘Could be Relevant’, and 30% were rated as ‘Not Relevant’. Using 
the quantitative scores, a factorial ANOVA was run to identify significant main and 
interaction effects by recommendation approach and domain. The ANOVA yielded a 
significant main effect for approach, F(5, 570) = 7.90, p < 0.001. Post-hoc comparisons 
with Tukey correction indicated that the normalized usage approach (UB-NOR) had 
the highest performance with an average score of 0.73 (SD = 0.37). Comparing across 
all approaches, UB-NOR > (UB-CO, MD-KEY, ST-NC) > (MD-DES, ST-TX). The 
least effective approaches were those generated from descriptions and Texas stan-
dards, with average scores of 0.46 (SD = 0.42) and 0.45 (SD = 0.44), respectively. 
These results indicate that usage-based approaches were more successful at generat-
ing acceptable recommendations. This may be because usage behavior reflects actual 
classroom practices more accurately than expert-generated metadata. 

The factorial also revealed a significant main effect for domain, F(4,570) = 18.7, p < 
0.001. Science recommendations had the highest score (M = 0.75, SD = 0.40), with 
Spanish having the lowest (M = 0.35, SD = 0.37). Post-hoc comparisons with Tukey 
correction indicated (science, English language arts) > (math, social studies) > Spanish. 
To some degree, these results could be explained by the nature of certain domains. 
Math, social studies, and Spanish curricula generally follow a linear path and these areas 
are typically more additive over time. On the other hand, science and English language 
arts subject matter is typically less strictly ordered allowing educators more flexibility in 

  

Fig. 1. Performance score average and by discipline 
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selecting resources. For example, a resource on reading African American poetry is 
likely to be seen as relevant to a resource on strategies for reading poetry about sports; 
although, the two resources would likely not be taught in succession. However, a social 
studies resource on Franklin D. Roosevelt and the New Deal might not be such a good 
recommendation for a resource about Lincoln and the abolition of slavery even though 
both concern monumental Presidential legislation and policy. 

The factorial ANOVA also indicated significant interaction effect, F(20,570) = 2.37, 
p < 0.001. For example, for every discipline except for Spanish, NC standards based 
recommendations outperformed those from Texas. For Spanish resources, Texas rec-
ommendations were rated much higher (M = 0.38, SD = 0.39) than those from North 
Carolina (M = 0.13, SD = 0.20). Perhaps the Texas state standards are more robust for 
foreign language learning. Additionally, for both English language arts and science 
metadata driven recommendations performed similarly to those based on usage  
behaviors. However, for social studies and math, usage behaviors did a better job at 
selecting appropriate recommendations. This highlights the possibility that different 
curricular structures (e.g. linear and additive vs. topic based) may require different 
methods of recommendation generation, and motivates further investigation. 

6 Discussion 

This work explored six approaches to generating recommendations for a learning 
object repository. These approaches stemmed from user behavior, expert generated 
metadata, and academic standard alignment. The top performing approach was based 
on normalized user agreement of resource pairs. This approach generated excellent 
recommendations 61% of the time and acceptable recommendations 23% of the time. 
Three other approaches from each of the data sources also show promise in providing 
appropriate recommendations of learning objects 

Though the results are promising, there are several limitations to this work. First, the 
user behavior data relied on implicit estimates of value. We know only that users 
opened a learning object and not what value was attributed. A user may have viewed the 
resource and found that it was not what they were looking for. Better measures of user 
preference might include ratings, or whether the user assigned the resource to students. 
The metadata-based recommendations relied on keywords and descriptions provided by 
subject matter experts who contributed to the development of the resource. Consequent-
ly, the quality of recommendations is dependent upon the quality of the metadata that 
was provided. It may be the case that different disciplines have terms and activities that 
make them more difficult to align using the approaches explored here. The recommen-
dations based upon standards alignment are similarly affected. States may have stan-
dards that are more or less robust for different areas of the curriculum. The specificity of 
these standards impacts how resources are aligned and consequently how resources can 
be recommended. Finally, each recommendation pair was evaluated by a single expert 
and domain differences could be biased by individual judgment. 

These limitations point to many areas for future work. First will be further explora-
tion of more sophisticated algorithms, such as exploring different distance functions 



 Where to Next? A Comparison of Recommendation Strategies for Navigating 215 

for the recommendations based on nearest neighbors. It may also be interesting to 
explore ensemble methods for combining the multiple data sources for generating 
recommendations. Another important investigation that has not been explored is 
whether recommendations to students should differ from those given to teachers. 
Student accounts are a recent addition to SAS Curriculum Pathways so there is not as 
much data on their behavior compared to that of teacher users. Consequently, this 
investigation is expected to be ongoing as student users become more prevalent.  

After increased exploration, the top approaches will be deployed to allow user 
evaluation before a final recommender system is deployed in the main repository. 
Recommendation quality will be based on how many users access the resources rec-
ommended to them. The top approaches are expected to be considered for a future 
version of the product along with the addition of allowing teachers to rate the quality 
of resources. Integrations with live recommendations and user ratings will allow for 
more sophisticated understanding of user interactions with the recommender system 
and provide increased data to drive future explorations. 
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Abstract. Recent years have seen a growing interest in the role that student 
drawing can play in learning. Because drawing has been shown to contribute to 
students’ learning and increase their engagement, developing student models to 
dynamically support drawing holds significant promise. To this end, we intro-
duce diagrammatic student models, which reason about students’ drawing tra-
jectories to generate a series of predictions about their conceptual knowledge 
based on their evolving sketches. The diagrammatic student modeling frame-
work utilizes deep learning, a family of machine learning methods based on a 
deep neural network architecture, to reason about sequences of student drawing 
actions encoded with temporal and topological features. An evaluation of the 
deep-learning-based diagrammatic student models suggests that it can predict 
student performance more accurately and earlier than competitive baseline ap-
proaches. 

Keywords: Student modeling · Intelligent tutoring systems · Deep learning 

1 Introduction 

Diagrams and drawing are fundamental to science learning and understanding. From 
primary through post-secondary education, students use drawings and graphical re-
presentations to make sense of complex systems and as a tool to organize and com-
municate their ideas to others. Studies have shown that learning strategies centered on 
learner-generated drawings can produce effective learning outcomes, such as improv-
ing science text comprehension and student affect, facilitating the writing process, and 
improving the acquisition of content knowledge [1] .  

Unlike the well studied areas of how people learn from writing text, viewing graph-
ics, and reading, relatively little is known about how generating drawings affects learn-
ing. The benefits of drawing arise from actively involving learners in the cognitive 
processes of selecting, organizing, and integrating the information they have been pre-
sented, while also requiring both essential and generative processing to mentally con-
nect multiple representations [2]. The benefits of learner-generated drawing are  
best realized through supports that constrain and structure the drawing activity [3]. The 
act of generating a visual representation can be a cognitively demanding task and, as 
such, requires scaffolds to guard against excessive and extraneous cognitive load [4]. 
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Examples of effective scaffolds for drawing include providing symbolic drawing ele-
ments, guided questioning, and targeted drawing prompts [5].  

Intelligent tutoring systems (ITSs) offer a promising approach to addressing the 
complexity of scaffolding and assessing students’ drawing activities. A key feature of 
many ITSs is the ability to leverage student models that assess knowledge and skills 
from observed learning activities and support learning based on the predicted compe-
tency level in real-time. In this paper, we introduce diagrammatic student models that 
are designed to reason about students’ drawing trajectories to generate a series of 
predictions about their conceptual knowledge based on their evolving sketches. The 
diagrammatic student modeling framework utilizes deep learning, a family of ma-
chine learning methods based on a deep neural network architecture, to reason about 
sequences of student drawing actions encoded with temporal and topological features. 
As students draw, an effective diagrammatic student model should be able to not only 
predict student knowledge but also to weight the contributions of individual drawing 
actions toward the goal of the sketching activity, as well as monitor student drawing 
time and efficiency.  

To explore diagrammatic student modeling, we have developed a diagrammatic 
student model for a tablet-based learning environment designed for elementary school 
science education. In an evaluation, the deep-learning-based diagrammatic student 
model was compared against multiple baseline models using an annotated corpus  
of elementary student science drawings. The evaluation shows that the deep-learning-
based diagrammatic student model predicts student drawing performance more  
accurately than baseline models, as well as requires fewer actions to converge on the 
correct prediction. 

This paper is structured as follows. Section 2 discusses related work on analyzing 
student drawing and predicting student performance. Section 3 describes the tablet-
based learning environment that was used to collect the drawing dataset of symbolic 
sketches from elementary students. Section 4 presents the diagrammatic student mod-
eling framework used for the predictive modeling task as well as the stacked autoen-
coder pre-training technique used in deep learning. Section 5 describes an evaluation 
of the system compared to other predictive models. 

2 Related Work 

Research on student modeling has explored a variety of computational frameworks. 
Several families of models perform a running estimate of students’ skills and know-
ledge based on their previous performance across multiple problems, including tech-
niques such as Bayesian knowledge tracing [6] and performance factor analysis [7].  
Sabourin et al. combined differential sequence mining with a dynamic Bayesian net-
work to perform early prediction of students’ self-regulated learning behaviors in an 
educational game [8]. Chi et al. used reinforcement learning to identify features from 
student-tutor interactions and induce pedagogical strategies [9]. Other systems have 
explored features based on analysis of trace logs to predict transfer of inquiry skill 
[10], predict gaming the system behaviors [11], and predict user goals [12]. Similar to 
the techniques used in this work, a deep learning technique leveraging denoising  
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autoencoders has been used to accurately identify intermediate player goals in an 
open-ended science mystery game [13]. The approach presented here utilizes deep 
learning techniques on the problem of modeling students drawing activities.  

Outside of the student modeling community, several efforts have made significant 
progress on machine understanding of student drawing artifacts. Mechanix uses free-
hand sketch recognition capabilities to convert student statics drawings into free-body 
equations that the system can then compare to a target solution and provide basic 
forms of feedback [14]. Van Joolingen et al.’s SimSketch system merges free-hand 
sketching with modeling and simulation of science phenomena by segmenting the 
drawing into distinct objects that are then annotated by the user with a variety of be-
haviors, attributes, and labels [15]. Students can then run a simulation based on their 
drawing and see the results before revising their sketch. SimSketch has been eva-
luated in a planetarium setting and been shown to be both a useable and engaging 
system for visitors. Researchers have also investigated CogSketch, an open-domain 
sketch understanding engine, to compare the drawings of expert and novice users to 
analyze differences in final drawings, as well as differences in the way the drawings 
are created [16]. 

3 The LEONARDO Science Notebook 

Recent years have seen a growing interest in introducing science notebooks into ele-
mentary science classrooms [17]. Science notebooks capture students’ inquiry-based 
activities in both written and graphical form, potentially providing a valuable source 
of both diagnostic and prognostic information. However, because elementary school 
teachers sometimes have limited training in science pedagogy, they often struggle 
with effectively using science notebooks in classroom learning activities. 

For the past four years our laboratory has been developing a digital science notebook 
for elementary school students, LEONARDO (Figure 1), which runs on tablet computing 
platforms. LEONARDO integrates intelligent tutoring systems technologies into a digital 
science notebook that enables students to graphically model science phenomena with a 
focus on the physical and earth sciences. LEONARDO features a pedagogical agent that 
supports students’ learning with real-time problem-solving advice. LEONARDO is de-
signed for use in the classroom in conjunction with popular science kits, and it is aligned 
with the Next Generation Science Standards for elementary school science education. It 
has been used in schools in more than ten states in the US. 

Throughout the inquiry process, students using LEONARDO are invited to create 
symbolic sketches of different types, including electrical circuits. Given the chal-
lenges of machine recognition for freehand sketch, as well as concerns of excessive 
cognitive demand for fourth graders working in such an unstructured space [18], 
LEONARDO supports symbolic drawing tasks. To preserve the generative processing 
thought to be of great benefit for learner-generated drawings strategies, each activity 
begins with a blank workspace so that the representations must be created from 
scratch. Students then choose from a variety of semantically grounded objects and 
place them at various points on the drawing canvas. For example, objects for the elec-
tricity unit include light bulbs, motors, switches, and batteries. Students can then 
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place wires on the drawing canvas and connect the various objects that together simu-
late proper electrical behavior. This approach enables students to focus on choosing 
the appropriate circuit elements and creating the appropriate circuit topology rather 
than having to concentrate on free-hand sketching complex objects such as motors 
and switches. Drawing tasks vary in complexity from replicating a picture of a circuit 
held up by the pedagogical agent, to recreating a circuit made during a physical inves-
tigation, to creating more complex circuits designed to increase their understanding of 
series and parallel circuits. 

 

 

Fig. 1. LEONARDO digital science notebook 

4 Diagrammatic Student Modeling 

To scaffold and assess drawing activities such as those supported by the LEONARDO 
digital science notebooks, a diagrammatic student model could reason about students’ 
drawing progress and infer students’ conceptual knowledge. We introduce diagram-
matic student models by first discussing topology-based methods they use to analyze 
and compare student drawings. We then describe how they can predict student con-
ceptual knowledge based on their drawing trajectories. 

To analyze student drawings the diagrammatic student modeling system first trans-
lates them into a more abstract representation (Figure 2) [19]. It takes as input trace 
logs from students’ work and extracts student actions at a level of granularity capable 
of producing replay-quality representations of the activities. From these actions it can 
reconstruct the state of the student drawing at each point in the activity. After each 
student action, a topological representation of the drawing is constructed using the set 
of objects and locations combined with a simulation engine that supports the querying 
of topological features of the drawing. 

These topological features are used to generate a labeled graph representation of 
the drawing. The first step in the translation from drawings to topological graphs is 
encoding of the primary elements for the domain. For the domain of circuits, we de-
fine this as non-wire circuit elements. Circuit elements are represented as nodes in the 
graph. Because there are only two points where each node can interact with other 
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objects in the drawing space, each node is connected to two child nodes representing 
its contact points. Nodes are then labeled by type, for circuits the supported element 
types are Light bulb, Motor, Switch, or Battery.   

After creating the nodes of the graph, edges are generated based on relationships 
between elements. For this domain the only relationship encoded is electrical connec-
tivity, though for other domains additional relationships could be encoded such as 2D 
spatial relations such as near/far, overlapping, or containing. For each contact point in 
the graph, the simulation engine uses a depth first search with resistance as the cost 
function to return all other contact points reachable with a zero resistance path. If one 
or more paths exist between contact points, they are then connected with a single edge 
in the graph.  

 

Fig. 2. Circuit encoded as topological graph 

Topologies can then be compared using a modified form of edit distance, which 
determines the number of operations needed to transition from one graph to a target 
graph. Edit distance measures the number of element additions, element deletions, 
edge additions, and edge deletions needed to match two topologies. While traditional 
string edit distances tend to also utilize substitution, we chose to treat this instead as 
deleting an element, then adding a new one because this is the path students would 
take to modify their drawing. While edit distance allows an ITS to compare individual 
drawings, it is also critical for the system to be able to incorporate information about 
how the student arrived at that point. For example, consider a student with a blank 
workspace. By assessing only the current state of the drawing, the system would have 
no idea whether the student is yet to start drawing, or has been attempting unsuccess-
fully to complete the circuit for several minutes.  

 

Fig. 3. Sample drawing progression 

An important capability of diagrammatic student models is accurately predicting 
the level of performance a student will attain in a drawing task. For example, using 
the drawing progression shown in Figure 3, the diagrammatic student modeling  
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system seeks to predict the quality of the final submitted drawing (D), based on each 
drawing action (e.g., add, remove, rotate, drag). We treat this as a multiclass classifi-
cation problem, in which the model seeks to predict the most likely student outcome 
state given a sequence of drawing actions. Outcome states for the diagrammatic stu-
dent modeling system are defined using a clustering approach previously shown to 
align with human classification [19]. Students’ final drawings are grouped into 3 clus-
ters: Correct, Near-Miss, and Far-Miss. For each drawing action by a student, we aim 
to predict which of these clusters the final drawing will belong to. The input to the 
classification task is encoded as a feature vector constructed from the student drawing 
after every action. The feature vectors consist of 6 features: 

• Time: Number of seconds from the start of the activity. 
• Action Step: Number of actions performed by the student thus far. 
• Extra Elements: Number of superfluous non-wire elements on the  

workspace. 
• Missing Elements: Number of required elements missing from the  

workspace. 
• Extra Topological Connections: Number of superfluous connections  

between non-wire elements. 
• Missing Topological Connections: Number of missing connections between 

non-wire elements. 

The output the diagrammatic student model is a prediction of which cluster the ac-
tion sequence will culminate in. It is intuitive that predicting student outcomes could 
benefit from observations based on the sequence of actions preceding the current 
action. While this information is partly encoded in the drawing features, we further 
investigated it by augmenting the input feature vector with n-gram encodings. For n-
gram encodings, the feature vector for a given action was combined with the feature 
vectors of the previous n-1 actions. For example, the input feature for a 1-gram en-
coding would contain 6 elements, the input vector for a 5-gram model would include 
30 elements, and a 10-gram model would include 60 elements in total.  

For our classifier we leverage deep learning. Stacked autoencoders (SAEs), a pre-
training technique, are investigated to avoid issues of underfitting that are often encoun-
tered when training deep neural networks. The following sections provide background 
on deep learning in general as well as the specific techniques used in our model. 

4.1 Deep Learning Overview 

Deep learning (DL) is a family of machine learning techniques that seek to learn mul-
tiple levels of higher-level features from lower-level data (e.g., pixels in image classi-
fication, acoustic inputs in speech recognition) through deep neural networks. A key 
advantage of DL is its feature extraction capabilities, which reduces the need for fea-
ture engineering by human experts that is often expensive in terms of time and effort. 
The majority of deep learning techniques and model structures are based on artificial 
neural networks (ANNs). ANNs’ structures are typically based on a collection  
of nodes, often referred to as neurons, and weighted edges propagating values to neu-
rons in the next layer using both linear and non-linear transformations. ANNs have  
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multi-layered structures that consist of an input layer, one or more hidden layers, and 
an output layer. As a method of training ANNs, a variety of backpropagation methods 
have been examined for model optimization, including stochastic gradient descent and 
batch gradient descent methods. Unfortunately, these algorithms were often not scala-
ble to deep networks with multiple hidden layers. The resulting deep networks often 
performed worse than single hidden layer networks due to their increased vulnerabili-
ty to converging on poor local optima during training [20]. DL systems have success-
fully set state-of-the-art benchmarks in a variety of tasks in fields such as computer 
vision [21], and sentiment analysis of text [22]. 

The diagrammatic student models utilize the SAE technique. SAEs operate based 
on a set of autoencoders (AEs) that are characterized by encoding and decoding steps 
using an unsupervised criterion [20]. The encoding step takes an input vector and 
projects it onto an output space using an activation function. A decoder step performs 
the opposite action, in which it decodes the projected output back to the original input 
with the objective of minimizing the reconstruction error of the input data. By situat-
ing an “encoder” and “decoder” in a three-layer network and optimizing the network 
using backpropagation, one can obtain a set of initialized weights that can be used for 
the connections between the first two layers. Once a weight configuration is initia-
lized between the first two layers, the hidden layer activations based on the previous 
AE will be used as the input layer in the next AE training as a part of the larger net-
work. This iterative method of initializing weights between two layers and combining 
pre-trained weights across all layers is referred to as stacked autoencoders. Once the 
weights for all hidden layers have been pre-trained, the entire network can be opti-
mized using standard backpropagation techniques in a supervised fashion to fine-tune 
the network for the classification task.  

 

Fig. 4. Dropout training 

While significantly improving the predictive performance of multi-layer neural 
networks, SAEs can induce networks that are highly overfit to the training set result-
ing in high generalization error. One approach to overcoming this problem would be 
to train a large number of networks using different portions of the training data and 
averaging their predictions to classify new data. Unfortunately, this requires a large 
amount of training data, and greatly increases both the training time, and prediction 
time for a trained network to an impractical level. Researchers led by Geoffrey Hinton 
developed a method called dropout to mimic this behavior, while only requiring  
the training of one network [23]. As illustrated in Figure 4, dropout works by proba-
bilistically removing neurons from the network during training. For each training 
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example, a pre-defined proportion (p) of neurons are stochastically dropped from each 
layer, and both the input and output weights connected to these neurons are corres-
pondingly removed from the network. The weights are then learned for the thinned 
network using standard backpropagation, and the process is repeated for each training 
batch. Once training a network is completed, all the weights are downscaled by (1-p) 
as an adjustment process. Empirical analyses demonstrate that a network made up of 
weights combined from a large number of thinned networks effectively lower genera-
lization error when training deep neural networks [23]. 

4.2 Model Training and Inference 

The open-source DeepLearnToolbox [24] was used to create and test the networks for 
the diagrammatic student models. While some general guidelines exist, the optimal 
structure and parameters for a multi-layer network must be determined empirically for 
each data set. We explored the space of models by conducting a grid search across the 
following parameters: 

• N-grams: 1, 5, 10 
• Dropout Rate: 0, .25, .5 
• Hidden Layers: 2, 3 

All other parameters were fixed for all trials. The number of neurons per hidden 
layer was set to 150, the activation function was set to the sigmoid function, the back-
propagation algorithm was set to stochastic gradient descent over 100 epochs with the 
learning rate set to .2 for all layers in both the pre-training and fine-tuning steps. Each 
model contains 3 output nodes that represent class labels (Correct, Near-Miss, and 
Far-Miss) inferred through this predictive model. To compare models, student-level 
10-fold cross validation was conducted using 10 train/test pairs created with data from 
each student appearing in exactly one of the 10 test sets.  

5 Evaluation 

To evaluate our model, a corpus of fourth grade symbolic drawings was collected 
with the LEONARDO system running on iPads in elementary classrooms in North 
Carolina and California in the spring of 2014. Specifically, the student drawings were 
from an exercise requiring the students to create a circuit involving a switch, motor, 
and battery connected in series. After data cleaning, drawings from 403 students were 
used for the analysis. For this exercise, students spent an average of 4 minutes and 24 
seconds in the drawing environment, completing an average of 171 actions. The 
drawings were automatically scored in comparison to normative models after each 
action, and the final drawings were clustered using the procedure described in [19]. 
The clustering process grouped student answers into 3 groups: Correct, Near-Miss, 
and Far-Miss. Far-Miss was the most common outcome, accounting for 40.01% of 
final drawings, and 37.34% of total drawing actions. 37.57% of students correctly 
completed the exercise (30.19% of actions), and 22.42% of student answers were 
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labeled as Near-Miss (32.47% of actions). For each of the actions in the drawing envi-
ronment, the model attempted to predict the cluster of the final drawing. 

The deep-learning-based (DL) diagrammatic student model, which used SAE pre-
training, was evaluated against other diagrammatic student models that used a J48 
Decision Tree, a Naïve Bayesian classifier, and a Support Vector Machine (SVM) 
with a Gaussian kernel as well as a most common class baseline. In total 69,979 ac-
tions were classified by each model. Each model was trained on a single action based 
inputs (1-gram encoding), and a sequence of actions based inputs (5 and 10-gram 
encoding). Because the effectiveness of SVM depends largely on its hyperparameter 
settings as in deep neural networks, a grid search of C {.5,1,2,4,8} and γ {.0625, .125, 
.25, .5, 1, 2} was conducted for fair comparisons, and the model with the highest ac-
curacy is reported out of models based on all possible hyperparameter combinations 
within the ranges [25]. All models were evaluated with the same 10 train/test pairs, 
with the overall accuracies presented below representing the average across the 10 
folds. 

Table 1. Model accuracy rates 

 Accuracy 
Most Common Class 37.34% 
Naïve Bayes 45.88% 
Decision Tree  45.87% 
SVM  50.85% 
DL 55.68% 

 
Table 1 shows the best performing model for each technique. All models  

performed best using the 10-gram encoding, showing the importance of including 
previous student actions in the task of predicting students’ knowledge based on their 
evolving sketches. For the SVM model, a C of 4 and a γ of 2 produced the best model. 
For the DL model, 2 hidden layers and a dropout rate of .5 produced the best model, 
with an accuracy of 55.68%. Due to our data not conforming to the normal distribu-
tion, we computed significance using two non-parametric tests. Both a Friedman test 
(p < .05) and a McNemar post hoc test (p < .0001) elicit that the DL model signifi-
cantly outperformed the top-performing baseline technique (SVM).  

While accuracy provides one metric for evaluating classifiers, it is also important 
to evaluate how quickly and accurately a model converges on a solution. To achieve 
this, we used two metrics from the goal recognition literature [26]: convergence rate 
and convergence point. Convergence rate (CR) calculates what percentage of students 
our model had an accurate last prediction for, and thus higher is better for this metric. 
Convergence point (CP) measures how early in the sequence of actions our model 
was able to converge on the correct prediction, with a lower percentage indicating 
earlier convergence. Table 2 shows that the DL model outperformed SVM with re-
spect to both CR and CP, and importantly its significantly lower CP score demon-
strates DL’s effectiveness as an early predictor of student performance. 

Overall, the results show that the deep-learning-based diagrammatic student model 
more accurately predicted student drawing outcomes compared to several competitive 
models on the corpus of fourth grade circuit drawings.  A possible explanation for the 
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DL model’s outperformance compared to the competing techniques is DL’s ability to 
discover high-level representations processed through hierarchical abstraction of low-
level data, an attribute closely related to the latent nature of the student modeling task. 
Further, the model was also able to converge to the correct prediction sooner in the se-
quence of actions than the baseline models, showing great potential for informing an 
intelligent tutoring system of student’s outcomes early in the drawing process. 

Table 2. Convergence rate and convergence point 

 Convergence Rate Convergence Point 
SVM 78.3% 68.5% 
DL 78.8% 55.4% 

6 Conclusions and Future Work 

Drawing is critical to science learning, and it provides a rich source of diagnostic and 
predictive information about a student’s understanding. However, it has been shown that 
without proper support, students can be overwhelmed by the process of drawing and fail 
to experience its benefits. It appears that if ITSs could scaffold the drawing process and 
perhaps use it as a source for assessment, they could enable students to experience the 
benefits that drawing appears to offer. To pave the way toward ITSs that support student 
drawing, we have introduced diagrammatic student models, which analyze student 
drawing artifacts and use these analyses to predict drawing performance. 

In this paper we have reported on the investigation of a diagrammatic student mod-
eling framework based on deep learning. The deep-learning-based diagrammatic stu-
dent model utilizes temporal and topological features of students’ drawing trajectories 
to predict students’ performance from their drawing actions. In an evaluation in which 
the deep-learning-based framework was compared with several competing models, 
the deep-learning approach was most accurate, and outperformed the other models on 
both convergence rate and convergence point. The strong performance of the model 
suggests that deep-learning-based diagrammatic student modeling offers significant 
potential for modeling student drawing activities, which will play an increasingly 
important role in education with the proliferation of tablet computing devices. 

The encouraging results suggest several promising directions for future work. First, 
it will be important to begin experimenting with embedding diagrammatic student 
models into ITSs that support drawing in order to better evaluate the practical re-
quirements for model accuracy in improving learning outcomes. Similarly, it will be 
important to develop techniques that allow diagrammatic student models to predict 
intermediate sub-goals in drawing activities. These techniques will contribute directly 
to misconception detection functionalities. Finally, it will be important to explore 
alternative deep learning architecture to support drawing analyses. For example, re-
current neural networks have proven effective for sequential data and hence may per-
form well in diagrammatic student modeling considering the highest accuracy was 
achieved by the 10-gram encoded models.  
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Abstract. Advancing research and developing innovative personalization  
platform whilst at the same time striving to evolve and improve learning expe-
riences for learners, is a challenging prospect. This may be achieved through a 
longitudinal commitment to developing real-world educational offerings that 
are used in the daily delivery of learning experiences. This gives the opportuni-
ty to continuously apply methods, develop platforms and perform evaluations to 
realize improvements in the field of user modeling and personalization as well 
as improving the user experiences they support. In addition, there are specific 
requirements and obstacles that need to be considered like the robustness and 
reliability of the experimental platform in order to make this process viable and 
integrated both with the daily tasks of users and the core business activities of 
the institution. In this paper, we record our experiences in delivering real-world 
online courses using experimental platforms that advance personalization and 
user modeling techniques for over 15 years. We also describe how our research 
and technology, which is driven by solid pedagogical requirements, has evolved 
during that time in order to deliver richer learning experiences. 

Keywords: Personalization platforms · Challenges using experimental plat-
forms · Improving learning experiences · Pedagogical driven courses · User 
modelling 

1 Introduction 

Over the past 15 years the Knowledge and Data Engineering Group in Trinity College 
Dublin have been building personalisation systems and services. The group have been 
at the forefront of many innovations in the field of personalisation and adaptation [1]. 
In order to achieve and maintain this level of research, the group has cultivated and 
maintained an experimental environment that is grounded in a real-world context with 
the personalised technology enhanced learning systems developed, having been  
successfully delivered to over 1000 students. Performing research in this type of envi-
ronment presents many challenges, but also offers significant advantages. This paper 
describes the key decisions made and lessons learned over the last 15 years. 
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As a research driven educational institution Trinity College, like most universities, 
has a mandate to deliver high quality educational experiences to our undergraduate 
and postgraduate learners. A key component of such teaching is to ensure that the 
learners are engaged in meaningful ways and are offered appropriate opportunities to 
develop relevant skills. As part of the Computer Science and Computer Engineering 
undergraduate degree programmes, students take a module in Database Management 
Systems and Knowledge Engineering. This module is offered to students in the latter 
years of these programmes; many of the students had already gained some informal 
exposure to the topics covered through summer work. This was, and still is, particu-
larly true in the case of SQL, a language for accessing and manipulating data within 
databases. This diversity of experience provides a natural opportunity to offer person-
alised learning and experiences to these students. 

This paper describes the decisions made at the inception of that new form of learn-
ing, specifically to deeply embed the resulting system in curriculum and making the 
decision to have the SQL language taught solely online. It highlights the changes 
needed to the university’s statutes to facilitate such a blended approach to teaching 
and learning. The paper then focusses on the research systems that were developed 
and the pedagogical ideals that were adopted to ensure their relevance to the students. 
Three systems are outlined: the Personalised Learning Service (PLS), the Adaptive 
Personalised eLearning Service (APeLS) and the Adaptive Media and Service Engine 
(AMASE). These systems progressively introduced both richer pedagogical ap-
proaches and facilitated more ambitious personalisation research to realise them. For 
example, PLS conceived the idea of narrative-driven personalisation [2], [3], [4], then 
APeLS introduced a conceptual separation of concepts [3], [5], content and interactive 
service integration [6], which AMASE expanded on to include rich workflows of 
services (e.g. peer review) and content [7]. This has resulted in adaptive engines that 
have become capable of delivering rich pedagogically sound experiences to learners. 

This paper starts by outlining our approach and experience through describing each 
of the systems and their deployment. It then describes how these three generations of 
adaptive system have been used to deliver pedagogically sound experiences to students 
as part of blended learning delivery. It then describes the key lessons learned that have 
enabled this successful merging of research innovation and a real-world context. 

2 Approach 

In order to ensure that the learners are engaged in meaningful, effective and novel 
ways, advanced research methods need to be applied and combined from different 
domains. For example pedagogical strategies and design, adaptation and personalisa-
tion of web based systems, user modelling and human computer interaction. The  
experimental platform also needs to be robust and reliable in order to facilitate  
research and deliver learning experiences to users on a daily basis. Such requirements, 
to develop real-word educational offerings, can only be achieved through a longitudi-
nal commitment and when the business activities of the institution are well integrated 
with the delivery of the course. In this section, based on our 15 years of experience on 
delivering personalised online courses that are driven by solid pedagogical objectives, 
we explore the underlining objectives and obstacles. Finally, we highlight and de-
scribe the different stages of our approach. 
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2.1 Objectives 

A pedagogical underpinning is a fundamental requirement to the success of a learning 
course and should be considered when designing and developing learning experi-
ences. However, often that requirement is neglected in favour of the personalisation 
and user modelling aspects of a course. In our approach, the pedagogy is the main 
driver of our research and is used to apply best teaching practices and also to improve 
the student’s learning and experience. In particular, we use the power of personalisa-
tion and activity based learning to enhance the quality and effectiveness of the peda-
gogy. In addition, our objective is to embed the learning course in the curriculum of a 
learner and deliver a truly blended and sound learning experience with clear educa-
tional value.  

Next, in order to improve and enhance the learner’s experience with specific peda-
gogical requirements we are advancing research. As a result, in our research we com-
bine adaptation and personalisation of web based systems, user modelling, dynamic 
composition of learning activities, model based systems, rule based systems, learning 
analytics and narrative visualizations. Finally, we build increasingly powerful plat-
forms in which we apply and evaluate our research methods and deliver real-world 
personalized and engaging learning experiences.   

On the other side, delivering pedagogically driven online courses using complex 
experimental platforms comes with a high cost, effort and commitment. Therefore to 
improve the return of investment we need to identify potential funding and industrial 
opportunities that would allow us to maintain and advance our research plans and 
agendas. In particular, once the technologies have been initially tested and evaluated, 
there is a need to engage with industrial partners in order to test our research methods 
and platforms in alternative settings and uncompromising environments.   

2.2 Obstacles  

In order to achieve and maintain this level of research using experimental environ-
ments, we need to consider and overcome different types of obstacles. Examples in-
clude the high cost and risk of such investment as well as the conformance to the 
underlying institutional regulations. More specifically, delivering personalised and 
pedagogical driven courses using experimental platforms come with a high cost both 
in terms of the required resources and the time invested. Significant resources are 
needed to support research and development as a mixture of different skills and  
experiences are required. For example to design the pedagogy, provide quality educa-
tional material, rich and interactive activities, develop authoring tools as well as inte-
grate the build platforms with other production systems. It also requires a lot of time 
and energy to design and set authentic case studies, which may need to be repeated in 
a yearly basis and where an elaborate evaluation is followed to compare results, and 
identify the benefits or the limitations of the research methods and platforms. 

Another obstacle is the high level of risk associated with such investment. Primar-
ily dealing with a research domain there are no guarantees of success and different 
types of complications may occur. For example, the research methods selected, after 
an exhaustive evaluation, may appear inappropriate to our context or inferior from 



 Lessons Learned – 15 Years of Delivering Real-World Pedagogically Driven Courses 231 

other ones. In addition, they may have not been tested in an authentic and realistic 
setting, the evaluation is subjective, or their technological implementation does not 
reflect their original potential.  

In addition, the platforms and technologies used need to be stable and reliable 
enough to generate accurate test data that would allow the evaluation of the research 
methods and the environment. They also need to perform and scale adequately to 
support multiple concurrent learners and provide a responsive and seamless learning 
experience. Finally, the experimental platforms may need to be integrated with other 
existing production systems that could be incompatible or proprietary. All these prob-
lems if not addressed, could be reflected back to the learners experience and influence 
their opinion about the systems and the research methods provided.  

Finally, there are specific institutional regulations, e.g. policies, procedures, ethics, 
with which the pedagogically driven courses need to be aligned and integrated with. 
Such an example is the delivery of online personalised courses as part of the curriculum. 

2.3 Process for Evolving Experimental Platforms  

Figure 1 highlights the different stages of our process to deliver and gradually evolve, 
real-world and pedagogical driven courses using experimental platforms. At each 
evaluation stage, we determine if our research and system objectives are realised, so 
accordingly we investigate them more thoroughly, extensively or alternatively. As a 
result, different research methods and technological artefacts (systems) are developed 
(evolved) at each iteration stage.  

 

Fig. 1. Delivering and evolving pedagogical-driven courses using experimental platforms 

The stages of our approach are described as follows: 

Pedagogy: Pedagogy is the main driver of our research and course delivery. Relative 
research and experienced instructors identify the best teaching practices and tech-
niques to be used in order to improve the learning value and experience of users.  

User: We consider users as individual entities having specific learning needs, prior 
knowledge, skills, preferences and context that need to be reflected and satisfied by 
the course and the learning experience. Advanced user modelling techniques are used 
to represent different aspects of a user as accurate as possible. 

Institution: Courses and pedagogies are delivered within specific academic institu-
tions, so there is a need to be aligned and integrated with their core business activities, 
procedures and policies. 
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Research Agenda: Driven by the pedagogical objectives, the research investigates 
the best methods and techniques that will support and improve the learning experi-
ence of users as well as to make it more efficient and effective.  

Platform/Technology: A platform (system) applies the research methods with a spe-
cific technology and delivers the learning experience to users. The platform needs to 
be robust and reliable. 

Evaluation: At specific phases our research methods and system are evaluated in 
order to determine if our goals are met. 

Return of Investment: External collaborations and funding opportunities need to be 
identified that will allows us to further advance our research plans as well as to evalu-
ate the application and the maturity of our research methods and platforms. 

3 Delivering Real-Word Courses: SQL Course Evolution 

In this section we describe three different generations of adaptive systems, and a pre-
cursor non-adaptive deployment, that we have developed in Trinity College Dublin in 
order to deliver pedagogical driven learning experiences to students. 

3.1 Non-adaptive Course  

The first step in creating a platform, both technical and environmental, upon which a 
research programme could be built was in delivering a basic, yet fully functional, 
online learning portal for the students [8]. In the 1998/1999 academic year the first 
non-adaptive version of the SQL course was deployed for learners. Technologically it 
was simply a suite of static webpages. That simplicity however hides a detailed de-
sign process to ensure the developed material covered a range of topics that could be 
organized hierarchically. The curriculum for this content was inspired by what had 
been lectured to previous cohorts of students. The content was explicitly designed to 
have both theoretical and practical components. The specification of the practical 
assignment that the students were required to undertake was only made available 
through the online SQL course. 

From a university statutes perspective the formal description of the module, with 
which the online course was to be integrated, was changed to indicate that the stu-
dents were required to undertake a practical assignment (worth 20% of their overall 
grade) and that it was expected that the students consume certain content online. Pe-
dagogically this was integrated into the lectures by presenting a timeline over which 
online material would be discussed face-to-face. The online SQL course was assessed 
through individual interviews with students, which were also used to help assess their 
practical SQL assignment. 
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3.2 Personalised Learning Service (PLS) 

The second phase in progressing the research programme, which ran from 2000 to 
2002, was to include personalisation techniques into the static online course. This 
necessitated the design and development of a brand new adaptive engine [2] which 
was capable of reconciling a user model and content model with a narrative model, 
which was introduced as part of this research [3]. The vision was that the modelling 
of the user would be used to explicitly assess their prior experience with SQL, 
through a sequence of questions that mapped to underlying competencies in the SQL 
domain. This domain model was derived from the online SQL curriculum developed 
for the non-adaptive course. The content was also reassessed to determine if the gra-
nularity was appropriate. It is from this examination that the notion of a pagelet [9] 
was derived; these are discrete pieces of content with attached metadata that can be 
composed as part of a narrative execution. The role of the narrative was to provide a 
set of rules, expressed as domain concepts, that when reconciled with the user’s mod-
el would provide a conceptual instance of the content to be delivered. These concepts 
were compared with the metadata of the available pagelets. A navigation structure 
across the pagelets was then constructed and the resulting course was delivered.  

The PLS adaptive engine represented a significant step forward in how such perso-
nalization systems were implemented. Deploying this engine in a production envi-
ronment necessitated using robust, industry scale technologies such as Jakarta Tomcat 
and Microsoft’s Internet Information Service. The services had to have a high uptime 
over a protracted period of time (October to May in each academic year). This placed 
an increased onus on engineering relative to most experimental platforms. 

The evaluation results for PLS were extremely encouraging [5] with students 
showing increased performance in both their assessment and examinations. From a 
research perspective this system provided a baseline to engage with European Com-
mission FP6 funded projects, which offered a mechanism to further advance both the 
experimental platform and leverage the cohort of students as a use case. 

3.3 Adaptive Personalised eLearning Service (APeLS) 

PLS demonstrated the benefits of personalization for one category of stakeholder, the 
learners, but it also highlighted the limitations of the state of the art architectures of 
that time. The deep integration of the adaptation rules with the content and engine 
resulted in systems that were complex and expensive to repurpose and did not address 
the needs of other stakeholders such as adaptive course developers. This led to APeLS 
[10] and the development of one of the earliest truly reusable, general purpose adapta-
tion engines. APeLS allowed the research team to investigate the separation of  
concerns in an adaptive hypermedia system through the use of approaches such as the 
multi-model, metadata driven and candidacy [11] in the context of an existing appli-
cation, with a proven track record as an educational platform and also as an adaptive 
system. Evaluating APeLS by migrating the PLS based SQL course and subsequently 
using it to deliver the same undergraduate degree courses, demonstrated that the mod-
el driven approaches embodied by APeLS could be successfully applied without any 



234 A. Staikopoulos et al. 

effect on the adaptive behavior or importantly on the educational outcomes for the 
learners [5]. APeLS was so successful as a platform that it was used to deliver adap-
tive courses in TCD for almost 8 years. It that time there were several cosmetic up-
grades to the courses delivered to keep up with the constantly evolving trends and 
increasing expectations of users. This is an important point to note. The long term use 
of research platforms such as APeLS cannot be considered a once off expense. Even 
if the core technology goes unchanged, the needs of end users and the changing tech-
nologies of the web demand that applications keep with the times.  

While the central pillar of the APeLS research program was the undergraduate 
SQL course, the existence of APeLS allowed the research agenda of the team to grow 
in its ambitions. In particular, APeLS grew the realization that all stakeholders needed 
to be considered, especially non-technical authors of adaptive courses. In response, 
the team began to develop and evaluate authoring tools such as the Adaptive Course 
Construction Toolkit (ACCT) [12]. The core adaptive engine developed as part of 
APeLS also lead to other successful stands of research. It continued to evolve as part 
of the iClass project [13] where service oriented approaches to the architecture of 
adaptive education systems were investigated. These moved away from the more 
traditional adaptive hypermedia systems and looked to develop more modular frame-
works in which adaptation was a core behavior of a much larger system [13]. 

A diverse body of research began to form around APeLS with two key themes be-
ginning to emerge. The first was the application of adaptation beyond eLearning with 
a focus on the wider challenge of global intelligent content as part of the Centre for 
Global Intelligent Content [14]. The second theme was around the need move beyond 
content driven adaptive systems towards ones that could deliver more diverse, engag-
ing and interactive experiences. APeLS again formed the basis for research into the 
integration of user centric services and the management of those services as part of an 
activity based eLearning platform [15]. This research in turn led to a more compre-
hensive research program as part of the AMAS project. 

3.4 Adaptive Media and Service Engine (AMASE) 

In the fourth phase the focus of the research was on investigating new innovative tech-
niques and technologies to provide a more personalised and engaging learning experi-
ence to users. As a result, based on our previous experience we designed and developed 
the Adaptive Media and Service Engine (AMASE). AMASE was developed in the con-
text of the AMAS project [4], [7], [16] and became our more recent experimental plat-
form to apply our research methods and deliver personalized courses to learners. In 
AMASE the learning experience itself is perceived as a learning activity (workflow) 
which orchestrates and combines in a unified manner a) rich learning media content that 
a learner has to study, b) (user centric) tasks that a learner has to complete and c) other 
automated services that are auxiliary to the learning process and management. This kind 
of personalized activity-based learning provides sound, interactive, deep and effective 
learning experiences [7]. In AMASE we had also the opportunity to explore additional 
challenges around the motivation and engagement of users. As a result, AMASE  
incorporates advanced monitoring mechanisms that capture and analyze the learner’s 
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behavior and interactions with their learning activity and environment. In that way we 
can get a deeper understanding of the learner’s experience. For example, we can deter-
mine the level of engagement and progress of students, if they struggle with a specific 
task, identify potential problems and their behavior trends in their course. Accordingly, 
the framework will trigger suitable personalized interventions that will guide and moti-
vate the students with their course. After an evaluation, we verified that such forms of 
personalized interventions can both stimulate and sustain the engagement of students 
with their course [16]. 

The AMASE platform and technology was developed, evolved and tested over a 4 
year period (2011-2014). The platform itself is based on different modular compo-
nents which communicate together via an integrated message oriented framework and 
where their public functionality is exposed via web services. The learning courses are 
modelled at a higher level of abstraction with authoring tools and they are managed 
via an administrative portal. In this period, AMASE was used to deliver online 
courses for a database undergraduate course, a SCRUM training course as well as to 
serve as an experimental platform to test smaller case studies. The database courses 
were up and running for long periods (October to May), providing a truly blended 
learning experience to learners where they could learn and practice their SQL skills, 
collaborate in group tasks, work on assessments and prepare for their exams. Finally, 
during the years the system became more robust and reliable.  

As before in order to evaluate the AMASE approach and platform the SQL data-
base course was used as an authentic case study. In this phase, the original SQL data-
base course was redesigned and modernized in order to provide a more enhanced and 
effective learning experience. As a result, the course consisted of rich learning con-
tent, interactive tasks, collaborative activities, recommendations, questionnaires, narr-
ative visualizations and automated interventions in the form of motivations, feedback 
and notifications. During this period our prime objective was to evaluate the students’ 
perception about the quality of their personalized learning experience via a survey. In 
overall the student responses were positive [7], [16]. Despite the success of the 
framework a number of potential improvements have also been identified and which 
are part of our future work. Another primary objective of our evaluation was to inves-
tigate if and how the underlying monitoring mechanisms and assistive interventions in 
AMASE, had increased the level of engagement of students. After comparing the 
level of engagement of more than 200 students in two consecutive years - the year 
(2012-13) where no motivations were provided and the year (2013-14) where motiva-
tions were provided, we found out that the monitoring and motivations had signifi-
cantly increased the engagement of students by 8% [16]. In addition, the level of  
engagement of students in the year (2013-14) was clearly shifted (distributed) towards 
higher scores. We also confirmed that the monitoring and motivations had improved 
the progress rate (completion) of the course and its activities and that the received 
motivations had increased the engagement of students in that period.  

So far AMASE was developed and used as a core component of the AMAS 
project. All this 4 years AMASE was used to deliver personalized online courses and 
training in particular for a database undergraduate course. The platform allowed us to 
establish collaborations with main industrial partners from the eLearning Publishing 
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sector. Currently we are in process of licensing the platform and establishing further 
commercial collaborations with partners for example from the aviation sector - deliver 
personalized, interactive and responsive training courses. There are also plans the 
engine to be used or initiate other projects, as well as be used, extended and dissemi-
nate knowledge to the CNGL21, ADAPT2 and the Learnovate Centre3. 

3.5 Evolution of Experimental Platforms 

In this section we highlight how our research and platforms have evolved over the 
years in order to improve different aspects of the learner’s experience.  

The early system offered a very basic blended learning approach, where the learn-
ing material was taught online. The course was not adapted and the learning material 
was solely based on static web pages, which were organized hierarchical in topics. In 
the next phase, PLS provided a truly personalized learning experience, which was 
based on simple user modelling, multi models and where the learning material was 
annotated with metadata to allow the selection and composition of content as part of a 
narrative execution. Next, APeLS build a more advanced engine, which was more 
modular and service-oriented and which provided a more dynamic content composi-
tion and adaptation. In addition, specific authoring tools were used to facilitate the 
creation of personalized courses with model abstractions. Finally, with AMASE we 
led to a truly blended learning experience, which was purely activity based (based on 
learning paths) combining learning content and tasks seamlessly. The learning expe-
rience became more enhanced and engaging by using rich content, collaborative tasks, 
recommendations, visualizations, automated motivations and feedback as well as the 
monitoring of the learner’s behavior and engagement with the system. 

 

Fig. 2. Towards improving the learner’s experience with experimental platforms  

                                                           
1 CNGL2, refer to http://www.cngl.ie/ 
2 ADAPT,  refer to http://www.adaptcentre.ie  
3 Learnovate Centre, refer to http://www.learnovatecentre.org/  
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4 Lessons Learned 

4.1 Integrate with User's Daily Tasks and Core Business Activities 

One of the key elements when applying adaptive educational systems in the real-
world as part of a long term research programme is to ensure that the experimental 
platform (the adaptive system) is fully integrated into both the daily tasks of the users 
who will use it and that it aligns with the core business activities of the institution. 
This is very challenging as the system has to be both reliable and fulfil the needs of 
the users. This is an issue for most research focussed organisations, which don't often 
have the resources to invest in the engineering required. Moreover, fulfilling users' 
needs often requires integrating the experimental system with existing tools and  
platforms, e.g Blackboard, used in the work environment. Such integration with pro-
duction systems is highly costly, as it requires an investment of time to develop an  
in-depth knowledge of those systems and to subsequently implement and maintain 
good engineering solutions. In order to warrant such investment the research planning 
is necessarily longitudinal.  

In an educational and research institution the above challenges can only be met by 
embedding the adaptive eLearning systems into the curriculum of the learners. This 
often necessitates changes to the statutes and regulations of the institution so that the 
students are made fully aware of the expectations placed on them to engage with such 
systems as part of their learning and to formalise the obligation placed on the institu-
tion to provide the services in an adequate manner.  

As the system, which is an experimental platform, is to be used in a production en-
vironment its uptime and reliability needs to be high. This is not just to ensure the 
users have an appropriate level of experience, but also because the platform needs to 
generate accurate experimental data. By technically integrating the experimental sys-
tem with the tool the users interact with it becomes more familiar to access and can be 
evaluated in a more authentic setting. This deep integration into the operation of the 
institution and the daily activities of the users comes with a high commitment and at a 
cost. The researchers must plan for a series of experiments, potentially executed on a 
yearly basis that escalate in their complexity and ambition. This is a challenge as they 
need to ensure they have the resources to execute the experiments over that period. 
The cost of failure is quite high: not only will the experiment generate compromised 
results, but it may also prevent the users in accomplishing their daily tasks. However, 
these challenges and risks are tempered by the overwhelming benefits that are af-
forded by the long term planning as they can now execute longitudinal studies. 

4.2 Improve User's Experience 

The risk of failure is balanced with the potential reward of both improving the experi-
ence of users and in the strong experimental findings discovered. In the context of 
eLearning taking a longitudinal approach has enabled ever increasing pedagogical 
value to be added to the adaptive systems. The early systems offered a basic blended 
learning approach, where some material was taught (in a personalised manner) online 



238 A. Staikopoulos et al. 

and the outcomes used to perform classwork and project work. It was important that 
this was not an artificial experience and that it was embedded with the user's activi-
ties. This led to a truly blended experience where the online learning offered in the 
adaptive systems allowed the researchers to tackle increasingly complex questions. 

The early online systems used in Trinity College Dublin facilitated rudimentary per-
sonalisation by today's standards. However, as there was a commitment to ensure the 
system would be year on year there was also a commitment to evolve and improve the 
user experience. This blended system grew to offer personalised interactive learning 
activities, personalised collaboration support and tailored motivational support. This led 
to not only tackling increasingly complex research questions, but also to a better user 
experience. This user experience, importantly, was assessed using experimental data. 

4.3 Advance Research 

The final important element to realising such longitudinal research success is in en-
suring that the context and environment set up to support the experiments would al-
low the researchers involved to further their research agendas. As mentioned above, 
by focussing on improving the user experience the team were able to create increas-
ingly complex adaptive systems without compromising on their delivery. This was 
only possible through the evolutionary approach to the research that the long term 
planning afforded. It allowed increasingly more complex problems to be addressed by 
building on the strong foundation that the proven core research platform provided. 
Furthermore, as these systems had to work in a live environment the potential to en-
gage with industry partners was greatly increased as they could witness the reliability 
of the software and more importantly the capability of the researchers to work in un-
compromising environments. Having a proven core research platform has also en-
hanced the research team's ability to engage with funding opportunities as they had 
strong proof that their experimental systems delivered results. This in turn allowed the 
team to further advance their research plans, allowing for more powerful adaptive 
systems to be built, giving an even stronger foundation to build from. 

5 Conclusions 

Evolving a research programme over 15 years with in excess of 1000 users has been a 
rewarding and often challenging experience. It has enabled the Knowledge and Data 
Engineering group in Trinity College to deliver three generations of cutting-edge 
adaptive systems, namely the Personalised Learning Service (PLS), the Adaptive 
Personalised eLearning Service (APeLS) and the Adaptive Media and Service Engine 
(AMASE). Through the deployment of these systems in a real-world live production 
environment we have gathered strong and authentic evaluation data, whilst delivering 
a high quality learning experience to our students. This paper has described the evolu-
tion of these systems and highlighted three key lessons that were learned in carrying 
out this exciting research.  
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Abstract. Smartphone usage has tremendously increased and most
users keep their smartphones close throughout the day. Smartphones
have a broad variety of sensors, that could automatically map and track
the user’s life and behaviour. In this work we investigate whether auto-
matically collected smartphone usage and sensor data can be employed
to predict the experienced stress levels of a user using a customized brief
version of the Perceived Stress Scale (PSS). To that end we have con-
ducted a user study in which smartphone data and stress (as measured
by the PSS seven times a day) were recorded for two weeks. We found
significant correlations between stress scores and smartphone usage as
well as sensor data, pointing to innovative ways for automatic stress
measurements via smartphone technology. Stress is a prevalent risk fac-
tor for multiple diseases. Thus accurate and efficient prediction of stress
levels could provide means for targeted prevention and intervention.

Keywords: Stress · Prediction · Smartphone sensing · Data analysis ·
Field study · Observational study

1 Introduction

Stress has become a major concern, as stress-related diseases cause a decrease in
life expectancy and in the quality of life, as well as an increase in the number of
sick leaves. Stress is a risk factor for a multitude of diseases, also because stress
is closely linked to unhealthy behaviour, such as excessive consumption of food
and alcoholic beverages [1,21]. Accurate and efficient assessment of unhealthy
stress exposure could greatly help to administer timely and appropriate support
measures. Smartphones can offer a deep insight in the user’s daily life, due to
their multitude of sensors, their frequent use in everyday life and their constant
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proximity to the user. Therefore it would be desirable to develop stress indices
based on smartphone usage and sensor data.

If subjective stress levels were predictable by these data, health-related
smartphone apps can automatically take appropriate actions, such as a noti-
fication of the responsible physician or prompts to the user to reduce stress
through other means. The main objective of the study is to research the con-
nection between perceived stress and smartphone usage and sensor data. More
specifically the objective is to answer the question whether there is a significant
correlation between perceived stress scores and smartphone usage and sensor
data.

The presented study was part of a broader study on the relation between
stress and diet. The study was formally approved by the ethics committee of the
University of Salzburg.

A brief overview of related work is given in section 2. The presentation of the
study is structured as recommended in [22]. The context of the study is explained
in section 3. In section 4 the methodology is presented and in section 5 the results
are given, which are discussed in section 6. Finally, we conclude in section 7.

2 Related Work

Initial results on stress detection with smartphones are presented in [4]. Mobile
phone usage data of a stressful (exam period) and a normal week is compared in
seven subjects. In [20] wrist sensor data and smart phone data has been used to
predict high and low levels of stress, as measured by the full PSS questionnaire
[7]. Sensor and smart phone usage data of 18 persons was collected for 5 days and
75% accuracy was reported for binary classification (high / low stress). Stress
prediction on the basis of sophisticated audio processing is presented in [17].
Stress levels were measured with a GSR (galvanic skin response sensor). In [23]
smartphone usage and sensor data collected by a continuous sensing app has
been shown to correlate with academic performance and various psychological
scores, namely PHQ-9 for depression, PSS for stress, flourishing scale, and UCLA
loneliness scale. The study with 48 participants has a broad spectrum and does
not focus on stress alone. Compared to our study, stress is measured only before
and after the study with the full PSS questionnaire [7].

The influence of weather and mobile phone usage on perceived stress is inves-
tigated in [5]. Phone usage data consisted of call logs (no audio properties), sms
logs (no content based features), and proximity data (other Bluetooth devices).
Stress levels were measured by one direct question with a 7-point Likert scale to
answer. Data was collected from 117 persons for almost half a year. For binary
classification (stress / no stress) an 72.28% accuracy is reported.

A mobile phone app for depression is presented and analysed in [6]. The
application provided self-monitoring via questionnaires and tailored, real-time
feedback and intervention. Somewhat similar work for bipolar disorder is pre-
sented in [3,11]. The application of smartphones (and processed sensor data) for
large scale behaviour change interventions is discussed in [15].
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3 Study Context

The study was performed at the department of Psychology at the University of
Salzburg and the participants were students of psychology. The smartphone app
(TheStressCollector) was developed at the department of MultiMediaTechnolgy
at the Salzburg University of Applied Sciences. The study was joint work of
the two departments. In the study two smartphone applications were employed.
The smartphone app TheStressCollector (TSC) was responsible for logging usage
and sensor data, while the commercial framework movisensSX [19] was used to
administer the questionnaires. MovisensXS allows non-programming experts to
conduct questionnaire-based studies for Android smartphones.

3.1 Mobile App for Smartphone Usage and Sensor Logging

The smartphone app TheStressCollector (TSC), once installed on an Android
smartphone, runs permanently in the background and periodically collects
smartphone usage and sensor data and uploads the data to a database server
(PHP, MySQL). For participants who want to avoid mobile data usage an option
to only synchronize via WiFi network is offered.

All collected data were fully anonymized, i.e. the subjects were identified by
a random ID. Furthermore only data items that did not allow to trace back a
person’s identity have been collected.

In the following we give a brief overview of the collected data items (see Fig. 1
as well):

Activity: TSC uses the activity recognition provided by Google Play Services
[2]. In the following we list the different activities detected, which were classified
into physical versus non-physical activities.

– ON FOOT: The device is on a user who is walking or running. This is clas-
sified as physical.

– ON BICYCLE: The device is on a bicycle. This is classified as physical.

Fig. 1. Smartphone Usage and Sensor Logging
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– IN VEHICLE: The device is in a vehicle. This is classified as non-physical.
– TILTING: The device angle relative to gravity changed significantly. This is

most often the case when the user is using the phone at the moment. This
is classified as non-physical

– STILL: The device is not moving. This is classified as non-physical.
– UNKNOWN: It is not possible to detect the current activity. This is classified

as physical.

The activity detection interval is set to 20 minutes. More frequent measurements
may occur in case another application request more frequent activity updates.
Less frequent measurements may occur in case the device is in the STILL state.

App Usage: Due to privacy concerns the TSC app does not save the exact
package names of executed apps, but categorizes them into one of the six rough
categories Information, System, Health, Social, Entertainment or Work.

Table 1. App categories of TSC and the Google Play Store

Category Google Play Store Categories

Information Transportation, Weather, Travel & Local, News & Magazines,
Shopping and Lifestyle

System Libraries & Demo, Personalization, Live Wallpapers, Tools and Widgets

Health Sports, Medical and Health & Fitness

Entertainment Photography, Entertainment, Music & Audio, Media & Video,
Books & Reference and 19 game categories

Social Communication and Social

Work Business, Productivity, Finance and Education

Network Traffic: As a measurement of general smartphone usage intensity, the
amount of network traffic (in terms of bytes) was logged as well. TSC splits
the traffic into the categories ’Received’ and ’Transmitted’ as well as ’Mobile
Network’ and ’Wireless Network’.

Reboot Activity: TSC logs power on and power off events.

Calls: If a call gets active, the microphone input is processed in real-time. The
power levels in dB are measured during the call. Measurements were taken every
300 milliseconds. After the call has finished, the minimum, maximum and mean
dB-values are saved. Furthermore the call duration is logged. Calls within work-
ing hours are counted separately as well (call working count).

Light: The environment brightness as measured by the light sensor was mea-
sured. Measurements were taken whenever the screen was on, i.e. when the user
was interacting with the smartphone (to avoid meaningless measurements when
the smartphone is stored e.g. in a pocket). Each measurement has been classified
into ’light’ or ’dark’ and the frequency summarized in ’light session count’ and
dark ’session count’.
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Messages: TSC logs time stamps for every SMS and MMS received on the smart-
phone, but neither the content nor the receiver (no privacy incriminating infor-
mation). Messengers like WhatsApp, Google Hangouts or Facebook Messenger
are covered by the app usage tracking and categorized as ’Social’.

Noise exposure: Noise exposure was logged periodically, i.e., the minimum, max-
imum and mean power in dB of a 20 seconds sample (with a sampling rate of
100 milliseconds) was computed every 20 minutes.

Screen Activity: User session duration was logged. A user session starts when
the device screen is powered on and ends if the screen goes off. User sessions
during working time are counted separately as well (user session working time)
User session percent summarizes the ratio of active smartphone usage and no
usage.

4 Methods

We conducted a longitudinal, ambulatory, observational study on smartphone
usage, stress, and eating behaviour. The study was conducted in 2014 in the
summer semester and included one week in mid-semester (assumed not very
stressful) and one week at the end of the semester (assumed stressful due to
end-term examinations).

There were no exclusion criteria for participation in the study. Participants
installed the app on their private smartphones. Seven times a day questionnaires
including the PSS had to be answered, i.e. at 8:00, 9:00, 12:00, 15:00, 18:00, 21:00,
and 22:00. Only in the morning a questionnaire on sleeping behaviour was sched-
uled. At 22:00 an extensive set of questions on eating and stress was scheduled.
Throughout the day a short questionnaire on food and drink consumption was
asked repeatedly. During the study, the test users had access to a website which
provided information about the study and clear instructions regarding what to
do before and after the two study weeks. For purpose of installation on the
participants’ smartphones the TSC app was made available in the Google Play
Store.

4.1 Outcome Measures for Perceived Stress

The perceived stress score (PSS) has been introduced in [7]. The original PSS
questionnaire consists of 14 questions. For the study the original questionnaire
was considered too time-consuming and thus an abbreviated four question ver-
sion of the PSS was employed. Internal consistency (based on averaged items over
all assessment points of week 1) was good (.831). The following four questions
were asked repeatedly:

1. Since the last entry: Has something unexpected upset you?
2. Do you feel nervous and stressed?
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3. Since the last entry: Have you felt that you were on top of things?
4. Do you feel that you can successfully cope with all upcoming tasks and

problems at the moment?

Questions 1, 2, and 4 could be answered on a 7-level Likert scale, while question
3 could be answered on 8-level Likert scale (which was a human error in the
setup of the study). Thus for each question the answer is a number in the range
of 1 (not at all) to 7 or 8 (extremely). The PSS is simply computed by adding
the scores of answers 1 and 2 and the inverted scores of answers 3 and 4. Thus
high PSS values (max = 29) correspond to high level of perceived stress and low
PSS values (min = 4) correspond to a low level of perceived stress.

4.2 Methods for Data Analysis

Data analysis was conducted in R (version 3.1.2 for Windows). The Pearson
correlation coefficient and its significance level [16] were computed with the R-
function cor.test.

Preliminary results on prediction were generated with the data mining soft-
ware WEKA (version 3.7 for Windows) [13,24]. The WEKA software was used
to evaluate the prediction performance of standard machine learning tools on
the collected data. Specifically linear regression and random forests [24] were
employed with 5-fold and 10-fold cross validation.

5 Results

PSS and smartphone usage and sensor data from 15 participants (12 women and
3 men) were collected. PSS measurements resulted in 104898 data points; 967
PSS measurements were obtained in the first week, and 754 PSS measurements
in the second week. In the first week the average response rate results to 85%
with a standard devision of 12%. In the second week the average response rate
results to 88% with a standard devision of 13%. The average PSS value in the first
week (10.3) wasn slighly lower as compared to the second week (11.0). Detailed
information on the participants is summarized in table 2. Initially 28 participants
had been recruited for the study. The decrease to 15 participants with associated
data ist due to the entry of mismatching identification codes in the TSC and the
MovisensSX app, personal smartphones with insufficient free memory (therefore
only the MovisensSX app was installed), and privacy concerns. Out of the 15
participants of the first week four participants did not return to the second
week. All PSS data from both weeks used in further data analysis is shown in
Figure 2. The PSS data is ordered by the time it was received at the server.
Table 3 summarizes the correlation and associated p-values of single PSS scores
with different collected data items. For the correlations and p-values in table
4 the seven single PSS scores of each day were averaged, while for table 5 all
PSS scores of each week were averaged. Figures 3 and 4 show plots of the most
significant data items versus average PSS scores.
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(a) (b) (c)

Fig. 2. PSS values (a), average PSS per day (b), and average PSS per week (c)

Table 2. Participant details

Id Gender BMI Age(years) Height(cm) Weight(kg) Smoker Diet Edu

3 female 22.0 23 165 60 no non-veg. univ.

5 female 19.1 23 168 54 no non-veg. univ.

8 female 21.3 24 162 56 yes non-veg. univ.

9 female 25.0 24 165 68 no non-veg. univ.

10 female 19.4 22 173 58 no veg. univ.

11 female 19.1 21 155 46 no non-veg. A-level

12 female 22.9 23 162 60 no non-veg. univ.

13 female 19.6 27 178 62 no non-veg. univ.

17 female 21.8 24 163 58 no non-veg. univ.

18 male 23.3 26 192 86 no non-veg. univ.

19 female 24.9 21 169 71 no non-veg. A-level

23 female 22.8 27 169 65 no non-veg. univ.

25 female 20.2 24 165 55 no veg. univ.

26 male 24.2 24 183 81 no non-veg. A-level

27 female 21.5 33 178 68 no non-veg. univ.

Table 3. Single perceived stress score and Pearson correlation with the 10 most sig-
nificant data items

Automatically logged data item Pearson cor Pearson p-value

noisiness min 0.2024 0.00002

social count 0.1135 0.01033

app mean time cat health -0.1119 0.01350

call count 0.1022 0.02195

app mean time cat system -0.1018 0.02465

wifi received 0.0930 0.03578

app sum time cat health -0.0947 0.03673

noisiness mean 0.0963 0.04309

lighter sessions count 0.1275 0.05400

user session count 0.0958 0.10099

The aim is to predict excessive levels of stress, thus we have employed the
collected data as data set for machine learning algorithms. The results, i.e.,
the correlation of the predicted stress score and the actual stress score, are
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Table 4. Daily average of perceived stress scores and Pearson correlation with the 10
most significant data items

Automatically logged data item Pearson cor Pearson p-value

noisiness mean 0.3214 0.00001

power on count 0.2841 0.00010

noisiness min 0.2579 0.00047

call max db 0.2840 0.00111

call mean db 0.2833 0.00114

light changes count 0.3105 0.00479

app mean time cat work 0.2082 0.00568

call count 0.2022 0.00730

call sum time 0.2256 0.01014

lighter sessions count 0.2706 0.01456

Table 5. Weekly average of the perceived stress scores and Pearson correlation with
the 10 most significant data items

Automatically logged data item Pearson cor Pearson p-value

user session percent 0.6506 0.00862

user session sum time 0.6503 0.00867

activity difference (physical - non-physical) 0.6758 0.01124

user session sum working time 0.6065 0.01652

activity nonphysical count -0.6388 0.01875

user session max time 0.5638 0.02859

power on count 0.3527 0.07718

user session mean time 0.4521 0.09063

noisiness mean 0.3230 0.10755

call working count 0.3113 0.12988

Fig. 3. Daily PSS averages and selected smartphone data

summarized in tables 6 and 7 for linear regression and random forests. The
quality of the predicted stress levels (predicted by WEKA’s machine learning
algorithms) was evaluated in terms mean absolute error (MAE) to and Pearson



248 T. Stütz et al.

Fig. 4. Weekly PSS averages and selected smartphone data

Table 6. Results for predicting the PSS with linear regression

Dataset
Fold 5 Fold 10

MAE cor p-value MAE cor p-value

PSS, single (510 instances) 3.7 0.08 0.07448 3.7 0.07 0.10840

PSS, daily average (182 instances) 3.5 0.14 0.06006 3.5 0.14 0.08606

Week (26 instances) 6.7 -0.15 0.45770 9.2 -0.19 0.34750

Table 7. Results for predicting the PSS with random forests

Dataset
Fold 5 Fold 10

MAE cor p-value MAE cor p-value

PSS, single (510 instances) 3.3 0.15 0.00074 3.3 0.16 0.00043

PSS, daily average (182 instances) 2.4 0.4 1.02e-08 2.4 0.45 2.28e-10

Week (26 instances) 2.0 0.03 0.87530 1.9 0.16 0.42130

correlation with the actual stress levels (using cross validation). We also give the
p-value of the Pearson correlation. The correlation plot for the most significant
predictor is shown in Figure 5

6 Discussion

The results show significant correlations between PSS and smartphone usage
and sensor data. Interestingly the highest correlation coefficient value is found
with the weekly PSS average, which indicates that longer periods of high stress
exposure could be identified better than short periods. However, the most sig-
nificant result is not found for weekly average of the PSS, because too few data
points are available. The most significant result is found for the daily averages
of PSS and the average noise exposure (noisiness mean).

Overall we find significant correlations (p-value < 0.05) for single PSS, daily
averaged PSS, and weekly averaged PSS.
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Fig. 5. Correlation Plot for most significant predictor

For a single PSS measurement, recent noise exposure (noisiness min) and
social contacts (social count) are most significant influences. Noise exposure is
also the most significant influence for the daily average of PSS values. The neg-
ative influence of noise and health has been previously reported [12,18]. Social
interactions and stress are discussed in [8] and proprieties of conversations (dura-
tion, frequency) have been found to correlate negatively with PSS [23].

The number of times a user has pressed the power on button of his smart-
phone also shows high correlation with the daily average of PSS (power on
count).

For the weekly average of PSS correlation with active usage of the smart-
phone is most significant. Interestingly there is also a significant correlation with
physical activity. This seems to contradict previous findings on activity and men-
tal well-being. Physical activity and mental well-being have been researched in
[9,10,14], assessing a positive influence of physical activity on mental well-being.
However, we believe that our findings reflect the circumstance that students have
to go the exams more often in the second week (walking has been counted as a
physical activity).

The prediction results show potential, but are not yet very accurate. We
believe a bigger data set will lead to better results and that predictions targeted
for individual persons could perform better. Our results foster the hope that
given sufficient training data automatic stress predictors are feasible.

Despite the small number of participants we achieve highly significant cor-
relations, even as compared to larger studies [23]. Most probably this is due to
the focus on stress and the associated evaluation of PSS several times a day.

In future work we plan to extend and improve our app, especially with respect
to localization analysis, conversation analysis and sleep. We hope that further
improvements in sensor data processing bring us closer to the goal of fully auto-
matic stress prediction.
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7 Conclusion

We have conducted an observational study on stress and smartphone usage
and sensor data. Our results show significant correlations between stress and
smartphone data and outperform previously reported significance levels. Our
study encourages future work and further studies on smartphone based stress
prediction.

Acknowledgments. This work was supported by the Austrian research promotion
agency (FFG), project number 839076.
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Abstract. Collaborative filtering inherently suffers from the data spar-
sity and cold start problems. Social networks have been shown useful to
help alleviate these issues. However, social connections may not be avail-
able in many real systems, whereas implicit item relationships are lack
of study. In this paper, we propose a novel matrix factorization model by
taking into account implicit item relationships. Specifically, we employ
an adapted association rule technique to reveal implicit item relation-
ships in terms of item-to-item and group-to-item associations, which are
then used to regularize the generation of low-rank user- and item-feature
matrices. Experimental results on four real-world datasets demonstrate
the superiority of our proposed approach against other counterparts.

1 Introduction

Recommender systems have become a prevalent tool to help satisfy users’ need of
personalization over the exponentially increasing amount of information on Web
2.0. Collaborative filtering (CF) is a widely accepted recommendation technique
built upon the concept of user (or item) similarity. That is, a user’s preference
can be inferred by aggregating the taste of similar users. However, CF inherently
suffers from the data sparsity and cold start problems [1].

To address these issues, trust-aware recommender systems [1–5] are emerg-
ing with the advent of social networks. Many recently proposed approaches are
designed upon the matrix factorization technique [6]. The intuition behind is
that social friends share similar preferences and influence each other by recom-
mending items. It has been shown that such additional side information among
users is useful to deal with the concerned issues and thus to improve recommen-
dation performance. However, the reliance on social connections may restrict the
application of trust-based approaches to other scenarios where social networks
are not available or supported. The potential noise and weaker social ties (than
trust) in social networks can further hinder the generality of these approaches [7].

Similarly, the side information of items is also exploited for recommender
systems, given its effectiveness in improving recommendation performance [6].
c© Springer International Publishing Switzerland 2015
F. Ricci et al. (Eds.): UMAP 2015, LNCS 9146, pp. 252–264, 2015.
DOI: 10.1007/978-3-319-20267-9 21
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The basic assumption is that users tend to have similar preferences towards a
set of associated items. For example, a person is likely to enjoy the movie series
of The Lord of the Rings, and possibly appreciates the associated background
soundtracks. A number of approaches [8–10] have been proposed by making use
of explicit item relationships such as category, genre, location, etc. However, sim-
ilar as additional social information, items’ side information may be unavailable
for some real applications, or it is prohibitively expensive (or time-consuming)
to extract the side information due to the large volume of items. Furthermore,
only few works [6,11] have considered and demonstrated the value of implicit
item relationships for recommender systems.

In this paper, we propose a novel matrix factorization model by exploit-
ing association rule-based implicit item relationships, called IIR. It is developed
merely based on user-item rating information, and requires no reliance of addi-
tional user or item side information. We ascribes this feature to the essential dif-
ference from other literature studies. Specifically, we employ an adapted associate
rule technique to reveal the implicit item relationships in the form of item-to-item
and group-to-item associations, which are then used to regularize the generation
of low-rank user- and item-feature matrices in the proposed IIR model. In addi-
tion, we design four different strategies to select the most reliable item associa-
tions to train the model. Experimental results on four real-world datasets show
that our approach achieves superior performance against other counterparts, and
that group-to-item associations are more effective than item-to-item associations.

2 Related Work

Additional side information is often incorporated in collaborative filtering to
improve recommendation performance. We give a brief overview below regard-
ing such kind of recommendation approaches from the perspectives of users and
items, respectively. First, a notable research field is the trust-aware recommender
systems which take into account additional user relationships. Many approaches
have been proposed to date. Ma et al. [2] propose the RSTE approach by linearly
combining a basic matrix factorization model and a trust-based neighborhood
approach. The same authors later find that using social information as a regular-
izer works better than using it to decompose the user-item rating matrix [4]. This
finding is endorsed by Jamali and Ester [3] where a user’s latent feature vector
is regularized by those of her trusted users. Therefore, to incorporate item rela-
tionships in the IIR model, we follow the same rule to utilize item relationships
to regularize the generation of items’ latent feature vectors. More recent works
consider more aspects of social trust such as implicit trust influence [5,7], etc.
However, trust-based approaches may fail to work if being applied to the situa-
tions where social networks are not built-in or connected. Our work is intended
for a more general case where only user-item ratings exist.

Second, some researchers also attempt to make use of item relationships to
enhance recommender systems. In this paper, we classify two kinds of item rela-
tionships: explicit and implicit. Typical examples of explicit item relationships
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include items’ extrinsic properties: category, location and tag, just to name a
few. For example, Hu et al. [10] contend that the quality of a business shop
has some implicit indication on that of other shops in a certain geographical
neighborhood. Shi et al. [9] show that tags can be used to bridge cross-domain
knowledge to provide better recommendation. Implicit item relationships refer
to the relationships that cannot be explicitly observed between items. A clas-
sic example is that a man buying diaper is likely to buy beer as well, though
the diaper and beer are distinct items. Kim and Kim [8] apply association rule
mining techniques to reveal multi-level item associations in the light of item
categories. Our approach also adopts association rule to identify implicit item
relationships, but differs in that we do not classify item associations to multiple
levels in terms of category. Instead, we consider simple rules (one item indicat-
ing another, or item-to-item) and then generalize to group-to-item (a group of
items indicating another item) associations. Wang et al. [11] identify item rela-
tionships using a similarity measure, and claim that an item’s feature vector
can be influenced by those of other similar items. However, they build the item-
item similarity matrix with some ad-hoc settings when item similarity equals 0
or uncomputable. Another issue is that their model is very time-consuming in
training and thus prevents from being applied to large-scale datasets. In this
paper, we are more interested in association rule-based item relationships rather
than item similarity, the explanation of which is deferred to Section 3.2.

3 Recommendation with Implicit Item Relationships

In this section, we first introduce the IIR recommendation model, and then elab-
orate how item-to-item associations can be identified by an adapted association
rule technique, followed by the generalization to group-to-item associations.

3.1 The IIR Model

Matrix factorization (MF) techniques have been widely applied in recommender
systems. The basic assumption is that a user’s preference can be characterized by a
few number of latent features. In particular, MF models [6] factorize the user-item
rating matrix R ∈ R

m×n into two low-rank user-feature U ∈ R
m×d and item-

feature V ∈ R
n×d matrices, where m,n are the number of users and items, respec-

tively; and d � min(m,n) is the number of latent features. The rating matrix R is
very sparse due to the fact that a user generally only rates a small portion of items.
Let ru,i be a rating given by user u on item i, and r̂u,j be a rating prediction for user
u on a target item j. We preserve symbols u, v, p for users, and i, j, k for items. The
rating prediction r̂u,j can be estimated by the inner product of user-specific feature
vector Uu and item-specific feature vector Vj , given by:

r̂u,j = U�
u Vj ,

where the matrices U and V can be learned by minimizing the differences
between the prediction and the ground truth over all the users and items.
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In this paper, we propose the IIR model which focuses on the incorporation
of implicit item relationships in order to better factorize the rating matrix R.
Assume that two items j, k are implicitly associated with the strength of sj,k. In
this case, we contend that the two items should be close to each other in terms
of feature vectors. Inspired by the usage of social relationships in [4], we devise
the implicit item relationships as a regularizer to adjust the decomposition of
rating matrix R. Specifically, the IIR model is given as follows.

L=
1
2

m∑

u=1

n∑

j=1

Iu,j(ru,j−r̂u,j)2+
α

2

n∑

j=1

∑

k∈Aj

sk,j‖Vj−Vk‖2F+
λu

2
‖U‖2F+

λv

2
‖V ‖2F (1)

where Iu,j is an indicator function that equals 1 if user u rated item j and equals
0 otherwise; α > 0 is a regularization parameter to control the importance of
regularization by implicit item relationships; sk,j indicates the extent to which
item k is associated with item j; Aj is a set of reliable association rules for item
j; ‖·‖F is the Frobenius norm; and λu, λv are regularization parameters to avoid
over-fitting. Suppose that we have identified two implicit item relationships from
i to j and from k to j, the IIR model will add the following two regularizers:

si,j ‖ Vj − Vi ‖2F and sk,j ‖ Vj − Vk ‖2F
In other words, the IIR model can indirectly minimize the differences between
the feature vectors of related items i and k to some extent. We treat it as an
advantage of our model to capture both the influence of direct and indirect
implicit item relationships.

Equation 1 indicates that it is necessary for our model to effectively identify
the set of item associations Aj and the corresponding strength with other items
sk,j . We proceed to describe how to achieve them in the next subsection.

3.2 Mining Implicit Item Relationships

Item Similarity. A straightforward method to define implicit item relation-
ships is item similarity. If many users like both items, it indicates that the two
items have some similarity in common. This intuition underpins the well-known
item-based collaborative filtering. The most popular similarity measures are the
Pearson correlation coefficient (PCC) and cosine similarity (COS). However,
with the following concerns, we believe that item similarity measures are not
suitable for our work. First, a key characteristic of similarity measures is sym-
metry, i.e., sj,k = sk,j . In our case, we would like to distinguish the influence of
items j to k from that of items k to j. For example, a man buying beer may
not buy diaper, though a man buying diaper is likely to buy beer. Second, the
computation of similarity measures is generally based on the overlapping rat-
ings between two rating vectors. However, we argue that the non-overlapping
ratings may help define the differences between the two items. Third, PCC and
COS may produce misleading similarity measurements as pointed out by Guo
et al. [12], especially when the size of overlapping ratings is small. Lastly, sim-
ilarity measures often consider the correlation between two individual items,
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whereas we intend to measure more generalized correlations between a group
of items and a single item (i.e., group-to-item) other than item-to-item implicit
relationships.

Item-to-Item Associations. We define the implicit item relationships as the
item associations between a target item and another item or a set of other items.
This definition directs us to adopt association rule techniques to measure item
associations. The association rule mining is to search the associated item pairs
that often co-occur in transaction events. Assume that item i appears frequently
together with item j, and an association rule can then be denoted by li,j : i → j.
Note that the occurrence of item j may not frequently indicate the occurrence
of item i, i.e., the association is asymmetric as we demand. Generally, an asso-
ciation rule is valid only if its support and confidence (indicating the usefulness
and certainty) are greater than a user-specified minimum support (denoted by
minSup) and confidence (denoted by minCon) thresholds, respectively.

By regarding the rating matrix as a user-item transaction matrix, we can
apply association rules to reveal implicit relationships among items. Generally,
we need to determine proper values for thresholds minSup and minCon. The
settings are not trivial considering that: (1) higher thresholds will decrease the
available number of association rules due to the sparseness of rating matrix; and
(2) lower thresholds will result in too many association rules, which may signifi-
cantly slow the model training and take into account many unreliable association
rules. Both issues can greatly deteriorate recommendation performance. Instead
of empirically tuning the two parameters, we define a new measure reliability as
the extent to which a mined association rule is reliable in terms of both support
and confidence measures. The reliability of an association rule li,j is defined as:

reliability(li,j) =
support(li,j)

support(li,j) + C
∗ confidence(li,j), (2)

where support(li,j) and confidence(li,j) are the support and confidence measures
of an association rule li,j , respectively; and C is a constant to adapt the impor-
tance of association rule support. This formulation produces high reliability only
if both support and confidence values are high. Then, we sort all the association
rules in the descending order of computed reliability values, and select the top-K
most reliable association rules to form the association set Aj for target item j.

Group-to-Item Associations. A natural generalization to item-to-item asso-
ciations is group-to-item associations. That is, we further consider whether a set
of items can be associated with a specific item. We represent such kind of associ-
ation rules as lG,j : G → j, where G denotes a set of associated items. Similarly,
this kind of association rules can be also identified by applying association rule
techniques as well as the computation of association rule reliability. Hence, the
objective function in Equation 1 can be rewritten as follows:
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L =
1
2

m∑

u=1

n∑

j=1

Iu,j(ru,j − r̂u,j)2 +
α

2

n∑

j=1

∑

G∈Aj

sG,j‖Vj − |G|−0.5
∑

k∈G

Vk‖2F

+
λu

2
‖U‖2F +

λv

2
‖V ‖2F ,

(3)

where sG,j is the strength (i.e., reliability) of association rule lG,j . Note that
we represent the characteristic of a group G by the average of all group items’
feature vectors. In other words, we constrain that a target item’s feature vector
should be close to the majority of its associated group.

For simplicity, hereafter we only consider group-to-item associations with
group size 2, i.e., |G| = 2.1 This is due to that, |G| = 0 indicates no items are
associated with item j while |G| = 1 implies that group-to-item associations
are equivalent with item-to-item associations. Now that there are two kinds of
item association rules, we propose the following four strategies to select the
association neighborhood of item j, i.e., Aj .

Half: select half a number of group-to-item and the other half a number of
item-to-item association rules separately as the baseline strategy.

Mix: select the top-K most reliable association rules after sorting all kinds of
association rules in term of reliability values.

Group: select the top-K most reliable group-to-item association rules only, and
ignore all item-to-item association rules.

Group+: select the top-K most reliable group-to-item association rules. In case
of insufficient rules, we select item-to-item association rules to complement.

Note that we do not incorporate the strategy of selecting item-to-item associ-
ation rules only by setting |G| = 1. The reason is that, by definition the strength
of item-to-item association rules is generally weaker than that of group-to-item
association rules. Hence, incorporating weaker rules will have smaller effect in
regularizing the objective function, and result in less-performing recommenda-
tions. The experimental results on real-world datasets have also confirmed our
intuition (see Section 4.2).

3.3 Model Learning

The stochastic gradient descent (SGD) method is widely used to achieve a local
minimum of the objective function given by Equation 3. Specifically, the SGD
update rules for variables Uu and Vj of the IIR2 model are given as follows.

1 We empirically noted that groups with size greater than 2 did not provide visibly
better performance or even provide worse performance sometimes. We are aware
that the observed effect may not be the same on other datasets we did not use.

2 Source code is included in the Librec library at www.librec.net.
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Table 1. Statistics of the used datasets

Dataset #Users #Items #Ratings Sparsity

FilmTrust 1058 2071 35,497 98.86%
MoiveLens 943 1682 100,000 93.70%
Ciao 8000 9749 38,591 99.95%
Epinions 7941 10,000 107,552 99.86%

∂L
∂Uu

=
n∑

j=1

Iu,j
(
g(U�

u Vj) − ru,j
)
g′(U�

u Vj)Vj + λuUu,

∂L
∂Vj

=
m∑

i=1

Iu,j
(
g(U�

u Vj) − ru,j
)
g′(U�

u Vj)Uu + λvVj

+ α
∑

G∈Aj

sG,j

(
Vj − |G|−0.5

∑

i∈G

Vi

)
− α

∑

M ∈ Ak,
j ∈ M

sM,k√|M |
(
Vk − |M |−0.5

∑

g∈M

Vg

)
,

where g(x) = 1/(1 + exp(−x)) is a logistic function used to bound the value
rang of rating prediction into [0, 1], and g′(x) is the derivative of function g(x).
To be consistent, we adopt the max-min normalization approach to convert the
observed ratings to the same value range [0, 1].

4 Experiments and Results

4.1 Experimental Setup

Datasets. Four real-world datasets are used in our experiments, namely
FilmTrust3, MoiveLens4, Ciao3 and Epinions5. FilmTrust is a movie sharing
website that allows users to assign numerical ratings (scaled from 0.5 to 4.0 with
step 0.5) to movies. MoiveLens is a personalized movie recommendation website,
where users can rate movies with integers from 1 to 5. The data set has been
preprocessed such that each user has rated at least 20 items. Both Ciao and
Epinions are product review sites, where consumers can review various products
with ratings from 1 to 5 stars. The statistics of our datasets is presented in
Table 1.

Comparison Methods. We compare our IIR model with the following meth-
ods: (1) PMF [13] is a basic matrix factorization method without any additional
side information. (2) IR-P [11] is the item relationship-based approach where
PCC is used to compute item similarity.6 For fair comparison, we remove the
influence of social networks from the original model. (3) IR-I is a substitute of
IR-P by replacing PCC with item-to-item associations. (4) IIR-C is a variant

3 http://www.librec.net/datasets.html
4 http://www.cs.umn.edu/Research/GroupLens
5 http://www.trustlet.org/wiki/Epinions
6 We convert the original PCC value from [-1,1] to [0,1] by function f(x) = (x + 1)/2.

http://www.librec.net/datasets.html
http://www.cs.umn.edu/Research/GroupLens
http://www.trustlet.org/wiki/Epinions
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of the IIR model which adopts COS to identify implicit item relationships. (5)
IIR-I is our approach merely based on item-to-item relationships. (6) IIR-G is
our approach with the incorporation of group-to-item relationships.

Evaluation Metrics. We perform 5-fold cross validation in our experiments.
Specifically, we randomly split each dataset into five folds and in each iteration
four folds are used as the training set and the remaining fold as the test set. All
folds will be tested, and the average results are reported as the final performance.
Predictive performance is evaluated by two widely used measures: the mean
absolute error (MAE) and root mean square error (RMSE), defined by:

MAE =

∑
u,j |ru,j − r̂u,j |

N
, RMSE =

√∑
u,j(ru,j − r̂u,j)2

N

where N is the number of test ratings. Smaller MAE and RMSE values imply
better predictive accuracy.

Parameter Settings. The number of latent features d is selected in
{5, 10, 20, 50}. We empirically find that the following parameter settings can
help achieve the best performance for each comparison method. For IR-P
and IR-I, the importance of item relationship-based rating prediction is set
0.005, 0.01, 0.1, 0.005 corresponding to FilmTrust, MovieLens, Ciao and Epin-
ions, respectively.7 All these item relationship-based approaches reach the best
performance when the size of association neighborhood is set 50, i.e., K = 50.
For all the methods, we apply grid search in {0.00001, 0.0001, 0.001, 0.01, 0.1}
for regularization parameters λu, λv, and in {0.0001, 0.001, 0.01} for the learning
rate.

4.2 Results and Analysis

Effect of Parameters C and K. In our approach, C controls the importance
of association rule support. We apply a grid search in {0,10,20,50,100,150,200}
to find the optimal setting for parameter C. The results are shown in Figure 1,
where the best settings are around 100.8 To select the top-K most reliable asso-
ciation neighbors for each item j (see Equation 3), we tune the value of K from
0 to 100 stepping by 10, where K = 0 indicates that no implicit item relation-
ships are considered, i.e., our model is degrading to the basic matrix factorization
model. The performance is illustrated in Figure 2.8 The results show that adding
implicit item relationships can help improve predictive performance (K > 0), but
further improvements tend to be negligible when K > 50 across all the datasets.
In other words, the top-50 association rules have the most important influence.
For the association rules after that, their strength of associations with the target
item may be too small to have a visible impact.

7 Due to space limitation, we do not present the results of tuning this parameter.
8 For simplicity, we only present the results when d = 5, and similar trends are

observed on other settings including d values and IIR variants.
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Fig. 1. The effect of parameter C in our approaches IIR-I (d = 5)
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Fig. 2. The effect of number of association rules K in our approach IIR-I (d = 5)

Effect of Parameter α. The parameter α in Equation 3 controls the importance
of item relationship regularization. We apply a grid search in {0.0001,0.001,0.01,
0.1,0.2,0.5,1.0} to find the optimal setting for parameter α. The results are plot-
ted in Figure 3, where the best settings for parameter α are around 0.5 on the
Epinions dataset and 0.1 ∼ 0.2 on the other datasets. Note that for the IIR-
G method, similar trends are obtained when any one of the four strategies is
adopted to select group-to-item association rules (see Section 3.2).

Effect of Four Strategies. We have identified four different association rule
selection strategies for our approach IIR-G in Section 3.2, namely Half, Mix,
Group and Group+. Table 2 summarizes the performance obtained by applying
the four strategies to all the datasets and across the different number of latent
features d. The results are consistent across all the cases, and demonstrate that
(1) Half reaches the poorest performance; (2) Group works better than Mix; and
(3) Group+ achieves the best performance. These results confirm our previous
claim, that is, the strength of group-to-item associations is stronger than that of
item-to-item associations. When only half of group-to-item associations are used,
the performance is the worst; as more group-to-item associations are selected (by
Mix, Group and Group+), the performance is improved accordingly. It suggests
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Fig. 3. The effect of regularization parameter α in our approaches IIR-I

Table 2. The effect of four strategies to select association rules for our approach IIR-G

d Metrics
FilmTrust MovieLens

Half Mix Group Group+ Half Mix Group Group+

5
MAE 0.621 0.620 0.619 0.615 0.724 0.721 0.721 0.718
RMSE 0.809 0.810 0.809 0.807 0.914 0.916 0.914 0.911

10
MAE 0.615 0.614 0.614 0.611 0.720 0.717 0.716 0.712
RMSE 0.804 0.805 0.804 0.802 0.909 0.908 0.907 0.903

20
MAE 0.611 0.611 0.610 0.608 0.718 0.714 0.714 0.707
RMSE 0.798 0.800 0.796 0.792 0.906 0.905 0.904 0.899

50
MAE 0.610 0.606 0.605 0.603 0.716 0.713 0.711 0.703
RMSE 0.794 0.792 0.790 0.789 0.904 0.902 0.901 0.896

d Metrics
Ciao Epinions

Half Mix Group Group+ Half Mix Group Group+

5
MAE 0.757 0.754 0.754 0.750 0.827 0.824 0.823 0.820
RMSE 0.977 0.976 0.977 0.969 1.067 1.066 1.064 1.063

10
MAE 0.746 0.746 0.744 0.741 0.826 0.823 0.821 0.817
RMSE 0.968 0.970 0.962 0.960 1.064 1.063 1.058 1.056

20
MAE 0.738 0.739 0.738 0.732 0.823 0.820 0.817 0.816
RMSE 0.959 0.960 0.957 0.952 1.059 1.056 1.056 1.053

50
MAE 0.731 0.731 0.730 0.728 0.819 0.816 0.815 0.812
RMSE 0.954 0.956 0.950 0.946 1.054 1.050 1.050 1.050

that we should always first select stronger group-to-item associations, and adopt
relatively weaker associations only if stronger ones do not suffice.

Comparison with Other Methods. Table 3 presents the results of all com-
parison methods on the four real-world datasets, where the best performance is
highlighted in bold and the second best performance among the first four meth-
ods9 is denoted by * symbol. A number of interesting observations can be noted
from the present results. First, all the methods exploiting item relationships
perform better than the basic PMF method, indicating the usefulness of incor-

9 We tend to treat IIR-C as a baseline as it uses item similarity-based rather than
association rule-based implicit item relationships.
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Table 3. The experimental results on the four datasets, where * indicates the best
performance among the first four methods, and the column “Improve” indicates the
relative improvements that our approaches achieve relative to the * results.

Dataset d Metrics PMF IR-P IR-I IIR-C IIR-I IIR-G Improve

FilmTrust

5
MAE 0.639 0.630 0.627 0.627* 0.622 0.615 1.91%
RMSE 0.839 0.835 0.825 0.818* 0.812 0.807 1.34%

10
MAE 0.638 0.629 0.622* 0.623 0.617 0.611 1.77%
RMSE 0.837 0.832 0.812 0.811* 0.805 0.802 1.11%

20
MAE 0.636 0.625 0.620* 0.621 0.613 0.608 1.94%
RMSE 0.830 0.826 0.807 0.805* 0.799 0.792 1.61%

50
MAE 0.632 0.620 0.617* 0.618 0.618 0.603 2.27%
RMSE 0.824 0.814 0.798* 0.798 0.790 0.789 1.13%

MoiveLens

5
MAE 0.743 0.737 0.735 0.734* 0.724 0.718 2.18%
RMSE 0.954 0.951 0.947 0.930* 0.919 0.911 2.04%

10
MAE 0.742 0.737 0.730* 0.732 0.720 0.712 2.47%
RMSE 0.944 0.946 0.935 0.927* 0.913 0.903 2.59%

20
MAE 0.735 0.728 0.725* 0.726 0.715 0.707 2.48%
RMSE 0.935 0.931 0.924* 0.925 0.906 0.899 2.71%

50
MAE 0.733 0.725 0.723* 0.724 0.713 0.703 2.77%
RMSE 0.921 0.924 0.919 0.916* 0.903 0.896 2.18%

Ciao

5
MAE 0.868 0.788 0.779 0.770* 0.760 0.750 2.60%
RMSE 1.150 1.101 1.081 0.991* 0.979 0.969 2.22%

10
MAE 0.832 0.785 0.775 0.766* 0.749 0.741 3.26%
RMSE 1.134 1.096 1.078 0.984* 0.970 0.960 2.44%

20
MAE 0.828 0.770 0.765 0.760* 0.740 0.732 3.68%
RMSE 1.126 1.074 1.060 0.978* 0.959 0.952 2.66%

50
MAE 0.823 0.769 0.762 0.754* 0.732 0.728 3.45%
RMSE 1.124 1.067 1.050 0.972* 0.952 0.946 2.67%

Epinions

5
MAE 0.855 0.845 0.838 0.836* 0.825 0.820 1.91%
RMSE 1.134 1.130 1.123 1.090* 1.069 1.063 2.48%

10
MAE 0.848 0.843 0.833 0.833* 0.824 0.817 1.92%
RMSE 1.128 1.120 1.112 1.082* 1.063 1.056 2.40%

20
MAE 0.846 0.836 0.826* 0.830 0.822 0.816 1.21%
RMSE 1.117 1.094 1.090 1.075* 1.058 1.053 2.05%

50
MAE 0.839 0.826 0.818* 0.828 0.816 0.812 0.73%
RMSE 1.106 1.070 1.064* 1.065 1.051 1.050 1.32%

porating item relationships for recommender systems. Second, IR-I consistently
obtains lower values of MAE and RMSE than IR-P, implying that item-to-item
associations are more effective than item similarity computed by similarity mea-
sures. This is further confirmed by the fact that IIR-I outperforms IIR-C. In
Section 3.2, we explained in detail why item similarity may not be suitable to
reveal implicit item relationships. Third, among the three variants of the IIR
model, IIR-G achieves the best performance from which we may conclude that:
group-to-item associations are stronger than item-to-item associations which are
then preferred to similarity-based item associations. Last, our approach IIR-G
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reaches the superior performance to the other counterparts, and the percentages
of improvements relative to other baselines are put to the last column in Table 3.
On the average, the percentages of relative improvements across different num-
ber of latent features are summarized as follows in terms of (MAE, RMSE) pair:
(1.97%, 1.30%) on FilmTrust, (2.48%, 2.38%) on MovieLens, (3.25%, 2.50%)
on Ciao, (1.44%, 2.06%) on Epinions and (2.29%, 2.06%) over all the datasets.
Koren [6] has pointed out that even small improvements in predictive accuracy
can have great impact on real applications. Hence, we claim that our approach
obtains important improvements by exploiting implicit item relationships.

5 Conclusion and Future Work

This paper proposed a novel matrix factorization model that incorporated the
influence of implicit item relationships for recommender systems. We introduced
an adapted association rule technique to reveal implicit item relationships, and
justified that item similarity may not be a good measure for implicit item rela-
tionships. A new measure reliability of an association rule was defined to help
sort and select item associations. We investigated not only item-to-item asso-
ciations but also generalized group-to-item associations. Four strategies were
designed to choose the most reliable set of association rules, which were used to
regularize the generation of low-rank user- and item-feature matrices. Empiri-
cal results on four real-world datasets demonstrated that our approach gained
important improvements relative to other comparison methods. For future work,
we intend to incorporate both explicit and implicit item relationships to further
improve recommendation performance.
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Abstract. Providing adaptive support to users engaged in learning
tasks is the central focus of intelligent tutoring systems. There is evi-
dence that female and male users may benefit differently from adaptive
support, yet it is not understood how to most effectively adapt task
support to gender. This paper reports on a study with four versions of
an intelligent tutoring system for introductory computer programming
offering different levels of cognitive (conceptual and problem-solving) and
affective (motivational and engagement) support. The results show that
female users reported significantly more engagement and less frustration
with the affective support system than with other versions. In a human
tutorial dialogue condition used for comparison, a consistent difference
was observed between females and males. These results suggest the pres-
ence of the Mars and Venus Effect, a systematic difference in how female
and male users benefit from cognitive and affective adaptive support.
The findings point toward design principles to guide the development of
gender-adaptive intelligent tutoring systems.

Keywords: Gender effects · Adaptive support · Intelligent tutoring sys-
tems · Affect · Engagement · Frustration

1 Introduction

Effective adaptation to users during problem solving and learning is a long-
standing goal of the user modeling community [17,22,30]. Adaptive learning
environments, specifically intelligent tutoring systems (ITSs), are inspired by
the adaptation of human tutors to student learners [5,12]. This intelligent adap-
tation often focuses on knowledge and skill, relying on user modeling techniques
such as knowledge tracing [17], constraint-based modeling [22], or reinforcement
learning for strategies [11]. These models, which differentiate users primarily by
c© Springer International Publishing Switzerland 2015
F. Ricci et al. (Eds.): UMAP 2015, LNCS 9146, pp. 265–276, 2015.
DOI: 10.1007/978-3-319-20267-9 22
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the user-system interactions that unfold rather than by any characteristics of
the user, have been proven highly effective not only for ITSs but more broadly
within user modeling, e.g., detecting the manner in which learners interact with
online content [6], modeling engagement with social games [7], delivering tailored
content based on historical data [28], and estimating how much a student learns
while browsing online materials [25].

While task characteristics can inform models of user interaction, recent find-
ings suggest that characteristics of the person are more indicative of user behav-
ior than characteristics of the task [23]. There is a growing body of evidence
suggesting that individual characteristics such as personality profile [16,29], cog-
nitive processing ability [4], and level of expertise [13] influence the effectiveness
of adaptive support.

Of all the learner characteristics that are known to influence the effective-
ness of adaptive support, gender is one of the most widely recognized. Female
and male students tend to differ in their receptiveness to feedback [1,26], and
although users of both genders have been observed to display strong affective
responses to adaptive support, female students may particularly benefit from
motivational scaffolding [10].

This paper examines the hypothesis that male and female students benefit
most fully from different types of adaptive support. We focus on the crucial
open question of how to most effectively balance cognitive support (pertaining
to knowledge and problem solving) with affective support (pertaining to moti-
vation, self-confidence, and engagement) [14,27]. Design principles for cognitive
and affective feedback have begun to emerge from the literature. For example, in
addition to the effectiveness of task-based scaffolding mentioned above, there is
evidence that adapting to affective states such as uncertainty [11] and confusion
[16] leads to more effective tutoring. However, the results to date do not clearly
provide a comprehensive set of design principles for gender-adapted problem-
solving support.

Using an intelligent tutoring system that supports introductory computer
programming, JavaTutor [21,29], we conducted a study to examine the advan-
tages and disadvantages of different forms of adaptive support for female and
male students. Our study used four versions of JavaTutor: the Baseline version
provided a problem-solving environment with learning tasks that built progres-
sively upon each other, and the other three versions provided the same progressive
learning tasks with additional adaptive support. The Cognitive version provided
problem-solving feedback and hints, the Affective version provided motivational
and engagement support, and the Cognitive-Affective version provided integrated
cognitive and affective support. Results show that female and male users diverge
in their responses to the different forms of support, particularly with respect to the
important outcomes of frustration and engagement (discussed in detail in Section
2). We also compare these human-ITS conditions with a human-human tutorial
dialogue condition from previously collected data within the same learning envi-
ronment. The differences that emerge among these conditions by gender, taken in
concert with findings from previous studies, reveal the Mars and Venus Effect, in
which female and male users benefit differently from cognitive and affective adap-
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tive support. The findings point toward design principles to improve future user-
adaptive intelligent tutoring systems.

2 Related Work

This work builds upon related work on a body of empirical findings on gender and
adaptive support during learning as well as on cognitive and affective support.

2.1 Gender and Adaptive Support for Learning

Previous studies have demonstrated that male and female students may bene-
fit differently from adaptive support strategies. In a study with a mathematics
tutoring system, female students tended to accept more of the tutor’s feed-
back, spend more time referencing available learning aids, and engage in less
gaming of the system than male students, especially when provided with an
embodied tutorial agent [1]. Female students were also more engaged when pro-
vided with motivational scaffolding [2]. In studies with human tutors that work
with mostly young adult learners in college, female students engaged longer and
in more content-filled discussion with the tutor than their male counterparts
[8,26]. A study with learning companions found that female students’ self-efficacy
improved when the agent provided motivational scaffolding with corresponding
nonverbal behaviors. Male students in that study were particularly frustrated
when the agent displayed discordant verbal and nonverbal behaviors [10]. These
studies have spanned age groups and reveal important conditions in which gender
may influence the perception and effectiveness of support.

2.2 Cognitive and Affective Goals

It is widely recognized that the most effective adaptations take into account both
cognitive and affective considerations of learners; yet, an inverse relationship has
sometimes been observed between these considerations. In one study within a
middle school group, as students became more comfortable with the task (an
affectively positive outcome), the students learned less content (a cognitively
negative outcome) [27]. In another study, the more frustrated a student became
with the complexity of the task, the higher the learning gain displayed at the
end of the activity [18].

When university students were offered content feedback, progress feedback,
both, or neither, the amount of content feedback was directly correlated with the
student’s learning gain at the end of the session; further, these students tended
to display higher levels of frustration and lower levels of engagement [20]. In
another study with university students, more tutor encouragement and praise
were associated with increased student self-efficacy but lower overall learning
[9]. Additionally, students who were offered purely cognitive feedback had the
highest learning gains, even over those who were provided both cognitive and
motivational feedback.



268 A.K. Vail et al.

This body of empirical findings highlights the complex relationship between
cognitive and affective concerns. In addition, the categorization of affective states
as “positive” or “negative” with respect to learning is not straightforward. There
is growing agreement that some amount of student confusion is not detrimental
[3], but rather necessary for learning [14]. Theories related to affect in learn-
ing provide insight into these phenomena: flow theory suggests that a balance
between perceived skill and perceived challenge is the optimal psychological
state for student engagement and learning gain [15], and the theory of cog-
nitive disequilibrium proposes that students enter this often-productive state
when attempting to understand new ideas [14].

The present study builds upon this body of prior research in order to bet-
ter understand how to support students of different gender. Male and female
students interacted with four different versions of an intelligent tutoring sys-
tem, which provided cognitive, affective, cognitive plus affective, or no adaptive
support. Their resulting learning gain, frustration, and engagement outcomes
identify important differences between male and female users and could have
far-reaching implications for the design of user-adaptive support.

3 Studies

To investigate gender-specific adaptive strategies, we conducted two studies in
which male and female students interacted with one of several versions of a tuto-
rial dialogue system. This section details the two studies. One is a human-human
tutorial dialogue study in which human tutors and students interacted through
synchronous problem-solving interfaces with textual dialogue. The second is a
human-ITS study conducted in the same problem-solving environment with four
different levels of automated cognitive and affective support.

We hypothesized that female and male students would respond differently to
cognitive and affective support, and moreover, that there would be significant
differences between the human-human and human-ITS studies based upon gen-
der. This section presents the results of analyses to investigate these hypotheses.
In particular, we examine the relationship between gender and the outcomes of
learning gain, frustration, and engagement.

3.1 Participants, Learning Tasks, and Data Sources

In both the human-human and human-ITS studies, participants were undergrad-
uate students recruited from an introductory engineering course in exchange for
course credit. No previous computer science knowledge was assumed or required,
and students who reported taking a formal computer science course in the past
were not included as participants, since our goals were to investigate adaptive
support for novices.

Using a problem-solving environment purpose-built for this project (Figure
1), the students completed a series of programming tasks centered on the creation
of a simple text-based adventure game. The problem-solving interface displayed
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the learning tasks in the upper left, a code editing window beneath that, and the
results of compilation or execution of the students’ program at the bottom. On
the right hand side of the interface was the tutorial support window with textual
interactions. Students were presented with subtasks in a succession designed to
support them in completing the text-based adventure game and in learning the
target concepts (e.g., variables, conditional logic, and iteration). There were five
separate problem-solving sessions, and the students’ solution built on itself from
session to session.

Prior to each tutorial session, each student was administered a content-based
pretest. The pretest consisted of a set of multiple-choice and free response items
closely aligned to the concepts and skills for that day’s learning tasks. After
working within the problem-solving environment (and receiving adaptive support
while doing so if the student was in an adaptive support condition), students
completed a posttest identical to the pretest.

After each problem-solving session, the students also completed a post-session
survey intended to gauge their engagement and affective outcomes including frus-
tration. The survey included a validated User Engagement Survey [24] and the
validated NASA-TLX workload survey [19], which includes an item on frustra-
tion. The frustration item within the NASA-TLX workload survey was of par-
ticular interest for the current study as prior work has shown that frustration
has a significant impact on student learning [3].

3.2 Human-Human Tutoring Study

In the human-human tutoring study, each tutor and student pair interacted
through the remote tutoring interface (Figure 1) with problem-solving tasks and
textual dialogue. Human tutors (N = 5) were primarily graduate students with
prior experience in teaching or tutoring introductory programming. Tutors were
not constrained to scripts or protocols, but were encouraged to provide problem-
solving support for the task at hand as well as broader concept-knowledge support,
both of which are types of cognitive scaffolding. The tutors were also encouraged
to provide motivational scaffolding whenever they felt that it would be helpful in
order to improve the student’s engagement, interest, or affective state.

There were 67 students in the human-human tutoring study, 24 of whom
(36%) were female. Their average pretest score was 50.87%, and their average
posttest score was 76.67%, reflecting a statistically significant learning gain (p <
0.0001).

3.3 Adaptive Support Conditions Study

The human-ITS study included 78 novice computer science students, 23 of whom
(31%) were female (two students did not report gender, and were excluded from
the analyses on gender). Students were randomly assigned to interact with one
of the four versions of the system during the same series of five problem-solving
sessions that were utilized in the human-human study described previously. The
Baseline version of JavaTutor consisted only of the problem-solving environment
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Fig. 1. The web-based interface for introductory Java programming

with its series of subtasks, and no adaptive support; the adaptive support con-
ditions were Cognitive, or problem-solving, support; Affective, or motivational,
support; and a combination of both, which we refer to as the Cognitive-Affective
condition. All of the adaptive support was delivered as textual utterances within
the interface (Figure 1).

The adaptive support in JavaTutor was built over the past several years
relying upon a combination of machine-learned models of effective human tutor-
ing from the human-human study described previously, along with handcrafted
models of affective support, since the human tutors did not extensively employ
affective strategies, as we will discuss later. The timing and content of the sup-
port was determined by this suite of machine-learned classifiers and handcrafted
policies, triggered by events such as success or failure of the students’ program to
compile, correct or incorrect programming task actions, or periods of inactivity.
Examples of cognitive and affective support offered to the student by JavaTutor
are displayed in Table 1.

In the human-ITS study, the average pretest score was 51.08%, and the aver-
age posttest score was 65.46%. This difference was highly statistically significant
(p < 0.0001).
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Table 1. Example cognitive and affective scaffolding utterances provided by the
JavaTutor ITS to the students

Cognitive Support Affective Support

The Scanner lines allow you to
get input from the player.

Alright, great work! You’re doing
a great job.

Note that variable names cannot
contain spaces.

Congratulations on writing your
first program!

There were no errors, so you have
completed the task.

Don’t give up! You’ll get it if you
keep trying.

Now, your variable has a value
stored in it.

It’s okay to make mistakes
because each mistake is a chance
to learn.

4 Analysis and Results

In order to compare the ways in which male and female students responded
to cognitive and affective scaffolding across the conditions, we compared the
outcomes between conditions and by gender.

Learning gain was calculated as the difference between a student’s posttest
score and pretest score for each tutorial session. Frustration score was taken from
the Frustration Level scale of the NASA-TLX workload survey [19], administered
after each session (Scale 1-100). Engagement scores were calculated as the sum
of three sub-scales of the User Engagement Survey [24]: Focused Attention (per-
ception of time passing), Felt Involvement (perception of involvement with the
session), and Endurability (perception of the activity as worthwhile) (Scale 1-85).
Each student’s average learning gain, frustration, and engagement were computed
as the average of these values for that student across all five tutoring sessions. The
statistical comparisons reported in this section were conducted with the Tukey-
Kramer test, which includes a correction for multiple hypothesis testing.

4.1 Learning Gains

The results in Table 2 reveal that students in the human-human tutorial dialogue
study learned significantly more overall than in any of the human-ITS conditions
(p < 0.001). Additionally, the Cognitive-Affective condition saw significantly
lower learning gains than either the Cognitive or Affective conditions alone (p <
0.05). There was no significant difference in learning gain between genders under
any condition (p > 0.05).

4.2 Frustration

As shown in Table 2, the human-human condition was significantly less frustrat-
ing than any of the human-ITS conditions (p < 0.0001). However, mirroring the
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Table 2. Student learning gain, frustration, and engagement. Asterisks (*) denote sig-
nificant differences between conditions; boldface denotes significant differences between
genders. Baseline, Cognitive, Affective, and Cog-Aff denote type of ITS support;
Human indicates human tutor support.

Learning (1-100) Frustration (1-100) Engagement (1-85)

Female Male Female Male Female Male

Baseline 10.14 14.03 *51.87 29.01 63.13 59.69
Cognitive 16.13 15.01 *59.69 35.05 58.47 57.85
Affective 10.86 15.87 31.74 39.42 63.94 59.03
Cog-Aff 9.42 13.44 27.31 39.24 58.50 56.63
Human 22.82 21.21 19.54 *13.30 *51.61 *53.28

Overall 17.49 17.50 30.91 25.55 56.21 56.13

negative result of the Cognitive-Affective ITS condition for learning gain, the
Cognitive-Affective condition was reported to be the most frustrating of all the
ITS conditions (p < 0.001).

The results reveal significant differences in frustration across genders. Two
of the ITS conditions, Baseline and Cognitive, as well as the Human condition,
were more frustrating for females than males (p < 0.0002). These ITS conditions
are the two in which no adaptive affective support was provided.

Across human-ITS conditions, female students were least frustrated when
the automated tutor included affective feedback, that is, in the Affective and
Cognitive-Affective conditions (p < 0.0001), while male students found all ITS
conditions equal in terms of self-reported frustration (p > 0.05).

4.3 Engagement

As shown in Table 2, both male and female students reported lower engagement
scores under the human condition than under any of the automated conditions
(p < 0.0001). Importantly, the lower reported engagement in the human-human
condition did not correspond to lower learning (in fact, the opposite was true).

Analogously to the finding with frustration, female students responded more
positively to the Affective ITS condition than did males (p < 0.05), reporting
higher engagement. The gender difference on engagement was not observed with
the other ITS conditions.

5 Discussion

Results of this analysis confirmed that cognitive and affective support during
problem solving were perceived differently by female and male students. First,
while there were differences in learning between conditions, there were no signif-
icant differences in learning between genders. Male and female students achieved
statistically equivalent learning gain in each condition, including all four human-
ITS conditions as well as the human-human tutoring condition. The fact that
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female students learned at the same rate as male students under these conditions
is consistent with some findings in previous studies suggesting that males and
females may not need different cognitive support (e.g., [1]).

The findings are consistent with many prior studies comparing human tutor-
ing to ITSs [17,30]: students learned more with human tutors but also learned
significantly with the ITS. However, perhaps counter-intuitively, the Human con-
dition was more frustrating for females than males. This finding is likely due in
part to the fact that despite encouragement to provide affective and motiva-
tional support to students, even our experienced tutors very rarely engaged in
utterances that were not task- or concept-related. The scarcity of affective sup-
port in the Human condition may be the reason that female students were more
frustrated with the human tutors than male students were. This notion is sup-
ported by the fact that female students found the two ITS conditions that had
no affective feedback (Baseline and Cognitive) to be more frustrating than did
male students.

Lower engagement scores were observed for students of both genders when
working with human tutors than with ITSs. Human tutors’ textual dialogue
moves were more varied in nature than those provided by the ITS and therefore
may have more easily taken the students’ attention from the task, which may
have reduced the feeling of involvement and focused attention. Interestingly, stu-
dents participating in the human-human condition demonstrated a correlation
between lower engagement scores and higher learning gain. This result, coupled
with the lower learning for the Cognitive-Affective condition, is consistent with
both theory and emerging empirical findings, which suggests that it is challeng-
ing to address simultaneously both cognitive and affective concerns. If cognitive
scaffolding works, and affective scaffolding works, it is not necessarily the case
that combining these two will work better.

The findings highlight important differences between males and females with
regard to the importance of adaptive affective support. Female students were
significantly less frustrated and significantly more engaged when provided with
affective feedback than without. On the other hand, the presence of affective
support did not significantly change the male students’ frustration or engagement
levels.

Design Implications. Although future studies will continue to elucidate the
phenomena observed here, the current results suggest a set of design implica-
tions for gender-adapted systems. First, the current results taken in concert with
prior findings from the literature indicate that in the face of limited resources for
adaptive system development, creating separate cognitive support strategies by
gender may not be necessary. Second, the results suggest that if system devel-
opment resources are available to implement affective scaffolding in any form,
it should be done: even if this scaffolding is not delivered in a gender-adaptive
way, it benefits female users while not negatively impacting male users. Finally,
the ideal design of gender adaptation appears to be greater affective scaffolding
for females than for males, though identifying the ideal balance and types of
support by gender is a crucial area for future study.
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6 Conclusions and Future Work

A growing body of findings suggests that user gender should be considered as
we design adaptive scaffolding for problem solving. This paper has reported on
a study that examined the difference in outcomes, in terms of learning gain,
frustration, and engagement, for female and male students engaged in learning
to solve computer science problems. The results show that both groups bene-
fited equally from all types of cognitive support studied, but that female stu-
dents tended to become significantly more frustrated and less engaged than
male students in the absence of affective support. The Mars and Venus Effect
was observed not only with automatically generated ITS support, but also in a
study with experienced human tutors. One clear design implication for adaptive
systems is that we should take great care to support female students’ affective
states that are conducive to learning because, while we may measure statisti-
cally equivalent learning gain, the perception and memories taken away from the
problem-solving experience will likely influence the students in the future.

There are several directions that are important for future work. As indicated
by the results presented here, the disproportionate benefit of affective support for
females is a phenomenon that is particularly important for future study. The cur-
rent study has examined different types of affective support related to motivation
and self-efficacy, but there are many highly promising types of affective support
that hold great promise for users of both genders, and could continue to improve
dramatically the effectiveness and personalization of intelligent learning environ-
ments. Additionally, along with gender, the community should examine ways in
which learning environments can tailor their adaptive support to other influen-
tial learner characteristics, such as personality. Given the tremendous increase
in at-scale learning and its corresponding collections of “big data” for problem
solving, the user modeling field has the opportunity to learn fine-grained adap-
tive models that reach beyond one-size-fits-all task support and instead adapt
highly to each individual. It is hoped that this line of research will tremendously
increase the effectiveness of adaptive support for learning.
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Abstract. Every purposive interactive action begins with an intention
to interact. In the domain of intelligent adaptive systems, behavioral
signals linked to the actions are of great importance, and even though
humans are good in such predictions, interactive systems are still falling
behind. We explored mouse interaction and related eye-movement data
from interactive problem solving situations and isolated sequences with
high probability of interactive action. To establish whether one can pre-
dict the interactive action from gaze, we 1) analyzed gaze data using slid-
ing fixation sequences of increasing length and 2) considered sequences
several fixations prior to the action, either containing the last fixation
before action (i.e. the quiet eye fixation) or not. Each fixation sequence
was characterized by 54 gaze features and evaluated by an SVM-RBF
classifier. The results of the systematic evaluation revealed importance
of the quiet eye fixation and statistical differences of quiet eye fixation
compared to other fixations prior to the action.

Keywords: Action · Intentions · Prediction · Eye-tracking · SVM ·
Mouse interaction · Problem solving

1 Introduction

Understanding users, their interests and actions computationally is key for tap-
ping into user’s needs and provision of seamless interactions where the interactive
systems knows user’s intentions. A good interface design gives an impression of
being able of anticipating future interactions because designers succeeded in
understanding of the model in head and the user’s needs. If they succeeded,
the interface is perceived as natural, user friendly, responsive, immersive and
intuitive.

Everyday experience unfortunately indicates that such user interfaces are
still scarce. Current interactive systems typically do not contain mechanisms for
prediction of the user’s actions, and consequently restrict them from implement-
ing their intentions effectively. It is however not only the designers who have to
anticipate the user’s actions; the interface itself needs to play an active role and
just in time, or even ahead of time, adapt to the changing user needs proactively.

There are numerous benefits if an interface is able to predict that the user
wants to interact with it, but one of the primary motivations is to mitigate
c© Springer International Publishing Switzerland 2015
F. Ricci et al. (Eds.): UMAP 2015, LNCS 9146, pp. 277–288, 2015.
DOI: 10.1007/978-3-319-20267-9 23
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consequences of interaction errors. For example, when a system assumes the
cursor to be located at the respective field for user input – such as when starting
to type a search query– a truly proactive interface needs to be able to detect
user’s intention to input. Detection can then trigger automatic assistance to
adjust the cursor location to avoid an unintended error. The eventual errors
could be avoided if the intention to type was predicted early enough.

This work considers modeling and automatic detection of actions in human
computer interaction. All interactive actions begin with an intention to interact.
Specifically, the formation of the intention to explicitly interact is a stage pre-
liminary to interactive activity [21] and part of larger planning activities. For
instance, to press a button a user has to first internally formulate an intention
to interact, then execute the hand movement toward the button, and finally, flex
the finger to issue the button press. Finger flexes, however, are not the most reli-
able indicators of intention, since they embody the post-intention activity that is
merely mechanically executed (a button was pressed after an intention to press it
occurred). The novelty of this work is to model computationally the stages pre-
liminary to actions. In this work we consider an intention as an entity for action
recognition. To access the plan formation activities, we employ eye-movement
analysis as a proxy to cognitive processes related to action formation.

Eye movements have for long been established as a window to human cog-
nition, including planning and motor action [12,16,23]. As indicators of volun-
tary and involuntary attention, eye movements can reveal intention origins and
uncover the mechanisms of action planning, execution and evaluation. In this
work we examine mouse interaction, we focus on action detection from user’s
eye-movements and lay down pathways towards interaction design enhanced by
user’s actions.

1.1 Gaze in Proactive User Interaction

The problem of plan recognition using a computational agent have for long been
a central issue in artificial intelligence research [18]. In this work we deal with
intention on the level of motor-interactive action. While there are higher- and
more sophisticated levels of intentions, such as social intentions (A wants to leave
a good impression on B), here we explore intentions at the lower level of action
implementation [13]. Our overall goal is to develop a system that would be able
to reliably and effectively perform online intention detection.

We employ eye-gaze as a source of intention information since gaze reliably
indicates the person’s focus of visual attention and can be unobtrusively tracked.
Gaze is also proactive as it reflects the anticipated actions when gathering critical
information before performing actions [12], and therefore modeling of proactive
gaze can potentially lead to prediction of the resulting actions. Understanding
this level of interactive action planning is key for implementation of proactive
intelligent systems, in particular, for avoidance of interaction slips [21], Midas
Touch effect [15], action slips [13] and human errors in interface design [22].
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1.2 Eye Tracking in Interaction Modeling

Eye-tracking data can be used to discover user’s cognitive states [6,10,24], work-
load [1,2], expertise [5,11,19] or to predict the context of interaction [9,14] and
aspects of learning with intelligent tutoring systems [7,17]. Eye-tracking is also
expected to become a ubiquitous interaction technique [8,15,27]. If eye-tracking
is indeed going to be a pervasive source of user data, the implicit behavioral
information can be used for modeling of user states.

Because of the voluminous eye-tracking stream, current research employed
customized machine learning techniques as a feasible modeling approach and
achieved acceptable levels of predictions. Existing research reached acceptable
predictions in human-computer interaction, such as mind-wandering [6] and cog-
nitive abilities [25].

Starting from the pioneering work that adopted a standard classification
method for prediction of problem solving states [5], recent research investigated
the nuances of eye-tracking pattern-recognition systems in terms of data pre-
processing methods [3] or classifier training approaches [28].

In prior work, we and others explored a machine learning pipeline for eye-
tracking data that performs training of a classifier to detect various states and
individual characteristics of a user. In [5] we presented a machine learning pipeline
for intention detection from gaze. Later, we improved the efficiency of the method
[28] and evaluated various options for data processing, such as effect of the data
before and after an intention occurs, and simplified classifier training.

Although the eye-tracking pattern-recognition systems presented so far
achieve classification accuracies far above the chance levels, there are several
technical, methodological, and practical questions that motivate the improve-
ments of the prediction pipeline.

In this work we deal with one of the essential questions, namely, how much
information an automated modeling system needs to make a reliable decision?

2 Methods

We explore interactive actions during problem solving and recording framework
of 8Puzzle[4]. In the 8Puzzle game (Figure 1), users re-arrange the moving tiles
into final configuration using a traditional computer mouse. The interaction in
detail consisted of moving the mouse cursor onto the tile to be moved, pressing
a button, upon which the tile moved to the empty position. The final mouse
click represents the interactive action and was recorded with the timestamp in
the gaze signal data and represent the ground truth.

2.1 Experimental Task and Procedure

The task was to arrange the originally shuffled eight tiles into a required tar-
get configuration. There were altogether one warm-up trial (data was excluded
from the analysis) and three sessions from which data has been collected. On



280 H. Vrzakova and R. Bednarik

Fig. 1. The interface of 8Puzzle. The shuffled tiles with numbers illustrate a current
configuration of the game and the lower left corner the target configuration. Blue
circles represent the participant’s fixations in sequence; the visualization of the gaze
was hidden to the participants during the experiment.

Fig. 2. Overview of the experimental design

average a session took about five minutes, and participants were instructed to
solve the puzzle till the end. Each participant interacted with the interface indi-
vidually and participants were motivated to think aloud. Figure 2 summarizes
the experimental design, number of participants and the size of the collected
dataset.

2.2 Participants and Apparatus

The mouse-based experiment consisted of 11 participants (5 male and 6 female)
with normal or corrected-to-normal vision, in the 24-47 age range (mean age =
30.36, sd=7.90).

The experiments were conducted in a quiet usability laboratory. Participants’
eye movements were recorded binocularly using a Tobii ET1750 eye-tracker, sam-
pling at 50Hz. The default settings of event identification were set for fixation
detection (ClearView, fixation radius 30px, minimal fixation duration 100ms).
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Fig. 3. Scheme of the sequence lengths. The sequence ending right before the mouse
click has been annotated as action, the rest of sequences before and after the mouse
click as non-action.

The mouse button press was automatically logged into the stream of eye-tracking
data and sets the boundaries for action prediction. The following analysis and
classification were performed using custom Python scripts, RapidMiner and
SPSS.

2.3 Analysis of Data

To understand how much data is needed to reliably predict the upcoming action,
we employ gaze fixations as a unit of analysis. Fixations are indices of cognitive
processing, and extracted short and long sequences of gaze fixations captured
before the mouse click should correspond to various stages of cognitive activities.
Here, we systematically shifted the fixation sampling window through the data
and created following datasets, illustrated in Figure 3. All data was sequenced
and annotated as either action (action happened after the last fixation in the
actual sequence) or non-action (other sequences where no interaction occurred).
The sequences were extracted with one-fixation overlap to emulate fixation pro-
cessing as implemented in a hypothetical real-time system.

In a real-time scenario when the intelligent system predicts the upcoming
action, we would like to answer the question when it is possible to predict the
action before it happens. For this purposes, we analyzed sequences of one fixation
and two fixations prior to the action, as demonstrated in Figure 4, and evaluated
how predictive power changes further from the mouse click. The motivation here
is to predict the upcoming action as soon as possible so that the adaptive system
can proactively respond.
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Fig. 4. Analysed datasets: the dataset with the quiet eye fixation (QE), 1-fixation and
2-fixations ahead of the action. The quiet eye fixation (double-circle) is the last fixation
before the action. The empty circles indicate 1 and 2 excluded fixations.

2.4 Feature Sets

Each sequence of gaze fixations was encoded into a feature vector represented
by gaze events: fixation duration, distance between fixations, saccade duration,
saccade orientation, saccade velocity and saccade acceleration. Each gaze event
was described by statistical parameters (mean, median, variance, standard devi-
ation, first, last) and ratio-based parameters (ratio of first vs. last fixation). All
together each sequence was represented by the 54 gaze features. Datasets of 2-
fixation based sequences were represented by 11 gaze features (fixation duration:
mean, standard deviation, variance, sum, first, last, ratio of first vs. last, fixation
distance, saccade duration, saccade direction and saccade velocity) as there were
lacking enough gaze events for other statistical parameters.

We balanced datasets of action and non-action feature vectors. All available
action-related sequences were included and non-action feature vectors were ran-
domly sub-sampled. Since the amount of extracted actions slightly differed across
datasets (within 10-50 samples), all datasets were evened out to 2500 action and
2500 non-action vectors. The balanced setting allowed to examine optimal setup
for classifier training and for cross-study comparison. In real interaction, the
proportion of user actions is more imbalanced, the original dataset contained
over 2500 actions (12.5%) compared to 17500 non-actions. The search for the
optimal class weights for the imbalanced datasets is out of scope of this work.

2.5 Classification Framework

The classification in this study builds on the baseline prediction framework pro-
posed by [5]. A nested parameter grid search employs Support Vector Machine
(SVM) as a core classifier with an RBF kernel. Parameter search is the cen-
tral process in model learning. In the two nested cross-validations (3 x 3-fold),
the learning process estimated the most fitting hyperparameters for SVM-RBF
(C, Gamma). The remaining settings, such as parameter grid search and SVM
classifier, adhered to the classification standards employed in current machine
learning studies. Using output SVM.C and SVM.Gamma, the model was built
on training data (2/3 of the balanced dataset) and tested on the unseen data
(1/3 of the balanced dataset).
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3 Classification Results

To understand dependencies between context length (number of fixations in the
sequence), context timing (omitting fixations prior to action) and gaze signal, we
evaluated 6 sequence lengths (2 up to 7 fixations at once), and compared datasets
with quiet eye (QE dataset) and two datasets prior to action; all together 18
datasets were classified using the classification framework introduced above. Here
we report on classifier accuracy and Area Under the Curve (AUC), as the primary
performance metrics, and training and testing AUCs for all datasets, as measures
of classifier generalizability.

3.1 Context Length and Timing

When comparing length of the context, the datasets from longer fixation
sequences performed better than the shorter ones. Figure 5 summarize clas-
sifier training performance for all timing variants and all sequence lengths. The
best performance was reached with sequences of length 5 (accuracy=67.8%,
AUC=0.735) and length 7 (accuracy=67.57%, AUC=0.745) in the QE dataset;
the dataset 1-fixation-ahead performed best on sequence lengths 6 (accu-
racy=59.9%, AUC= 0.647) and the dataset 2-fixations-ahead of the action scored
the best accuracy with length = 7 (accuracy = 60.6, AUC = 0.653) .

When comparing the effect of sequence length, the original datasets per-
formed similar in all lengths with just slight deviations in accuracy and AUC;
the difference between the best and worst performance was 2.6% in the accuracy
measure and Δ AUC = 0.026. Both datasets prior to action revealed higher dif-
ferences between the best and the worst performance than the QE dataset; the
difference in the dataset 1-fixation-ahead of the action reached an accuracy of
6.43% (Δ AUC = 0.05) and sequences 2-fixations-ahead differed in the best and
the worse accuracy of 9.2% (Δ AUC = 0.075).

The primary difference between QE and prior-to-action datasets was in miss-
ing quiet eye fixation [26], therefore we statistically compared durations of the
quiet-eye fixation and two previous fixations.

Informally, we observed a moderate decrease in fixation duration towards the
action. A one-way ANOVA showed a significant difference between the duration
of three fixations: the QE-fixation (M = 243.96, SD=133.69), the previous fixa-
tion (M = 253.83, SD = 134.90) and the second last fixation (M = 294.10, SD =
158.92), F(2, 3213) = 36.99, p < .001). The mean duration of QE fixation was
significantly shorter than second last fixation (Shapiro-Wilk test p< 0.001).

3.2 Generalizability of Classifier

The classifier generalizability was evaluated using unseen data (1/3 of the whole
dataset) in all datasets. Figure 6 captures the AUC rates for training and testing
classifications using the QE and prior-to-action datasets. The classifier trained on
the QE dataset proved stable performance in line with the training; the testing
results outperformed the training performance (mean difference between testing
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Fig. 5. Performance on datasets with different sequence lengths (number of fixations
analyzed in the sequence). Accuracy (top) and Area Under the Curve (bottom).

and training AUC= 0.004, SD = 0.016 ), suggesting good classifier generaliz-
ability on the unseen datasets.

Differences between training and testing AUC for the prior-to-action datasets
were also minimal (1-fixation prior to action: mean difference in AUC = 0.008,
SD = 0.01) and (2-fixations prior to action: mean difference in AUC = -0.0018,
SD = 0.01). The negative value of the difference indicates that training classifier
AUC was on average better than the testing one.
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Fig. 6. Comparison of training and testing AUCs for all analyzed datasets

4 Discussion

Detection of user actions remains a persistent challenge in intelligent system
design. To tackle the action detection from gaze, we systematically modified con-
text length (number of fixations) and timing (excluding quiet eye fixations and
two fixations prior to the action), and classified the sequences with a standard
SVM framework. We compared cross-validation and testing results to demon-
strate generalizability of the approach. The main novelty is the analysis of the
individual fixations and their contribution to the action detection performance.

4.1 Context Length and Timing

When comparing length of the context, the datasets from the longer fixation
sequences performed better than the shorter ones. The best scores in terms of
accuracy and AUC were received with 5 to 7 fixations in the sequence. How-
ever, the number of fixations did not affect the action detection when the quiet
eye fixation was included. The systematic evaluation of the fixation sequences
revealed minor improvements, the increasing performance was achieved gener-
ally with longer sequences. Omitting the quiet eye fixation from the analysis, on
the other hand, decreased the classifier performance and highlighted the higher
recognition rates in longer sequences.

Quiet eye fixation is the important part in movement programming of tar-
geting tasks [29] and in our experiment, we observed how properties of quiet eye
fixations contributed to action recognition. When we compared fixation dura-
tions of quiet eye fixations and previous two fixations, the quiet eye fixation was
significantly shorter.



286 H. Vrzakova and R. Bednarik

4.2 Applications of Action Detection and Further Considerations

In this work we investigated the links between interaction actions and user’s
gaze, and how one can use such knowledge in the interaction design. The core of
the work lies in computational evaluation of the connections between properties
of the proactive gaze, the phases of actions and its manifestation. We envisage
that such computational model, mediated by machine learning methods, will
automatically detect the interaction actions from the stream of eye movements
and inform the interactive system about user’s goals.

Our work can also extend the systems of classical activity recognition. For
example, one explanation for the results obtained in this paper is that users were
often multitasking. Thus, while performing the action -?which is the ground-
truth for our work-? another planning activities may have taken the place. There-
fore, the patterns of eye movements were not entirely constant and reflected at
times other activities than action and planing. Here, the recent work on detection
of interleaved activities [20] can be utilized.

5 Conclusion and Future Work

Reliable detection of user actions is a fundamental challenge in building intel-
ligent interfaces that interact with the user in a human-like way. Based on the
results of our study, it is safe to argue that eye movements reveal interactive
actions and that eye-movement patterns around the interactive actions differ
from other types of activities. We presented that processing eye movements as
signals is a feasible way for detection of interaction actions. We adopted a pat-
tern recognition system and applied it on the dataset from interactive problem
solving. In order to evaluate its effects on the classification performance, we var-
ied the contextual information and timing available for the decision, in terms of
fixation counts and the analysis ahead of the action.

Our findings pointed out that the context length does not affect the action
detection as much when the quiet eye fixation is part of the analyzed sequence.
Systematic evaluation of the fixation sequences revealed minor improvements in
the classification towards longer sequences. Omitting the quiet eye fixation from
the analysis, on the other hand, decreased the classification performance and
highlighted higher recognition rates with longer sequences.

Recent research in this domain employed classifiers trained on general popu-
lation as descriptors and models of individual user behavior. Studies that would
focus on personalized classification and performance differences when each par-
ticipant presents own training and testing environment are however rare. In
future work we will compare the performance of the existing system trained for
the individual to the one trained for global behavioral data. It is essential that
future work will couple both personal and global models, and will assess the
contribution of each.

Independently on the type of the adaptation style, the complex domains
demand collections of reliable datasets with genuine samples of the ground-truth
actions. While in this work the ground-truth was objective, eliciting higher-level
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actions, for instance an intention to influence a person, will require a careful
methodological work.
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Abstract. Recommender systems face difficulty in cold-start scenarios
where a new user has provided only few ratings. Improving cold-start
performance is of great interest. At the same time, the growing number
of adaptive systems makes it ever more likely that a new user in one
system has already been a user in another system in related domains.
To what extent can a user model built by one adaptive system help
address a cold start problem in another system? We compare methods
of cross-system user model transfer across two large real-life systems: we
transfer user models built for information seeking of scientific articles in
the SciNet exploratory search system, operating over tens of millions of
articles, to perform cold-start recommendation of scientific talks in the
CoMeT talk management system, operating over hundreds of talks. Our
user study focuses on transfer of novel explicit open user models curated
by the user during information seeking. Results show strong improvement
in cold-start talk recommendation by transferring open user models, and
also reveal why explicit open models work better in cross-domain context
than traditional hidden implicit models.

Keywords: Cross-system user modeling · Recommender systems

1 Introduction

Recommender systems often face the cold-start problem, where recommendations
are required for users for whom not enough preference information is available,
because the users have rated few or no items in the system [9]. In this article, we
investigate the idea of user model transfer to enable warm start in cross-system
recommendation scenario. That is, we consider user models that can be estab-
lished in a source system and then used in another target system. While this idea
c© Springer International Publishing Switzerland 2015
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is not new, past research on user model transfer produced mixed results. Our
paper expands earlier research by exploring transferability of open user models.
We investigate a scenario where user or the source system have the ability to
explore and curate their model by visual interaction. We believe that open user
modeling approach produces better quality user models that could be especially
valuable for cross-system transfer. To assess this hypothesis, we investigate how
the cross-system transfer of open user models improves performance of recom-
mender methods both in the extreme cold-start setting when no preferences are
available from the user, and over time when some preferences from the user
become available. We compare different transfer strategies in an academic infor-
mation setting where the source system is a search system for scientific papers
and the target system is a system for sharing academic talks. The open user
models in the source system are built from visual interaction with keywords
and other available information includes views and bookmarks of query results;
models in the target system are built from ratings of talks.

We believe that our work is the first one to explore the transferability of
open user models. Its main contributions are: 1) we show cross-system transfer
of open user models greatly improves cold-start recommendation performance,
2) we investigate different ways of transferring open user models from an infor-
mation seeking system to a talk recommendation system, as well as transfer of
more traditional implicit and explicit document information, and show the open
user models bring the greatest benefit, for which we provide an explanation by
analysis of cross-system similarities of the different information types.

2 Related Work

In recent years, cross-system and cross-domain recommendation research is
grown in popularity due to the growing number of personalized system that
collect information about the users. It this context, it becomes natural to export
information collected about a user in one system and transfer it to another sys-
tem (maybe in a different domain) to improve the quality of recommendations. It
has been argued that this transfer might be most valuable in cold-start context
when a recommender system has insufficient information about new users in a
target system [8]. Despite the overall interest in this field, there are still very
few studies exploring real cross-system user information transfer due to the lack
of sizable datasets that have pairs of users in two systems. As a result, a major
share of research on cross-domain recommendation focused on transfer learning
approaches that do not assume a common user set for different domains [4,6].

According to the most recent review [3], the work on cross-domain recommen-
dation could be split into two large groups - those using collaborative filtering and
content-based approaches. The classic examples or collaborative filtering trans-
fer are [1,2]. These papers offered an extensive discussion of cross-domain recom-
mendation problems and suggested interesting generic approaches but were not
able to explore these approaches in a true cross-domain context using instead
artificial datasets produced by separation of single-domain user movie ratings
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into subdomains. More recent work explored collaborative transfer approaches
in more realistic settings with hundreds of users having ratings in both domains
[8]. Content-based cross-domain recommendation appeared to be a harder
challenge. No immediate success was reported for simple keyword-based profile
transfer approaches. As a result, the majority of research and success in this cat-
egory focused on using shared semantic-level features such as social tags [11] or
Wikipedia [5]. Unfortunately, it leaves open the case where user preference data
in the source domain includes no tags and can’t be associated with an extensive
ontology such as Wikipedia.

In this context, our work attempts to re-examine the prospects of the keyword-
level user model transfer across related, but different domains. To fight the known
problems of keyword profile transfer, we explored a different kind of profile. While
more traditional implicit keyword-level user model is served as a baseline in our
studies, main emphasis is on transfer of an explicit model of interest that is open
to the users in the source systems and explicitly curated by them.

3 Setting: Two Academic Information Systems

We study cross-system transfer of user models between two recent academic
information systems, CoMeT and SciNet.

CoMeT is a system for sharing information about research talks at Carnegie
Mellon University and University of Pittsburgh. The system is available online at
http://halley.exp.sis.pitt.edu/comet/; it is a collaborative tagging system, which
allows any individual to announce, find, bookmark, and tag talks. To help users
locate interesting talks, CoMeT includes a content-based recommender system
which builds an interest profile of individual users and recommend new talks to
users immediately after such talks are posted.

SciNet [7] is an exploratory search system. SciNet indexes over 50 million
scientific documents from Thomson Reuters, ACM, IEEE, and Springer. Going
beyond text-based queries, SciNet helps users direct exploratory search by allow-
ing them to interact with an open user model discussed below. The approach
(called “interactive intent modeling” in [7]) significantly improved users? infor-
mation seeking task performance and quality of retrieved information [7], thus
the open user models are promising for cross-system transfer.

Open User Models in SciNet. Unlike traditional information seeking sys-
tems, SciNet opens its user model by allowing users to directly see a visual rep-
resentation of the model and interact with it. User intent is modeled as a vector
of interest values over a set of available keywords. The vector can be seen as
a bag-of-keywords representation of an “ideal” document containing keywords
in proportion to their interest values. Figure 1 shows the interface. The open
user model is visualized as a radial layout where the estimated search intent and
alternative intents are represented by scientific keywords, organized so that key-
words relevant to the user are close to the center and similar intents have similar
angles. Users start by typing a query and receive a list of documents which they
can bookmark, and then direct the search by interacting with the user model.
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Fig. 1. The SciNet system. The radial display (A) represents the open user model by
showing keywords for interaction; inner keywords (C) represent estimated intent and
outer keywords (B) represent alternative intents. The user can inspect keywords with
a fisheye lens (D) and bookmark documents.

Users can inspect model keywords shown on the radar and curate the model
by dragging keywords to change their importance. After each iteration, the user
model is inferred from the whole set of user actions, documents are searched
based on the updated model, and the radial visualization is updated.

Our interest is to use (1) the whole content of the open user model and (2)
its curated subset (the keywords the user moved in the process of curation). As
a baseline, we also explore transfer of more traditional information: (3) the set of
relevant documents selected by the user in the process of search (which could be
considered as hidden, implicit user model) and (4) a broader set of all documents
retrieved in response to user queries that is a weaker reflection of user interests.

4 Model Transfer for Cross-System Recommendation

The goal of our cross-system setup is to recommend users relevant talks based on
features extracted from the description of the talk and their model of interests
. Each CoMeT talk is represented by a unigram model, that is, as a vector of
word counts in the description of the talk, normalized by the maximum word
count, and converted into term frequency–inverse document frequency (TF-IDF)
representation. We create a warm start for CoMeT talk recommendation by
transferring user models from SciNet. We use two approaches to transfer the
explicit open user model from SciNet, and two approaches to transfer implicit
user models from the SciNet search trace, detailed below.
A. Ranking based on the CoMeT user model alone (denoted ‘Base-
line’). The baseline method ignores SciNet, and ranking is based only on the
CoMeT user model. In the pure cold-start case where no bookmarks are avail-
able, the baseline is unable to give recommendations.
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B. Transfer the explicit open user model from manipulated keywords
(denoted ‘ma.keywords’). The SciNet open user model represents the user’s
interest over keywords. While the model predicts importance over all keywords,
a subset of most promising ones are shown for interaction, and a further subset
out of those are manipulated by the user. Here we take this last subset: the set
of all scientific keywords dragged by the user on the SciNet interface during the
search session is treated as a pseudodocument containing the keywords. Each
keyword is associated with a weight corresponding to the user’s interest (radius
where the user dragged the keyword). The pseudodocument is converted into a
vector of unigrams by taking each unigram within each keyword (e.g. “support”
and “vector” within “support vector”), associating it with the corresponding
weight of the keyword (or sum of weights if the unigram occurs in several key-
words), and discarding unigrams that do not appear in the CoMeT corpus. This
extracts from the SciNet open user model the unigram information common
with the CoMeT information space. Since the open user model is represented as
a single pseudodocument instead of a corpus, we do not convert the correspond-
ing unigram vector into TF-IDF representation, instead we only normalize it by
its maximum value; the corpus of CoMeT talks is then converted into TF-IDF
over CoMeT talks only. The resulting unigram vector of the pseudodocument is
added into the user’s cold-start set of bookmarked CoMeT talks.
C. Transfer the explicit open user model from shown keywords
(denoted ‘sh.keywords’). The SciNet open user model displays the subset of
most important keywords to the user at each search iteration (area A in Figure
1 right). We take the subset in each iteration as a pseudodocument, where each
keyword is associated with a weight corresponding to the user interest predicted
by SciNet. We convert each such pseudodocument into a vector of unigrams in
the same way as in B; the user thus gets one vector of unigrams for each search
iteration, which together represent the evolution of the user model over the
search session. As in B this is not a corpus, hence we only normalize each vector
of unigrams by its maximum value and CoMeT talks apply TF-IDF weighting
over CoMeT talks only. The unigram vectors of the pseudodocument are added
into the user’s cold-start set of bookmarked CoMeT talks.
D. Transfer an implicit user model from bookmarked documents
(denoted ‘bm.papers’). Scientific documents bookmarked by the user during
the SciNet search session provide implicit information about the user’s inter-
ests. We convert all bookmarked documents the same unigram representation
as CoMeT talks as in B. Since the bookmarked documents form a corpus, we
convert unigram vectors of CoMeT talks and SciNet documents into a TF-IDF
representation computed over both corpuses. For each user we add the resulting
unigram vectors of the SciNet bookmarks into the cold-start set of that user’s
bookmarked CoMeT talks.
E. Transfer an implicit user model from shown documents (denoted
‘sh.papers’). We do the same as in D but using all documents seen by the user
during the SciNet search session (not only bookmarked documents). Note that
these documents had been retrieved for the momentary user models during the
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session; C represents the momentary models, whereas E represents the momen-
tary best matches to the models in the corpus. Documents as in E are available
in all interactive search systems whereas keywords in C require an open model.

5 User Study for Data Collection

To perform experiments on cross-system model transfer, we had to collect data
that capture interests of the same users in the two explored systems. This data
was collected through a user study In Section 6 we will perform experiments on
cross-system transfer from SciNet to CoMeT, for cold-start prediction of CoMeT
talk attendance using information from the SciNet search trace. Before we per-
form the recommendation experiments, we conduct a task-based user study in a
laboratory setting, to collect data for a set of users over both systems:

1. We collected the search trace and open models of the users when they con-
ducted an exploratory search in SciNet for scientific literature corresponding
to their research interests. Participants were asked to imagine that they are
preparing for a course or seminar on their research interest.

2. We collected user preference in attending academic talks indexed in the
CoMeT system. Participants were asked to bookmark interestin talks and
rate to what extent they would like to attend it.

Task Descriptions. For SciNet, we chose a search task complex enough that
users must interact with the system to gain the information needed to accomplish
the task, and broad enough to reveal research interests of users. The task is:
“Write down three areas of your scientific research interests. Imagine that you
are preparing for a course or a seminar for each research interest. Search scientific
documents that you find useful for preparing for the courses or seminars.” To
determine which documents were relevant to the task, we asked the users to
bookmark at least five documents for each research interest. For CoMeT, we
used the following rating task: “Please rate all the scientific talks whether you
would like to attend the talks or not. If you don’t want to attend the talk then
just click “no” button and go to next talk. If you want to attend the talk then
you click “yes” button and fill the ratings.” We provided the following guidelines
for ratings:
“5” : This talk matches my research interest and I would definitely attend it.
“4” : This talk matches my research interest and I would likely attend it.
“3” : This talk somewhat matches my research interest and I might attend it.
“2” : This talk somewhat matches my interest, but its unlikely that I attend it.
“1” : This talk somewhat matches the research interest but I wouldn’t attend it.

Participants. We recruited 20 researchers (14 male and 6 female) from Uni-
versity of Helsinki to participate in the study. All participants were research
staff (10 PhD researchers and 10 research assistants) in computer science or
related fields. The participation was limited to researchers because the nature
of SciNet and CoMeT required participants having experience in scientific docu-
ment search and having interest in attending research related talks or seminars.



User Model in a Box: Cross-System User Model Transfer for Resolving Cold 295

Prior to the experiment, we conducted a background survey of the participants to
ensure that they have conducted literature search before and have also attended
research related talks or seminars.

Procedure. The study used a within-subject design in which all the participants
performed both the tasks using both the systems alternatively. To minimize the
impact of experience in one system on another, we counter balanced the order
of system use. Ten participants used the SciNet system first and then used the
Comet system while the remaining ten participants used the CoMeT system
first and then used the SciNet system. The protocol for each system had two
stages: for SciNet the stages were demonstrating the system (7 minutes) and
then performing the search task by the participant (30 minutes); for CoMeT
the stages were demonstrating the system (7 minutes) and then performing the
rating task by the participant (75 minutes).

Data Logging. When the participants were performing the search task in
SciNet, we logged all their interactions with the system Data logged from each
interaction included details of the scientific documents displayed, keywords for
the estimated intent predicted by the system and for alternative intents (areas C
and B in the right-hand subfigure of Figure 1), curated keywords, search query of
the users, abstracts of scientific documents viewed, scientific documents book-
marked by the users and the corresponding timestamps of all the user inter-
actions. When the participants were performing the rating task in CoMeT, we
logged the ratings of the scientific talks or seminars and the ratings of the novelty
of the scientific talks or seminars.

6 Cross-System Recommendation Experiment

The user data gathered in Section 5 was used to create experiments on cross-
system recommendation of CoMeT talks by transporting user models from Scinet
to CoMeT. We compare the four modes of transporting user models described
in Section 4. We evaluate both the global impact in a setting with several rated
talks available from each user, and performance in the harder cold-start setting.

Data Processing and Demographics. There were 500 CoMeT talks selected
from January 10 to February 5, 2013, containing 8,406 unique unigram terms.
SciNet indexes over 50 million scientific articles, out of which users see a subset
based on their interest and search behavior: there were 9,457 unique SciNet arti-
cles returned to our participants with 30,848 unique terms. SciNet also records
keywords shown to the user and manipulated by the user; in total the partici-
pants were shown 3,474 unique keywords and manipulated 178 unique keywords.
Scientific documents and keywords from Scinet and research talks (talk descrip-
tions) from CoMeT were cleaned from html tags, stop words were removed, and
words were stemmed by the Krovetz algorithm. In each cross-system transfer
approach, the documents, talks, and keywords were converted into unigram vec-
tors with according to term frequency–inverse document frequency (TF-IDF)
schemes, as described in Section 4.
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6.1 Experiment 1: Global Impact of Cross-System Models

We first consider the traditional (non-cold-start) learning setting where much
training data is available within CoMeT, that is, recommendation for users that
have used both CoMeT and SciNet for some time. We call this evaluation of
global impact of the transfer. We compare the CoMeT-only baseline and four
transfer approaches: explicit open user model from manipulated or shown key-
words, and implicit user model from bookmarked or shown documents. For each
approach we use three methods to make recommendations based on the trans-
ported user model: Centroid, k-Nearest Neighbors, and positive-sample-only k-
Nearest Neighbors. In all three approaches, We assign equal weight on any vector
from either CoMeT or SciNet source.

– Centroid: We take the centroid (mean) of the unigram vectors of the user’s
bookmarked CoMeT talks and any vectors transferred from SciNet. The
unigram vectors are extracted from the content of CoMeT talks and SciNet
papers (title and abstract) users have bookmarked. Test talks are ranked by
cosine similarity of their unigram vector to the centroid.

– k-Nearest Neighbors (k-NN): We treat unigram vectors of bookmarked
CoMeT talks and vectors transferred from SciNet as positive samples, and
vectors of non-bookmarked CoMeT talks as negative samples. For each test
talk we find its k neighbors (nearest positive or negative samples) by cosine
similarity of unigram vectors. The k neighbors can be all positive samples
or negative ones or combination of them. Test talks are then ranked by
spos − sneg, where spos is the sum of cosine similarities from the test talk
to the positive neighbors and sneg is the sum of cosine similarities to the
negative neighbors.

– Positive-Sample-Only k-Nearest Neighbors (denoted k-NN.PO):
This method is similar to the k-NN approach but we find the k neighbors
of a test talk from the positive samples only, and rank the test talk by the
sum of cosine similarities from the test talk to the k positive neighbors [10].

We use a ten-fold cross-validation setup: bookmarked and non-bookmarked
CoMeT talks of each user were randomly divided into ten equal-size bins, and
evaluation was run ten times with each bin in turn held as the test set and the
other nine bins as the learning set used to construct user models. SciNet user
model data was transferred to each learning set by the transfer approaches to
augment the resulting user model. Results (rankings of test talks) are evalu-
ated by mean average precision (MAP): mean of precision values at locations of
positive test talks in the ranking, averaged over users and cross-validation folds.

Results of Experiment 1. Table 1 shows the results of global transfer models
from Scinet data to CoMeT system. Performance of the CoMeT-only baseline
varies by recommendation approach: Centroid and k-NN perform comparably
and k-NN.PO is slightly better. For the transfer approaches centroid performs
comparably to other approaches; k-NN or k-NN.PO can yield slightly higher
MAP but depend on value of k. Overall, in this non-cold-start setting transfer
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Table 1. The Mean Average Precision (MAP) of Global Impact from Transferring
Models by Transporting Data Methods and by Recommending Algorithms

Mean Average Precision Centroid
k-NN k-NN.PO

5nn 10nn 20nn 30nn 5nn.po 10nn.po 20nn.po 30nn.po

baseline 0.47 0.45 0.47 0.48 0.46 0.48 0.50 0.50 0.50

Implicit
User Model

ex.papers 0.42 0.44 0.45 0.45 0.44 0.43 0.44 0.44 0.44
im.papers 0.36 0.36 0.36 0.35 0.35 0.36 0.37 0.36 0.36

Explicit Open
User Model

ex.keywords 0.48 0.46 0.48 0.48 0.47 0.49 0.51 0.51 0.50
im.keywords 0.47 0.46 0.48 0.49 0.49 0.48 0.49 0.49 0.48

of SciNet information did not yield much improvement over the CoMeT-only
baseline: transferring an implicit model from shown SciNet documents under-
performed the CoMeT-only baseline and the other transfer approaches were not
significantly different from that baseline. In this non-cold-start situation user
profiles in CoMeT had enough data to work well on their own; thus we expect
greatest benefit of transfer in the cold-start setting.

6.2 Experiment 2: Cold-Start Recommendation

Here we study the main focus of the paper: cold-start settings. We again transfer
four kinds of user models from Scinet (explicit open user models from shown
and manipulated keywords, and implicit models from shown and bookmarked
documents).

Experimental Setup: Ten-round-ten-fold Cross-Validation. We consider
a range of cold-start setups where the user has bookmarked 0-20 CoMeT talks.
For each number of bookmarked talks we use a ten-fold cross-validation setup:
we divide data into ten bins; in each fold we hold out one cross-validation bin
as test data, and from the remaining nine bins we randomly sample a pool
of bookmarked talks and a pool of non-bookmarked talks; within each fold we
perform that random sampling 10 times (10 “rounds”) and report average results
over rounds. For each number of bookmarked talks, the number of sampled non-
bookmarked talks was chosen to keep the same ratio of bookmarked to non-
bookmarked talks as overall in the data of that user. We evaluate results by the
same MAP criterion as in the first experiment.

Results of Cold-Start Recommendation. We first tested cold-start recom-
mendation for the CoMeT-only baseline using the three recommendation meth-
ods (centroid, k-NN, k-NN.PO as in Table 1). centroid and k-NN.PO models
performed equally (results omitted for brevity; essentially no visible difference
regardless of the profile size) and outperformed the k-NN models. Given that the
centroid model is simpler and faster than k-NN.PO, it was used for all transfer
methods in the cold-start recommendation. Figure 2 shows the results of trans-
fer in the cold-start setting. Explicit transfer of the SciNet open user models
(ma.keywords and sh.keywords) helped the transition of the new users into the
CoMeT system. The MAP results of keyword models are significantly better
than the baseline until the user has two bookmarked talks in the Scinet implicit
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Fig. 2. Cold-start-effect MAP Results of Centroid Models. The MAP is shown for
each method and each number of bookmarked CoMeT talks. Error bars show 95%
confidence interval of the mean over users and cross-validation folds. “20 users”–“18
users” denote how many users had enough data within cross-validation folds to have
the desired number of bookmarked talks.

keyword transfer centroid model, and until five bookmarked talks in the Scinet
explicit keyword transfer centroid model. While the transfer of explicit curated
models worked well, the transfer of implicit models built from retrieved and
bookmarked papers harmed the MAP performance. Even the model built from
explicitly selected talks performed poorly comparing to the baseline. We analyze
reasons for this performance difference in the next section.

7 Analysis of Cross-System Transfer Performance

As expected, the transfer of explicitly curated user models yielded better results
than alternative transfer approaches and the baseline. The reason for the good
performance of open curated models can be analyzed by comparing the spaces
formed by vectors of the bookmarked and non-bookmarked CoMeT talks with
vector spaces of different types of transferred information to the information
contained .

The results of this analysis are shown in Figure 3 which plots the distribution
across users of average similarities between five representations of user interests –
(bookmarked talks in CoMeT and four kinds of models transferred from SciNet)
on one side and bookmarked/non-bookmarked CoMeT talks (CP/CN) on the
other side. The foure kinds of transferred models are SciNet implicit/explicit key-
words (SIK/SEK) and implicit/explicit paper (SIP/SEP). As expected, book-
marked talks in CoMeT are pairwise closer to each other (CP CP boxplot) than
to non-bookmarked ones (CP CN boxplot). More interesting is that both manip-
ulated SciNet keywords (SEK CP boxplot) and shown SciNet keywords (SIK CP
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Fig. 3. Distributions of similarities between CoMeT talks five representations of user
interests (bookmarked talks and 4 kinds of transfer models). The box-and-whiskers
plot shows the median (band inside the box), first and third quartiles (edges of the
box), 9th and 91th percentiles (whiskers), and values outside the percentiles as circles.
Details for each of plot are in the section 7.

boxplots) are even closer to the space of bookmarked talks, separating them
quite well from non-bookmarked ones (SEK CN and SIK CN boxplots, respec-
tively). As a result, incorporating open curated keywords into the Centroid model
helped alleviate the cold-start problem and improved recommendation perfor-
mance. In contrast, implicit models built from all shown SciNet papers and
bookmarked SciNet papers (SIP CP and SEP CP, respectively) are quite far
from the space of bookmarked talks and offer poor separation of this space from
the non-bookmarked talks (SEP CN and SIP CN, respectively). Consequently,
implicit models add more noise than value and damage recommendation.

8 Conclusions

This paper explores a novel approach to cross-system personalization based on
transferring an explicit, open, and editable user model maintained by one sys-
tem to another system in a similar, yet different domain. More specifically, we
explored whether an open user model maintained by SciNet exploratory liter-
ature search system could help recommend relevant research talks to users of
CoMeT talk sharing system who have established SciNet interest models. The
impact of open model transfer was compared with a baseline case that uses no
information from SciNet and with more traditional implicit model transfer based
on information about retrieved and marked papers. The comparison examined
an overall impact of the transfer as well as its value in a cold-start situation
when the user has none or too few talks bookmarked in CoMeT. The results
showed that cross-system model transfer is a challenging task. We were not able
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to register a significant impact of model transfer in a general situation. However,
the study demonstrated a significant positive impact of the open model trans-
fer in the cold-start case. It also demonstrated that the use of open, explicitly
curated user models is critical for the success of user model transfer: the trans-
fer of SciNet data in the form of implicit model damaged the performance of
talk recommendation. The analysis of differences between explicit and implicit
model hinted that the use of explicitly curated models reduces the noise in
modeling user interests. An interesting research question that we will leave for
the future work is to what extent machine learning approaches could simulate
model curation focusing on better representation of user interests. We plan to
explore several feature selection approaches and compare them with the impact
of manual curation.
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Abstract. In recent years, user personality has been recognized as valu-
able info to build more personalized recommender systems. However, the
effort of explicitly acquiring users’ personality traits via psychological
questionnaire is unavoidably high, which may impede the application of
personality-based recommenders in real life. In this paper, we focus on
deriving users’ personality from their implicit behavior in movie domain
and hence enabling the generation of recommendations without involv-
ing users’ efforts. Concretely, we identify a set of behavioral features
through experimental validation, and develop inference model based on
Gaussian Process to unify these features for determining users’ big-five
personality traits. We then test the model in a collaborative filtering
based recommending framework on two real-life movie datasets, which
demonstrates that our implicit personality based recommending algo-
rithm significantly outperforms related methods in terms of both rating
prediction and ranking accuracy. The experimental results point out an
effective solution to boost the applicability of personality-based recom-
mender systems in online environment.

Keywords: Recommender systems · User personality · Implicit
acquisition · Collaborative filtering

1 Introduction

Nowadays, recommender systems (RS) have been widely adopted in many online
applications for eliminating users’ information overload and providing personal-
ized services to them. In order to more accurately learn users’ preferences, person-
ality has been increasingly recognized as a valuable resource being incorporated
into the process of generating recommendations [18,25]. As a typical work, Tkalcic
et al. [25] adopted users’ personality to enhance the measure of nearest neigh-
borhood in collaborative filtering (CF) systems. Hu and Pu demonstrated that
personality can be leveraged into solving the cold-start problem of CF [18]. How-
ever, existing studies have mostly relied on personality quiz to explicitly acquire
users’ personality, which unavoidably demands user efforts. From users’ perspec-
tive, they may be unwilling to answer the quiz for the sake of saving efforts or
protecting their privacy. The application of existing personality-based RSs will
thus be limited in real life.
c© Springer International Publishing Switzerland 2015
F. Ricci et al. (Eds.): UMAP 2015, LNCS 9146, pp. 302–314, 2015.
DOI: 10.1007/978-3-319-20267-9 25
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In this paper, we are motivated to study how to implicitly derive users’ per-
sonality from their behavior data. Specifically, the main contributions of our
work are as follows:

(a) We have first identified a set of features that are significantly correlated
with users’ personality traits, through experimental validation. Among
them, some are domain dependent, such as users’ preference for movie
genre and movies’ diversity, watching duration, and watching motives.
Some are domain independent, like users’ rating behavior and age info.

(b) We have then integrated all of these features into a regression model to
infer users’ personality. We have concretely tested three different mod-
els, Gaussian Process, Pace Regression, and M5 Rules, and found that
Gaussian Process performs the best in terms of inference accuracy.

(c) At the last step, we have developed three variations of personality based
CF algorithm, for which the personality is implicitly inferred from user
behavior in real-life movie datasets. Through experiment, we have demon-
strated that the method combining user personality and ratings is most
accurate in terms of both rating prediction and ranking accuracy. The
results thus highlight the practical merit of our method in augmenting
online movie recommendations.

In the following, we first introduce related work on personality-based recom-
mender systems (Section 2). We then present the details of our feature selection
process in movie domain, as well as the experiment on personality inference
model in Section 3. In Section 4, we describe how the model is incorporated
into the CF based recommending framework. We finally conclude the work and
indicate its future directions in Section 5.

2 Related Work

How to use user personality for benefiting recommender systems has attracted
increasing attentions in recent years. For instance, Tkalcic et al. employed per-
sonality to enhance the nearest neighborhood measure in a CF-based image
recommender system, and demonstrated that the personality based similar-
ity measure is more accurate than the rating based measure [25]. Hu and Pu
[18] also incorporated users’ personality into the CF framework. Their exper-
iment indicated that personality-based CF methods are significantly superior
to the non-personality based approach in terms of solving the cold-start prob-
lem. In addition, they proposed a preference-based approach [17], for which a
personality-based interest profile is established for each user to reflect the rela-
tionship between her/his personality and preference for music genre [23]. The
items that best match the user’s profile are recommended. A user study revealed
that users in this system perceive the recommended items to be accurate for
their friends. Elahi et al. [7] developed a novel active learning strategy based
on personality, for predicting items that users are able to rate before they get
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recommendations. They concretely implemented an attribute-based matrix fac-
torization (MF) algorithm, where the attributes include users’ age, gender, and
personality traits. Through a live user study, they proved that involving these
attributes, especially users’ personality, can significantly increase the number of
items that users can rate.

However, the issue of how to obtain users’ personality is still not well solved.
The existing studies mainly rely on psychological questionnaires (such as IPIP
personality quiz [11] used in [25], and TIPI personality quiz [12] in [7,17,18]) to
measure users’ personality traits, which unavoidably demand a lot of user efforts
and hence impede the system’s practical application in real life. Lately, there
have been endeavors to derive users’ personality from their self-generated data.
For instance, Gao et al. attempted to derive users’ personality from their micro
blogs [8]. Golbeck et al. identified users’ personality traits through their Facebook
profile, which includes language features, activities, and personal information [9].
But their main focus has been on social networking sites, rather than on social
media domains such as movie. Another limitation is that little work has been
done on incorporating the implicitly acquired personality into the process of
recommendation generation.

We are thus interested in not only exploring proper behavioral features in
movie domain that can be used to infer user personality, but also investigating
how to improve recommendation accuracy with the inferred personality.

3 Implicit Acquisition of User Personality

A widely used personality model is the so called big-five factor model, which
defines user personality as five traits [14]1: Openness to Experience (O), Consci-
entiousness (C), Extroversion (E), Agreeableness (A), and Neuroticism (N). In
this section, we first describe how we have identified a set of features and experi-
mentally validated their significant correlations with users’ personality traits. We
then introduce the personality inference model and its accuracy measurement.

3.1 Feature Identification

User Preference for Movie Genre. The psychological researches conducted
in movie domain have shown that users’ personality can influence their prefer-
ence for movie genre. For example, both Cantador et al. [1] and Chausson [3]
pointed out that more imaginative and creative people (with high O2) are more
inclined to choose comedy movies, whereas people with low O (i.e., cautious
and consistent people) and high E (i.e., outgoing and energetic people) tend to
choose romance movies. Therefore, in our work, “movie genre” is taken as an
important personality feature.

1 Due to space limit, the description of these five traits can be found in [14].
2 High O means that the user has high score on the personality trait “Openness to

Experience”, which is also applied to the other abbreviations.
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Users’ Watching Duration. Users’ watching duration is another feature that
we have considered, because it was reported that people with different personal-
ity traits may behave differently in terms of time spent on watching TV programs
[21]. For instance, those who are more sensitive and nervous (with high N ) tend
to spend more time in watching. Considering that movie is similar to TV pro-
gram in that it is also a type of leisure media, we think that users’ personality
may also influence their movie watching duration.

Users’ Motives Behind Watching Movies. Chamorro-Premuzic et al. [2]
indicated that users’ personality traits can affect their motives when choosing
movies. Specifically, the motives include emotional factors (like hedonism and
sensation seeking) and cognitive factors (like boredom avoidance and information
seeking). It was found that those who possess high O tend to select movies for
seeking useful information (i.e., cognitive motives), while individuals with high
A and E are likely to watch movies for fun (i.e., emotional motives). Thus, in
our work, we take “watching motive” as one personality feature.

User Preference for Movies’ Diversity. In our previous work [4,27], we
found that users’ personality can affect their spontaneous needs for the level of
diversity within a list of movies that they will select. For instance, people with
high N are more likely to prefer movies with diverse directors. Moreover, the
personality trait C is significantly correlated with users’ preference for movies’
overall diversity when all attributes are considered. Formally, a user’s preference
for diversity in respect of a specific movie attribute (e.g., genre, director) can be
determined via the intra-list metric:

Div(attrk) =
2

|Su| × |Su − 1|
∑

mi∈Su

∑
mj �=mi∈Su

(1 − Sim(mi, mj)) (1)

where attrk is the k-th attribute, Su is the set of movies selected by the user,
and Sim(mi,mj) gives the similarity between two movies in terms of attrk (i.e.,

Sim(mi,mj) =
|Smi,attrk

∩Smj,attrk
|

|Smi,attrk
∪Smj,attrk

| , where Smi,attrk
contains all values of attrk,

such as all actors, in movie mi). The user’s preference for movies’ overall diversity
is further measured as:

OverDiv =
∑n

k=1
(wk × Div(attrk)) (2)

where wk indicates the attribute’s relative importance to the user (0 <= wk <=
1,

∑n
k=1 wk = 1) and n is the total number of attributes.

Users’ Rating Behavior. Users’ rating behavior might also be indicative of
their personality. As shown by Golbeck and Norris [10], two personality traits
E and C are both positively correlated with users’ ratings on movies. That
is, people who are more extrovert, outgoing, cautious, and self-disciplined tend
to give higher ratings than others. Besides, Hu and Pu [19] found that C is
negatively correlated with the number of ratings that a user gives, which implies
that unorganized and impulsive people are likely to rate more items.
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Users’ Demographic Properties. There are several demographic properties
that have been shown related to users’ personality. For instance, Chausson [3]
found that females usually score higher on personality traits N and A than males.
As for age, McCrae et al. found that older people have lower scores on E and
O, but higher scores on A and C [20]. Regarding education, people with high C
(i.e., self-disciplined ones) are more likely to obtain higher education degree [5].

In summary, we have identified six major types of features for implicitly
deriving users’ personality. Some of them, such as users’ rating behavior and
demographic properties, can be applied to other domains except for movie, which
we call domain-independent features, and the others are called domain-dependent
features.

3.2 Validation Experiment

In order to validate whether the above-mentioned features are truly significantly
correlated with users’ personality, we have conducted a validation experiment.

User Survey Setup. To do the validation, we first performed a user survey to
collect users’ interaction behavior with movies and personality values. A total
of 148 volunteers (77 females) joined this survey. All of them are Chinese, who
are with different education backgrounds (28% with Bachelor, 57% with Master,
7% with PhD, and 8% miscellaneous) and age ranges (61% in the range of 20-25
years old, 32% in the range of 25-30, 4% in the range of 30-40, and 3% in the
other ranges).

Each user’s personality was assessed via a popular big-five personality quiz
that contains 25 questions [14]. Each personality trait’s score is the sum of scores
on its related 5 questions. For example, one question of assessing Neuroticism is
“Do you feel you are always calm or eager?” which is rated from 1 “calm” to 5
“eager”. We also asked each user to freely rate at least 10 movies that s/he has
watched by checking movies’ information in Douban Movie (movie.douban.com),
which is a popular movie reviewing website in China.

Implicit Features. The behavioral features (identified in the previous section)
were concretely determined in the following ways. A user’s preference for movie
genre was obtained by asking her/him to choose three most favorite genres and
three least favorite ones (among 15 genres such as action, horror, etc.) in our
survey. As for watching duration, we first used the user’s answer to the question
“How often do you see a movie?” (among the options “one week”, “one month”,
“three months”, etc.) to represent her/his watching frequency, and then calcu-
lated the watching duration by multiplying her/his weekly watching frequency
with the movie’s average length (i.e., 1.5 hours). The user’s main motive behind
watching movies was assessed via the question “At most of times, why do you
want to see a movie, for seeking useful information or just for fun?” In par-
allel, Eq.1 and Eq.2 were applied to measure the user’s preferences for movies’
attribute-specific diversity and overall diversity, for which only movies that the
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user gave positive ratings (i.e., above 3 out of 5) were considered, and attributes’
weights (in Eq.2) were obtained through conjoint analysis [13]. Regarding rating
behavior, both the average rating and the total number of ratings that a user
gave to movies were taken into account.

Correlation Results. The correlations between users’ personality traits and
their behavioral features were computed via Spearman’s rank coefficient because
it can be applied to both ordinal and numerical variables [29]. Table 1 shows
the results. With respect to user preference for movie genre, it is significantly
correlated with all of the five personality traits. For example, people with high
O tend to prefer music and animation movies, whereas those who score low on O
prefer documentary movies. The genre’s preference is also correlated with users’
personality traits C, E, A, and N. In terms of watching duration, the personality
traits C and A show significantly positive correlations with it, which implies that
those who are more organized, patient, friendly and cooperative are more likely
to spend more time in watching movies. In addition, those people also tend
to watch movies for fun rather than seeking information given the significant
correlations between the two traits C and A and users’ watching motive. As for
rating behavior, people with high C and A are found being more subject to give
higher ratings. Furthermore, O and E are significantly negatively correlated with
users’ preference for movies’ diversity w.r.t. genre, indicating that conventional
and introvert persons are more inclined to choose diverse genres. The movies’
diversity w.r.t country is preferred by suspicious and antagonistic users (with
low A). Finally, among users’ demographic properties, we observe that age is
significantly correlated with O in a negative way, which suggests that young
people are more imaginative and creative than elders.

Thus, it can be seen that most of features are empirically proven with signif-
icant correlations with users’ personality. Particularly, more domain-dependent
features, such as users’ preference for movie genre, their watching duration, and
watching motive, exhibit strong correlations, which suggests that the behavioral
features related to a specific domain can be more helpful for inferring users’ per-
sonality. For the next step, we have attempted to combine all of these significant
features into a unified inference model.

3.3 Personality Inference Model and Evaluation

Inference Model. We have compared three regression models for inferring
users’ personality: Gaussian Process, Pace Regression, and M5 Rules. Formally,
a standard form of regression model can be represented as y = f(x) + ε, where
x denotes an input vector (in our case, it includes the implicit features like user
preference for movie genre, the user’s watching duration, etc.), y denotes a scalar
output (in our case, it gives the inferred big-five personality scores), and ε is the
additive noise. Our purpose is then to estimate the regression function f(·).

Gaussian Process (GP) [22] defines a probabilistic regression based on
Bayesian theory and statistical learning theory: f(x) ∼ gp(μ(x), k(x, x′)), where
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Table 1. Correlations between users’ personality traits and implicit features (∗p < 0.05
and ∗∗p < 0.01)

Openness to
Experience (O)

Conscien-
tiousness (C)

Extrover-
sion (E)

Agreeable-
ness (A)

Neuroti-
cism (N)

User preference for
movie genre

O: Music (0.207∗), Animation (0.183∗), Documentary (-0.167∗∗);
C : Animation (-0.201∗), Comedy (-0.163∗), War (0.192∗∗),
Science Fiction (0.176∗);
E : Mystery (-0.163∗), Crime (-0.18∗), Romance (0.136∗∗);
A: Animation (-0.20∗), Science Fiction (0.171∗), War (0.192∗);
N : Romance (0.203∗), History (-0.173∗), Drama (0.184∗),
Adventure (-0.106∗), Animation (0.202∗), Documentary (-0.165∗).

Watching duration -0.043 0.176∗ 0.147 0.175∗ -0.094
Watching motive -0.091 0.208∗ 0.001 0.181∗ -0.139

User
preference
for movies’
diversity

Overall div. 0.038 0.033 -0.010 -0.029 -0.051
Genre div. -0.135∗ 0.057 -0.176∗ -0.072 0.050
Country div. 0.069 -0.130 0.069 -0.189∗ 0.166
Release time div. -0.144 -0.040 -0.104 -0.140 0.085
Actor/actress div. -0.003 0.025 0.061 0.001 -0.012
Director div. -0.037 -0.013 0.050 0.085 -0.053

Rating
behavior

Average rating -0.134 0.175∗ 0.082 0.262∗∗ -0.018
Number of ratings -0.145 0.219 0.040 0.217 -0.012

Demogra-
phic
property

Gender 0.068 -0.070 0.110 -0.049 0.075
Age -0.201∗ 0.103 0.121 0.082 -0.057
Education level -0.033 0.157 -0.002 0.109 -0.137

μ(x) stands for the mean function and k(x, x′) is the covariance function. In prac-
tice, GP can handle datasets with small number of samples and/or many input
features. Unlike GP, Pace Regression [26] is a typical form of linear regression
analysis. It is applicable when some of the input features are mutually depen-
dent. M5 Rules [16] also assumes a linear distribution of the input features, but
it is grounded on the separate-and-conquer strategy to build a decision tree. In
comparison to the other models, M5 Rules costs less calculation and can deal
with small-scale datasets or datasets with missing values.

Evaluation Procedure. We randomly selected 90% of 148 users who partici-
pated in our user survey (see Section 3.2) to train each model and tested it on
the remaining 10% users. To avoid any biases, we performed 10-fold cross valida-
tion, and measured the accuracy via metrics Root Mean-Square Error (RMSE)
[15] and Pearson correlation [15]. Formally, we define a user’s personality as a
5-dimension vector pu = (p1u, p2u, ..., p5u)T , where each dimension pk represents
one personality trait among O, C, E, A, and N.

Evaluation Results. The results are shown in Table 2, in which RMSE values
that are returned by the three regression models in respect of each personality
trait are all within 10% of its real score. Moreover, Gaussian Process obtains
a relatively smaller margin of error than Pace Regression and M5 Rules. In
terms of Pearson correlation, Gaussian Process produces results with higher
correlations than Pace Regression and M5 Rules, regarding all of the personality
traits. Particularly, the correlations by Gaussian Process are significant regarding
personality traits C (p < 0.01), A (p < 0.05), and N (p < 0.05). We further run
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Table 2. RMSE and Pearson correlation results of testing three inference models (note:
the number in superscript indicates that the model significantly (p < 0.05) outperforms
the referred one in terms of the corresponding metric)

Personality trait 1Gaussian Process 2Pace Regression 3M5 Rules
RMSE

Openness to Experience (O) 0.03543 0.03573 0.0369

Conscientiousness (C) 0.03503 0.03823 0.0380

Extraversion (E) 0.03753 0.03783 0.0410

Agreeableness (A) 0.04843 0.04943 0.0504

Neuroticism (N) 0.05683 0.05843 0.0605
Pearson correlation coefficient (∗p < 0.05,∗∗ p < 0.01)

Openness to Experience (O) 0.14242,3 0.0458 0.0537

Conscientiousness (C) 0.3319∗∗,2,3 0.0600 0.1942∗

Extraversion (E) 0.10852,3 0.0839 0.0871

Agreeableness (A) 0.2177∗,2,3 0.1204 0.1704∗

Neuroticism (N) 0.2634∗,2,3 0.0553 0.1375

Note: Here, we normalized each personality value into [0-1] scale via the logarithmic form of

normalization: X =
log10 X

log10 max , where X is the original score of each personality trait, and max

gives the maximum value among all of the samples. Moreover, the standard deviations of the
five personality traits at the normalized 0-1 scale are respectively: O(0.035), C (0.038), E(0.037),
A(0.048), N (0.058).

a pairwise t-Test to identify the significance level of differences between these
models. It shows that Gaussian Process significantly outperforms M5 Rules in
terms of both RMSE and Pearson correlation (p < 0.05) in respect of all of the
personality traits, and is significantly better than Pace Regression in terms of
Pearson correlation (p < 0.05). Pace Regression is significantly better than M5
Rules in terms of RMSE (p < 0.05). As for the reason why Gaussian Process
performs the best, we think it is because the non-linear relationship between
input and output as defined in this model may better fit the characteristic of
our data. It also avoids bringing the noise of input to output by performing a
probabilistic function.

The above results hence demonstrate that a user’s personality traits can be
inferred by unifying some implicit features. Given that Gaussian Process shows
the best accuracy among the three compared models, we adopt it for the next
step of recommendation generation.

4 Recommendation Based on Implicit Personality

The next question we are interested in solving is: how to employ the implicitly
acquired personality for improving the real-life movie recommendation? In the
following, we present our algorithm development and evaluation results.

4.1 Algorithm Development

We first apply Gaussian Process to derive users’ personality from their inter-
action behavior with movies (i.e., implicit features). The inferred personality is
then incorporated into the collaborative filtering (CF) process. Concretely, we
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develop three variations of the personality-based recommending method: pure
personality-based CF, and two hybrid CF methods that integrate personality
with ratings.

Personality-Based CF. Similar to the approach proposed in [18], we can
use personality to calculate user-user similarity. Specifically, we adopt the 5-
dimension vector pu = (p1u, p2u, ..., p5u)T (derived from the previous step; see
Section 3.3) to define a user’s personality, and then compute the personality-
based similarity between two users u and v via Cosine measure:

Simp(u, v) =

∑5
k=1(p

k
u × pk

v)√∑5
k=1 pk

u
2
√∑5

k=1 pk
v
2

(3)

The rating predicted to an unknown item i for the target user u is then
calculated as:

PreScorepersonality(itemi) = ru + k
∑

v∈Ωu
Simp(u, v) × (rv,i − rv) (4)

where rv,i is user v’s rating for item i, ru and rv are respectively user u’s and
v’s average ratings, k is equal to 1∑

v∈Ωu
|Simp(u,v)| , and Ωu is the set of u’s

neighbors who rated item i (note that the similarity threshold is set as 0.7 in
our experiment). We call this method PB.

Hybrid CF. We further implement two hybrid CF methods. One is called
RPBLscore, where users’ implicit personality scores and ratings are combined
into the CF framework in a linear weighted way:

PreScorehybrid(itemi) = α×PreScorerating(itemi)+(1−α)×PreScorepersonality(itemi) (5)

where PreScorerating(itemi) = ru + k
∑

v∈Ωu
Simr(u, v) × (rv,i − rv), which

returns the predicted rating based on the traditional rating-based similarity
measure (i.e., Simr(u, v) =

∑
i∈I(ru,i×rv,i)√∑

i∈I ru,i
2
√∑

i∈I rv,i
2
), PreScorepersonality(itemi)

is the personality-based rating prediction (Eq.4), and α is a weighting parame-
ter used to control the relative contributions of the two types of prediction (that
is tuned through experimental trials).

An alternative hybrid method is called RPBLsimilarity [18], which emphasizes
combining personality scores and ratings for computing user-user similarity:

Simpr(u, v) = β × Simr(u, v) + (1 − β) × Simp(u, v) (6)

where β manipulates the weights of the two kinds of similarity measure, i.e.,
Simr(u, v) and Simp(u, v). Simpr(u, v) is then used to predict an unknown
item i’s rating for the target user u (by replacing Simp(u, v) in Eq.4).
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4.2 Experiment Setup

In the experiment, we compared the three personality-based approaches, i.e.,
pure personality-based CF (PB) and two hybrid CF methods (RPBLscore and
RPBLsimilarity), with the standard rating-based CF [18] (shortened as RB) on
two real-life movie datasets: HetRec3 and Yahoo! Movie4. Both datasets contain
users’ movie ratings, and movies’ descriptive information such as their genres,
actors, directors, and so on. Yahoo! Movie dataset’s rating sparsity level5 is
relatively higher (98.8% vs. 95.5% in HetRec dataset). We performed 10-fold
cross-validation to measure each method’s performance. Concretely, we split the
ratings provided by each user into two parts, 80% used for inferring the user’s
personality, and 20% for testing the recommendation result.

The implicit features used for constructing the personality inference model (see
Section 3.2) are identified through the following ways. To obtain user preference
for movie genre, we used the proportion of each genre that appears in movies that
a user gave positive ratings (i.e., above 3 out of 5), to represent her/his prefer-
ence for that genre. As for watching duration, we multiplied the average number
of movies that the user has rated per week with the movie’s average length. The
user’s preferences for movies’ diversity in respect of genre and country were cal-
culated via Eq.1. We also calculated each user’s average rating. As for their age
information, it is provided in HetRec dataset, but not in Yahoo! Movie. The fea-
ture “watching motive” was not considered in this experiment because it is not
available in both datasets. We then adopted Gaussian Process (see Section 3.3) to
unify these features for inferring each user’s big-five personality traits.

The recommendation accuracy was measured in terms of both rating pre-
diction and ranking performance: 1) Mean Absolute Error (MAE) and Root
Mean-Squared Error (RMSE) [15] for determining the tested method’s rating
prediction accuracy; and 2) Normalized Discounted Cumulative Gain (nDCG)
and Mean Average Precision (MAP) [28] used for determining the method’s top-
N ranking accuracy (N = 10 in our experiment). Due to space limit, the details
of these four metrics are referred to [15,28].

4.3 Results

The optimal values of parameters involved in these algorithms, including the
neighborhood size k for each method, α in Eq.5, and β in Eq.6, were identified
through experimental trials. Table 3 shows each method’s performance (with its
optimal parameter value(s)) and the pairwise t-Test statistical analysis results.

It can be seen that the two hybrid CF methods, RPBLscore and
RPBLsimilarity, both significantly outperform the pure personality-based app-
roach (PB) and the standard rating-based method (RB), in terms of rating
prediction (i.e., MAE and RMSE ) in the two datasets. They also achieve
significantly higher ranking accuracy (nDCG-5 and MAP) than RB. The

3 HetRec dataset contains 1,872 users, 10,095 movies, and 848,169 ratings.
4 Yahoo! Movie dataset contains 800 users, 9,128 movies, and 90,832 ratings.
5 The rating sparsity level is calculated via Levelsparsity = 1 − |nonzeroentries|

|totalentries| [24].
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Table 3. Overall comparison results (note: the number in superscript indicates that
the method significantly (p < 0.05) outperforms the referred one in terms of the cor-
responding metric; and the value inside the parenthesis indicates the improvement
percentage against the baseline RB approach)

HetRec

1RB (k = 200) 2PB (k = 300) 3RPBLscore (α = 0.3)

4RPBLsimilarity (k = 300,

β = 0.8 ∗ |Iu∩Iv|
|Iu∩Iv|+0.5 )

MAE 0.6969 0.6835 (1.92%) 0.66431,2(4.67%) 0.67381,2(3.32%)
RMSE 0.9382 0.9362 (0.21%) 0.89191,2(4.93%) 0.90381,2(3.66%)
nDCG-5
(top-10)

0.8421 0.8475 (0.06%) 0.86891,2(3.18%) 0.85931(2.05%)

MAP
(top-10)

0.5348 0.5509 (3.02%) 0.56391(5.44%) 0.55781(4.29%)

Yahoo! Moive

1RB (k = 150) 2PB (k = 200) 3RPBLscore (α = 0.3)

4RPBLsimilarity (k = 200,

β = 0.8 ∗ |Iu∩Iv|
|Iu∩Iv|+0.5 )

MAE 1.0308 1.00891(2.13%) 0.99121,2(3.84%) 0.97521,2(5.39%)
RMSE 1.5620 1.5515 (0.67%) 1.47671,2(5.46%) 1.46461,2(6.23%)
nDCG-5
(top-10)

0.8178 0.8419 (2.94%) 0.86831(6.16%) 0.86061(5.22%)

MAP
(top-10)

0.7028 0.7110 (1.17%) 0.74361,2(5.81%) 0.73421(4.45%)

comparison between RPBLscore and RPBLsimilarity shows that, although they
are not significantly different, RPBLscore is slightly better as for most measures.
The optimal value of weighting parameter α in RPBLscore (Eq.5) is always
0.3, suggesting that the personality-based prediction takes more contribution to
the final prediction result than the rating based prediction. In comparison, as
RPBLsimilarity emphasizes enhancing user-user similarity by integrating per-
sonality with ratings, it is shown that the personality is more helpful for accom-
plishing its rating prediction task in sparser rating situation (because of the
relatively better MAE and RMSE scores in Yahoo! Movie dataset).

Hence, through this experiment, we demonstrate that the personality scores
as derived from implicit features can take positive effect on augmenting real-life
movie recommendations. In particular, combining them with users’ ratings can
boost both rating prediction and ranking accuracy to a higher level, relative to
the method that considers the implicit personality or users’ ratings alone.

5 Conclusion and Future Work

In this paper, we presented an approach to deriving users’ personality implicitly
from their behavior in movie domain, and furthermore used the derived personal-
ity to augment online movie recommendations. Specifically, we first validated the
significant correlations between multiple features and users’ personality traits
through user survey. We then compared three regression models in terms of
their ability of unifying these significant features into automatically inferring a
user’s personality, among which Gaussian Process shows better performance than
Pace Regression and M5 Rules. We further implemented three variations of CF



Implicit Acquisition of User Personality 313

method which are all based on the implicitly acquired personality: one is purely
based on the inferred personality to enhance user-user similarity in CF process,
and the other two combine the personality with users’ ratings in either generating
the final item prediction score (RPBLscore) or computing user-user similarity
(RPBLsimilarity). The experimental results indicate that the algorithms incor-
porated with both implicit personality and ratings significantly outperform not
only the non-personality approach but also the pure personality-based approach,
in terms of both rating prediction and ranking accuracy.

The main limitation of our study is that, as there are not users’ explicit per-
sonality values in the two real-life movie datasets (HetRec and Yahoo! Movie),
it is infeasible to validate our personality inference model with them. We hence
plan to investigate other datasets as well as trying to increase the diversity and
scale of our user survey’s population, so as to further consolidate the recom-
mender approach’s practical value. On the other hand, we will investigate more
types of behavioral features with the goal of further enhancing our personality
inference model. For instance, it may be interesting to study whether people
with different personality values would possess different propensity for being
influenced by the item’s word-of-mouth (WOM) when they give its rating [6].
We will also establish the inference model for other domains, such as music, as
motivated by the literatures that show the relationship between music features
and user personality [23]. In addition, we believe that our work will be benefi-
cial to solve the cold-start issue in cross-domain recommendation, for which the
personality as inferred from user behavior in one domain (e.g., movie) may be
used to generate recommendations in another domain (e.g., music).

Acknowledgments. We thank grants ECS/HKBU211912 and NSFC/61272365.
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Abstract. Thanks to reputation and gamification mechanisms, collab-
orative question answering systems coordinate the process of topical
knowledge creation of thousands of users. While successful, these systems
face many challenges: on one hand, the volume of submitted questions
overgrows the amount of new users willing, and capable, of answering
them. On the other hand, existing users need to be retained and opti-
mally allocated. Previous work demonstrates the positive effects that
two important aspects, namely engagement and expertise valorisation,
can have on user quality and quantity of participation. The magnitude
of their effect can greatly vary across users and across topics. In this
paper we advocate for a more in-depth study of the interplay that exists
between user engagement factors in question answering systems. Our
working hypothesis is that the process of knowledge creation can be accel-
erated by better understanding and exploiting the combined effects of the
interests and expertise of users, with their intrinsic and extrinsic motiva-
tions. We perform a study over 6 years of data from the StackOverflow

platform. By defining metrics of expertise and (intrinsic and extrinsic)
motivations, we show how they distribute and correlate across platform’s
users and topics. By means of an off-line question routing experiment,
we show how topic-specific combinations of motivations and expertise
can help accelerating the knowledge creation process.

1 Introduction

Collaborative Question Answering (CQA) systems (e.g. StackOverflow, Quora,
Yahoo Answers) are an important class of Web knowledge repositories [1]. They
coordinate practitioners with varying levels of expertise in the creation of evolv-
ing, crowdsourced, and peer-assessed knowledge bases, often in a reliable, quick
and detailed fashion.

In CQAs users (askers) create questions, counting on topically-defined com-
munities to provide an answer to their needs. Community members can browse
existing questions, and decide whether or not to contribute to ongoing discus-
sions. Such decisions are influenced by a multitude of factors, including time
constraints, quality and difficulty of the question, and the knowledge of the
answerer. Previous work [2,17] shows how engagement elements such as gamifi-
cations mechanisms, and expertise valorisation can provide users with the right
incentive for participation and collaborative knowledge creation.
c© Springer International Publishing Switzerland 2015
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While successful, such factors cannot prevent CQAs from facing several sus-
tainability challenges. The volume of submitted questions overgrows the amount
of new users willing, and capable, of answering them; a large portion of ques-
tions do not receive good (up-voted) answers, and even well-posed and relevant
questions might wait for a long time before receiving a good answer [15,16].
Recent studies have proposed to solve these problems with acceleration mech-
anisms such as: automatic detection of poorly formulated questions, question
editing suggestion [15,16], or question routing [5,8,14,18].

To maximise the effectiveness of such mechanisms, a better comprehension of
the mechanisms of knowledge creation in CQAs is needed. Recent research [9,17]
shows that engagement and topical expertise are complementary user properties.
In this paper we advocate for a more in-depth understanding of the interplay
that exists between them, and we aim at demonstrating how they can be used
to accelerate knowledge creation in CQA systems.

Our working hypothesis is that the process of knowledge creation is topi-
cally dependent, and that is driven by a mix of intrinsic motivations, extrinsic
motivations, and topical expertise of CQAs users. We suggest that different topic-
specific knowledge needs demand for different types of contributor: intuitively, to
generate the best answer, some questions may require active answerers engaged
in discussion; others may only need one expert user to directly provide the right
answer. To test our hypothesis we focus on StackOverflow, a question answer-
ing system specialised in programming-related issues. The paper provides the
following original contributions:

1. A study, focusing on the relation that exist between intrinsic motivations
(e.g. interest), extrinsic motivations (e.g. reward), and expertise in topically-
centred communities;

2. An off-line question routing experiment, aimed at verifying the impact of
(intrinsic and extrinsic) motivations and expertise in user modelling for ques-
tion recommendation.

Our work provides novel insights on the mechanisms that regulates knowl-
edge creation in CQA systems. Although the study and the experiment focus
on StackOverflow data, we believe that our results are of general interest. The
study shows the relevant impact that different topics exercise on (intrinsic and
extrinsic) motivation and expertise: the results can be used to devise novel
engagement and retention mechanisms, aimed at accelerating knowledge cre-
ation by maximising the effectiveness of contributors. The experiment presented
in the paper provides empirical evidences of how existing CQAs can profit from
the adoption of question routing mechanisms that include topical interest, moti-
vations, and expertise as user modelling properties.

The remainder of the paper is organised as follows: Section 2 briefly intro-
duces engagement dimension in CQAs. Section 3 analyses (intrinsic and extrin-
sic) motivations and expertise in StackOverflow, while Section 4 shows how
they can improve question routing performance. Section 5 describes related work,
before Section 6 presents our conclusions.
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2 Engagement Dimensions in CQA Systems

User engagement is defined as “the emotional, cognitive and behavioural con-
nection that exists, at any point in time and possibly over time, between a user
and a resource” [3]. Among the attributes that characterise engagement (e.g.
aesthetics, endurability, novelty, reputation), user context embeds a combina-
tion of user- and context-dependent factors that profoundly influence and affect
the relation between CQAs and their users. In this work we focus on two fac-
tors, namely: the motivations driving users’ activities; and users’ expertise, as
assessed by their peers, in a given topic of interest.

Motivation. is a precondition for action. To foster user engagement, system
designers must understand the reasons why users take a particular action.
The Self-Determination Theory [6] differentiates between intrinsic and extrinsic
motivation.
Intrinsic motivations lead individuals to perform an activity because of their
personal interest in it; or because its execution gives some form of satisfaction.
Users of CQAs are often intrinsically motivated [12]; they decide to interact with
systems and their communities: a) To look for existing solutions to their issues;
this involves browsing the CQA content, in search for the right formulation
of knowledge need and, the answer(s) to it. b) To post a new question to the
community, when no existing solution can be found. Or, c) to get satisfaction
from the sense of efficacy perceived when, convinced to possess the skills and
competence required to contribute to an ongoing discussion, they provide a new
answer, or they comment/vote existing questions and answers.
When extrinsically motivated, individuals perform an activity for an outcome dif-
ferent from the activity itself, e.g. to obtain external rewards. A typical example
of an engagement mechanism that exploits extrinsic motivation is gamification
[2]. CQA systems often adopt two forms of external rewards: 1) a public rep-
utation score, calculated by summing the number of votes obtained by all the
posted questions and answers; and 2) a set of badges, assigned after achieving
pre-defined goals (e.g. complete at least one review task, achieve a score of 100
or more for an answer).

Expertise. An expert can be defined as someone who is recognised to be skilful
and/or knowledgable in some specific field [7], according to the judgment of the
public, or of peers. In CQAs, social judgement is critical for expert identification.
A question is usually answered by a set of users, whose answers are voted up or
down by other members of the platform, thus reflecting the a user’s capability of
applying knowledge to solve problems. Hence, voting from other users can be seen
as an unbiased, cyber simulation of social judgement for the answerers’ expertise
level [17]. Expertise can be seen as an example of intrinsic motivation related to
competence. However, we stress the fundamental difference that exists between
one’s perception of competence (which is self-established, and often biased), and
social judgement: by being externally attributed, the latter might not set off the
same type of intrinsic triggers. Simply put: being perceived as an expert does not
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necessarily imply behaving like one. Next section elaborates on this behavioural
difference, and provides quantitative support to our classification choice.

3 Analysing Extrinsic Motivations, Intrinsic Motivations,
and Expertise in StackOverflow

The first part of our work studies how intrinsic motivations, extrinsic moti-
vations, and expertise manifest themselves in topically-centred CQAs commu-
nities. We analyse StackOverflow, a popular CQA system launched in 2008
with the goal of becoming a very broad knowledge base for software develop-
ers. StackOverflow now features more than 2.7M users, 6.5M active questions,
11.5M answers, 26.1M comments, and 35.2K tags used by users to briefly char-
acterise the subjects of the submitted questions. StackOverflow periodically
releases a public version of the platform database, which can be accessed at
https://archive.org/details/stackexchange. Our study is based on data created
up until January 2014. Due to space limitations, the following sections report
only part of the performed analysis and experiments. An extended description
is available at http://wis.ewi.tudelft.nl/umap2015.

To investigate topical diversity, we categorise tags into 14 topics, shown in
Table 1. Topics are identified by analysing the tag co-occurrence graph, using
the approach described in [4].

Table 1. Topical categorisation of tags, with basic knowledge demand and contributors
composition statistics

Knowledge Demand Contributor Composition
Topic Tags #Q #A #CU #AU %(AU∩CU) %(CU-AU) %(AU-CU)

.Net c#, asp.net, .net, vb.net, wcf 571K 1222K 102K 119K 73.84% 6.40% 19.76%
Web javascript, jquery, html, css 569K 1181K 146K 149K 85.43% 6.40% 8.17%
Java android, java, eclipse 566K 1097K 136K 136K 85.84% 7.32% 6.84%
LAMP php, mysql, arrays, apache 432K 927K 39K 128K 21.10% 6.98% 71.92%
C/C++ c, c++, windows, qt 269K 679K 78K 80K 87.45% 10.19% 12.36%
iOS iphone, ios, objective-c 262K 441K 59K 57K 79.24% 11.98% 8.78%
Databases sql, sql-server, database 177K 406K 74K 73K 79.37% 10.68% 9.95%
Python python, django, list 186K 390K 55K 61K 67.59% 12.00% 20.41%
Ruby ruby, ruby-on-rails 129K 226K 32K 39K 59.57% 12.89% 27.54%
String regex, string, perl 99K 264K 47K 57K 57.26% 13.93% 28.81%
OOP oop, image, performance, delphi 88K 212K 52K 61K 59.51% 14.20% 26.29%
MVC asp.net-mvc, mvc 50K 98K 23K 29K 54.18% 15.06% 30.76%
Adobe flex, flash, actionscript 39K 65K 18K 17K 73.98% 14.34% 11.68%
SCM git, svn 34K 74K 21K 25K 44.31% 21.81% 33.88%

3.1 Topical Influence on Extrinsic and Intrinsic Motivated Actions

Table 1 reports topical knowledge demand statistics. For each topic, we include:
the number of submitted questions #Q, as a measure of knowledge demand pop-
ularity; the number of answers #A and the number of comments C, as a measure
of community participation. Comments or answers to self-created questions are
not considered as extra contributors to the topic. Results highlight great topical

https://archive.org/details/stackexchange
http://wis.ewi.tudelft.nl/umap2015
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diversity for both popularity and participation. It also emerges a topic-dependent
distribution of answers and comments, which underlines differences in the type
of activities performed by contributors.

The difference is more evident when observing the right-hand side of Table 1,
which analyses communities’ composition. #AU and #CU respectively indicate
the number answerers and the number of commenters; #AU ∩ #CU shows the
percentage of contributors who are both commenters and answerers; #CU −
#AU reports the percentage of contributors that are only commenters, and
#AU − #AU the percentage of contributors that are only answerers.

The distribution of contributors across topics greatly varies. We observe a
general trend towards communities where the number of users acting exclusively
as answerers is higher; together with an absolute higher number of answers,
these figures suggest a preference for rewarded actions. In the LAMP topic the
trend is more evident. iOS and Adobe are exceptions, as the percentage of users
that exclusively comment is higher, and the absolute numbers of comments and
answers is comparable. We observe no trend related to topics’s popularity or par-
ticipation. For instance, Web, Java, and Databases have a very similar number
of commenters and answerers, which are mostly overlapping. Other topics like
.Net, Python, and Ruby show a slight predominance of answerers of comments,
which is reflected in the uneven composition of contributors.

3.2 Measures of Motivations and Expertise in StackOverflow

Given its multi-faceted nature, user engagement has been measured in differ-
ent ways: from subjective (e.g. user questionnaires) to objective (e.g. subjective
perception of time) metrics, each measure is characterised by its own cost of
acquisition, generalisation capabilities, and bias.

In this work we consider several objective measures. As common in related
literature, we define such measures over the set of StackOverflow users’ activi-
ties available in the public dataset. Namely: posting new questions, answers, or
comments; and voting existing question and answers (although votes are only
available as aggregates, not as individual actions). Our metrics focus on the 3
engagement factors described in Section 2.

Intrinsic Motivations Metric. The StackOverflow dataset does not provide
page-access (view) data about individual users, thus making the task of mea-
suring intrinsic motivations more challenging. To account for the missing data,
we focus on comments, i.e. the only type of activity not rewarded by the scoring
mechanism of StackOverflow. By being unrewarded, we assume commenting
actions to be performed only for personal interest in a question, in its topic, or
in the community. Figure 1 (a) plots the distribution of comments and answers
for each user participating in the .Net topic. As typical in StackOverflow [17],
user activeness brings a strong bias (0.9 correlation, p < .01), as most active
users are also more likely to engage in discussions, or provide minor help and
criticisms. To compensate for the activeness bias, we use as intrinsic motivation
measure IMu = #Cu

#Au
, defined as the ratio between the number of comments and
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Fig. 1. Distribution of number of comments and votes in the .Net without – (a) and
(c) – and with – (b) and (d) – activeness correction

the number of answers provided by a user for a given set of topics. Intuitively,
INu provides a measure of intrinsic motivation by quantifying the self-driven
likelihood of a user to contribute to an ongoing discussion. Figure 1 (b) plots
the distribution of INu, showing its independence from user activeness (0.0 cor-
relation, p < .01).

Extrinsic Motivations. External rewards such as reputation score and badges
are strictly correlated with user activeness [17] which, in turns, is linearly cor-
related with the number of provided answers. We therefore use as a measure of
extrinsic motivation EMu = #Au, i.e. the number of answers provided by a user
for questions about a a given set of topics, in a given time frame.

Expertise. In StackOverflow, social judgment in expressed in terms of votes
assigned to questions or answers provided by users. The number of votes received
by other users can be used as a measure of expertise. As for intrinsic motiva-
tions, most active users are also more likely to receive more votes for their
contributions, as can be seen from Figure 1 (c) (p < 0.01). To normalise for
user activeness, we use as expertise metric EXu = #Vu

#Au
, i.e. the average number

of votes received for each answer. Figure 1 (d) plots the distribution of EXu

(p < 0.01) for each user in the dataset.

3.3 Topical Relation of Extrinsic Motivation, Extrinsic Motivation,
and Expertise

Table 2 reports, for each topic and engagement metric defined in Section 3.2, the
mean value (μ), standard deviation (σ) and skewness (γ) of their distributions.

The distributions of users’ expertise (EXu), intrinsic (IMu) and extrinsic
(EMu) motivations is topically diverse. With metrics of motivation, a general
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Table 2. Distribution and correlation of IMu, EMu, and EXu values across topics

Basic Statistics (μ ± σ, γ) Pearson Correlation
Topic EXu IMu EMu EXu-IMu EXu-EMu IMu-EMu

.Net 1.65±4.73, 27.25 0.36±0.99, 18.57 10.23±84.17, 86.58 .03(p < .01) .02(p < .01) .05(p < .01)
Web 2.06±9.55, 47.37 0.37±9.02, 7.01 7.90±52.35, 40.82 .02(p < .01) .00(p = .06) .08(p < .01)
Java 2.30±9.69, 39.92 0.37±1.08, 21.85 8.10±64.61, 64.95 .01(p < .01) .00(p = .24) .01(p < .01)
LAMP 1.59±6.09, 53.08 0.41±1.00, 10.42 7.25±44.05, 41.56 .02(p < .01) .01(p < .01) .08(p < .01)
C/C++ 2.01±6.76, 40.35 0.47±1.17, 9.30 8.41±58.29, 28.47 .03(p < .01) .02(p < .01) .09(p < .01)
iOS 2.44±7.81, 18.98 0.38±1.08, 12.65 7.70±39.38, 19.11 .01(p < .01) .00(p = .35) .05(p < .01)
Databases 1.69±7.11, 52.15 0.43±0.99, 6.57 5.53±40.94, 41.82 .01(p < .01) .01(p = .02) .05(p < .01)
Python 2.43±6.68, 21.68 0.45±1.02, 6.52 6.44±75.77, 48.15 .03(p < .01) .02(p < .01) .06(p < .01)
Ruby 2.68±8.44, 24.67 0.37±0.95, 8.27 5.88±27.23, 21.73 .02(p < .01) .01(p = .19) .06(p < .01)
String 2.32±10.69, 51.44 0.57±1.21, 6.52 4.65±25.14, 31.61 .01(p < .01) .01(p < .01) .06(p < .01)
OOP 2.18±7.54, 30.51 0.54±1.23, 8.18 3.47±16.43, 50.01 .04(p < .01) .02(p < .01) .07(p < .01)
MVC 2.08±6.13, 22.34 0.40±0.95, 5.60 3.79±34.27, 132.39 .02(p < .01) .01(p = .19) .02(p < .01)
Adobe 1.28±6.88, 77.62 0.24±0.71, 6.41 3.68±19.45, 36.33 .02(p = .03) .00(p = .97) .07(p < .01)
SCM 5.51±28.48, 22.99 0.41±0.98, 6.01 2.99±23.64, 87.91 .01(p = .06) .00(p = .60) .03(p < .01)

trend can be observed: the averaged EMu value for very popular topics (e.g.,
.Net) is higher than less popular ones (e.g., SCM), while the averaged value
of IMu is lower, meaning that users of these topics are, on average, active in
providing answers to gain reputation while less self-interested participating to
unrewarded activities. All metrics features very skewed distributions, especially
EMu: this indicates a general trend towards the identification of a small group
of users possessing high motivation and/or expertise.

To investigate the relation between engagement factors, for each topic we
consider the list of contributing users; we calculate their topical IMu, EMu, and
EXu values, and evaluate the pairwise Pearson correlation. Results are reported
at the right-hand side of Table 2. Correlation is generally very low, mostly at
high level of significance (p < .01). Overall, this result validates our choice of
measures: in the reference dataset, the three engagement factors are indepen-
dently observable. IMu − EMu correlation is more evident, although still very
diverse across topics (e.g. 0.09 in C/C++, 0.01 in Java). Interestingly, the (low)
correlation between extrinsic motivation and expertise is highly not significant
in 5 topics. We interpret such lack of statistical support as the result of more
homogeneous expertise distributions among very active community members.
The phenomenon affects topics at varying levels of popularity and participation,
so community size doesn’t appear to be a relevant factor. Further investigations
are left to future work.

4 Exploiting Extrinsic Motivations, Intrinsic Motivations,
and Expertise for Question Routing Optimisation

In this section we provide empirical evidence of how (intrinsic and extrinsic)
motivations and expertise can be exploited to improve the knowledge creation
process. We employ question routing (i.e. recommendation of questions to the
most suitable answerers) as knowledge acceleration mechanism, and compare the
performance of different routing model configurations.
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4.1 Data Preprocessing and Analysis

We split the dataset into two partitions. We build user profiles by considering
actions executed up to Dec 31, 2012; we refer to this data partition as the
Training partition. Routing performance on question-answering are assessed of
the Testing partition, which includes 1 year worth of user actions (from Jan
19th 2014). To avoid cold-start problems, we consider only users that performed
at least one action in both partitions. As our assessment includes a comparison
of answerers rankings, we include in our experiment only questions with at least
two answerers. Table 3 reports the resulting dataset figures.

Fig. 2. Pearson correlation of (intrinsic and
extrinsic) motivations and expertise w.r.t.
answer quality across topics.

Table 3. Users and questions
distributions in the Training,
Validation, Testing dataset
partitions

Train Test Valid

Topic #U #Q #U #Q

.Net 10,118 37,641 29,357 156,512
Web 13,877 51,267 34,034 180,230
Java 11,679 46,568 40,287 197,688
LAMP 11,305 35,079 35,070 149,487
C/C++ 6,114 31,255 19,248 94,409
iOS 4,218 14,508 13,725 70,114
Databases 4,794 16,011 17,488 53,489
Python 4,988 18,380 15,227 55,546
Ruby 2,477 6,640 8,802 30,390
String 4,898 12,805 16,526 39,074
OOP 3,256 4,500 14,059 21,127
MVC 1,435 2,077 5,622 10,613
Adobe 182 267 1,649 4,703
SCM 814 1,546 3,871 7,275

Our working hypothesis is that, by properly weighting different answerers
according to their likelihood of being relevant to a given questions, the accuracy
of question routing can be optimised. We test how the application of engage-
ment factors in such weighting can lead to better question recommendation
performance. To support our hypothesis, we first conduct the following experi-
ment. For each question in the Testing set, we order answerers according to the
number of votes they received from the community, and evaluate their intrin-
sic motivations, extrinsic motivations, and expertise measures over the Training
set. We then calculate the Pearson rank correlations between the answering qual-
ity AQ = #votes and each of the three engagement factors (IM , EM , EX) :
results are depicted in Figure 2. Each dot is a topic, and its coordinate indicate
the respective correlations.

A higher correlation implies that the corresponding measure is more predic-
tive for answering quality. The plot shows how, in general, intrinsic motivation
is a poor predictor of answer quality, while EX and EM are more correlated,
although often in a complementary fashion (e.g. iOS, Adobe). We observe great
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topical variety in the predictive power of the three engagement features. For
instance, expertise in Java are more predictive than in iOS, while intrinsic moti-
vation for these two topics are similar. Such a diversity calls for a routing model
that weights the contributions of engagement properties differently across topics.

4.2 Routing Model

We propose a linear model, defined as follows:

S(u, q) = αt
IMIMu + αt

EMEMu + αt
EXEXu,

For each question q of topic t in the Testing partition, S(u, q) scores the answerer
u’s answer quality. αt

IM , αt
EM , αt

EX respectively model the topic-specific needs
for intrinsic motivated, extrinsic motivated, and expert answerers.

The optimal, topic-specific values for the αt
IM , αt

EM , αt
EX parameters are

calculated as follows. We identify a third dataset partition, called Validation,
defined over the original, unfiltered dataset, and containing two years worth
(from Jan 01, 2011 to Dec 31, 2013). Table 3 provides a basic description of
the Validation partition, where the number of questions higher due to the
lack of filtering conditions. We use the Linear Ordinal Regression SVM with L2

regularization to learn the parameters, such that the profiled users are optimally
ranked in the Validation partition. To learn more accurate parameters, we
exclude the answer pairs in the training phase if the difference of #votes to the
answers is less than 2. Such parameters are then used in the routing model to
recommend questions to users in the Testing partition.

4.3 Experimental Setup

Evaluation Metrics. The routing performance are assessed with three metrics,
commonly used in the evaluation of recommender systems: NDCG (normalized
discounted cumulative gain) [10], Kendall Tau, and Pearson rank correlation
coefficients. The goal is to measure the quality/correlation of the recommended
list of potential answerers by comparing it to the ground truth.

The evaluation of NDCG is performed against the #votes received by an
answerer in a question. We use NDCG@1 to assess the quality of the best
recommended answerer, while NDCG assess the overall quality of the answerer
set ranking. Due to the presence of negative voted answers, we exclude from the
evaluation questions where the sum of DCGs is negative. Pearson correlation is
calculated against #votes to answers, while Kendall Tau only measures similarity
in the relative order of answers. Correlation is calculated only for questions where
at least one answerer has a unique number of votes in the answer set.

Experimental Configuration. We compare the performance of 5 routing con-
figurations. In the Rdm configurations, we randomly order the original answerers
in the tested question. This configuration provides a performance baseline, as
it measure a purely casual recommendation strategy. In the Exp, Int, and Ext
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configurations we respectively configure the routing system to return answer-
ers according to their EX, IM and EM scores. These configurations simulate
a recommendation strategy based on a single feature of engagement. Finally,
Cmb applies the routing model described in Section 4.2, using the topic-specific
learned parameters. As a remark, we exclude content-based model (e.g., bag-
of-words of user answers) since our preliminary experiment show that it is less
effective than configurations (e.g., Ext) that measure user answering activities.

4.4 Results

Table 4 summaries the results of our experiment. As expected, the topic of
interest is an important performance diversification element for all the considered
engagement factors and evaluation metrics. W.r.t. the numbers reported in Table
4, it is important to highlight how the range of values for NDCG metrics is
necessarily narrower than for Pearson and Kendall Tau correlations. This is
due to the definition of the metric which, by considering the number of votes
received by an answerer, compress results in a more compact spectrum of values1.
This is also demonstrated by the considerably high performance obtained by the
Rdm configuration. Therefore, minor variations in NDCG values entails relevant
differences in the quality of the returned answerers list.

As expected, among the configurations of Int, Exp and Ext, Int is the one
providing worse results, whereas Exp configuration usually performs better than
the others. On the other hand, we observe that Cmb configuration has in general
performance better than or comparable with Exp. Small improvements, however,
can provide tangible impacts. For instance, in topics such as Web and iOS, Cmb
achieves better rankings – for 833 and 167 questions respectively. For some topics
Exp could give even slightly better result than Cmb configuration, e.g., Ruby,
OOP. Results suggests that the Cmb configuration could leverage different user
engagement factors for question routing; however, is many topics, expertise is
the most important factor for recommendation quality.

As a final remark, we highlight how the routing performance of Cmb, Exp is
generally higher than the ones reported in related literature [18]. This is despite
the different targeted dataset, which is more extensive in our setting.

5 Related Work

This section positions our paper in the context of previous work related to user
engagement and knowledge creation acceleration in CQA systems.

Although both are factors of user engagement, user motivations and expertise
in CQAs have been typically discussed in isolation. In a qualitative study based
on interviews with CQA users, [12] finds that altruism, learning and competency
are frequent motivations for participation. In addition, previous research shows
gamification mechanisms can largely influence users’ behaviours [2,4]. Expertise,

1 NDCG = 1 entails a perfect recommendation.
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Table 4. Experiment results of question routing with different configurations. Numbers
in bold are the highest among all configurations.

NDCG@1 NDCG Pearson Kendall
Topic Rdm Exp Int Ext Cmb Rdm Exp Int Ext Cmb Rdm Exp Int Ext Cmb Rdm Exp Int Ext Cmb

.Net .572 .687 .589 .676 .693 .834 .882 .842 .877 .884 .015 .279 .055 .244 .290 .014 .266 .054 .231 .275
Web .578 .679 .624 .679 .689 .838 .879 .857 .878 .883 -.004 .234 .104 .225 .255 -.003 .226 .100 .217 .245
Java .572 .665 .602 .647 .666 .835 .873 .847 .865 .873 .007 .220 .067 .169 .219 .005 .210 .064 .162 .209
LAMP .579 .675 .602 .664 .677 .839 .877 .848 .873 .878 -.004 .219 .044 .193 .228 -.004 .212 .043 .187 .220
C/C++ .568 .673 .589 .644 .663 .834 .878 .843 .865 .874 .013 .256 .056 .181 .233 .015 .244 .052 .174 .222
iOS .569 .644 .605 .650 .658 .835 .867 .850 .868 .871 -.002 .175 .080 .173 .204 .000 .171 .075 .169 .197
Databases .593 .700 .614 .694 .704 .847 .889 .855 .886 .890 .001 .254 .037 .232 .259 .002 .248 .036 .228 .254
Python .582 .682 .605 .684 .695 .842 .882 .851 .882 .887 .005 .244 .054 .236 .265 .005 .235 .052 .229 .255
Ruby .607 .656 .628 .651 .651 .853 .872 .861 .870 .871 .016 .141 .073 .119 .130 .015 .138 .071 .119 .130
String .572 .660 .601 .656 .663 .837 .874 .850 .872 .875 -.013 .200 .056 .171 .206 -.013 .192 .058 .165 .196
OOP .578 .682 .614 .672 .680 .840 .883 .855 .879 .881 -.011 .231 .067 .185 .228 -.005 .224 .065 .185 .220
MVC .623 .692 .613 .697 .699 .860 .888 .857 .890 .890 .034 .194 -.027 .193 .214 .034 .193 -.020 .199 .208
Adobe .60 .663 .654 .649 .674 .853 .873 .872 .872 .879 -.013 .174 .96 .113 .184 -.009 .174 .97 .115 .186
SCM .598 .663 .621 .650 .647 .853 .875 .861 .873 .871 -.038 .101 .010 .078 .083 -.044 .100 .008 .079 .081

on the other hand, is mostly studied in the problem expertise identification.
Related work typically adopts indicator-based methods such as Zscore [19], or
graph-based methods such as the adapted PageRank method [11]. A recent study
[17] shows how existing metrics of expertise can be heavily biased toward most
active users. The normalisation of user activeness in our EXu metric is inspired
by such consideration. Combining expertise and motivation, [13] explores their
effect in the specific task of expert finding. W.r.t. literature our work further the
understanding of user engagement factors in CQAs, providing new insights about
the interplay of user expertise, intrinsic motivation, and extrinsic motivation.
We contribute an original and extensive analysis that shows the independent
manifestation of these three engagement factors across topical communities.

Knowledge creation acceleration is a topic recently emerged in research
related to CQA systems. Typical methods include automatically detection of
question quality [15], editing suggestions for poorly formulated questions [16],
and active routing of questions to potentially relevant answerers [5,8,14,18]. The
latter is the most popular technique, and is the inspiration for our experiment.
Previous work typically considers only users’ topical activeness[8] as user mod-
elling feature. These works were extended by considering the problem of routing
question to a user community, for collaborative problem solving [5,14]. More
recently, [18] proposes a question routing user model that includes expertise,
providing empirical evidences of its contribution to performance improvement.
To the best of our knowledge, our work is the first considering a broader spec-
trum of engagement factors, and we extensively demonstrate their applicability.

6 Conclusions

The main mechanisms that drive knowledge creation process in CQAs are still to
be fully uncovered. In this paper we address the problem of characterising and
measuring three engagement factors in StackOverflow. The rationale behind
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our work is simple: to drive participation, thus improving the quality and speed
of knowledge creations, we need to better understand the driving forces behind
user engagement. Inspired by engagement theory from literature, we focus on
intrinsic motivations, extrinsic motivations, and expertise. We propose three
metrics, defined over the set of actions available to StackOverflow users, and
we show how topic plays a major role in influencing them. We investigate the
relations that exist among these three engagement factors, and demonstrate
their independent and decomposable nature. A question routing optimisation
experiment confirms the relevant role that engagement can play in knowledge
creation acceleration.
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Abstract. This paper proposes to exploit author-defined tags and social
interaction data (commenting and sharing news items) in news recom-
mendation. Moreover it presents a hybrid news recommender which sug-
gest news items on the basis of the reader’s short and long-term reading
history, taking reading trends and short-term interests into account. The
experimental results we carried out provided encouraging results about
the accuracy of the recommendations.
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1 Introduction

The news domain challenges recommender systems with peculiar issues to be
faced with respect to the suggestion of items in online catalogs [1]: e.g., the pool
of stories continuously changes; freshness and diversity of recommendations are
crucial to keep the reader’s interest; moreover, as people are not expected to rate
articles, user interests have to be learned unobtrusively; finally, people’s interests
dynamically change and they can be influenced by reading trends.

Existing news recommendation work tracks page visualization. However mod-
ern online newspapers also enable registered users to add comments to news
stories and to share them in social networks. Moreover, they support synthetic
descriptions of the content of news items based on author-defined tags. In order
to investigate the impact of these features on recommendation we developed the
Social News Recommender (SAND), which exploits these types of information
for the selection of the news stories to suggest. SAND integrates a short-term
and a long-term content-based recommender system with a collaborative filter-
ing one to suggest stories on the basis of the user’s past history, her/his recent
reading history and peers’ reading behavior. Moreover the system exploits a
popularity-based recommender to enrich suggestions with successful items.

We tested SAND online by involving a small number of readers and using
the feeds of newspaper “Il Fatto Quotidiano” (www.ilfattoquotidiano.it/). The
test results show that the exploitation of rich information about news items and
user actions supports a fairly accurate recommendation of news stories satisfying
individual user interests.

Section 2 outlines the related work; Section 3 describes SAND; Section 4
summarizes our test results and Section 5 concludes the paper.
c© Springer International Publishing Switzerland 2015
F. Ricci et al. (Eds.): UMAP 2015, LNCS 9146, pp. 331–336, 2015.
DOI: 10.1007/978-3-319-20267-9 27
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2 Related Work

Most news recommenders are based on collaborative filtering (e.g., [2,3]),
content-based filtering ([4,5]), or integrated approaches ([1,6]). SAND follows
this approach but it differs in the following aspects: first, it analyzes new types
of user behavior, which were not previously considered (article sharing and com-
menting), to enhance the estimation of readers’ interests. Second, in order to
promote recommendations based on rather different principles (with the aim of
enhancing diversity, serendipity, etc.), it proposes a fair merging technique to
propose the best suggestions identified by each of the integrated recommenders.
Furthermore it exploits author-defined tags for characterizing the content of
news items in an accurate and scalable way (taking inspiration from [8]) with-
out analyzing the whole text of news stories. Different from our work, semantic
news recommenders (e.g., [9]) depend on the definition and maintenance of large
ontologies for the representation of concepts and semantic relations. We prefer
to adopt a lightweight knowledge representation approach for scalability pur-
poses. Navigation based approaches (e.g., [10]) are complementary to our work:
they are suitable for learning interests of anonymous readers; however they only
personalize the recommendation of news categories.

3 The SAND Hybrid News Recommender

SAND analyzes the news feeds published by online newspapers and provides per-
sonalized recommendations by learning individual user models and by combining
different techniques with the aim of enhancing the quality of the suggestions it
generates. It can integrate multiple news feeds but, being developed as a web
service, it can also be used to enrich an individual online newspaper with person-
alized news suggestion. The system presents recent stories and recommendations
enabling readers to share the stories in a social network and to add comments
to them. Our current prototype downloads news stories from the feed of “Il
Fatto Quotidiano” (http://www.ilfattoquotidiano.it/feed/). SAND includes two
components: a news feed collector which downloads the stories published by the
source newspapers and extracts information about their content (see Section
3.1) and a hybrid recommender which analyzes information about user actions
on news stories and generates personalized suggestions (Section 3.3). We assume
that readers authenticate themselves and can be monitored across sessions.

3.1 Analysis of the Content of News Items

The content of a news item i is represented as a bag of words BW = {< k1, r1 >
. . . , < km, rm >} where k1 . . . , km is a set of keywords extracted from i and rx is
the relevance of kx for the story, computed by applying TF-IDF [11]. The feed
collector extracts the list of keywords of a news item from its title and author-
defined tags by stop words removal and stemming. Different from previous work,
which also uses the summary or the complete text of news items for keyword

http://www.ilfattoquotidiano.it/feed/
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extraction, SAND uses on title and tags because they focus on the topic of the
articles, enabling a fast analysis of news items. We compared the two keyword
extraction methods on a dataset from “Il Fatto Quotidiano”: for each document
we compared the lists including the 5 most similar documents, generated by
using title+summary and title+tags. The average intersection between the pairs
of lists is about 31%. However, looking at a subset of the dataset in detail we
noticed that the documents selected using title+tags are the most similar ones
(we obtained comparable results considering the 10 most similar documents).

3.2 Representation of User Interests

The system manages two user models for each registered user U to describe
short-term and long-term user interests. The models have the same format but
refer to observations collected during the last 10 days / 60 days, respectively.

Each user model is a vector of observations UM = {< i1, e1, t1 >, . . . , <
in, en, tn >} where i1, . . . , in are the news items which U inspected during the
relevant time interval, ex is the evidence of U ’s interest in ix (inferred by tracking
U ’s behavior), and tx is the timestamp of U ’s last observed action concerning
ix. We model evidence as a numerical value in [0, 1.5]: (i) Clicking on the title
of a news item carries weak information about the reader’s interests because it
does not prove that (s)he read the story. For this reason, we attribute this type
of activity an evidence of interest in the item equal to 0.5. (ii) Sharing a news
item in a social network or adding a comment to it do not mean that the actor
approves its content but we can interpret these actions as strong evidence of
interest towards the story. Thus we attribute them an evidence equal to 1.5.

The system stores in the user model an entry for each news item visualized by
the user. The interest value associated to the item is the maximum value which
can be attributed on the basis of the user’s actions; i.e., 0.5 if (s)he only clicked
on it, 1.5 if (s)he also shared/commented it. The timestamps of the observations
allow forgetting older ones.

3.3 News Recommendation

According to previous works (e.g., [1,12,13]) recommenders based on collabo-
rative filtering have more chances than content-based ones to suggest variegate
items due to the fact that they exploit the ratings provided by other users;
moreover they can reflect reading trends. However they tend to suggest highly
popular items which the user might not be interested in, and they are affected
by the novel item issue. In contrast, content-based recommenders can suggest
new entries but they are not sensitive to quality and they tend to recommend
items which are rather similar to each other. In order to combine the benefits of
both approaches we designed SAND as a hybrid system: the system estimates
a user U ’s interest in the items to be analyzed by merging the suggestions of 4
different recommenders: a collaborative filtering one, a short-time content-based
one, a long-term content-based one and a popularity-based one.
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Let’s consider a fresh item i and vector interesti representing the evidence
values about the interest in i stored in the long-term user models of all the
registered readers:

– The collaborative filtering recommender follows the item-to-item approach
[12]. It predicts U ’s preference for i by exploiting U ’s observed interest in
items similar to i from the viewpoint of the other readers’ interests:

preferenceCF =

∑
j∈N(i) σ(i, j) ∗ ej∑

j∈N(i) σ(i, j)
(1)

σ(i, j) is the similarity between the interest vectors of i and j, evaluated as
the Euclidean distance between the two vectors;1 ej is the evidence of interest
in j stored in U ’s long-term user model, and N(i) is the set of neighbors of
i, i.e., those news items whose similarity with i is over a threshold.

– The short-term content-based recommender predicts U ’s preference for i by
exploiting her/his recent interests in news stories whose content is similar
to that of i. In order to emphasize the impact of individual keywords, which
may refer to the occurrence of specific events (e.g., sport ones), the short-
term recommender estimates the preference for a fresh news item by directly
exploiting the observed interest in news stories having similar keywords. This
is done by analyzing the items referenced in U ’s short-term model and by
selecting the most similar ones:

preferenceST =
∑

j∈N(i)

σ(i, j) ∗ ej (2)

Given the bag of words representations of i (BWi) and j (BWj), σ(i, j) is
computed as the cosine similarity between BWi and BWj . Moreover N(i) is
determined by selecting the items whose similarity is over a threshold, and
ej is the evidence of interest in j stored in U ’s short-term user model.

– The long-term content-based recommender predicts U ’s preference for i by
taking into account U ’s preferred topics emerging from the keywords which
occur in the stories (s)he read in the recent past:
1. First it estimates U ’s interest in the keywords associated to the news

items which (s)he inspected during the last 60 days by analyzing
her/his observed interest in those items. For each keyword k the rec-
ommender computes the cumulative evidence of interest of k as follows:
cumulativeEvidence(k) =

∑
j∈Stories e(j)

Stories = {j1, . . . , jh} are the news items in U ’s long-term model having
k as a relevant keyword and e(j) is the evidence of interest for item j.

2. Then it exploits the 10 keywords having the highest cumulative evidence
of interest (MostInt) for estimating U ’s preference for i:

preferenceLT =
∑

k∈Keywords(i)

score(k) (3)

1 This is the implementation offered by the Apache Mahaut framework exploited for
implementing this recommender (http://mahout.apache.org/).

http://mahout.apache.org/
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Keywords(i) are the keywords in the bag of words representation of i.
score(k) = cumulativeEvidence(k) if k ∈ MostInt (i.e., the keyword is
a most interesting one), 0 otherwise.

– The popularity-based recommender suggests the news items of the current
day that received the highest cumulative interest from registered readers.

The contributions of the recommenders are integrated into a list as parallel sug-
gestion flows to include the best items of each flow. Given the lists of items
separately ranked by the recommenders, and excluding those which the user has
read, the final recommendation list includes 9 entries: typically, 3 items selected
by the collaborative filtering one, 3 by the short-term content-based one, 2 by the
long-term content-based one and 1 by the popularity-based one. However the first
three recommenders start to predict a user’s preferences after having collected
a minimum amount of evidence about her/his interests (10 user actions). More-
over, the user might be idle for a while and thus the short-term recommender
might be unable to estimate her/his interests in that interval. In these cases the
contributions of the long-term recommender and of the popularity-based one are
extended, enabling them to suggest a larger number of items.

4 Evaluation Results

We evaluated the accuracy of SAND by means of an online test which involved
25 participants (12 males and 13 females; age: min=22, max=55, avg=38.7,
median=37) having heterogeneous backgrounds (computer science, humanities,
physics, electronics, architecture, social sciences, education science). Participants
were asked to overview the news downloaded from the feed of “Il Fatto Quo-
tidiano” for 30 days and they could click on news titles in order to read them;
moreover they could make comments or share stories in Facebook. On day 31
the system recommended 9 news stories per participant and asked her/him to
specify which ones were very interesting (if any) by clicking on a “Like” button.
Moreover the system asked to answer 3 questions (selecting a value in [1, 5] where
1 is the worst value and 5 is the best one) to evaluate whether the recommended
news items (i) matched the participant’s interests, (ii) dealt with heterogeneous
topics, (iii) stimulated her/his curiosity even though they did not correspond to
her/his general interests. Furthermore the system offered a free-text field to let
participants provide further comments. The test provided the following results:

– 49.5% of suggested stories were evaluated as very interesting by clicking on
the “Like button”, with an average of 4.5 clicks per user (std. dev. = 1.14).

– The questions aimed at assessing the recommendation accuracy received
fairly positive answers: (1) long-term interest matching: 3.8; (ii) topic diver-
sity; 3.7; (iii) stimulate curiosity: 3.7. All values are significant (one-sided
T-test with α=0.05).

– The free-text comments revealed that most participants felt that the system
suggested relevant articles. The worst evaluations were provided by people
who do not like “Il Fatto Quotidiano” because it focuses on topics out of
their interests (the newspaper focuses on politics, economics and big events).
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These results are encouraging but suggest that other online newspapers should
be integrated to improve the diversity of topics and the system’s capability of
recommending rich pools of news stories. Moreover, an online test with a larger
number of readers is needed to collect more extensive feedback and evaluations.

5 Conclusions

We described a hybrid news recommender that exploits information about read-
ers’ interaction with news stories and author-defined tags to provide person-
alized suggestions. The integration of different recommendation techniques in
the generation of suggestions has provided encouraging experimental results. In
our future work we will extend the analysis of user behavior to further enrich
the evidence on user interest which can be collected thanks to the convergence
of online newspapers with social networks. Moreover we will carry out further
experiments in order to evaluate the recommendation accuracy which can be
achieved by employing alternative integration strategies for the recommender
systems, and to extend the evaluation to a larger set of users.
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Abstract. In this paper we share our experiences of working with a real-
time news recommendation framework with real-world user and data.

Keywords: Real-life experiences · News Recommender Systems

1 Introduction

Recommender systems have become an essential part of our daily lives. In this
work we present our early experiences when it comes to a real-world news recom-
mendation task in the guise of the 2014 NewsREEL challenge [6]. NewsREEL
participants respond to recommendation requests with their suggestions and,
crucially, received live-user feedback in the form of click-through data, providing
an opportunity for a large-scale evaluation of recommender systems in the wild.

In contrast to other domains (books, movies, etc.), news has a greater item
churn [2,4] and users are much more sensitive to article recency [4]. Furthermore,
user profiles are typically constrained to the current session [11] or at best defined
by browser cookies [7]. Moreover, it is atypical for users to evaluate articles explic-
itly and feedback is commonly collected implicitly by observing user behaviour
[8]. Finally, there is a low consumption cost associated with reading a news article
which can result in a larger than normal diversity of the consumed items [10].

Within the context of the NewsREEL challenge [5] (formerly, The News Rec-
ommender System Challenge (NRS’13)), Said et al. [9] study the performance
of similarity- and recency-based algorithms. They find that both types perform
slightly better when recommending in general news sites than in more topic
focussed sites. Others [4,5] recommend representing a news article using a com-
bination of metadata and contextual features; see [7] for a full list of such features
available for the NewsREEL challenge.

2 System Architecture and Recommender Algorithms

In NewsREEL, we operate with live-stream data [7], coming from a num-
ber of German websites, provided by the Plista Open Recommender Platform
c© Springer International Publishing Switzerland 2015
F. Ricci et al. (Eds.): UMAP 2015, LNCS 9146, pp. 337–342, 2015.
DOI: 10.1007/978-3-319-20267-9 28
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Fig. 1. System Architecture

(ORP) [1]. There are four data types: i) User Activity Logs ii) Article Publica-
tion/Update; iii) Recommendation Requests; and iv) Error Notifications. Plista
requires us to respond to recommendation requests within 100ms.

Our system architecture, shown on Fig 1 is designed for scalability, speed and
extensibility. For each of our recommendation algorithms, we have a long running
process which continually reads the latest events and articles from the database
to recompute and build its recommendations. With this offline approach, there is
a danger that we might send back a recommendation which contains outdated,
non-recommendable articles, during the time it took to compute the recom-
mendations. To minimise the possibility of recommending outdated articles, we
update our recommendations in the background as frequently as possible; the
typical refresh time is less than 5 minutes.

We present 12 algorithms, 6 popularity-based algorithms and 6 similarity-
based algorithms (see Table 1). The algorithms are applied to each site. Then,
we filter out those articles the user has already seen, and those marked by Plista
as out-of-date.

Popularity-based recommenders rank the candidate set (CS), i.e. the subset
of articles considered for recommendation before any ranking is applied, by the
visit count of each article.

Content-based similarity algorithms use standard vector space model with
TF-IDF. We should note that Plista only provides titles, leads1 and publisher
defined, keywords of an article. Hence to apply similarity_full_body and
similarity_entities_alchemy algorithms we extract the full body text using
Boilerpipe2 and named entities using AlchemyAPI3, respectively.

1 The lead is the first sentence or two of an article, often in bold font, which typically
summarises the key points.

2 https://code.google.com/p/boilerpipe/
3 http://www.alchemyapi.com

https://code.google.com/p/boilerpipe/
http://www.alchemyapi.com
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Table 1. Our 12 algorithms - 6 popularity- and 6 similarity-based

Rank By Filter/Source Description

No Filter CS - all items in the dataset

Geolocation CS - all items read by users in a geolocation

P
o
p
u
la
ri
ty News Category

CS - all items whose category intersects with the target article’s
category

Day of Week
CS - all items that have been seen in the same day of the week
as the target article.

Hour of the Day
CS - all items that have been seen in the time range [current
hour - 1, current hour + 1], where current hour is the hour in
which we provide the recommendation.

Positive Implicit
Feedback

CS - all items that have been successfully recommended to users
in the past (i.e. clicked). Then we rank them by the number of
times they’ve been successful.

S
im

il
a
ri
ty

Title Represents articles by terms in their title.

Lead Represents articles by terms in their lead.

Title + Lead Represents articles by terms in their titles and lead.

Full Body Represents articles by terms in their title, lead and full text body.

Keywords Represents articles by keywords

German Entities Represents articles by German named entities.

3 Evaluation

We evaluate the performance of our 12 algorithms (see Table 1) on the Plista
data from 21/12/14 to 31/12/14, focusing on click-through rate (CTR) as a
measure of relevance. Table 2 shows some statistics about the 7 German websites
contained in the dataset.

Table 2. News sites description, including number of articles N(A), number of unique
users N(U), number of visits N(V ), number of recommendations N(R)

Website Name Description N(A) N(U) N(V ) N(R)

channelpartner.de Business, Marketing & E-commerce Company 1.26k 21k 47k 13.6k

computerwoche.de Technology & Business 1.1k 93k 240k 70k

gulli.com IT & Technology 163 415k 1.14M 270k

ksta.de Regional news 18k 407k 2.81M 224k

sport1.de National sports 2.2k 1.05M 4.73M 1.35M

tagesspiegel.de National news 11k 795k 2.88M 613k

tecchannel.de Computer Hardware & Software news 418 110k 317k 92k

We use a round-robin approach when responding to recommendation
requests, so that each algorithm has a reasonable chance of being observed
equally across the 7 websites. Each algorithm must return up to 6 recommenda-
tions per recommendation request.

4 Results

Fig. 2 shows the recommendation rate for each algorithm. We can see that
the popularity-based algorithms respond with recommendations for 98-100% of
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Fig. 2. Recommendation rate of different algorithms

Plista requests with exception of popularity_category, which has a recom-
mendation rate of 75% due to there being absent category data in some 25%
of requests. By comparison, the similarity-based algorithms have recommenda-
tion rates of only about 10% since in the rest, up 90%, of the recommendation
requests information about the target article, such as title, lead and url, is not
provided to us. Note, this varies considerably by news site with guilli.com where
the recommendation rate is only about 2% compared to 60% for tecchannel.de.
This is unfortunate, as it means we have less data on which to evaluate our
similarity-based algorithms compared to our popularity-based algorithms. In the
future we will adapt our round-robin mechanism, so that we give more weight
to similarity-based algorithms for recommendation requests where all the data
needed for them to operate is present.

Fig. 3. Overall CTR performance of different algorithms

Fig. 3 shows the average CTR per algorithm. In general the similarity-based
approaches attain better CTRs than the popularity-based approaches indicating
that they are generating more relevant recommendations. This suggests that
users appreciate so called more-like-this recommendations, i.e. recommendations
of articles that are strongly related to the article they are currently reading, more
so than recommendations of articles that are highly popular, yet not necessarily
related to the current article.

Surprisingly, we find that geo-location performs comparatively poorly, even
though one might expect users to have a special interest in local news. Unfor-
tunately, we cannot investigate this further as the geo-location information in
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Plista is only represented numerically, and we cannot resolve it to actual loca-
tions. Therefore, this result may be because the geo-location data is imprecise
or has low granularity.

It is interesting to note the high CTR for the popularity_category algo-
rithm, suggesting that readers are responsive to popular articles so long as they
are from the current target article category [3]. This would be in keeping with
the fact that similarity-based algorithms perform better than popularity-based
algorithms, as category information can be seen as a weaker form of article sim-
ilarity.

Fig. 4. Hourly CTR of popularity- and similarity-based algorithms

Fig. 4 highlights how the CTR changes during the daily news cycle, peaking
significantly at 4AM. The similarity-based algorithms achieve a higher average
CTR (4.42%), compared to popularity-based algorithms - 0.93% CTR, suggest-
ing that people are more focussed at 4AM in the subject area they read.

Fig. 5. Average CTR performance across websites

Fig. 5 shows the average CTR across the different news sites, which clearly
displays very different CTR characteristics. Both types of algorithm perform
particular well on sites like gulli.com and ksta.de. For technology (gulli.com,
tecchannel.de) and sport (sport1.de) sites topic segregation seems to be more
important to the user, hence the better performance of similarity-based algo-
rithms, whereas in general news sites (ksta.de and tagspiegel.de) current and
fresh content is preferred over related articles, shown by the better performing
popularity-based algorithms. This indicates that readers of the different websites
have very different reading behaviours and suggests that this distinction merits
further investigation.

5 Conclusions

We present our initial investigation on the CTR performance of a suite of
popularity- and similarity-based algorithms over a number of German news sites
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in an 11 day period. On technology and sport sites we notice the importance
of topic segregation for users, hence similarity-based algorithms perform bet-
ter. Popularity-based algorithms perform better in general news (ksta.de and
tagesspiegel.de), where the freshness of the article is more important. There
is a boost in CTR around 4AM, which is especially pronounced for similarity-
based algorithms which could point to a particular kind of topic-focussed reading
behaviour at that time. In the future we plan to experiment with more complex
ensemble algorithms based on these results.
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Abstract. We present a study comparing collaborative filtering methods  
enhanced with user personality traits and cross-domain ratings in multiple  
domains on a relatively large dataset. We show that incorporating additional 
ratings from source domains allows improving the accuracy of recommenda-
tions in a different target domain, and that in certain cases, it is better to enrich 
user models with both cross-domain ratings and personality trait information. 

Keywords: Collaborative filtering · Personality · Cross-domain recommendation 

1 Introduction 

Most recommendation services exploit user preferences obtained explicitly (e.g., by 
means of ratings) or implicitly (e.g., by mining click-through and log data). Effective 
hybrid recommendation approaches have been proposed that also exploit auxiliary data, 
such as user demographics, item metadata, and contextual signals. Recently, new 
sources of side information have been explored to enrich user models for collaborative 
filtering (CF). In particular, it has been shown that people with similar personality traits 
are likely to have similar preferences [3, 9], and that correlations between user 
preferences and personality traits allow improving personalized recommendations  
[8, 12]. Moreover, cross-domain recommendation methods [4] have been shown to be 
effective in target domains, by exploiting user preferences in other source domains  
[1, 2, 10]. Previous studies have investigated these sources of auxiliary information, 
focusing on particular approaches and domains, and in general using relatively  
small datasets. In this paper, we evaluate various CF methods enhanced with user 
personality traits and cross-domain ratings. Our empirical results on 22,289 Facebook 
user profiles with preferences for items in several domains –movies, TV shows, music 
and books– show that incorporating additional ratings from other domains improves 
recommendation accuracy, and that in certain cases, it is better to enrich user models 
with both cross-domain rating and personality trait information. 

2 Related Work 

2.1 User Personality in Personalized Services 

Among the different models proposed to represent human personality, the Five Factor 
model (FFM) is considered one of the most comprehensive, and has been the mostly 
used to build user personality profiles [8]. This model establishes five dimensions 
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(traits) to describe personality: openness, conscientiousness, extraversion, agreeab-
leness and neuroticism. Recent research has shown that correlations between user 
preferences and personality factors exist in certain domains [3, 9], and that these 
correlations can be used to enhance personalized recommendations [7]. For instance, Hu 
and Pu [8] presented a method in which user similarities are computed as the Pearson’s 
coefficient of their FF scores, and combined this approach with rating-based similarities 
to improve CF. Tkalčič et al. [12] evaluated three user similarity metrics for heuristic-
based CF, and showed that approaches using FF data perform statistically equivalent or 
better than rating-based approaches, especially in cold-start situations.  

In this paper, we also integrate personality information into the user-based nearest-
neighbors algorithm, but we explore additional similarity functions besides Pearson’s 
correlation, and evaluate the quality of the recommendations in several domains. 

2.2 Cross-Domain Recommendation 

Cross-domain recommender systems aim to generate personalized recommendations 
in a target domain by exploiting knowledge from source domains [4]. This problem 
has been addressed by means of user preference aggregation in user modeling [1, 2, 
10], as a potential solution to the cold-start and sparsity problems in recommender 
systems [11], and as a practical application of knowledge transfer in machine learning 
[6]. We distinguish between two main types of approaches: those that aggregate 
knowledge from various source domains, for example, user preferences [1], user 
similarities [10], and rating estimations [2], and those that link or transfer knowledge 
between domains to support recommendations in a target domain [11]. 

In this paper, we analyze how aggregating ratings from different domains can help 
improving recommendations in a target domain. Furthermore, we empirically 
compare cross-domain user preferences and personality traits as valuable sources of 
auxiliary information to enhance heuristic-based CF methods. Approaches based on 
knowledge transfer are postponed for future investigation. 

3 Integrating Personality in Collaborative Filtering 

As done in [8], we integrate personality information into heuristic-based CF methods 
via the user similarity function. Specifically, we focus on the user-based  nearest-
neighbors method for unary/binary user feedback (likes, thumbs up/down), in which 
ratings are predicted as: ̂ , ,  (1) 

where  is the user’s neighborhood,  is the set of items rated by user , and 
the function 1  if  is true, and 0 otherwise. A popular user similarity 
function in this setting is the Jaccard’s coefficient: , | || | (2) 

This metric is considered as baseline in our experiments. To complement it with user 
personality information we use a linear combination, analogously to [8]: 
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, , 1 ,  (3) 

where 0,1  controls the influence of user preferences and personality on the 
recommendation process. For  values close to 1, user preferences are more relevant, 
while for  values close to 0, personality profiles get higher relevance. 

We study several formulations of ,  that yield the compared personality-
based CF methods, namely cosine similarity (COS), Pearson’s correlation (PEA), 
Spearman’s correlation (SPE), and Kendall’s correlation (KEN). When combined with the 
preference-based similarity as in equation (2), we call the methods as COS- , PEA- , 
SPE- , and KEN- . When 0, we use COS-pers (respectively PEA-pers, etc.) to name 
the methods, since only personality information is used in the computation of the user 
similarity. We refer to [5] for more details on the implementation of the above similarities. 

4 Integrating Cross-Domain Ratings in Collaborative Filtering 

Cross-domain recommender systems aim to exploit knowledge from source domains 
 to perform recommendations in a target domain . Without loss of generality, 

we can consider two domains  and  –the definitions are extensible to more 
source domains. Let  and  be their sets of users, and let  and  be their sets 
of items. The users of a domain are those who expressed preferences (e.g., ratings, 
tags) for the domain items. 

In our study, we are interested in comparing the effects of cross-domain ratings and 
personality traits as auxiliary user information in the CF framework. Hence, we focus 
on the data itself and use the same recommendation algorithm as in Section 3, user-
based  nearest-neighbors, in order to provide a fair comparison. Assuming 

, we distinguish between two different scenarios of user overlap: 
• User overlap. There are some common users who have preferences for items in 

both domains, i.e., . This is the case, for instance, where some users 
rated both movies and books. Recommendations of items in  are generated 
exploiting user similarities based on preferences for items in  and : , | | | || | | | (4) 

• No overlap. There is no overlap between users and items in the domains, i.e., 
. Recommendations of items in  are generated by exploiting user 

similarities based only on user preferences for items in . , | || | (5) 

In both cases, recommendations are generated for users in the target domain . 

5 Experiments 

5.1 Dataset 

The dataset used in our experiments was obtained by the myPersonality project 
(http://mypersonality.org). Due to the size and complexity of the database, in 
this paper we restrict our study to a subset of its items. Specifically, we selected all 
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likes (ratings) associated to items belonging to movie genres, music genres, book 
genres, and TV genres. Thus, for instance, selected items belonging to the movie 
genre category are comedy, action, star wars, and james bond. Table 1 shows 
some statistics about the users, items and ratings in the four considered domains. 

Table 1. Statistics of the used dataset 

domains users items ratings rating 
sparsity user overlap 

movies 16,168 268 27,921 99.36% N/A 

music 17,980 1,175 66,079 99.69% N/A 

books 15,251 305 23,882 99.49% N/A 

TV 4,142 111 4,612 98,99% N/A 

movies + music 22,012 1,443 94,000 99.70% 55.13% 

movies + books 21,410 573 51,803 99.58% 46.75% 

movies + TV 17,671 379 32,533 99.51% 14.93% 

music + books 22,029 1,480 89,961 99.72% 50.85% 

music + TV 19,201 1,286 70,691 99.71% 15.21% 

books + TV 16,766 416 28,494 99.59% 15.67% 

5.2 Evaluation Setting 

In our experiments we empirically compared the performance of the user-based CF 
method extended with user cross-domain ratings and personality traits, respectively. 
We also tested different single-domain baselines in order to analyze the effect of the 
additional data on the quality of the recommendations. 

• Most popular. Non-personalized approach that recommends the most liked 
items. 

• iMF. Matrix factorization for positive-only feedback. The number of latent 
factors is set to 10, as we did not observe significant differences with respect to 
other values in preliminary tests. 

• Item kNN. Item-based nearest neighbors using Jaccard’s similarity. In our 
experiments, we set k ∞ and considered all similar items rated by the target 
user. 

• User kNN. User-based nearest neighbors using Jaccard’s similarity. In our 
experiments, we set k 50. When extended with cross-domain preferences, we 
used equations (4) and (5) to compute user similarities. 

• Personality-based CF. User-based nearest neighbors extended with user 
personality information, using different instances of the similarity in equation 
(3) with COS, PEA, SPE, and KEN, and  λ 0, 0.1, 0.2, … , 0.9 . Note that λ 1 corresponds to standard User kNN. We also combined these methods 
with cross-domain preferences, inserting similarities in equations (4) and (5) into 
equation (3). 

These methods were evaluated in terms of MAP, F@5, and coverage, measured as 
the number of users for which recommendations could be generated. All results were 
averaged using 5-fold cross validation. For both single- and cross-domain 
recommendations, the test sets were composed of ratings for items in the target 
domain, and were never used for computing user similarities. 
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5.3 Results 

Table 2 shows the results of the best performing baseline and personality-based methods 
(in terms of MAP), in both user overlap and non-overlap cross-domain scenarios. Results 
for single-domain recommendation are reported in rows where source and target domains 
match. The best values for each scenario are in bold, and the overall best for each target 
domain are underlined. Significant differences (Wilcoxon signed rank test, p < 0.05) are 
marked as follows: ▲ against single-domain baseline, * against cross-domain User kNN 
with same source and overlap configurations, and † for user overlap against no overlap, 
i.e., by rows. 

Table 2. Recommendation performance in single- and cross-domain scenarios 

Target 
domain 

Source 
domain

No overlap User overlap 
Method MAP F@5 Coverage Method MAP F@5 Coverage 

Books 

Books 
Item kNN 0.2822 0.1801 0.4353     
PEA-0.1 0.2679 0.1632 0.4175     

Movies
User kNN 0.4859▲ 0.2387▲ 0.3567 User kNN 0.4907▲ 0.2271▲ 0.3189 
KEN-0.8 0.4927* 0.2429* 0.3565 KEN-0.9 0.4952 0.2288 0.3193 

Music 
User kNN 0.2526 0.1669 0.3362 User kNN 0.2674† 0.1684 0.3311 
SPE-0.9 0.2565 0.1674 0.3360 PEA-0.7 0.2736*† 0.1716*† 0.3348 

TV 
User kNN 0.3680▲ 0.2038▲ 0.1095 User kNN 0.3830▲† 0.2029▲ 0.0980 
COS-0.9 0.3726 0.2084 0.1095 COS-0.9 0.3847 0.2037 0.0979 

Movies 

Movies
Item kNN 0.5303 0.2716 0.4994     
KEN-0.1 0.5341 0.2655 0.4678     

Books 
User kNN 0.6940▲ 0.3228▲ 0.3853 User kNN 0.6845▲ 0.3122▲ 0.3412 
COS-0.2 0.6918 0.3229 0.3853 COS-0.9 0.6817 0.3115 0.3412 

Music 
User kNN 0.5311 0.2797▲ 0.4030 User kNN 0.5502▲† 0.2715 0.3941 
COS-0.1 0.5343 0.2806 0.4030 SPE-0.5 0.5587† 0.2820*† 0.4024 

TV 
User kNN 0.5530 0.2776 0.1048 User kNN 0.5785▲† 0.2785 0.0933 
SPE-0.9 0.5757 0.2893* 0.1047 PEA-0.8 0.5856† 0.2844* 0.0945 

Music 

Music 
Item kNN 0.3225 0.2335 0.5348     
KEN-0.9 0.3054 0.2249 0.4293     

Books 
User kNN 0.2207 0.1736 0.3458 User kNN 0.3032† 0.2207† 0.3424 
COS-0.3 0.2277* 0.1780* 0.3458 COS-0.8 0.3036† 0.2207† 0.3424 

Movies
User kNN 0.2504 0.1890 0.3871 User kNN 0.3201† 0.2338† 0.3802 
SPE-0.8 0.2541* 0.1920* 0.3867 COS-0.9 0.3209† 0.2339† 0.3803 

TV 
User kNN 0.1880 0.1572 0.0942 User kNN 0.2651† 0.2070† 0.0941 
COS-0.7 0.1971* 0.1646* 0.0942 COS-0.8 0.2661† 0.2082† 0.0941 

TV 

TV 
Most popular 0.4174 0.2320 0.9766     
COS-pers 0.3686 0.2106 0.1492     

Books 
User kNN 0.4375 0.2143 0.1201 User kNN 0.4426 0.1961 0.1045 
PEA-0.8 0.4561 0.2176 0.1201 KEN-0.9 0.4591 0.2047 0.1043 

Movies
User kNN 0.4322▲ 0.2022 0.1075 User kNN 0.4645▲† 0.1998 0.0891 
PEA-0.9 0.4682* 0.2217* 0.1075 PEA-0.8 0.4618 0.2076 0.0915 

Music 
User kNN 0.3882 0.2248 0.1160 User kNN 0.3537 0.1966 0.1123 
COS-0.3 0.4073* 0.2284 0.1160 SPE-0.4 0.3817 0.2191* 0.1160 

In the books domain, the best personality-based method PEA-0.1 performs worse 
than the best baseline, Item kNN. Methods exploiting cross-domain preferences from 
movies and TV shows achieve better performance, although with the latter the coverage 
drops drastically. We find that this behavior is repeated in the other target domains, and 
argue that it is due to their low user overlap with the TV shows domain (Table 1). 
Combining personality traits and cross-domain ratings slightly improves the 
performance. In the movies domain, the improvement achieved by personality is not 
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significant enough, while cross-domain preferences, especially from the books domain, 
provide much better precision. In this case, however, the user coverage drops roughly 
10%. In the music domain, the best single-domain baseline is unbeaten, and neither 
personality nor cross-domain ratings are useful. This seems to indicate that the users’ 
choices on music are only determined by their preferences on this domain. Finally, in 
TV shows domain the same trend as with books and movies is observed: the popularity 
baseline outperforms the best personality-based method in single-domain 
recommendation, whereas cross-domain ratings prove to be more valuable. In this case, 
in contrast, it would be best to stick with the baseline, since it offers a much better 
coverage and overall tradeoff with accuracy. 

In general, even though personality does not outperform a strong single-domain 
baseline, it allows for further improving cross-domain methods. Also, results in the 
user overlap cross-domain scenario are just slightly better than in the non-overlap 
case. This is somewhat unexpected and counterintuitive, and we argue that it may be 
due to the fact that items represent genres (not items) in our dataset, and users with 
similar preferences in the source domain are likely to also share similar preferences in 
the target domain, with possibly the exception of music, as we conjectured before.  

On a final note, Item kNN consistently outperformed iMF and User kNN as single-
domain baselines. Again, this is likely caused by the fact that in our dataset we are 
dealing with genres, which can be considered as very popular items with many ratings. 
Item kNN takes advantage of this by computing more robust item to item similarities. 

6 Conclusions and Future Work 

We have preliminary compared the suitability of user cross-domain preferences and 
personality traits as auxiliary information to improve CF. We evaluated a number of 
personality-aware and cross-domain methods on the top-N recommendation task in 
various domains. From the achieved empirical results, we conclude that in general it is 
more valuable to collect user preferences from related domains than personality 
information to improve the quality of book and movie recommendations. Nonetheless, 
user personality can be exploited to further enhance cross-domain methods, most 
notably in the TV domain. 

We plan to extend our study using larger datasets. In this paper we tested a large 
amount of user personality profiles, but focused on preferences for item genres. We 
want to analyze whether personality and cross-domain ratings can improve 
recommendation performance when dealing with particular movies, TV shows, music 
albums, or books. 
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Abstract. We study how a website adaptation based on segment pre-
dictions from click streams affects visitor behavior and user experience.
Through statistical analysis we investigate how the adaptation changed
actual behavior. Through structural equation modeling of subjective
experience we answer why the change in behavior occurred. The study
shows the value of using survey data for constructing and evaluating pre-
dictive models. It additionally shows how a website adaptation influences
user experience and how this in turn influences visitor behavior.

Keywords: Online adaptation · Visitor behavior · User experience ·
Online behavior · Online segmentation · Structural equation modeling

1 Introduction

Individual visitor differences in terms of interests or goals [8] allow website own-
ers to use segmentation to personalize their website. This increases visitors’
engagement with the website. As in many advertising pricing models costs are
calculated per ad impression, enhancing visitor engagement can increase ad rev-
enues.

The current study investigates on a live website to what extent an algorithm
can deduce a visitor’s interest from navigation behavior and how an adaptation
can be used to increase visitor engagement. Linking visitor behavior to user expe-
rience allows for not only indicating how engagement is influenced, but also why.

2 Theoretical Background

2.1 Segmentation

Segmentation is a widely accepted technique originating from marketing [10].
Online segmentation[7] purports to segment the audience of a website into groups
of similar visitors to implement adaptations that cater to the needs and interests
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of these different groups.Hauser [4] investigated the effects of segmenting websites
to match visitors’ cognitive styles. Tuning to these styles allegedly improves the
accessibility of information and improves the visitor experience. Their model
based on questionnaire data to infer cognitive styles of website visitors allowed
to adapt the website to increase the purchase probability.

2.2 User Experience

To better understand the effect of online adaptations on behavior, evaluation
should be grounded in user experience measurements. When considering only
behavior, one runs the risk of incorrectly interpreting certain changes in behav-
ior positively (e.g., the number of videos watched in a video browsing service
was not positively, but negatively correlated with user satisfaction[6]). We will
employ a user-centric evaluation framework [5] to triangulate behavior and user
experience. Similarly, Ekstrand et al. [3] used this framework to test how dif-
ferent recommender algorithms were experienced in terms of novelty, diversity
and overall user satisfaction and indentified what objective performance metrics
correlated to these subjective user experience constructs, thus informing in what
direction to develop algorithms.

2.3 Research Questions

The current study will address two main research questions. 1) Can visitor seg-
ments be reliably inferred from navigation behavior? and 2) How are visitors
affected by a segment-based adaptation in terms of behavior and user experi-
ence and how are experience and behavior related?

3 Study

This study was performed jointly with http://www.hardware.info, a content
website that provides news, reviews, forums, and price comparisons on electronic
hardware. This content originally comprised hardware components (HC for
short, e.g. motherboards, video cards, processors), but in recent years expanded
to cover content on end user products (EUP for short, e.g. GSM, TV, tablets,
laptops). Hardware.info conjectured that they served two types of visitors, HC
or EUP interested, and wondered if a personalized adaptation could prevent
visitors from the EUP segment being overwhelmed by HC content.

3.1 Procedure

For two weeks in December 2012 the navigation behavior of visitors to the website
was measured, consisting of information on URL, content category (EUP or HC)
with product group, and page type (news, reviews, etc.) together with a unique
user ID stored in a persistent cookie for each pageview. In addition the referrer

http://www.hardware.info
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URL (if applicable), OS and browser type were stored. After the visitor viewed
5 pages1 an element was added to the sidebar with links to additional content.

The sidebar element showed, per visitor at random, either HC or EUP con-
tent or a mix of both. Depending on the inferred visitor segment the resulting
experimental conditions were ‘congruent’ (content matches the predicted seg-
ment), ‘incongruent’ (content does not match predicted segment) and ‘neutral’
(content has matching and non-matching items). Clicks made on the links in the
new element were measured and a link to a questionnaire to measure user expe-
rience was displayed in the header of the website. As an incentive, respondents
could enter a raffle for either SSD storage (HC) or a smartphone (EUP).

3.2 Participants

A total of 102350 visitors was exposed to the adaptation. The average number
of pageviews was 21.59 (SD: 38.88) over 4.20 (SD: 6.32) visits. 2.45% of visi-
tors interacted with the adaptation. 3234 visitors completed the survey. They
engaged with the website more, with on average 67.26 pageviews (SD: 93.18) over
11.81 visits (SD: 13.39) and 8.50% interacted with the adaptation. Demographic
information was only available for the survey respondents. Only 39 (1.2%) of
them were female. Average age was 32.68 years (median: 28, SD: 14.35). Most
visitors stated they were single (51.6%). Education degrees ranged from lower
than vocational (11.5%), vocational (39.9%), to undergraduate degree (35.3%)
and graduate degree (10.7%). Most participants were returning visitors, only
2.7% indicated to be first time visitors.

3.3 Measurements

The behavior was expected to be influenced in a number of ways. For condi-
tions with congruent content we expect an increase (relative to the neutral and
incongruent conditions) in the number of clicks on the adaptation, the number
of pageviews (as more relevant content is available) and potentially the number
of visits (as the user experience is improved).

A questionnaire was constructed following Knijnenburg et al.[5] to measure
how the content of the sidebar element was perceived in terms of accuracy (5
items, e.g. “The items in the sidebar were well chosen”), variety (7 items, e.g.
“The items in the sidebar were very diverse”), effectiveness (7 items, e.g. “I’m
saving time by using the sidebar”) and appeal (6 items e.g. “The sidebar is well
designed”). All items were submitted as categorical variables to an exploratory
factor analysis using Mplus[9]. A number of items was removed due to high resid-
ual correlations with other items resulting in the constructs: perceived accuracy
(3 items), experienced appeal (3 items), perceived variety (3 items) and experi-
enced efficiency (4 items). Additionally we asked visitors to express their interest
for content from either segment on two 5-point Likert scales.
1 In a prior analysis based on server logs 5 pages was established as providing a right

balance between proportion of visitors exposed to the adaptation and prediction
accuracy.
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3.4 Analysis of Results

In our first analysis we construct a model that can be used to infer visitor
segments based on their navigation behavior. In the second part we use the
model output to investigate the effects of the adaptation on visitor behavior,
visitor experience and how they relate.

Predictive Modeling. Two different approaches for labeling visitors were
tested. Firstly labels were based on the proportion of HC versus EUP content
throughout an entire visit. Visits with at least 10 pageviews (51970 visitors did
not meet this requirement) were labeled as from one category when viewing twice
as much content in that category, resulting in a set of 23874 HC (47.4%), 14461
EUP (28.7%) and 12048 unknown (23.9%) instances. Secondly, labels were based
on interest as measured in the survey, taking the category visitors indicated to
be most interested in. The resulting dataset consists of 3231 rows, with 1227 HC
(38.0%), 476 EUP (14.7%) and 1528 unknown (those with equal interest)(47.3%).

Negative binomial regressions2 were used to test which type of labeling could
best predict user behavior. Testing model fit using Akaike Information Criterion
(AIC)[1], we find that AIC was higher for models based on labels from expressed
interest (from the survey) than from proportion of EUP/HC pages. This holds
for the number of clicks on the adaptation (26,910.6 vs. 26,832.5), number of
pages (834,821.3 vs. 832,555.5) and number of visits (517,453.3 vs. 514,761.0).
Thus model predictions based on survey data better capture the actual visitor
segment than the labels produced by looking at behavior alone, despite the fact
that it uses data from just over 3000 users to predict behavior in all (> 100k)
visits.

Thus, predictive modeling of EUP/HC segment was done through multino-
mial logistic regressions trained on the dataset based on expressed interest. The
final selection was based on the accuracy metrics and confusion matrices, with
the final model having an adequate fit. In addition the odds-ratios of the regres-
sion model were investigated, which were in the expected direction (e.g. people
that were referred to the website from social networks were 26% more likely to
be EUP, while people being referred from other external domains had a 12%
increase of probability of being a HC visitor).

Visitor Behavior. Regression analysis was performed on the behavioral mea-
sures (clicks in the adaptation, number of pageviews, number of sessions), with
the predicted segment (from the model) and congruency (match between pre-
dicted and shown segment) as predictors. The regression models show that
HC visitors have higher values on each measure than the EUP visitors. Other
statistically significant coefficients (only for adaptation clicks) were congru-
ency (β = −0.191, p < .05) and the interaction between congruency and HC
(β = 0.574, p < .001), showing that congruency increases clicks for HC visitors,
2 A negative binomial model is a generalization of the Poisson model best suited for

count/frequency data [2].
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(a) Path Model

(b) Perceived Accuracy (c) Perceived Effectiveness (d) Adaptation Clicks

Fig. 1. Path model (top) and estimated means for latent constructs and adaptation
clicks (bottom). The path model was constructed of the SEM with EUP non-congruent
as baseline. The color of the blocks denote different types of construct. The numbers
on and thickness of the arrows represent the strength of the relations. Standard errors
(between parentheses) and statistical significance are included. (See [5] for a complete
overview on how to interpret the path model).

but decreases clicks for EUP visitors. These effects are small due to the (minor)
sidebar manipulation. We do not find other effects for pageviews or visits. Fur-
thermore, in all the models there is no difference between the effects of neutral
and incongruent content. Therefore these conditions will be collapsed into a new
condition ‘non-congruent’ for the remainder of the result section.

User Experience. A path model using structural equation modeling was built
from the constructs described in section 3.3 to investigate how the adaptation
was experienced. Measures and constructs that were not affected were removed
from the model. The path model in Fig. 1 showed good model fit (χ2(39) =
83.101, p < .001, CFI = .998, TLI = .998, RMSEA = .019). The structural part
of the model tells us that a perceived accuracy of the sidebar content increases
the perceived effectiveness of the sidebar, which in turn increases the likelihood
of adaptation clicks.
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Congruency affects accuracy negatively (β = −0.133) for the baseline
EUP visitor segment but not for the HC segment (see the positive interac-
tion of HC:congruent of 0.212). HC visitors find the adaptation less effective
(β = −0.138) on average than EUP visitors. In addition, there is a direct effect
of the HC:Congruent interaction on clicks in the adaptation, indicating that
accuracy and effectiveness only partially mediate the effect of congruency.

The marginal means in Fig. 1 further illustrate the effects found in the path
model. HC visitors do not perceive accuracy differences due to congruency (Fig.
1b), whereas EUP visitors surprisingly find congrument content less accurate.
In terms of effectiveness the HC segment experiences higher effectiveness from
congruent content, whereas the EUP segment is less influenced by congruency
(Fig. 1c). The end result is an increase of adaptation clicks but only for HC
visitors that receive congruent content (Fig. 1d).

The combination of visitor behavior and user experience shows us that vis-
itors from different segments react differently to the adaptation. EUP visitors
that have lower engagement are less enticed to interact with the adaptation,
while HC visitors find the adaptation more accurate and effective if content is
congruent and consequently use it more. This demonstrates that a higher per-
ceived accuracy in provided content will lead to more clicks.

4 Conclusion and Discussion

Incorporating the user experience in this study added value over considering
behavior alone in three ways. Firstly it allowed us to construct a better prediction
model. Secondly the user experience showed what caused the observed change
in behavior. Finally it showed us that the adaptation caused an increased user
perception and subsequent increased interaction for only one segment. Contrary
to the initial intuition of the hardware.info website owners, EUP visitors did not
suffer from incongruency, while HC visitors did benefit from congruency.

A limitation to this study is the nature of the adaptation, which was kept
minimal to minimize a possible negative impact on business. As a result only
the behavior related to the adaptation was influenced without affecting overall
visitor engagement (in terms of pageviews and visits).

In conclusion, this study showed that measuring the visitor experience is an
inexpensive way to gain valuable additional understanding over user behavior
data alone when implementing and evaluating website adaptations.

Acknowledgments. The authors would like to thank hardware.info for providing the
resources to perform this study and Bart Knijnenburg for his assistance in conducting
the structural equation modeling.
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Abstract. Discovering and modelling research communities’ activities
is a task that can lead to a more effective scientific process and support
the development of new technologies. Journals and conferences already
offer an implicit clusterization of researchers and research topics, and
social analysis techniques based on co-authorship relations can highlight
hidden relationships among researchers, however, little work has been
done on the actual content of publications. We claim that a content-based
analysis on the full text of accepted papers may lead to a better modelling
and understanding of communities’ activities and their emerging trends.
In this work we present an extensive case study of research community
modelling based upon the analysis of over 450 events and 7000 papers.

1 Introduction

Tracking the activity of research communities and discovering trends in research
activity is a complex task which can produce great benefits for future research
and is essential for research evaluation. Most commonly used evaluation tech-
niques rely on Social Network Analysis (herein SNA), more specifically on the
analysis of the co-authorship relation between scholars. Such methods can lead
us to interesting insights about existing research communities and their evolu-
tion over time; however we believe that a more semantic approach can lead us
to even more interesting insights about the actual topics dealt by a community,
the emerging research themes and buzzwords, and also the existence of comple-
mentary research communities. Since SNA does not take into account the actual
content of papers (which is the reason behind a collaboration) it does not allow
discovering communities that deal with the same topics but do not know each
other yet. On the other hand, knowing the content of research papers can lead
to such information. Manually reading and understanding all the literature pro-
duced by a community such as the Computer Science one is simply not feasible
due to huge amount of time and resources required. On the other hand, there
exist automatic knowledge extraction tools able to extract meaningful concepts
from unstructured text with enough precision for this purpose [3]. We claim
c© Springer International Publishing Switzerland 2015
F. Ricci et al. (Eds.): UMAP 2015, LNCS 9146, pp. 357–363, 2015.
DOI: 10.1007/978-3-319-20267-9 31
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that their combined usage with traditional SNA techniques can better model
the research community, achieving a better description of its sub-communities
and their relationships. In this paper we present in Sec. 3 an innovative app-
roach towards modelling and discovery of research communities based on the
combination of SNA and content-based analysis on the accepted contributions.
Our approach is then used in Sec. 4 to analyse over 450 events and 7000 papers
spanned over three years of activity of the Computer Science and ICT commu-
nity. Due to copyright and data access restrictions, the analysis is limited to
the proceedings published by ceur-ws1. Ceur-ws provides open access to a large
number of Workshop, Poster session, and conference proceedings of events held
all over the world, but mostly in Europe.

2 Related Work

The study of the connections between people and groups has a long research
tradition of at least 50 years [1]. SNA is a highly interdisciplinary field whose
traditional approach consists in selecting a small sample of the community and
to interview the members of such sample. This approach has proved to work well
in self contained communities such as business communities, academic commu-
nities, ethnic and religious communities and so forth [8]. However the increasing
digital availability of big data allows to use all the community data and the rela-
tions among them. A notable example is the network of movie actors [12], that
contains nearly half a million professionals and their co-working relationship [9].
Academic communities are a particularly interesting case due to the presence of
co-authorship relations between their members. Several authors in the literature
have analysed the connections between scholars by means of co-authorship: in
[8] [9] a collection of papers coming from Physics, Biomedical Research, and
Computer Science communities are taken into account in order to investigate
cooperation among authors; in [1] a data set consisting of papers published on
relevant journals in Mathematics and Neuroscience in an eight-year period are
considered to identify the dynamic and the structural mechanisms underlying
the evolution of those communities. VIVO [7] is a project of Cornell Univer-
sity that exploits a Semantic Web-based network of institutional databases to
enable cooperation between researchers and their activities. In [6] the problem
of content-based social network discovery among people who appear in Google
News is studied: probabilistic Latent Semantic Analysis [5] and clustering tech-
niques have been exploited to obtain a topic-based representation. The authors
claim that the relevant topic discussed by the community can be discovered
as well as the roles and the authorities within the community. The authors of
[10] perform deep text analysis over the Usenet corpus. Finally the authors of
[11] introduce a complex system for content-based social analysis involving NLP
techniques which bears strong similarities with our work. The deep linguistic
analysis is performed in three steps: (i) concept extraction (ii) topic detection

1 http://ceur-ws.org/

http://ceur-ws.org/
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using semantic similarity between concepts, and (iii) SNA to detect the evolu-
tion of collaboration content over time. However the approach relies on a domain
ontology and therefore cannot be applied to other cases without extensive knowl-
edge engineering work, whereas our work relies a domain-independent approach.

3 Proposed Method

In order to support our claims a testbed system was developed to provide access
to CEUR volumes, integrate the concept extraction system presented in [2],
and aggregate and visualize data for inspection and analysis. The SNA part of
our study is performed in the following way: all contributing authors are con-
sidered as features of an event and form a vector-space model in which it is
possible to estimate the similarity between events by means of cosine similar-
ity. Non-zero similarity values are then considered to create, for each event, a
neighborhood of similar events; such connections are then represented as a graph
(Author Graph - AG). Communities of similar events in the AG are then iden-
tified with the Girvan-Newman clustering algorithm [4] which allows to cluster
events corresponding to well connected communities. The Content-based part
of the study, instead, is performed in a novel way: the usage of an automatic
knowledge extraction tool allows us to finely model the topics actually discussed
in a conference and to group events according to semantic similarities. Such top-
ics are represented by means of keyphrases (herein KPs), i.e. short phrases of 1
to 4 words that represent a particular concept. Our knowledge extraction tool
associates to each relevant KP a score named keyphraseness which is intended
as an estimation of the actual relevance of a concept inside a long text such
as a scholarly paper. By extracting a sufficient number of relevant KPs we can
obtain a detailed representation of the main topics of a paper as well as the
relevant entities therein mentioned, where more relevant concepts are associated
to higher keyphraseness. For each CEUR event, all its papers are processed cre-
ating a pool of event keyphrases, where each KP is associated to the Cumulative
Keyphraseness (CK ) i.e. sum of all the keyphraseness values in the correspond-
ing papers. By doing so a topic mentioned in few papers, but with an high
estimated relevance (keyphraseness), may achieve a higher CK than another one
mentioned many times but with a low average estimated relevance. For each KP
an Inverse Document Frequency (IDF ) index is then computed on event basis,
namely we compute the logarithm of the number of considered events divided
by the events in which the considered KP appears, as broadly used in Informa-
tion Retrieval. Then, for each KP in each event, a CK-IDF score is computed
by multiplying the IDF with the corresponding CK. This measure behaves in a
manner that closely resembles the well known TF-IDF measure; however there
is a substantial difference: the CK part of the formula takes into account fea-
tures more complex than just term frequency[2]. All extracted topics, with their
related CK-IDF values, are considered as features of an event and form a vector-
space model in which is possible to estimate the semantic similarity between
events by means of cosine similarity. Due to the high number of non-zero val-
ues, only the highest 10% of these similarity values is considered. Within such
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Fig. 1. 2012 AG Fig. 2. 2012 TG Fig. 3. 2013 AG

a value range, for each event a neighborhood of significantly similar events is
identified; such connections are then represented as a graph named Topic Graph
(herein TG). Communities of similar events in the graph are then identified, as
in the previous scenario, with the Girvan-Newman clustering algorithm. Finally,
complementary communities analysis is performed by comparing the AG and
the TG: events that are connected in the TG and have no direct connections in
the AG are potentially complementary communities. To detect such situations
a simple metric called Complementarity, evaluated as the difference between
topic similarity and author similarity, is proposed. Positive values suggest that
the considered events bear a strong topic similarity and a low author similar-
ity, meaning that, even though the topics discussed are similar, the contributing
authors have little or no overlap.

4 Results

In this section we present and compare the results of our analysis on the last
three years of CEUR volumes. Only proceedings available in CEUR were consid-
ered, therefore, for conferences such as UMAP, ISWC, and CAiSE we are con-
sidering only the part of their proceedings published on CEUR (usually poster
and demo sessions, workshops, and doctoral consortia). Fig. 1 and Fig. 2 repre-
sent our model of the 2012 events whose proceedings were published on CEUR.
The clusters obtained in the AG and in the TG are notably different: in the
AG there are several clusters, while in the TG most of the events belong to
two large clusters with one of them clearly including all Semantic-Web related
events. Fig. 3 and Fig. 4 represent our model of the 2013 events. Again, the AG
presents more clusters than the TG, however the four clusters found identify dif-
ferent groups of events: compared to Fig. 4 the upper one includes Data Science
related events, the lower one Software Engineering related events, the right one
E-Learning related events, and the left one theoretical Computer Science related
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Fig. 4. 2013 TG Fig. 5. 2014 AG Fig. 6. 2014 TG

events. Finally, Fig. 5 and Fig. 6 represent our model of the 2014 events. Due
to the large number of 2014 events published on CEUR it was possible to iden-
tify more clusters, however, there are still more clusters in the AG than in the
TG. In both graphs is clearly recognizable a large Semantic-Web related cluster,
which in the TG includes also theoretic Computer Science events. The compar-
ative analysis of the 2012, 2013, and 2014 models of CEUR events can provide
insights on the evolution of the involved research communities. For instance, we
can observe how CLEF and ISWC always attract different authors communities,
even though there has been some topic overlap in the history of such events;
moreover, we can observe how UMAP, in the considered period, was themati-
cally closer to CLEF than ISWC, but it attracted part of the ISWC community
as well. Another interesting insight about what research communities actually
debate can be obtained by looking at the extracted concepts with the lowest IDF,
which means the most widely used in the considered data set (listed in Table 1).
The term “Semantic Web” appears in all the three considered years of CEUR
proceedings on a large part of the published papers (spanning from 20% to 35%
of the considered proceedings) which is far larger than the part covered by the
identified Semantic Web event cluster. Finally, the complementary communities
analysis highlights how every considered event has at least a potentially com-
plementary event. Since listing all the pairs of potentially complementary events
would require too much space, we are only reporting, in Table 2 the potentially
complementary events for the UMAP community held in 2014.

5 Conclusions and Future Work

In this paper we presented a new approach towards scientific communities mod-
elling based on a twofold view with the aim of discovering shared interests, spot-
ting research communities and, hopefully, help scientist to address the problem
of finding the right venue for their work. The ability of identifying potentially
complementary communities is, in our opinion, the most notable feature of our
approach: traditional SNA can detect existing communities, but is unlikely to
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Table 1. Most widespread buzzwords and their frequency in the corpus

2012 2013 2014
buzzword frequency buzzword frequency buzzword frequency
system 0.30 system 0.521 system 0.662
data 0.291 data 0.416 model 0.607
computer science 0.261 model 0.385 data 0.576
model 0.246 computer science 0.378 information 0.533
information 0.231 information 0.335 computer science 0.478
ontology 0.201 Semantic Web 0.248 Semantic Web 0.355
knowledge 0.201 ontology 0.242 research 0.294
Semantic Web 0.201 Natural Language Processing 0.192 language 0.294
Natural Language Processing 0.134 Software 0.186 Natural Language Processing 0.282

Table 2. Most complementary events to UMAP 2014

Event Complementarity score
the Workshops held at Educational Data Mining 2014 0.267
the Workshops of the EDBT ICDT 2014 Joint Conference 0.238
the 16th LWA Workshops KDML IR and FGWM 0.235
Workshop on Semantic Matching in Information Retrieval 0.223

identify communities that should talk each other, meet or join. On the other
hand, our approach exploits state of the art knowledge extraction techniques
to investigate the topics actually dealt by a community and can easily identify
communities that deal with the same topics, but have little or no social overlap
at all. Our future work includes extending our models of the research community
activity with more data coming from different sources than CEUR, as well as
employing our modelling techniques to other domains and with different goals.
Finally, we believe that the presented modelling technique can be exploited to
provide personalized services, for instance scientific papers or conference recom-
mender systems.
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Abstract. In classical music concerts, the concert program notes are
distributed to the audience in order to provide background information
on the composer, piece and performer. So far, these have been printed
documents composed mostly of text. With some delay, mobile devices are
making their way also in the world of classical concerts, hence offering
additional options for digital program notes comprising not only text
but also images, video and audio. Furthermore, these digital program
notes can be personalized. In this paper, we present the results of a user
study that relates personal characteristics (personality and background
musical knowledge) to preferences for digital program notes.

Keywords: Classical music · Digital program notes · Personality

1 Introduction

Classical music has long resisted the temptation of introducing new devices, such
as smartphones or tablets into the live concert experiences. However, things
started to change recently. Two efforts are being made in this direction, one
within the FP7 Phenicx project1 and the other by the Philadelphia Orchestra2,
both of them developing a mobile application for supporting the live classical
concert experience. Both of these applications feature the program notes in a
digital form. Within the Phenicx project we are developing a system that would
support personalized digital program notes based on the user profile. The per-
sonalization is going to be done of the level of the preferred multimedia type in
the notes (music, text or audio) and its length. In order to develop the person-
alization method we first need to identify the relationships between the users’
personal characteristics (in terms of personality and musical background) and
the preferences for the supporting multimedia material in the digital program
notes. In this paper, we present the results of a user study that was carried out
in order to identify these relationships. To be more concrete, we addressed the
following research questions
1 http://phenicx.upf.edu/
2 https://www.philorch.org/introducing-livenote%E2%84%A2-nights#/
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1. Do the user’s preferences for the digital program notes correlate with the
user’s personality

2. Do the user’s preferences for the digital program notes correlate with the
user’s musical background

2 Related Work

Personality and Learning Styles. The purpose of the program notes is to
provide additional information about the concert in terms of the historical back-
ground on the piece, the composer and the performer. Similar educational pro-
cesses, outside the classical music live experience domain, have been investigated
in terms of personalization. Research based on learning styles, as a subset of per-
sonality, has been done [6] and models for personalizing course materials have
been proposed [3].

Personality and User Preferences. Personality has been gaining popularity
in research on personalized services. It has been used to alleviate the cold-start
problem in recommender systems [4,15]. Research has been carried out to under-
stand how personality relates to user preferences in multiple domains [1]. Special
attention has been given to music, where strong relations have been found (i)
between personality and genre preferences [14] (ii) between personality and the
way people use music (e.g. rationally versus for mood regulation [2]) and (iii)
between personality and the way users organize music [5]. However, to the best
of our knowledge, there has been no research done on the relations between
classical music and personality, except for the aforementioned genre preferences.

Implicit Acquisition of Personality. For a long time, the only way of assess-
ing the user personality has been through extensive questionnaires, such as the
Big-Five Inventory (BFI) [9]. There has been an increasing interest for detect-
ing unobtrusively the user personality from various sources. Related work has
been done especially on using social media (e.g. facebook or twitter) to infer the
personality in the Five Factor Model (FFM) personality space [7,10,13]. These
methods can be useful in scenarios when a user logs in an online system with
her/his social media account.

3 Usage Scenario

Within the Phenicx project, we are developing technologies for improving the
classical concert experience. One of the use cases we focus on is the digital
program notes scenario, where automatically generated, tailor-made multimedia
editorials are offered to prospective audience members, introducing the concert
that will take place with the purpose of informing, educating and pre-engaging
users, supporting concert anticipation [11]. The concrete scenario we foresee is a
user (the attendee of a classical concert) having a mobile device (e.g. a smart-
phone or a tablet device) with a mobile application that supports the scenario.
The user logs in the application with her/his social media account (e.g. twitter
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or facebook). Using some of the aforementioned methods for inferring the user’s
personality from the social media stream, the application can use this informa-
tion to tailor the digital program notes to the user’s needs. The strategy for
personalizing the digital program notes is going to be based on the outcomes of
the study we present in this paper.

4 Materials and Methods

We conducted a user study to collect the data needed. We gathered the partici-
pants through Amazon Mechanical Turk. In total we had 165 participants aged
from 20 to 76 (mean 37, stdev 11), 93 females and 72 males. The participants first
filled in a set of background questionnaires: a questionnaire about their musical
background, a questionnaire about their musical preferences in general (accord-
ing to 18 genres) and the Ten-items Personality Inventory (TIPI) questionnaire
[8]. The participants were then shown various supporting multimedia content
that could fit in an interactive digital program note. For the chosen classical
music concert (the piece La Mer by the French composer Claude Debussy per-
formed by the Royal Concertgebouw Orchestra) we prepared multimedia material
(text, images and audio) for the composer, piece and performer. Furthermore,
each pair (e.g. composer-text) was presented in a long and short version (for
images and audio clips short meant one item and long meant several items). In
total we presented the participants 14 combinations of content. For each content
combination, the participants gave three ratings: (i) amount of consumption of
the content (on the scale none/some/half/most/all), (ii) interestingness of the
content (on a scale from 1 to 5) and (ii) novelty of the content (on a scale from
1 to 5).

5 Results

As can be seen from Tab. 1, personality traits were correlated with the subjects’
musical background. Openness and extraversion were positively significantly cor-
related to three variables, agreeableness had a negative significant correlation
with two variables while conscientiousness had a positive correlation only with
the attending classical concerts variable. Neuroticism was not significantly cor-
related with any of the musical background variables.

Personality also appears to be correlated with how much the subjects like
classical music as a genre (see Tab. 2). Openness, extraversion and agreeableness
have a positive significant correlation with liking classical music, while consci-
entiousness and neuroticism are not significantly correlated.

We observed several significant correlations among variables that can be use-
ful in a personalized system. Personality did correlate with with the answers
provided by the subjects on the consumption, interestingness and novelty of the
multimedia material. For example, people who score high on openness, agree-
ableness, conscientiousness and extraversion tend to show a positive correlation
with consumption, interestingness and novelty, hence meaning that they prefer
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Table 1. Correlations between personality traits and musical background variables

personality trait musical background variable correlation p value

openness listening to classical music 0.26 0.0007
studying an instrument 0.16 0.03
attending classical concerts 0.19 0.01

extraversion playing an instrument 0.21 0.008
attending classical concerts 0.3 0.00009
attending non-classical concerts 0.24 0.002

agreeableness listening to non-classical music −0.22 0.005
studying an instrument −0.23 0.003

conscientiousness attending classical concerts 0.17 0.02

Table 2. Correlation between personality traits and the preferences for the classical
music genre

personality trait correlation p-value

openness 0.17 0.03
extraversion 0.21 0.006
agreeableness 0.33 0.00001
conscientiousness 0.11 0.16
neuroticism −0.14 0.06

to consume more of the material, find it interesting and novel. On the other
hand, subjects who score high on neuroticism tend to consume less of the mate-
rial, find it less interesting or novel. Our data show no correlation or negative
correlations for neuroticism and the observed answers (see Fig. 1). Similarly,
the music background variables showed generally positive correlations with con-
sumption, interestingness and novelty of the multimedia material.

6 Conclusions and Future Work

The analysis of our data showed that there are many significant correlations
between personal characteristics (personality and musical background) and pref-
erences for the supporting multimedia content. However, further analyses should
be carried out to determine how these personal characteristics relate with var-
ious types of material (text/images/audio) or length. The most important step
we need to take is to use machine learning techniques to predict the preferred
type of digital program notes based on the users’ personalities. We plan to use
logistic regression for individual binary variables and multinomial logistic regres-
sion for individual Likert scale ratings. Furthermore, we plan to use a rule-based
algorithm for inferring the preferred modality and length.

We are currently in the process of designing a new user study where we will
have better control over the text variance. The text will be curated by musi-
cologists and we will use different levels of complexity (in terms of vocabulary).
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Fig. 1. Bubble plots with correlations between personality and content preferences.
In the presented four cases all independent variables (x axis) are on the scale from 1
to 7, while the dependent (y axis) are on the scale from 1 to 5. The top-left figure
is the relation between openness and the preference for the short description of the
piece (slope b1 = 0.24, correlation r = 0.29, p-value p = 0.0001 ). The top-right
figure is the relation between neuroticism and the preference for a long description
about the orchestra (b0 = 0.15, r = −0.21, p = 0.007). The bottom-left figure is the
relation between conscientiousness and the degree of consumption of the long orchestra
description (b0 = 0.25, r = 0.28, p = 0.003). The bottom-right figure is the relation
between agreeableness and the degree of consumption of the long audio (b0 = 0.32, r =
0.36, p = 2 · 10−6).

Furthermore, we will use the Goldsmiths Music Sophistication Index (MSI) [12]
to assess the musical background of the users (the MSI instrument was published
after we already carried out the study presented here).
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Abstract. Context-aware recommender systems extend traditional rec-
ommender systems by adapting their output to users’ specific con-
textual situations. Most of the existing approaches to context-aware
recommendation involve directly incorporating context into standard
recommendation algorithms (e.g., collaborative filtering, matrix fac-
torization). In this paper, we highlight the importance of context
similarity and make the attempt to incorporate it into context-aware
recommender. The underlying assumption behind is that the recom-
mendation lists should be similar if their contextual situations are sim-
ilar. We integrate context similarity with sparse linear recommendation
model to build a similarity-learning model. Our experimental evalua-
tion demonstrates that the proposed model is able to outperform several
state-of-the-art context-aware recommendation algorithms for the top-N
recommendation task.

Keywords: Context · Context-aware recommendation · Context
similarity

1 Introduction and Background

Recommender systems are an effective way to alleviate information overload in
many application areas by tailoring recommendations to users’ personal pref-
erences. Context-aware recommender systems (CARS) emerged to go beyond
user preferences and also take into account the contextual situation of users in
generating recommendations.

The standard formulation of the recommendation problem begins with a two
dimens-ional (2D) matrix of ratings, organized by user and item: Users × Items
→ Ratings. The key insight of context-aware recommender systems is that users’
preferences for items may be a function of the context in which those items are
encountered. Incorporating contexts requires that we estimate user preferences
using a multidimensional rating function – R: Users × Items × Contexts →
Ratings [1].

Context-aware recommendation algorithms, such as context-aware matrix
factorization [2], seeks to incorporate context into the traditional recommen-
dation framework without considering the relationships among contextual con-
ditions. In this paper, we position the importance of context similarity, where
c© Springer International Publishing Switzerland 2015
F. Ricci et al. (Eds.): UMAP 2015, LNCS 9146, pp. 370–376, 2015.
DOI: 10.1007/978-3-319-20267-9 33
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the assumption behind is that the recommendation lists should be similar if
their contextual situations are similar. Furthermore, we propose the Similarity-
Learning Model (SLM) which attempts to integrate context similarity with the
sparse linear recommendation model. We explore different ways to represent and
model the context similarity in order to build SLM and evaluate these methods
using multiple data sets.

2 Similarity-Based Contextual Recommendation

In this paper, we use contextual dimension to denote the contextual variable, e.g.
“Time”. The term contextual condition refers to a specific value in a dimension,
e.g. “weekday” and “weekend” are two conditions for “Time”. A context or
contextual situation is, therefore, a set of contextual conditions, e.g. {weekend,
home, family}.

We consider the context-aware recommendation task to be a top-N recom-
mendation problem, where a ranked list of items should be recommended to a
user in specific contextual conditions (i.e., the input is a pair <user, context>).
Therefore, the recommendation list should be updated accordingly if the con-
textual conditions are changed. Previous work [7] has incorporated contextual
deviation into the sparse linear recommendation model and demonstrated its
effectiveness. In this paper, we switch to integrate context similarity with the
sparse linear method, and propose the similarity-learning model (SLM) which
avoids similarity calculation by learning context similarity directly while opti-
mizing the ranking score in the algorithm. Previous research has found that
similarity calculations relying on existing ratings, yield unreliable results if the
rating space is sparse. In SLM, simply, a ranking score prediction function for
<user, item, context> is required in which the similarity between contexts is an
integral part. The algorithm learns context similarity by minimizing the ranking
score error and provides contextual recommendations to the end user based on
the predicted ranking score.

In this paper, we choose the Sparse LInear Method (SLIM) [4] as our base
algorithm, where SLIM is a ranking-based recommendation algorithm aggregat-
ing users’ ratings with item coefficients. And the General Contextual Sparse
LInear Method (GCSLIM) [7] is our previous work which integrates the contex-
tual deviations. Alternatively, we try to modify the GCSLIM and replace the
rating deviation term by the context similarity in this work. More specifically,
the goal in GCSLIM is to create a prediction function shown in Equation 1
to estimate the ranking score, Ŝi,j,k, for ui on item tj in contexts ck. th is an
item in the set of items rated by ui (h �= i), and cm is the contextual situation
where ui placed rating on th (note: it is allowed that cm = ck). Ri,h,m is one
contextual rating placed by ui on th under context cm. Assume there are L con-
textual dimensions in total, thus cm,l denotes the contextual condition in the
lth dimension in context cm. The function Dev measures the contextual rating
deviation between two contextual conditions – it is zero if cm,l = ck,l. Meantime,
Wj,h measures the coefficient between item tj and th. Simply, GCSLIM learns
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the coefficients between items and the contextual rating deviations, where the
optimization goal is to minimize the ranking score prediction error and the loss
function can be generated accordingly by using gradient descent [7].

Ŝi,j,k =

N∑

h=1
h�=i

(Ri,h,m +

L∑

l=1

Dev(cm,l, ck,l))Wj,h (1)

Inspired by GCSLIM, it is also possible to incorporate the notion of context
similarity into the model to formulate the SLM by replacing the deviation term
in Equation 1:

Ŝi,j,k =

N∑

h=1
h�=j

Ri,h,m × Sim(ck, cm) × Wj,h (2)

In SLM, we aggregate the ranking score by the contextual rating score Ri,h,m

with the similarity between ck and cm multiplying by the coefficient between item
tj and th. Note that we set h �= j to avoid bias by using ui’s other contextual
ratings on tj . This strategy will ensure that we learn the coefficients between as
many different items as possible. The loss function and parameter updating rules
can be generated accordingly by using gradient descent. However, the form of the
similarity term will vary if the context similarity is represented in different ways.
The remaining challenge is how to represent or model the similarity of contexts
in the prediction function shown in Equation 2. In this paper, we introduce four
ways to represent similarity of contexts.

2.1 Independent Context Similarity (ICS)

Time=Weekend Time=Weekday Loc=Home Loc=Cinema
Time=Weekend 1 0.54 N/A N/A
Time=Weekday 0.54 1 N/A N/A

Loc=Home N/A N/A 1 0.82
Loc=Cinema N/A N/A 0.82 1

Fig. 1. Example of a similarity matrix

Table 1. Sample of Contexts
Time (WT ) Location (WL)

Weekend Weekday Home Cinema
ck 1 0 1 0
cm 0 1 1 0

An example of a similarity matrix can be seen in Table 1. With ICS, we only mea-
sure the similarity between two contextual conditions when they lie on the same
dimension. Each pair of contextual dimensions are assumed to be independent.
Assuming there are L contextual dimensions in total, the similarity represented
by ICS can be depicted by Equation 3, where l is the index of context dimension.

Sim(ck, cm) =

L∏

l=1

similarity(ck,l, cm,l) (3)

These similarity values (i.e., similarity(ck,l, cm,l)) can be learned by the opti-
mization process in SLM. The risk of this representation is that some information
may be lost, if context dimensions are not in fact independent, e.g., if users usu-
ally go to cinema to see romantic movies with their partners, the “Location” (e.g.
at cinema) and “Companion” (e.g. partners) may have significant correlations
as a result.
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2.2 Latent Context Similarity (LCS)

As noted earlier, contextual rating data is often sparse, since it is unusual to
have users rate items repeatedly within multiple situations. This poses a diffi-
culty when new contexts are encountered. For example, the similarity between
a new pair of contexts <“Time=Weekend”, “Time=Holiday”> may be required
in the testing set, but it may not have been learned from the training data, while
the similarity for two existing pairs, <“Time=Weekend”, “Time=Weekday”>
and <“Time=Weekday”, “Time=Holiday”>, may have been learned. In this
case, the representation in ICS suffers from the sparsity problem. Alternatively,
we represent each contextual condition by a vector of weights over a set of latent
factors (we use 5 latent factors in our experiments), where the weights are initial-
ized at the beginning and learnt by the optimization process. Even if the newly
observed pair does not exist in the training data, the vectors representing the
two individual conditions (i.e., “Time=Weekend” and “Time=Holiday”) will be
learned over existing pairs, and the similarity for the new pair can be computed
by the dot product of those two updated vectors. Then context similarity can be
computed as in Equation 3. We call this approach the Latent Context Similarity
(LCS) model, and we learn the vectors representing contextual conditions, which
may increase computational costs in contrast to ICS.

2.3 Weighted Jaccard Context Similarity (WJCS)

Another approach to calculate context similarity is to associate weights with each
dimension. An example is shown in the Table 1, where weight WT is associated
with the dimension Time, and WL is assigned to Location. This representation
of contextual similarity is an adaptation of the differential context weighting
algorithm [5].

The weight is used as part of similarity computation only when the conditions
within a dimension match. The similarity can be calculated by Equation 4, where
l denotes the index of contextual dimension. Given the example in Table 1, only
the conditions in Location are the same, therefore, the similarity of ck and cm is
calculated as WL

WT+WL
.

Sim(ck, cm) =

∑
l∈ck,l∩cm,l

Wl

∑
l∈ck,l∪cm,l

Wl

(4)

When all the conditions in the same dimension are different, we assign a
small fixed value (e.g., 0.01) to the similarity to avoid the zero values being used
in the prediction function. In WJCS, the weights for each contextual dimension
are the ones to be learned in the optimization process. The computational cost
is correlated with the number of contexts in the data set – the more dimensions,
the more weights to be learned. However, the number of contextual dimensions
can be reduced by a pre-selection process.
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2.4 Multidimensional Context Similarity (MCS)

In the multidimensional context similarity model, we assume that contextual
dimensions form a multidimensional coordinate system. An example is depicted
in Figure 2.

(2.5,0,0)

(5,0,0)

(0,2,0) (0,6,0)(0,0,1)

(0,0,4)

(0,0,1)

(0,0,4)

(2.5,0,0)

(5,0,0)

(0,3,0) (0,6,0)

Fig. 2. Example of Multidimensional Coordinate System

Let us assume that there are three contextual dimensions: time, location
and companion. We assign a real value to each contextual condition in those
dimensions, so that each condition can locate a position in the corresponding
axis. In this case, a contextual situation can be viewed as a point in the mul-
tidimensional space. Accordingly, the distance between two such points can be
used as the basis for a similarity measure. In this approach, the real values for
each contextual condition are the parameters to be learned in the optimization
process. For example, the values for “family” and “kids” are updated in the
right-hand side of the figure. Thus, the position of the data points associated to
those two contextual conditions will be changed, as well as the distance between
the corresponding two contexts. The similarity can be measured as the inverse
of the distance between two data points. In our experiments, we use Euclidean
distance to measure the distances, though other distance measures can also be
used. The computational cost is directly associated with the number of contex-
tual conditions in the data set, which may make this approach the highest-cost
model. Again, the number of contextual conditions can be reduced by context
selection, as with WJCS.

3 Experimental Evaluation

In our experiments, we use three context-aware data sets: the Restaurant, Music
and Tourism data sets where the data descriptions can be found in [7]. We
use a five-fold cross validation, performing top 10 recommendation task eval-
uated by precision and mean average precision (MAP). The algorithm pro-
posed in this paper is build upon the GCSLIM; therefore, we choose the best
performing deviation-based GCSLIM (denoted by “Deviation Model”) [7] as
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baseline. In addition, we compare our approach to the state-of-the-art context-
aware recommendation algorithms, including context-aware splitting approaches
(CASA) [6], context-aware matrix factorization (CAMF) [2] and tensor factor-
ization (TF) [3]. We vary different parameters for those algorithms and present
the best performing one in this paper, which is the same setting used in [7].

Fig. 3. Results in Precision and MAP @ Top-10 Context-aware Recommendations

The experimental results can be described by the Figure 3. We see that the
MCS model outperforms all the baselines for the restaurant and tourism data,
and the WJCS model is the best similarity model for the music data set. Note
that the LCS model usually outperforms the ICS model. We can conclude that
the latent factor approach is able to alleviate the sparsity problem suffered in
ICS and improve performance.

The WJCS model has inconsistent performance. It is worse than the
deviation-based baseline on the restaurant data, achieves comparable results
to the deviation model with the tourism data, and is the best performer on the
music data. We would expect the performance of the WJCS model to be influ-
enced by a number of factors. The first is the number of contextual dimensions
– more dimensions, more weights to be learned. This requires the rating profiles
to be dense enough so that the weights for each dimension can be fully learned.
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The second factor is the density of contextual ratings inferred by the data statis-
tics reported in [7]. Based on those two factors, we can see that there are many
more dimensions in the Tourism data, and the density in the restaurant data is
pretty low, which explains the poor performance of WJCS model in these two
data sets.

The multidimensional model seems to be an excellent representation. How-
ever, the computational cost is directly correlated with the number of conditions
in this model. Context selection should be performed in preprocessing to alleviate
this problem.

4 Conclusions and Future Work

We highlighted the notion of context similarity and incorporated it into the
recommendation algorithm. We developed similarity-learning models in which
contextual similarity is learned by optimizing the ranking score for top-N rec-
ommendations. We have shown that similarity of contexts can be represented in
a variety of ways and our multidimensional context similarity approach outper-
forms other state-of-the-art baselines.
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Abstract. This research aims to develop an adaptive human-robot
interaction system that works with users over long periods of time to
achieve a common goal that is beneficial to the user. The particular
scenario I focus on is that of a robot companion interacting with ado-
lescents, helping them succeed at achieving daily physical activity goals.
To develop such a system, I propose a method of modeling the user’s
motivational state and employing this model in order to adapt motiva-
tional strategies best suited for each user. The proposed system uses both
physical activity data obtained from wearable sensors (such as wristband
devices) and information acquired by the robot from its interaction part-
ners.

1 Problem and Motivation

The benefits of physical activity are well known, as research shows that daily
physical activity has wide-ranging benefits, from improving cognitive and aca-
demic performance to helping with bone development and health [17]. My work
seeks to sustain these benefits with robot home companions through personal-
ized, data-driven coaching.

The U. S. Department of Health and Human Services comprehensive guide-
lines on physical activity for individuals ages 6 and older state that children
and adolescents should aim to accumulate at least 60 minutes of moderate- or
vigorous-intensity aerobic physical activity on most days of the week, preferably
daily [1]. Current evidence shows that levels of physical activity among youth
remain low, and that levels of physical activity decline dramatically during ado-
lescence [2]. These data show the importance of developing methods to keep
adolescents on track to achieving daily-recommended levels of physical activity.
With this in mind, I seek to develop a human-robot interaction system that
motivates adolescents to engage in physical activity on a daily basis.

2 Background and Related Work

There exists a great deal of work concerning health and well-being applications,
such as commercial systems that use motivational strategies to help users stay
c© Springer International Publishing Switzerland 2015
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engaged in physical activity, or that support goal-setting and reflection for the
user [14], [9]. Other prior work explores tracking of long term goals along with
factors that have an important role in goal-setting theory [5].

In the field of human-computer interaction (HCI), wearable sensors are being
used in the development of persuasive technologies that motivate healthy behav-
ior. Work in this area is wide, ranging from activity recognition systems that
employ this information to keep users engaged in physical activity [7] to how
such applications should be evaluated [11].

Social robots have also been used to promote and keep users engaged in
physical activity within the field of human-robot interaction (HRI). Work in
this area touches on investigating the role of praise and relational discourse [8],
as well as on how to create a long-term interaction for help with weight loss [10].

The user model I am building employs an ontology-based approach. Ontolo-
gies are defined as explicit accounts of shared understanding in a given subject
area, and bolster communication between users, experts, and technology systems
[18]. Since ontologies are extremely useful in providing a formalism that specifies
and clarifies concepts in a domain and the relationships among them, their value
for health applications has been recognized by different lines of research. Such
research includes the investigation of computational models of dialogue trying
to simulate a human health counselor [6] and that of computerized behavioral
protocols that help individuals improve their behaviors [13].

Although the work presented above is wide-ranging, the current paper aims
to link all the components important in maintaining physical activity motivation
into one system by leveraging human-robot interaction techniques together with
the benefits of wearable sensors.

3 Research Questions and Intended Main Contributions

The key research questions I am investigating within this context are as follows.
How can I develop an ontology-based user model of people’s motivational states
by employing long-term human-robot interaction to gather information needed
for the model? How can I then use this interpretation of the user’s motivational
state in order to create an adaptive robot companion that chooses appropriate
motivational strategies to help the user stay on track to achieving daily physical
activity goals? The contributions expected from answering these two research
questions consist of the following.

The first contribution represents the ontology-based user model, validated via
expert interviews. The model makes use of long-term human-robot interaction
by acquiring data from the user about his or her motivational state each inter-
action, and also acquires contextual information about external factors from
online sources (e.g. weather). The second contribution represents an adaptive
algorithm based on Q-Learning that uses both the output of the user model
and the physical activity data collected from the wristband device. Its output
consists of choosing the most appropriate motivational strategy the robot com-
panion employs for a user each day.
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Fig. 1. System Diagram

Such a system would lie at the intersection of HRI, HCI, user modeling, and
applied machine learning. Although there are a multitude of applications related
to well-being and physical activity, there is no system to date that ties together
continuous remote monitoring of user physical activity obtained from wearable
sensors with an assistive robot for daily, long-term interactions.

4 Progress to Date and Plan of Further Research

4.1 Methodology and Design of the System

The robot platform chosen for this research is Keepon, a non-mobile platform
with four degrees of freedom, designed to interact with children [12]. The ado-
lescent wears a wristband device that keeps track of the number of steps taken
throughout the day. He or she interacts with a robot once daily, both directly
and via a phone application. The application presents an avatar for the robot
with simple, 2D animations.

The system is depicted in Figure 1 above. When the adolescent interacts with
the robot, the back-story of the robot unfolds in order to keep the user engaged
in the long-term interaction. The robot asks the user a series of questions meant
to obtain information about his or her motivational state, as well as acquires
external information from online sources (e.g. weather information). This data
is fed into the user model. The adaptive system then takes the user model output,
together with the physical activity data from the wearable sensor, and outputs
an appropriate motivational strategy for the user. This strategy is used to shape
the new physical activity goal the adolescent needs to accomplish the next day.

4.2 User Model

The ontology my model relies upon needs to represent core concepts related to
creating a profile of a user and keeping track of how this changes over time. Thus,
I have initially performed extensive literature review in order to identify the key
elements influencing the achievement of a goal. These are factors long studied
in goal setting theory [15], social cognitive theory [4], and theory of planned
behavior [3], and are introduced below. Since these key elements are part of the
ontology-based model, the creation and validation of this model does not rely
solely on literature review, but it is also heavily based on expert interviews.



382 E.C. Grigore

As shown in Figure 1, the inputs to the user model are dichotomized into two
categories. The first represents the user’s answers to the robot’s questions about
how the participant felt while trying to accomplish a goal. These questions regard
key elements influencing the achievement of a goal, namely socio-structural fac-
tors (composed of facilitators and impediments), social pressure, self-efficacy,
and attitude toward behavior. They are phrased in an easy to understand man-
ner, avoiding academic and arcane terms. The second input category represents
external information acquired by the system online about factors that might
have influenced the achievement of a goal, e.g. daily weather, school schedule
changes. This information is fed into the socio-structural factors, into either the
facilitators or impediments feature. All of these core factors make up the feature
vector for a user, which contains numerical values based on the user’s responses
during the interaction with the robot.

The output of the user model is an interpretation of the user’s state. It
represents the state of the world (the state the user is in) at each time step
(each day). The numerical value of each feature is mapped onto one of three
discrete categories representing intensity levels, namely low, neutral, and high.
This mapping is applied to reduce the state space size and produce a more
intuitive interpretation of the user’s state. For example, a value of 7 on a 1-to-7
scale for self-efficacy would be assigned to the “high” level. The interpretation
thus consists of a feature vector with intensity levels for each feature.

To validate the user model and create an ontology that links the core elements
modeling a user to motivational strategies employed by experts (e.g. health and
physical activity counselors, physical education teachers, personal trainers), I
utilize a formal interview process. This aims to validate and identify missing
main concepts in the domain of physical exercise motivation and the relationships
among them. The interview is structured in two parts, as follows.

The first part asks the expert to list (1) important factors for keeping stu-
dents engaged in physical activity (corresponding to the main concepts used in
the ontology), (2) techniques used by experts to identify the students’ motiva-
tional state (used to create a mapping from users’ answers to the state space),
(3) information about students that helps the expert interpret the students’ suc-
cess or failure (used to validate the user model’s output), and (4) strategies and
techniques employed by the expert to keep students engaged in physical activity
(corresponding to motivational strategies).

The second part presents the expert with the same categories, but with given
answers (drawn from literature). The expert is asked to indicate how much he
or she agrees with the specific answer, using a Likert scale. This part aims to
check if experts indeed use concepts identified in literature as key factors, acquire
new key factors used in practice, and acquire the basis for creating an ontology
linking the user model to the motivational strategies used by experts.

4.3 Adaptive System

My adaptive human-robot interaction system chooses a motivational strategy
based on the user model’s interpretation of “why” and “how” the user was
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(un)successful at his or her previous goal, i.e. the interpretation of the user’s
state. This is possible since the motivational strategies identified from literature
(such as cooperative and competitive strategies, making the user aware of the
importance of engaging in physical activity, autonomy support, structure, and
involvement) are associated with factors present in the user model, e.g. “Intrinsic
motivation is associated with the desire to master a task and the satisfaction
that comes with that, whereas extrinsic motivation refers to completing tasks
solely as an ego boost, be it beating peers in a competition, or receiving praise
from a parent, teacher or colleague” [16].

My system adapts to an individual user by following a Q-learning approach.
In the current work, the actions the “agent” (in our case the robot) can take
are the different motivational strategies mentioned above, a ∈ {m1, m2, m3, ...},
which are to be finalized after concluding expert interviews. The states of the
world are the interpretations of a user’s state (the output of the user model).
Thus, a state is a feature vector representing the interpretation of the user’s state,
and is defined as intrpt = [f1 f2 f3 f4 f5], where the fis represent the features
discussed above that take values associated with intensity levels. The reward for
a particular state is the difference between the number of steps taken by the user
and the number of steps set as the goal, rt = #stepstaken − #stepsgoal.

At time step t, the algorithm observes the current state intrpt, chooses an
action at among the motivational strategies based on an ε-greedy policy, takes
the action, observes the reward rt as well as the new state intrpt+1, and then
updates the Q-value for the state using the observed reward and the maximum
reward possible for the next state. The update is performed based on the follow-
ing formula: Q(intrpt, at) = Q(intrpt, at) + α[rt + γ max

at+1
Q(intrpt+1, at+1) −

Q(intrpt, at)], where α and γ are both set between 0 and 1 and specify how
quickly learning occurs and how much future rewards matter, respectively. The
algorithm will thus work toward finding an optimal policy, in order to maximize
the expected return, i.e. positive reward or small values for negative rewards.

4.4 Future Work

Future work involves finishing the expert interview process in order to validate
the ontology-based user model. The system itself is to be validated as part of two
user studies. An initial month-long, in-home study is planned for data collection.
Participants are assigned to either the robot or the wristband-only condition.
The data from this study is to be employed to train the adaptive system used
in a second similar study. This second study will employ the adaptive human-
robot interaction system (adaptive robot condition) vs. a non-adaptive system
that interacts with adolescents in the same manner, daily, but without adapting
to the user (non-adaptive robot condition).

I am a third year Ph.D. student in the Social Robotics Lab, Computer Sci-
ence Department, at Yale University. I have been working on better defining the
currently proposed work, thinking through the details of the user model and the
machine learning technique I am intending to apply as part of my adaptive system,
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and starting to conduct expert interviews in order to obtain data for creating an
ontology-based user model. My background is in Computer Science, and I have
been continuously involved in HRI research since my undergraduate years.
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Abstract. In personalised search, user information needs captured through coo-
kies and Web search history for example, make it possible to infer personal or 
sensitive information about a person. Although prior studies have established 
sources of privacy leakage on the Web, there is a need for identifying the sources 
of data leakage concerning personalised search, its impact on users and on the 
broader privacy laws and regulations. This research study firstly explores the sig-
nificance of attributes impacting personalised search and considers whether the 
extensive collection of personal data is necessary for personalised search results 
through a series of experiments measuring the impact of personalisation and 
sources of data leakage. These findings will then be evaluated two-fold: through a 
qualitative study of users, and assessed for its applicability in the Australian  
context as per the Australian Privacy Principles. Further, the outcomes from the 
experimental and user studies will be used to develop a Privacy-Enhancing Tech-
nology (PET) that will provide users with options to control personal data leakage 
whilst searching on the Web and enable proactive protection of individual user 
privacy. 

Keywords: Personalisation · Web search · Data leakage · Search query parame-
ters · Experimental study · Privacy 

1 Introduction and Motivations  

Personalisation in Web search occurs when search results are adapted to the needs of 
an individual user [1]. Personalised search results enhance the user experience by 
providing results tailored to a user’s information needs [2]. As commercial search 
engines are profit-oriented with advertising based revenue models, personalisation 
addresses a secondary goal of providing relevant audiences for advertisers [3]. To 
personalise search results, users are profiled through behavioural tracking of a user’s 
interests, characteristics and prior online history [4]. Hence, a personalisation-privacy 
trade-off is created as personal data is used for personalisation, but raises issues of its 
relevance to personalised search results for users.  

Data leakage occurs both implicitly (i.e. without the user’s knowledge) and expli-
citly in Web search through behavioural tracking methods [5, 6]. The transfer of per-
sonal and contextual data through search parameters is one example and the focus of 
this research study. Personal data is now more accessible to Web users who can fur-
ther analyse it using readily available technologies [7]. Poor awareness and control 
over collection of personal data adds to the pervasiveness of implicit data leakage. 
Implicitly leaked personal data can lead to inaccurate inferences or misinterpretation 
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of a person’s identity, linkability of users, excessive collection of user data, poor con-
trol over personal data, and behavioural profiling [8]. Through behavioural tracking 
methods, personal data may be accessible to not just advertisers (first-party tracking), 
but other third-parties with access to that data [9]. These implications contribute to a 
potential loss in anonymity and integrity of a user’s identity on the Web.  

The personalisation-privacy trade-off and the role implicit data leakage plays un-
derpin the motivation for the current research work. The motivation of this research 
study also stems from privacy concerns relating to national privacy laws and privacy 
requirements at different levels such as personal, institutional and national. 

2 Related Work  

Data Leakage Methods on the Web. Prior research studies have investigated  
dynamic Web environments to identify sources of leakage and user tracking mechan-
isms on the Web or variances in personalisation [10, 11]. Commercial search engines 
collect longitudinal user data by monitoring and tracking user browsing activities of 
primary and related users [12]. Third-party agents use stateful tracking methods via 
persistent supercookies and stateless tracking through fingerprinting via both active 
and passive techniques [13]. Passive fingerprinting concerns leakage of browser-
related information including those explored in this experimental study, namely IP 
address, user-agent and HTTP headers. Recent studies explored the impact of new 
tracking mechanisms through session hijacking personalised recommendations, can-
vas fingerprinting, evercookies and cookie syncing and the subsequent privacy loss 
and risks posed by these techniques [14]. The ability to make inferences about a per-
son is further enhanced through these persistent tracking mechanisms and raises the 
issue of protecting the identity of users online and the option of being anonymous. 

Data Leakage Methods in Web Search. When users search online, search query, 
browser environment and user details are sent both explicitly (i.e. the query term the 
user types) and implicitly (i.e. various search query parameters consisting of the 
HTTP headers, GET/POST parameters and cookies). Typically personalisation may 
occur through account login and anonymously as in Google’s case where personalisa-
tion is provided through a cookie that may remain on the user's Web browser for up to 
180 days [15]. Personalisation may include contextual factors such as location, lan-
guage and seasonality and data unique to users such as the MAC address of a user’s 
machine. It is difficult to differentiate data that may personally identify a user, as 
contextual data when aggregated across different contexts may reveal sensitive or 
private data about a user.  

Privacy Laws and User Privacy Concerns Relating to Personalised Search. In a 
typical situation, an individual’s consent must be obtained before collection of sensi-
tive personal information occurs. This information must only be collected if it is  
necessary for a function or a process of an organisation and must be destroyed once 
its purpose has been fulfilled [16]. Similar guidelines are evident in the European 
Union’s Data Protection Directive.  

The Australian Privacy Principles mandate controls on the use of people’s personal 
data. Personal data transferred through search queries could be aggregated to profile 
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users, raising concerns surrounding this secondary use of data collection. In a survey 
conducted on search engine use in 2012, 65% of respondents viewed personalised 
search as a “bad thing” as it would limit information seen online, whilst 73% were of 
the view that personalised search was an invasion of privacy [17]. This further raises 
the importance of upholding privacy and confidentiality of personal user data. 

3 Problem Statement and Research Goals  

The risks associated with the unauthorised access, collection, release and misuse of 
personal data may be irreparable and instantaneous damage, most often with a user’s 
reputation at stake. Further, the use of pervasive methods of tracking user activities 
whilst searching makes it imperative to minimise the leakage of personal data through 
the different media. It is therefore, important to consider methods of preventing  
leakage of personal data before the act occurs to minimise the loss associated with the 
unauthorised access, release and misuse of personal data and protect the identity or 
anonymity of users on the Web. Hence, this experimental research study explores the 
data (i.e. the search query parameters including GET and POST Parameters, HTTP 
headers, cookies and IP address) transferred implicitly whilst users search on the Web 
and its impact on personalisation. The key research problem underpinning this  
research is: do search query parameters that contain user data transferred implicitly 
whilst searching, improve the relevance of results for users or only serve as a potential 
source of data leakage and thereby, impact user privacy? 

A set of research questions to address this research gap are summarised as follows:  
RQ 1. How is personalisation achieved by commercial search engines in relation to 
implicit data leakage?  
RQ 2. How does the personalisation performed by commercial search engines impact 
privacy? Specifically: what personal data appears to be passed to search engines, its 
impact on personalised search results and how do users perceive this?  
RQ 3. Does suppression of personal data released to search engines impact the relev-
ance of results?  
RQ 4. How relevant are search results through client-end personalisation or through 
collaborative personalisation by giving the user a means to control and censor their 
personal data being released to the search engine?  

4 Approach and Current Progress 

Experiment Methodology - Stage 1 (nearing completion): This research study 
consists of three main phases (see Figure 1). Currently the research study is progress-
ing towards completing Research Question 1 (RQ 1).  

Stage 1. The study commenced with efforts aimed at identifying how personalisa-
tion of Web search occurs (RQ 1). Using the experimental research technique, the 
researcher submitted a series of search queries using a sample of 29 significant search 
terms across 4 widely used search scenarios (browser search bar; search engine page 
with and without account login; a newly created control account). The result sets of 
search query parameters were identified and analysed to verify if they appear to carry 
possible sources of personal data, and to determine if these are used to achieve  
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chosen to represent a distinct variation of personal data control and leakage. Evalua-
tion of relevance of personalised search results and the impact of implicit data leakage 
and privacy concerns will be assessed by users performing simulated search tasks for 
each scenario and answering pre and post task questions.  

The research study aims to address a gap in understanding how personalised search 
impacts implicit data leakage and privacy. The study has significant implications as 
privacy laws vary across different jurisdictions or countries, yet users cross these 
jurisdictions routinely when searching on the Web.  

The main contributions of this research study are:  
1. A contribution to the understanding of how search engines collect data, and whether 

the data collected is used for generating personalised results or for other data-collection 
purposes. Further, the significance of these findings will be compared against privacy 
legislation in the Australian context namely, the Australian Privacy Principles.  

2. A contribution to the understanding of privacy concerns associated with implicit 
data collected in personalised search and an analysis of the privacy-personalisation 
trade-off in the personalised search context through qualitative user studies.   

3. A contribution to advancing the technological efforts associated with providing 
users the option to control implicit data leakage in personalised search. 

4. Also, importantly this research study will provide the user with the option of be-
ing in control of their data privacy, through developing a local personalisation tech-
nique as a Privacy-Enhancing Technology (PET). It would empower users to be 
aware and in more control of the amount of personal data divulged through using 
online Web search services. The research aims to provide the knowledge and tools 
needed for individuals to achieve a satisfactory level of personalisation in their search 
results while controlling the release of their personal data.  

Specific Research Aims for Discussion at the UMAP Doctoral Consortium:   
• To present current research findings and obtain critique of the experiment method 

and findings to further efforts to investigate implicit data leakage in this context.  
• To have a collaborative and constructive discussion with the assigned mentor and 

experts in the field regarding the issues of identifiability and anonymity, and pri-
vacy concerns for users regarding implicit data leakage of personalised search. 
This would enable me to further my learning and development in the area. 

Background. Currently, I’m a second-year doctoral student at the University of South 
Australia with research interests in personalised search and user privacy.  

Acknowledgements. My advisors: Principal Supervisor: Assoc. Prof. Helen Ashman and  
Associate Supervisor: Dr. Tina Du. We acknowledge the contributions from the .auDA Founda-
tion for funding this research work. 
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Abstract. Video content is being produced in ever increasing quanti-
ties. It is practically impossible for any user to see every piece of video
which could be useful to them. We need to look at video content dif-
ferently. Videos are composed of a set of features, namely the moving
video track, the audio track and other derived features, such as a tran-
scription of the spoken words. These different features have the potential
to be recomposed to create new video offerings. However, a key step in
achieving such recomposition is the appropriate decomposition of those
features into useful assets. Video artifacts can therefore be considered a
type of multimodal source which may be used to support personalized
and contextually aware recomposition. This work aims to propose and
validate an approach which will convert a video from a single artifact
into a diverse query-able content source.

Keywords: Personalization · Multimodality · Video analysis · Paralin-
guistic · User engagement

1 Introduction

The variety and amount of content users consume has increased exponentially.
Video content is a strong example of this. Over 6 billion hours of video are
watched each month on YouTube . The set of videos available on this platform are
very diverse, with one hundred hours of new video being added every minute1.
Videos are one of the richest forms of content in terms of multimodality we
consume on a regular basis and thanks to high speed internet we consume them
in enormous quantities.

It is safe to say that it is very difficult if not impossible for users to see every
piece of video which could be useful or even important for them. It is there-
fore desirable to deliver the content in a more intelligent manner. By delivering
con-tent intelligently, we mean that the consumer should be able to get more
value out of content without wasting too much time. But to decide what is valu-
able in con-tent is highly subjective, since engagement with content is context

1 https://www.youtube.com/yt/press/statistics.html
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dependent [1]. Users consume different content in different scenarios, users may
also consume the same or similar content differently on different occasions. Their
engagement with the same piece may vary depending on the type of device they
are using or the situation they are in at that moment. Therefore what is of value
in a piece of video content at one time may not be of much value for the same
user at a different time.

Videos provide an interesting challenge and opportunity for that. Generally
a video is considered a single artifact, but we believe that it is a more diverse
multimodal content source; a source which can be exploited for recomposition
purposes to perform contextual and personalized search queries in a multimodal
manner. This paper discusses, the early stage of PhD work for decomposing
video content for the purpose of personalized recomposition.

2 Background

There are many ways in which video content can be recomposed. Recomposing
a video to generate a video summary attracts a lot attention in research. Most
comprehensive multimodal feature extraction to generate video summary can
be seen in [6] as authors take advantage of all three visual, audio and linguistic
modalities to create video summaries. [3] recompose videos by dividing them in
segments based on PowerPoint slides and index those segments using ontologies
to perform complex queries. [8] use face name pairs to extract relevant footage
form large video archives and presents those recomposed video segments to the
user using a specially created application. [18] create a summarization from
multiple videos using aesthetic evaluation.

There are other ways as well by which researchers recompose video content
e.g. [7] recompose video by altering it in both time and spatial domain, while
[13] recompose video by generating 3D content from 2D footage.

In terms of video personalization, creating recommender systems for users
based on their viewing habits and commenting patterns also attracts a lot of
inter-est. For example, in [17] authors use heterogeneous data from different
sources to create a better recommender system based on user video preferences.
In [4] authors attempt to predict user movie preferences by clustering movie
subtitles, low level visual features and ratings given by users. In [2] authors tried
to categorize videos in different categories based on their features.

Video categorization and video recommendation are both interesting and use-
ful problems. But they tend to focus too much on recommending items to the
user. We believe that multimodal features in videos can be harvested to extract
much more profound knowledge then simple yes no or like or dislike predictions.

Moreover, while a lot of research is done in extracting features from different
modalities within video content, the focus of that is still creating a new artifact
form another artifact i.e. a video summary etc. instead of harnessing video as a
diverse content source. Although [3] and [8] do make some progress towards this
goal, however [3] rely too much on the slide structure within the presentation
to make each slide within a video more searchable, while [8] focus more on the



From Artifact to Content Source 393

user experience with the end user interface. The potential of decomposing a
video with temporal information for recomposition purposes, to be consumed by
heterogeneous entities is under investigated. This work aims to investigate that
potential.

3 Proposed Contribution

The main hypothesis of this work is “It is possible to extract and index
multimodal signals from video content in order to support personalized and
contextually-aware summarization and recomposition, thereby transforming it
from an artifact into a diverse queryable content source.”

By multimodal signals we mean the characteristics or features within the
different modalities by which a video delivers its message to the viewer. There is
the visual modality i.e. anything visually interesting or engaging to the viewer,
e.g. visual features like camera close up or visual aid, etc. the paralinguistic
modality i.e. the audio features, e.g. laughter, applauses and other audio features,
and the linguistic modality, i.e. the spoken words, also any text with in the video
as well as any supporting resources e.g. human written synopsis etc.

By multimodal content source we mean that a user may not necessarily
always need to consume video content as a video artifact. For example, it might
be more appropriate for a person to view a video at home on a big screen as it is
visually (i.e. video stream) stunning or, it might be more useful to listen to just
the audio on their mobile devices, as it is possible that for some videos all of the
valuable content is carried by the speaker’s voice. For some video, he/she might
want to skip some parts and for others he/she may want to skip the video and
just watch a summary, which would necessitate recomposing that summary from
relevant segments. A recomposed summary may not need be a video summary,
it could very well be just audio or a text summary generated from transcript or
a human written summary together with some images extracted from the video.

Based on this thesis we envision an approach described in Fig. 1 which is
capable of providing personalized and contextually relevant segments form a
video collection based on a query. We believe that this research will help harness
the potential within videos as diverse content sources thanks to their multimodal
nature.

Fig. 1. High level system overview
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The approach of this thesis is about delivering content in an intelligent and
personalized manner like the AMAS system [15], GALE [14] and the CULTURA
system [16]. All these system are end to end approaches investigating all the
aspects from content authoring and creation to user modeling and end user
experience. Since this approach specifically targets the decomposition of video
content. It can, apart from being a standalone solution, could potentially be a
part of any of these systems or input to heterogeneous personalization engines
to substantially enhanced user’s media consumption experience.

Let us consider one specific type of video, i.e. presentations. A video presen-
tation involves typically one speaker presenting a topic, often accompanied by
supporting media, such as still images or further video. This form of video may
be seen as both simple and sophisticated at the same time. Presentations are
simple in the sense that there is usually just one person continuously talking to
an audience with or without audio/visual aids; they are sophisticated in the sense
that they can deliver semantically diverse kinds of messages to their viewers and
engage them in a variety of ways. From video lectures to general-purpose video
presentations, we have an enormous amount of video presentations available to
us.

TED 2 talks have become very successful with over 1,900 talks as of February
2015, since they were first published online in June 2006 3. Imagine a user who
would like to know more about economics, there are dozens of talks related to
economics on TED website (103 to be precise at the time of this writing) with
hours and hours of video content. Consider that recent events had made him/her
curious about new economic models which are better for society in general by
going beyond traditional capitalism and hyper consumerism. The same user also
loves charts and statistics, enjoys a laugh and cares for common good. The above
mentioned approach could definitely help a personalization engine provide such
relevant content to the user. Virtual conference systems such as one described
in [11] can also be greatly enhanced by using video as a personalizable content
source.

4 Progress to Date and Future Plans

Since this thesis is combinatory in nature and we need to perform a number of
steps to achieve our goal. Therefore progress needs to be reported in terms of
each aspect in addition to the overall progress.

In terms of feature extraction this thesis touches quite a few areas, e.g. Com-
puter vision since we are analyzing the visual stream, paralinguistic analysis
be-cause we need to process the audio track and linguistics since most of the
action happens in the linguistic stream that is the actual message within the
talk.

As far as visual and paralinguistic features are concerned, mostly researchers
tend to focus on low level generic features without associating any semantic
2 www.ted.com
3 http://en.wikipedia.org/wiki/TED (conference)

www.ted.com
http://en.wikipedia.org/wiki/TED_(conference)
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meaning to it [6]. This is useful for detecting scene change detection and similar
things. Since we are looking at presentations, we do not come across many visual
scene changes. We instead adopted somewhat similar approach as in [9] and [8]
by taking higher level visual and paralinguistic features.

In terms of linguistic analysis the approach we are planning to use is based
primarily on the work presented by [10] called Slicepedia, which focuses on con-
tent agnostic slicing.

All the extracted features along with their timestamp information will be
in-dexed using Resource Description Framework (RDF), to make the content
more queryable, thanks to its wide adaptability and its logical foundation [5].
We believe that storing them using RDF will allow us to use different ontologies
[3] and array of diverse tools to create our system. However the details of the
meta-data structure and query mechanism still remains an open question for us.

In order to see the effectiveness of our proposed approach and the value
it brought to the user’s video consumption experience, we need a qualitative
analysis of it. Therefore we need a definition of engagement for our context. We
believe that, the elaborate feedback system of TED website can give us that.
Since it is voluntarily information by users in terms of semantically positive and
negative words, it provides good basis to analyze relevant factors of engagement
described in [12].

A preliminary experiment with, correlation of multimodal features and user
feedback gave us encouraging results. In that experiment we extracted visual
features such as close-up shots and distant shots of the speaker together with
paralinguistic features such as laughter and applauses within TED talks and saw
their impact on how users rated and thereby engaged with the video. We ana-
lyzed 1340 TED talks and their corresponding ratings, using machine learning
algorithms the classification improved with the introduction of visual features
com-pared to paralinguistic features alone. Apart from becoming an initial step
in our proposed video decomposition approach, the experiment gave the prelimi-
nary statistical evidence of our thesis about the value within different modalities
of video content.

All extracted features will be fed into a model to create multimodal seg-
ments in a personalized and contextually aware manner, although features, e.g.
semantic extraction from the audio track, will most likely prove more valuable
in recomposition.

The next step is to examine, the state of the art in adaptive and personaliza-
tion technologies to further stream line the decomposition and indexing of the
video content to get a full video content consumption pipeline. This will help us
evalu-ate and demonstrate the capabilities of the proposed approach.

Acknowledgments. This research is supported by the Science Foundation Ireland
(grant 07/CE/I1142) as part of the CNGL Centre for Global Intelligent Content
(www.cngl.ie) and ADAPT (www.adaptcentre.ie) at Trinity College, Dublin.
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1 Research Challenges

Recommender systems have become a prevalent tool to cope with the infor-
mation overload problem. The most well-known recommendation technique is
collaborative filtering (CF), whereby a user’s preference can be predicted by
her like-minded users. Data sparsity and cold start are two inherent and severe
limitations of CF.

To address these issues, many researchers have conducted research on leverag-
ing user relationships to improve the accuracy of recommender systems. A num-
ber of trust-aware recommender systems [1–6] are emerging due to the advent of
social networks. Significant improvements have been achieved up to date. How-
ever, these approaches suffer from several issues. First, social information may
be unavailable for some real application. Second, some users may only have few
friends, or even not be active in the social networks, i.e., cold start is also a prob-
lem of social networks. Third, the potential noise and weaker social ties (than
trust) in social networks may also produce negative effects on the generality of
these approaches [6].

Similarly, the side information of items can also be exploited for recommender
systems. Based on the assumption that users tend to have similar preferences
towards a set of associated items, several approaches [7,8] have been proposed by
making use of explicit item relationships such as category, genre, location, etc.
However, explicit item relationships are mostly leveraged in a straightforward
way and not well analysed in these approaches. Considering the free formats
of item attributes/contents across different applications, we argue that more
abstract-level item associations should be exploited to enhance both the perfor-
mance and generality of recommenders. More importantly, the item relationships
should not be restricted to the explicit ones based on item attributes, but also
implicit ones based on user-item interactions.

In summary, the research challenges of my research can be depicted by: first,
how to leverage implicit item relationships to improve the accuracy of recom-
mender systems; second, how to design a unified model that can incorporate
both explicit and implicit item relationships; last, how to further integrate user
relationships into the unified model for better recommendation.

c© Springer International Publishing Switzerland 2015
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2 Related Work

Many approaches have been proposed to date by taking into account addi-
tional user relationships. Guo et al. [1] propose a simple method by incorpo-
rating trusted neighbors to alleviate data sparsity and cold start problems. Ma
et al. [2] propose the RSTE method to linearly combine a basic matrix factoriza-
tion model with a trust-based neighborhood model. The same authors [4] later
design a matrix factorization model with social information as a regularizer to
further improve recommendation performance. After that, Jamali and Ester [3]
build a model (SocialMF ) based on the assumption that a user’s latent feature
vector is regularized by those of her trusted users. Yang et al. [5] devise a hybrid
method (TrustMF ) which combines both a truster model and a trustee model
from the perspectives of trusters and trustees. Recently, Guo et al. [6] propose a
new model (TrustSVD) to comprehensively take the explicit and implicit influ-
ence of both ratings and trust into consideration. However, these approaches
may fail to work if being applied to the situations where social networks are not
built-in or connected.

Typically, there are two types of item relationships: explicit and implicit.
Many researchers attempt to leverage explicit item relationships to enhance rec-
ommender systems. For example, Hu et al. [8] contend that the quality of a
business shop can be influenced by that of other shops in a certain geographical
neighborhood. Shi et al. [7] show that tags are also helpful to enhance rec-
ommendation performance. Implicit item relationships refer to the relationships
implicitly involved between items. A classic example is that a man buying diaper
is likely to buy beer as well, though the diaper and beer are distinct items. Kim
and Kim [9] apply association rule mining techniques to reveal multi-level item
associations in the light of item categories. Both Wang et al. [10] and Ma [11]
make use of the similarity measure (PCC) to identify implicit item relationships.
However, the inherent limitations of PCC dramatically degrade recommendation
performance of both approaches. Lastly, as we stated earlier, user relationships
are also useful resources for recommender systems, while only a few works [10,11]
take into account both of them.

3 Progress to Date

The first scenario we look into is the item relationship implicitly involved in user-
item rating patterns. Till now, we have proposed a novel matrix factorization
model by exploiting association rule-based implicit item relationships, called
IIR [12]. It is merely based on user-item rating. We are currently working on a
unified model that additionally makes use of explicit item information.

3.1 Incorporating Implicit Item Relationships

The work is mainly composed of two parts, including how to mine the implicit
item relationships from ratings, and then how to accommodate the mined item
relationships in a matrix factorization model.
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Mining Implicit Item Relationships. Item similarity is a straightforward
method to define implicit item relationships. Pearson correlation coefficient and
cosine similarity are the most widely used measures. However, they suffer from
inherent weaknesses which have been pointed out by [12,13]. Hence, we adopt
association rule techniques to measure item associations as the implicit item
relationships. If item i appears frequently together with item j, an association
rule can be denoted by li,j : i → j. A key characteristic of association rule is
that li,j is different from lj,i, i.e., the association is asymmetric as we demand.
By regarding the rating matrix as a user-item transaction matrix, we apply
association rule to mine two types of item relationships: item-to-item and group-
to-item associations. We present these two kinds of association rule as li,j : i → j,
and lG,j : G → j respectively, where G denotes a set of associated items.

Note that proper values for thresholds minimum support and minimum confi-
dence should be determined when using association rule. However, either higher
or lower thresholds can greatly deteriorate recommendation performance. We
thus define a new measure reliability for association rules (see details in [12]).
Then, we sort all the association rules in the descending order of computed reli-
ability values, and select the top-K most reliable association rules. Lastly, we
propose five different strategies to select the top-K association neighborhoods
of a target item, and find that the strategy Group+, i.e., select the top-K most
reliable group-to-item association rules, where we select item-to-item association
rules to complement in case of insufficient rules, performs best.

Designing IIR Model. After properly defining the implicit item relationships,
we proceed to design the recommendation model, i.e., the IIR model based on
matrix factorization (MF) techniques. In particular, MF models [14] factorize the
user-item rating matrix R ∈ R

m×n into two low-rank user-feature U ∈ R
m×d

and item-feature V ∈ R
n×d matrices, where m,n are the number of users and

items, respectively; and d � min(m,n) is the number of latent features. Let ru,i
be a rating given by user u on item i, and r̂u,j be a rating prediction for user
u on a target item j. The rating prediction r̂u,j can be estimated by the inner
product of user-specific feature vector Uu and item-specific feature vector Vj .

We posit that two items should be close to each other in terms of feature
vectors if they are implicitly associated with each other. Similar to the usage of
social relationships in [4], we design the IIR model which leverages the implicit
item relationships as a regularizer to adjust the decomposition of rating matrix
R. The IIR model is shown in Equation 1, where Iu,j is an indicator function that
equals 1 if user u rated item j and equals 0 otherwise; α > 0 is a regularization
parameter to control the influence of implicit item relationships; Aj is a set of
reliable association rules for item j; sG,j is the reliability value of association
rule lG,j , which indicates the extent to which item j is associated with items
included in G (note that given the item-to-item relationships, |G| = 1); ‖ · ‖F
is the Frobenius norm; and λu, λv are regularization parameters to avoid over-
fitting problem. Here we contend that a target item’s feature vector should be
close to the majority of its associated group and hence adopt the average of all
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group items’ feature vectors as the characteristic of a group G. A local optima of
Equation 1 can be achieved by the stochastic gradient descent (SGD) method.

L =
1
2

m∑

u=1

n∑

j=1

Iu,j(ru,j − r̂u,j)2 +
α

2

n∑

j=1

∑

G∈Aj

sG,j‖Vj − |G|−0.5
∑

k∈G

Vk‖2F

+
λu

2
‖U‖2F +

λv

2
‖V ‖2F ,

(1)

We evaluate the effectiveness of our model via four real-world datasets
(FilmTrust, MoiveLens, Ciao, Epinions) in terms of predictive accuracy. Exper-
imental results show that our method achieves superior performance over other
counterparts.

3.2 Incorporating Explicit and Implicit Item Relationships

Explicit item relationship has been reported as an important additional resource
for recommender systems. Different from the implicit item relationships, explicit
connections among items are beneficial to help explain items to recommend.
For example, for the users who are interested in disaster movies, they are likely
to prefer Poseidon Adventure given that they have watched Titanic. Hence, we
are considering to design a unified model which incorporates both explicit and
implicit item relationships.

The usage of social relationships in [15] gives us some inspirations to design
our model. The authors proposed a trust-aware recommendation approach. First
decomposing the original single-aspect trust information into four general trust
aspects. Then incorporating these aspects into the probabilistic matrix factor-
ization model for rating prediction with the support vector regression technique.
Similarly, suppose there are N types of explicit item’s information (e.g. cate-
gory, location, brand etc.), we can design a linear or nonlinear predicted func-
tion to predict the item relationships, then incorporate the predicted function
into matrix factorization model to generate recommendations. However, more
challengingly, we have no ground truth of the strength of item relationships. We
will look into unsupervised learning methods to solve the problem.

3.3 Model Evaluation

Proper datasets and metrics should be adopted for the purpose of model evalua-
tion. In particular, due to the usage of explicit item relationships (see Section 3.2)
and user relationships (involved in the last research challenge), we choose the
datasets with additional item or user information to evaluate the effectiveness of
our model. A number of real-world datasets are available. For instance, Moive-
Lens1 is a personalized movie recommendation website, where users can rate
movies with integers from 1 to 5. It contains moives’ genres and tags, as well
1 http://www.cs.umn.edu/Research/GroupLens

http://www.cs.umn.edu/Research/GroupLens
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as users information. Epinions2 and Ciao3 are product review sites, where con-
sumers can review products with ratings from 1 to 5 stars. In addition, the
two datasets involve the information of item category and social trust informa-
tion. These datasets are widely used for evaluation in the literature. For eval-
uation metrics, we focus on the accuracy of recommendations in this research.
These metrics can be broadly classified into two categories: (1) predictive accu-
racy metrics, such as mean absolute error (MAE) and root mean square error
(RMSE), which are the most widely used metrics for rating prediction; (2) rank-
ing accuracy metrics for top-N item recommendation, such as precision, recall
and normalized discount cumulative gain (NDCG), etc. Among these metrics,
ranking-based measures are superior to the prediction-based ones since item rec-
ommendation is a more optimal task than rating prediction in reality. Hence, we
will focus more on the evaluation of item recommendation.

4 Future Research

In our research, we mainly adopt item relationships to improve recommendation
performance. The intuition is that item relationships are amenable to explain
the inference behind recommendations. This is because users are more famil-
iar with items previously preferred than those allegedly like-minded users. So
far, we have proposed the IIR model by leveraging the implicit item relation-
ships involved in the user-item ratings and significant improvements have been
achieved. Typically, in real e-commerce applications products can be either alter-
native or complementary. For example, a user who wants to buy a dress may
be fond of two dresses that are similar in style, and a user who have bought a
dress may desire to buy heels to match her dress. In the former case, the two
dresses are alternative, and in the latter case, the dress and heels are comple-
mentary. What we aim to study is more generalized, i.e., how one item can be
associated with another, explicitly or implicitly. We will study different kinds of
item association.

The future work will be accomplished in two steps. For the first step, we will
design a unified model that accommodates both explicit and implicit item rela-
tionships for better recommendation performance. This is the research direction
we are currently working on. Another way to use explicit item information is to
build a heterogeneous information network among items, whereby two items in
a distance can be connected. Their correlation can be measured by some graph-
based approaches, for example, meta-path similarity. For the second step, we will
incorporate user relationships into the model previously devised. For example,
we can construct the heterogeneous information networks with both users and
items. In this ways, we can not only measure user-user and item-item correla-
tions, but also user-item correlations, i.e., the interaction patterns among users
and items. This may also give us some indication how user relationships can be
integrated into our unified model.
2 http://www.trustlet.org/wiki/Epinions
3 http://www.librec.net/datasets.html

http://www.trustlet.org/wiki/Epinions
http://www.librec.net/datasets.html
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