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Preface

Formed in 2012, the Big Data Benchmarking Community (BDBC) represents a major
step in facilitating the development of benchmarks for objective comparisons of
hardware and software systems dealing with emerging big data applications. Led by
Chaitanya Baru, Tilmann Rabl, Meikel Poess, Milind Bhandarkar, and Nambiar
Raghunath, the BDBC has successfully conducted five international Workshops on Big
Data Benchmarking (WBDB). One strength of the WBDB is that it brings together
practitioners and researchers, which leads to a balance between industrial and academic
contributions. It provides the right environment in which to discuss the challenges and
potential approaches to benchmark big data systems. The results of the WBDB have a
high impact on the ongoing research in the domain and WBDB itself is established as
the leading event focusing on big data benchmarking. Previous editions in 2012 and
2013 were organized in the USA, India, and China. In August 2014, the fifth WBDB
finally came to Europe.

WBDB 2014 took place in Potsdam hosted by the Hasso Plattner Institute. It was
only possible thanks to the generous support of SAP SE and HP/Suse as gold sponsors
and Intel, Mellanox, and Pivotal as silver sponsors. The number of high-quality sub-
missions allowed us to define an interesting program covering many different aspects of
big data benchmarking. Each paper was reviewed by at least three reviewers. In
addition to the technical program, the local arrangements team under Matthias Uacker
did a great job and made it an unforgettable event. The program of the workshop was
enriched with two exciting keynote talks:

– “An Approach to Benchmarking Industrial Big Data Application” by Umseh Dayal
– “A TU Delft Perspective on Benchmarking Big Data in the Data Center” by

Alexander Iosup.

Beside all the exciting talks, we had many inspiring discussions on the different pre-
sentations, e.g., on how to build standard benchmarks that can be used by industry as
well as academia. In this book, we collected the revised version of the submissions and
grouped them into the following three sections: “Benchmark Specifications and Pro-
posals”—submissions focusing on concrete benchmarks and/or proposals on how to
implement such benchmarks, “Hadoop and MarReduce”—papers discussing Hadoop
and MapReduce in the different context such as virtualization and cloud, and
“In-Memory, Data Generation Graphs.”

Overall, 2014 was an exciting year for the BDBC. An important step in the direction
of an industry standard benchmarks for big data benchmarking was the decision of the
BDBC to join the Standard Performance Evaluation Corporation (SPEC). The BDBC
formed a new working group within the SPEC Research Group (RG). The SPEC RG is
a group within SPEC established to serve as a platform for collaborative research
efforts in the area of quantitative system evaluation and analysis, fostering the inter-
action between industry and academia in the field. The collaboration between the



BDBC and SPEC was announced at WBDB 2014. Since 2015, the BDBC community
has been represented in the SPEC RG Steering Committee by Tilmann Rabl, who is
also heading the Big Data Benchmarking working group together with Chaitanya Baru.
The working group is currently working on a proposal for an industry standard
benchmark based on the BigBench proposal. Further details about BigBench are dis-
cussed in this book.

We thank the sponsors, members of the Program Committee, authors, local
arrangement team, and participants for their contributions to the workshop.

March 2015 Chaitanya Baru
Tilmann Rabl

Kai Sachs

VI Preface
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Towards a Complete BigBench Implementation

Tilmann Rabl1,2(B), Michael Frank2, Manuel Danisch2, Bhaskar Gowda3,
and Hans-Arno Jacobsen1

1 Middleware Systems Research Group, University of Toronto, Toronto, ON, Canada
tilmann.rabl@utoronto.ca, jacobsen@eecg.toronto.edu

2 Bankmark UG, Passau, Germany
{michael.frank,manuel.danisch}@bankmark.de

3 Intel Corporation, Santa Clara, CA, USA
bhaskar.d.gowda@intel.com

Abstract. BigBench was the first proposal for an end-to-end big data
analytics benchmark. It features a set of 30 realistic queries based on real
big data use cases. It was fully specified and completely implemented on
the Hadoop stack. In this paper, we present updates on our development
of a complete implementation on the Hadoop ecosystem. We will focus
on the changes that we have made to data set, scaling, refresh process,
and metric.

1 Introduction

Modern storage technology enables storing more and more detailed information.
Retailers are able to record all user interaction to improve shopping experience
and marketing. This is enabled by new big data management systems. These
are new storage systems that make it possible to manage and process ever larger
amounts of data. To date a plethora of different systems is available featuring new
technologies and query languages. This makes it hard for customers to compare
features and performance of different systems. To this end, BigBench, the first
proposal for an end-to-end big data analytics benchmark [1] was developed.
BigBench was designed to cover essential functional and business aspects of big
data use cases.

In this paper, we present updates on our alternative implementation of the
BigBench workload for the Hadoop eco-system. We reimplemented all 30 queries
and the data generator. We adapted metric, scaling, data set, and refresh process
the fit the needs of a big data benchmark.

The rest of the paper is organized as follows. In Sect. 2, we present a brief
overview of the BigBench benchmark. Section 3 introduces the new scaling model
for BigBench. We give details on refresh process in Sect. 4. Section 5 presents our
proposal for a new big data metric. Section 6 gives an overview of related work.
We conclude with future work in Sect. 7.

c© Springer International Publishing Switzerland 2015
T. Rabl et al. (Eds.): WBDB 2014, LNCS 8991, pp. 3–11, 2015.
DOI: 10.1007/978-3-319-20233-4 1



4 T. Rabl et al.

Fig. 1. BigBench schema

2 BigBench Overview

BigBench is based on the Transaction Processing Performance Council’s (TPC)
new decision support benchmark TPC-DS [2,3]. TPC-DS models a retail busi-
ness with store, online, and catalog market channels. For BigBench the cata-
log channel was dropped and additional big data related information sources
were added. The reason for this was that catalog sales are becoming ever less
important in current retail businesses and more and more additional information
sources are included in big data analytics. A high-level overview of the extended
data model can be seen in Fig. 1. The picture shows the sales channel, which in
the full schema consists of web sales, web returns, store sales, and store returns.
The dimension marketprice was added to store competitors’ prices. The Web
Log portion represents a click stream that records user behavior on the online
presence. The click stream is stored in comma separated value form but resem-
bles a web server log. The product reviews contain full text that is used for
natural language processing. The complete schema is described in [4]. In this
new version of the data generator, the complete data set was implemented using
the parallel data generation framework [5].

BigBench features 30 complex queries, 10 of which are taken from TPC-DS.
The queries are covering the major areas of big data analytics [6]. As a result,
they cannot be expressed by pure SQL queries. The full list of queries in Teradata
Aster SQL-MR syntax can be found in [4]. In the current version, all queries were
implemented using Hadoop, Hive, Mahout, OpenNLP [7].

3 BigBench Scaling

As the original BigBench implementation was partially based on the TPC-DS
data generator DSDGen, it was bound to the same restrictions in terms of scal-
ing. DS achieves perfect data size scalability, i.e., data is exactly scaling as speci-
fied by the scale factor scale. This is done by restricting the scale factor to certain
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numbers (100, 300, 1000, 3000, 10000, 30000, 100000) and fine tuning the table
sizes to the correct data size for each scale factor. This limits the maximum data
size to 100TB. Furthermore, there are no intermediate data sizes, which makes
it hard to test load boundaries of a system or testing the optimal load factor.
Therefore, we have redesigned the scaling to allow for a continuous scaling.

Simply using a linear scale factor for all table sizes is not an option for
BigBench, since it is supposed to scale across a very wide range of scale factors.
Our initial target is to have reasonable table sizes for all tables for the range of
1 GB to 1 PB, allowing for small and fast experimental tests up to large scale
out experiments. This means that the number of entries of a linearly scaled table
will be increased by a factor of 106 for the 1 PB data set. This is not realistic
for many of the tables, for example, it is unlikely that a company has more than
50 K stores worldwide. For comparison, Walmart, the world’s largest retailer has
11 K stores1, McDonald’s has 33 K restaurants worldwide2, Starbucks has 17 K
stores worldwide3. Consequently, several tables in the schema cannot be scaled
linearly. TPC-DS uses linear, logarithmic, and square root order of growth for
different tables but the individual numbers are hand adjusted. We use the same
approach but uniformly adjust the linear scaling factors to make up for the non-
linear growth of other tables. An overview of all tables and their growth factors
can be seen in Table 1.

To adjust the sublinear growth of some of the tables, we increase the linear
scaling factor by the percentage that is missing to get a linear scaling of the data
size. This can be computed by measuring the relative data size of each different
class of growth factor for scale factor 1. For example, the linearly scaled tables
are contributing roughly 50 % of the data to the 1 GB data set. The rest comes
from static and sublinearly scaling tables. The strongest growing table of the
latter is inventory, which contains a record for every item in every warehouse
every day. To make up for the missing data size we compute the difference in
growth between the linear factor and the sublinear factors in comparison to the
base size and increase the linear factor by this factor:

LF = SF + (SF − (log5(SF ) ∗
√
SF )) = 2SF − log5(SF ) ∗

√
SF (1)

where LF is the linear factor and SF is the scale factor. For large scale factors
the linear factor converges towards 2SF and thus the linearly scaling tables make
up almost the complete data size as expected.

4 Refresh

The refresh process initially specified in BigBench is an exact copy of the TPC-
DS refresh [1]. TPC-DS mandates the refresh to happen during a throughput
1 Walmart Interactive Map - http://corporate.walmart.com/our-story/our-business/
locations/#/.

2 McDonald’s FAQs http://www.mcdonalds.ca/ca/en/contact us/faq.html.
3 Starbucks Company Profile - http://www.starbucks.com/about-us/company-
information.

http://corporate.walmart.com/our-story/our-business/locations/#/
http://corporate.walmart.com/our-story/our-business/locations/#/
http://www.mcdonalds.ca/ca/en/contact_us/faq.html
http://www.starbucks.com/about-us/company-information
http://www.starbucks.com/about-us/company-information
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Table 1. Overview of table growth factors

Table name # Rows SF 1 Bytes/Row Scaling

date 109573 141 static

time 86400 75 static

ship mode 20 60 static

Household demographics 7200 22 static

customer demographics 1920800 40 static

customer 100000 138 square root

customer address 50000 107 square root

store 12 261 square root

warehouse 5 107 logarithmic

promotion 300 132 logarithmic

web page 60 134 logarithmic

item 18000 308 square root

item marketprice 90000 43 square root

inventory 23490000 19 square root * logarithmic

store sales 810000 143 linear

store returns 40500 125 linear

web sales 810000 207 linear

web returns 40500 154 linear

web clickstreams 6930000 27 linear

product reviews 98100 670 linear

test. Given S streams of query sequences, each simulating a user, there are S/2
refresh operations each scheduled after 198 queries are completed in total in the
streams (each stream runs 99 queries for a total of 99 ∗S queries in all streams).
This was added to TPC-DS later to ensure that systems are able to deal with
trickle updates and do not “over-optimize” the storage layout. Many big data
systems, hovever, process data in a batch oriented fashion. In this model, data
is either completely loaded fresh after new data has to be processed or updates
are processed in bulk as is also common in many data warehouses. In current
Hive, for instance, any update of the data means overwriting complete files, since
files in HDFS are immutable. Therefore, we have changed the refresh model to
a single bulk update in between two throughput runs. This ensures that refresh
has to be handled by the system (even if it means a complete reload of the data)
but at the same time the refresh will not enforce stopping a throughput run,
which would be the case using TPC-DS’ update mechanism. By default, new
data in the size of 1 % of the original data set is inserted in the refresh phase.
The size of the refresh data for each table is determined by the scaling model
described in Sect. 3.
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5 Metric

We propose a new metric for BigBench to take the batch-oriented processing of
many big data systems into account and to include all parts of the benchmark.
As BigBench aims at becoming an industry standard benchmark, we require
a combined metric that returns a single (abstract) value that can be used to
compare the entire end-to-end performance of big data analytics systems. The
initially proposed metric for BigBench was loosely based on the TPC-DS metric.
It consisted of four measurements:

TL: Execution time of the loading process;
TD: Execution time of the declarative queries;
TP : Execution time of the procedural queries;
TM : Execution time of queries with procedural and declarative aspects.

The complete metric was specified as the geometric mean of these four measure-
ments:

Metric = 4
√

TL ∗ TD ∗ TP ∗ TM (2)

The intuition behind the metric was that some systems are optimized for
declarative queries while others are optimized for procedural queries and the
classification can give an indication on the type of system that is benchmarked.
There are a couple of problems with this metric, most notably the classification
of queries, which is debatable. Because the concrete implementation of queries
is not enforced the classification does not uniformly apply. For example, in Hive
all queries will be transformed to MapReduce jobs and thus finally be run in a
procedural way. Furthermore, the metric does not consider the refresh process or
parallel execution of queries. To address these issues, we have revisited the TPC-
H [8] and TPC-DS metrics [3]. To explain the reasoning behind the new metric,
we will give a short overview of these two metrics as specified in the current
versions. Both, TPC-H and TPC-DS specify two performance tests, a power
test and a throughput test. The resulting numbers are meant to be comparable
for a certain database size. The power test represents a single user run and shows
the ability of a system to run a single stream of queries. The throughput test
represents a multi user scenario where many queries are executed in parallel.

In TPC-H the power test is specified as a serial run of all 22 queries and one
refresh process before and one after the query run. The power metric is defined
as follows:

Power Metric@Size =
3600 ∗ SF

24

√
TR1 ∗ ∏22

i=1 TQi
∗ TR2

(3)

where Tx is the processing time of a query or refresh function in seconds. The total
metric is the geometric mean of the number of queries and refreshes that can be
processed per hour multiplied by the scale factor. The reasoning behind multiply-
ing with the scale factor is probably a higher comparability between different scale
factors, since the data size in GB equals the scale factor. The throughput test is
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specified as a run of S serial streams of each a permutation of the 22 queries and
a separate stream of 2S refresh functions. The scheduling of the refresh stream is
not specified. The throughput metric is specified as follows:

Throughput Metric@Size =
S ∗ 22 ∗ 3600 ∗ SF

TS
(4)

where S is the number of streams and TS is the total execution time of the
throughput test. The metric is similar to the power metric but it computes the
arithmetic mean of the processing times. It is unclear why the refresh functions
are not considered in the arithmetic mean. Again the resulting average number
of queries per hour is multiplied with the scale factor.

TPC-H does not consider the loading time as part of the metric. The final
metric is specified as the geometric mean of the power metric and the throughput
metric:

Queries per hour@Size =
√

Power Metric@Size ∗ Throughput Metric@Size
(5)

TPC-DS has the same possible variables, the number of streams in the
throughput test S and the scale factor SF . The TPC-DS metric consists of
3 parts:

TLD: The load factor;
TPT : The power test factor;
TTT : The throughput factor.

The load factor is computed by measuring the time it takes to load the data Tload

multiplied with the number of stream S in the throughput test and a factor 0.01:
TLD = Tload ∗ S ∗ 0.01.

The power test is a serial run of all 99 queries of TPC-DS. There is no data
refresh in the power test in TPC-DS. The power test factor is the total execution
time of the power test multiplied by the number of streams: TPT = TPower ∗ S.

The throughput test consists of two independent, consecutive runs of S par-
allel query streams interspersed with S/2 refresh functions. Each of the streams
executes all 99 queries in a permutation specified by TPC-DS. The reported time
is the total execution time of both runs. All times are reported in hours.

The complete DS metric is specified as follows:

QphDS@SF =
⌊

SF ∗ 3 ∗ S ∗ 99
TLD + TPT + TTT

⌋
(6)

Note that this metric is different than the initially presented metric for TPC-
DS as specified in [2]. The initially specified metric did not contain the power
test and specified a separate data maintenance phase between two query runs:

QphDS@SFold =
⌊

SF ∗ S ∗ 198
TLD + TTT1 + TDM + TTT2

⌋
(7)

where TTT1 and TTT2 are the run times of the 2 throughput test runs and TDM is
the run time of the data maintenance. This metric was designed to compute the
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average query throughput per hour including maintenance tasks. Based on these
two metrics, we have designed a new metric that takes the application scenario
of BigBench into account. The metric includes the following components:

TL: Execution time of the loading process;
TP : Execution time of the power test;
TTT1 : Execution time of the first throughput test;
TDM : Execution time of the data maintenance task.
TTT2 : Execution time of the second throughput test;

All times are measured in seconds in at least 0.1 precision. In TPC-H loading is
not measured at all, which is only valid if loading is a very rare activity in the life-
cycle of a database. In TPC-DS a 1 % fraction of the load time is incorporated
in the metric, which is then multiplied by the number of streams to increase
the impact of the effort of loading for increasing number of streams. This still
implies loading is a rare operation in the targeted application. Since we believe
that loading is an essential part of the workload in big data applications, we
keep the full loading time in the metric. The finally reported metric is similar to
the initial metric of TPC-DS:

BBQpH =
30 ∗ 3 ∗ S ∗ 3600

S ∗ TL + S ∗ TP + TTT1 + S ∗ TDM + TTT2

(8)

The metric reports the mean queries per hour including the loading time and
data maintenance time. The times are multiplied with the number of streams in
order to keep the impact of the power test, the loading, and the data maintenance
stable. The total number of queries run is 30 ∗ (2 ∗S +1), but since the run time
of the power test is multiplied by S, the 30 queries in that run are counted S
times. Therefore the numerator of the metric is 30 ∗ 3 ∗ S times the number of
seconds in an hour.

6 Related Work

Today, TPC benchmarks are commonly used for benchmarking big data systems.
For big data analytics, TPC-H and TPC-DS are obvious choices and TPC-H has
been implemented in Hadoop, Pig4, and Hive5 [9,10]. Subsets of TPC-DS queries
have been implemented in Impala6, Hive, Hawq, Shark, and others. TPC-H and
TPC-DS are pure SQL benchmarks and do not cover all the different aspects
that MapReduce systems are typically used for.

Several proposals try to modify TPC-DS similar to BigBench to cover typical
big data use cases. Zhao et al. propose Big DS, which extends the TPC-DS model
with social marketing and advertisement [11]. To resemble the ETL part of a
big data workload, Yi and Dai have modified TPC-DS as part of the HiBench
4 https://issues.apache.org/jira/browse/PIG-2397.
5 https://issues.apache.org/jira/browse/HIVE-600.
6 http://blog.cloudera.com/blog/2014/01/impala-performance-dbms-class-speed/.
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suite [12,13]. The authors use the TPC-DS model to generate web logs similar
to BigBench and use custom update functions to simulate an ETL process. Like
BigDS this is orthogonal to BigBench and can be included in future versions of
the benchmark. There have been several other proposals like the Berkeley Big
Data Benchmark7 and the benchmark presented by Pavlo et al. [14]. Another
example is BigDataBench, which is a suite similar to HiBench and mainly tar-
geted at hardware benchmarking [15]. Although interesting and useful, both
benchmarks do not reflect an end-to-end scenario and thus have another focus
than BigBench.

7 Conclusion

BigBench is the only fully specified end-to-end benchmark for big data analyt-
ics currently available. In this paper, we present updates on the data model,
refresh, metric, and scaling. The queries and the data set can be downloaded
from GitHub8.
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Abstract. The focus of this presentation is on the latest addition to the BW
SAP Standard Application Benchmarks, the SAP Business Warehouse
Enhanced Mixed Load (BW-EML) benchmark. The benchmark was developed
as a modern successor to the previous SAP Business Warehouse benchmarks.
With near real-time and ad hoc reporting capabilities on big data volumes the
BW-EML benchmarks matches the demands of modern business warehouse
customers. The development of the benchmark faced the challenge of two
contradicting goals. On the one hand the reproducibility of benchmark results is
a key requirement. On the other hand the variability in the query workload was
necessary to reflect the requirements for ad hoc reporting. The presentation will
give an insight to how these conflicting goals could be reached with the
BW-EML benchmark.

1 SAP Standard Application Benchmarks

SAP SE is the world´s leading provider of business software1. It delivers a compre-
hensive range of software products and services to its customers: Companies from all
types of industries, ranging from small businesses to large, multinational enterprises
engaged in global markets.

For more than 20 years now SAP and its hardware and technology partners have
developed and run benchmarks to test the performance and scalability of both hardware
and the SAP solutions running on the hardware.

The first benchmark was certified in 1995. Since then the SAP Standard Appli-
cation Benchmarks have become some of the most important benchmarks in the
industry. Especially the SAP SD standard application benchmark2 can be named as an
example.

The goal of the SAP Standard Application Benchmarks is to represent SAP busi-
ness applications as realistic as possible. A close to real life workload is one of the key
elements of SAP benchmarks.

The performance of SAP components and business scenarios is assessed by the
benchmarks and at the same time input for the sizing procedures is generated. Per-
formance in SAP Standard Application Benchmarks is determined by throughput
numbers and system response times. The throughput numbers are defined in business

1 http://www.sap.com/about.html, http://www.softwaretop100.org/enterprise-software-top-10.
2 http://global1.sap.com/campaigns/benchmark/appbm_sd.epx.
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application terms. For the SAP SD benchmark this would be for example fully pro-
cessed order line items per hour. This business application throughput is then mapped
onto the hardware resource consumption for example CPU and memory. The unit for
the measurement of CPU power is SAP Application Performance Standard (SAPS)3.
SAPS is a hardware independent measurement unit for the processing power of any
system configuration. 100 SAPS is defined as 2,000 fully processed order lines items
per hour which equals 2,000 postings or 2,400 SAP transactions.

By ensuring that the benchmark results are free of artifacts, the availability of the
tested hardware and software combinations for productive use by customers SAP and
its partners ensure that the benchmarks are highly business relevant for customers. The
benchmarking methods are monitored and approved by the SAP Benchmark Council,
which consists of SAP and its hard- and software partners.

Customers, SAP partners and also SAP profit from the SAP Standard Application
Benchmarks. For customers the benchmarks can serve as a proof of concept illustrating
the scalability and manageability of large SAP installations from both hard- and
software point of view. Customers are also able to compare different hard- and software
combinations and releases using the benchmark data.

Partners of SAP are enabled to optimize their technology for SAP applications with
the help of the SAP Standard Application Benchmarks. The benchmarks are also used
to prove the scalability of hardware components and of course the marketing depart-
ments do use the benchmark results to support sales.

For SAP the main benefits of the SAP Standard Application benchmarks are quality
assurance, analysis of system configurations and parameter settings and the verification
of sizing recommendations.4

2 Benchmark Simulation with the SAP Benchmark Tools

The SAP benchmark toolkit consists of collection of Perl scripts and C programs and is
available for Windows, Linux and UNIX. In addition there are pre-configured SAP
system environments available containing all necessary business data to execute the
different benchmarks.

In the area of scripting the benchmark tools do allow the recording and playback of
DIAG (the protocol used by the SAP frontend software SAP GUI) and HTTP protocol
user interactions. The benchmark scripts can simulate a configurable number of system
users executing a pre-defined series of transactions in the SAP system. The tools also
take care of collecting all the necessary monitoring data from the collection tools built
into the SAP System and also directly from the operating system. To check that the
benchmark runs were free of errors the benchmark tools also collect the data returned
for each system interaction of every user.

The Multi-User Simulation in SAP Standard Application Benchmarks can be divi-
ded in 3 sections Fig. 1 – the ramp up phase, the high load phase and the ramp-down

3 http://global1.sap.com/campaigns/benchmark/measuring.epx.
4 http://global1.sap.com/campaigns/benchmark/bob_overview.epx.
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phase. In the ramp up phase all the configured users are logging into the system and start
loops of their preconfigured steps of transactions. The speed with which users are
logging onto the system can be adjusted using a user logon delay parameter. After all
users are logged into the system the next phase called the high load phase starts. This is
the phase where all configured users are logged into the system and perform the
workload. For the SD benchmark the high load phase needs to be at least 15 min and for
the BW-EML benchmark at least 1 h.5

3 SAP Business Warehouse Architecture

In order to understand the SAP terms used in the following discussion of the BW-EML
benchmark let us take a look at some of the most important parts of the SAP BW
architecture (Fig. 2).

3.1 InfoProvider

An InfoProvider is an object for which queries can be created or executed. InfoPro-
viders are the objects or views that are relevant for reporting. The following types of
InfoProviders6 used in the BW-EML benchmark.

Fig. 1. Multi-user simulation in a SAP standard application benchmark

5 http://global1.sap.com/campaigns/benchmark/bob_run.epx.
6 http://help.sap.com/saphelp_sem60/helpdata/en/4d/c3cd3a9ac2cc6ce10000000a114084/content.
htm?frameset=/en/8d/2b4e3cb7f4d83ee10000000a114084/frameset.htm&current_toc=/en/a3/
fe1140d72dc442e10000000a1550b0/plain.htm&node_id=85&show_children=false.
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3.2 InfoCube

An InfoCube is a fact table and its associated dimension tables in the star schema.

3.3 DSO

DSO is the short version of DataStore Object.
A DataStore object serves as a storage location for consolidated and cleansed

transaction data or master data on a document (atomic) level. This data can be eval-
uated using queries.

A DataStore object contains key fields (such as document number, document item)
and data fields that, in addition to key figures, can also contain character fields (such as
order status, customer).

In contrast to InfoCubes, the data in DataStore objects is stored in transparent, flat
database tables. Fact tables or dimension tables are not created.

The DSO has typically been used as the store for incoming data which is further
processed into the reporting InfoCubes. Therefore DSOs are the core building element
of a layered scalable warehousing architecture (LSA). However with new technology
many reporting scenarios can be now directly implemented on top of DSOs with good

Fig. 2. SAP BW architecture overview (source: http://help.sap.com/erp2005_ehp_07/helpdata/
en/47/5fa4468d0268b4e10000000a42189b/content.htm?frameset=/en/46/
8c6361e4c70ad3e10000000a11466f/frameset.htm)
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performance making InfoCubes completely obsolete in such cases (see also below in
chapter “TCO reduction”).

3.4 Multi-cube/Multi-provider

A multi-provider is a union of basic InfoProviders. The multi-provider itself does not
contain any data; rather, data reside in the basic InfoCubes or DSOs. To a user, the
multi-provider is similar to a basic InfoProvider. When creating a query, the user can
select characteristics and key figures from different basic InfoProviders.7

4 The BW-EML Standard Application Benchmark

Among the SAP Standard Application Benchmarks the topic of analyzing large data
volumes is also present for a long time now. Customers interested in information about
performance and scalability of their SAP Business Warehouse implementations, ini-
tially turned to the BW benchmark where first results have been published 2003. This
benchmark, like all SAP Standard Application Benchmarks was designed to represent
relevant, real-life scenarios involving various SAP business applications to help cus-
tomers find appropriate hardware configurations. Like all SAP standard application
benchmark the execution just requires the complete SAP BW software stack and an
additional benchmark package to run this benchmark. Because of the abstraction of the
SAP stack of the DB provider and hardware this benchmark is open for many plat-
forms. The first version of the BW benchmark consists of two separate phases one for
uploading data and a separate phase for query processing. Both benchmark phases had
individual metrics. For the load phase the throughput in terms of number of rows
loaded per hour either to Info Cubes or Operational Data Store (ODS) was published,
whereas for the query phase the number of query navigation steps per hour was
mentioned. While initially this benchmark provided valuable results the need of more
instant availability of business data in many use cases was recognized. In 2008 this lead
to the next step of the evolution of SAP’s benchmarks for the SAP Business Ware-
house, the mixed load (BI-MXL) benchmark, which integrates the data upload and the
query work load into a single benchmark phase. In this benchmark only the query
navigation steps per hour were published. The data upload ran just as an additional
background work load. The amount of data being uploaded during the benchmark
phase of 1 h – 1/1000 of the original data in the system – represents the capability of
the system to manage the near real time upload of data from the source system while
handling heavy query work load.

With the changing demands of business decision making, like the instant avail-
ability of the latest business data and ad hoc query capability, the aspects that cus-
tomers looked at when considering which configuration was the right fit changed as
well. There was a clear need for a new benchmark type that covered these new

7 http://wiki.scn.sap.com/wiki/display/BI/BW+Glossary,+Definitions+and+Explanations.
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demands. SAP decided 2012 to develop a new set of metrics: the BW enhanced mixed
load (BW-EML) benchmark.8

Today, when it comes to decision making systems, customers are looking for ones
that support the following:

4.1 Near Real-Time Reporting Capabilities

To make informed decisions in a fast-paced world, the ability to get instant information
from analytical business applications is crucial. Not only do businesses require quick
access to information, they also need this information to include up-to-the minute
details. Smart meter analytics and trade promotion management are just two examples
of business processes that rely on near real-time reporting. To reflect this need we
increased the frequency of the data upload compared to the BI MXL benchmark.
Instead of having a total of three upload phases - one every 20 min, we increased this to
a total of 12 delta uploads - one every 5 min.

4.2 Ad Hoc Reporting Capabilities

Data volumes in enterprise data warehouses have grown significantly over the past few
years due to increased complexity of business data models and the level of detail
captured in data. Sheer data volumes and the demand for unforeseeable navigation
patterns make it impossible to use standard techniques like pre-aggregation of data for
speeding up query response times. Modern analytical applications must allow users to
navigate instantly through these huge amounts of data by providing extensive slicing
and dicing functionality. The new benchmark reflects this need by using randomized
sets of input parameters for the initial report execution and randomized drill down and
filtering dimensions during query navigation steps.

Another alternative approach to show the ad hoc reporting capabilities would be to
use more static queries and to combine this with disallowing any technique to pre-
calculate and store final or intermediate query results. We decided explicitly not to use
such an approach for several reasons.

Excluding specific technologies always has the big problem to define exactly what
has to be excluded. There would always be the tendency to invent technologies
which achieve similar results, but circumvent the definitions of things that are
excluded.
Technology advances can lead to the fact, that the excluded technologies can still be
applied in a beneficial way for the given use case. This might lead to an artificial
constraint, so that not the best possible technology is used.
Verification of the benchmark results would need a procedure to verify, if a tech-
nique has been used which is not allowed. This would imply a deep knowledge of
the used technologies which sometimes can even collide with the interest of the
technology provider to protect their IP.

8 http://global1.sap.com/campaigns/benchmark/appbm_bweml.epx.
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Bottom line a benchmark should always test the capabilities of a system from the
system usage point of view. How and with which technology a specific capability is
achieved should not be important.

4.3 TCO Reduction

Since data warehouses can contain hundreds of terabytes of data, it is crucial to
minimize data redundancy, while at the same time maintaining layered data models.
With SAP NetWeaver Business Warehouse 7.30, it is possible to run reports directly on
DataStore Objects (DSOs), which helps reduce TCO by saving precious storage space.
DSOs are the core building element of a layered scalable warehousing architecture
(LSA). Since reports can now analyze data in DSOs as fast as in multidimensional
InfoCube data structures, InfoCubes have become completely obsolete in many
reporting scenarios. To prove this capability we implemented the same set of queries
with the same flexibility of query navigation steps on both – Info Cubes and DSOs.

4.4 The Main Differences Between BI-MXL and BW-EML

The Loading of delta requests happens every 20 min in BI-MXL. In BW-EML this
timeframe was reduced to 5 min.

In BI-MXL there are pre-defined navigation paths and drilldowns only with the
same characteristics set in display. In the BW-EML on the other hand ad hoc reporting
requirements are verified by using randomized navigation paths and changes in the
displayed characteristics.

All benchmark queries in the BI-MXL benchmark are defined on InfoCubes. The
BW-EML benchmark uses DataStore Objects (flat table) and InfoCubes (star schema
like data model) for reporting for a reduction of TCO.

The single metric of query navigation steps as well as the total data volume for the
delta upload was kept like in the BW-MXL.

4.5 The BW-EML Benchmark in Detail

The BW-EML benchmark, like its predecessor, simulates a mix of multi-user reporting
workload and the loading of delta data into the database simultaneously with user
queries. Let’s drill down further into the details of the benchmark definition.

4.6 Data Model

Even though in many cases InfoCubes do not provide a major benefit we like to insure
that the database being benchmarked can efficiently use both InfoCubes and DSOs for
reporting. Therefore the BW-EML benchmark’s data model consists of three InfoCubes
and seven DSOs, each of which contain the data of one specific year. The three
InfoCubes contain the same data (from the last three years) as the corresponding DSOs.
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Both types of objects consist of the same set of fields. The InfoCubes come with a full
set of 16 dimensions, which comprise a total of 63 characteristics, with cardinalities of
up to one million different values and one complex hierarchy. To simulate typical
customer data models, the InfoCube is made up of 30 different key figures, including
those that require exception aggregation. In the data model of the DSOs, the high
cardinality characteristics are defined as key members, while other characteristics are
modeled as part of the data members.

4.7 Scaling of Data Volumes

To test hardware configurations of various sizes, the BW-EML benchmark can be
executed with different data volumes. The smallest configuration defined in the
benchmark rules starts with an initial load of 500 million records (50 million records
for each InfoCube and DSO). The records are loaded from ASCII flat files with a total
record length of 873 bytes each. Larger volume configurations of the EML Benchmark
include initial load volumes of one billion, two billion or even more records.

In each of the mentioned configurations, the total number of records that need to be
loaded, in addition to the initial load during the benchmark run, is one thousandth of
the initial amount of records. The high load phase of the benchmark must run for at
least one hour. During this time, the delta data must be loaded in intervals of five
minutes. The same number of records must be loaded in each InfoCube and DSO.

4.8 Query Model

For the BW-EML benchmark, eight reports have been defined on two MultiProviders –
one for the three InfoCubes, and another for the seven DSOs. The respective reports on
both MultiProviders are identical. This leads to two sets of four reports each. The four
reports are categorized as follows:

– Report Q001: Customer-based reporting
– Report Q002: Material-based reporting
– Report Q003: Sales area-based reporting
– Report Q004: Price comparison reporting

During the report execution data is randomly selected for one particular year, and
by that implicitly picking the InfoCube or DSO that contains the data. Up to six further
navigation steps – filter and drill down steps with randomly chosen filter criteria and
drill down dimension - are performed within each report, each of which results in an
individual query and database access point.

Although the first three reports share similar navigation patterns, the filter and drill-
down operations are randomized to address the demand for ad hoc types of queries. To
make sure that the benchmark accesses different partitions of data, random choice of
filter characteristics and the corresponding parameter values are used. Additionally, a
random choice of characteristics for drilldowns or other slice-and-dice operations
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ensures that a huge number of different characteristic combinations are covered in a
multi-user reporting scenario.

4.9 Multi-user Workload

A script controls the multi-user reporting workload in the BW-EML benchmark. The
script starts for each user a simulated HTTP client which serves as a simulated
frontend. By this not only the data base is tested but the complete backend stack
including the SAP BW OLAP engine and the HTML rendering. With the script, the
number of simulated users can be defined. By this the intended query throughput can be
easily scaled through an increased number of simulated users. Each simulated user logs
on to the system and then executes a sequence of four reports on InfoCubes and four
reports on ODS objects including the ad hoc navigation steps consecutively, resulting
in a total of 40 ad hoc navigation steps per user loop. After finishing all the predefined
steps, the user logs off and then starts the next loop with a new log on. Simulated users
are ramped up at a pace of one user logon per second. Once all configured users are
running the high load phase starts and the benchmark control environment automati-
cally starts a process chain that controls the delta load, which is scheduled every five
minutes. The high load phase runs at least one hour. Within that hour each user runs
multiple loops of the same sequence of 40 navigation steps. At the same time 12 delta
uploads are started.

After a high load phase of at least one hour, the simulated users are ramped down,
and the delta loads finish. A control program checks if the correct number of records
has been uploaded during the benchmark run and if the uploaded records are visible in
the report results. The essential key figure that is reported for a benchmark run is the
number of ad hoc navigation steps per hour that the system executes successfully
during the high load phase.

4.10 Verification of the Benchmark Results

The benchmark script environment automatically collects a large set of monitoring data
available in the SAP system. This includes data like the number of table accesses to
each individual table.

Specifically for the BW-EML (and BI-MXL) we collect statistical data for each
individual query. This includes a total run time and the number of records processed
from the Info Cubes or DSOs, This allows us to compare the query work load with
previous runs to see if there are any unusual patterns visible. On top we implemented a
test query which verifies after each delta upload, if the data has been loaded correctly
and in time.

4.11 Key Challenge for the Design of the BW-EML Benchmark

One the one hand benchmarks need to provide highly reproducible results to be rel-
evant, because otherwise results cannot be compared. On the other hand to reflect the
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ad hoc query capabilities we decided to introduce a huge variability into the query work
load, with a huge amount of possible different query navigations and drilldowns.

Two things are important to nevertheless achieve good reproducibility

1. Characteristics are grouped by their respective cardinalities, and only characteristics
of the same cardinality are considered for a randomized operation. E.g. we have a
group of high cardinality characteristics like customer and material with 1 million
distinct values and groups of characteristics with 1000 like e.g. plant, with 100 like
sales organization or with 10 distinct values like distribution channel, Even though
the navigation path is chosen randomly, the data volume that needs to be processed
is similar independent of the chosen navigation path.
Because of the data skew that is also included in the data generator the drill down to
the most detailed level of data nevertheless leads to a significant different amount of
processed data.
Data skew is introduced for characteristics which are obviously depended on each
other in most cases. E.g. there is a different characteristic for “ship to party” and the
“bill to party”. In real life in most cases they are identical. Here we simulated it, by
setting the same value in 95 % of the generated records. Another type of data skew
introduced was sparsity, so that only a small fraction of the records contained a
different value and all other records either contained empty values or one specific
default value.
This data skew led to the fact that the actual processed data varied from a few result
records up to a couple of 100 thousand resulting records.
Even with these significant differences in the execution of equivalent steps – so
same step number in different loops – we nevertheless could achieve well repro-
ducible results. Actually here the second effect helped us.

2. Even for the smallest benchmark the total number of more than 60,000 queries
executed during the benchmark run leads to a sufficient averaging of the individual
queries so that the final benchmark result is well reproducible. We never did an in
depth statistical analysis, but looking at the results of run times and records pro-
cessed of individual queries in detail it’s obvious that for each navigation step only
a limited number of variations of an individual step seemed to be possible.

5 Results of the Benchmarks

So far the following 9 results have been published for the SAP BW-EML standard
application benchmark Fig. 3. 9,10

The result of a series of identical performance test runs using the BW-EML
workload was that the variability between the different runs is less than 1 %. The results
were measured internally at SAP on the SAP HANA database Fig. 4.

9 http://global.sap.com/solutions/benchmark/bweml-results.htm.
10 http://global.sap.com/campaigns/benchmark/appbm_cloud.epx.
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Fig. 3. Overview SAP BW-EML standard application benchmark results

Fig. 4. Table of performance test results BW-EML

Fig. 5. Chart of performance test results BW-EML
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What can be seen from the certified benchmark results and the internal testing
performed so far is that the challenge of the benchmark was mastered. The BW-EML
benchmark provides highly reproducible results and at the same time delivers the ad
hoc query capabilities with a wide variability of the query work load and a huge
amount of different query navigations and drill downs (Fig. 5).

6 Conclusion

Compared to earlier benchmarks the main difference is the usage of random query
navigation steps and random choice of initial filter characteristics with a huge number
of possible variations. This leads to a query work load where pre-calculated query
results and aggregates are of limited value and so this benchmark stresses the ad hoc
query capability to a large extend.

Also we have shown that it is possible to design a benchmark work load which on
the one hand introduces a huge variability into the work load by choosing a data
generator which generates random values including data skew, by using random query
navigation steps and random query predicates and on the other hand achieve well
reproducible results.
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Abstract. As Big Data becomes an integral part of enterprise IT ecosystem,
many organizations are challenged with metrics and methodologies to bench-
mark various hardware and software technologies in terms of performance,
price-performance and energy efficiency. Continuing its commitment to bring
relevant benchmarks to industry, the Transaction Processing Performance (TPC)
formed the Big Data committee to develop set of industry standards, and
announced its first standard, the TPC Express benchmark HS (TPCx-HS) in
August 2014. TPCx-HS enables measurement of both hardware and software
including Hadoop Runtime, Hadoop file system API compatible systems and
MapReduce layers. The TPCx-HS can be used to asses a broad range of system
topologies and implementation methodologies, in a technically rigorous and
directly comparable, vendor-neutral manner.

Keywords: TPC � Big data � Benchmark � Hadoop

1 Introduction

Over the past quarter century, industry standard benchmarks from Transaction
Processing Performance (TPC) and Standard Performance Evaluation Corporation
(SPEC) have had a significant impact on the computing industry. Many buyers use the
results as points of comparison when evaluating new computing systems. Vendors use
the standards to illustrate performance competitiveness for their existing products, and
use internally to improve and monitor the performance of their products under
development. Industry standard benchmarks are widely used by research communities
as well [1, 2].

Founded in 1988, the Transaction Processing Performance Council (TPC) has the
history and experience to create industry standard benchmarks. Continuing on the
Transaction Processing Performance Council’s commitment to bring relevant bench-
marks to industry, the TPC developed TPC Benchmark HS (TPCx-HS) - the first
standard that provides verifiable performance, price-performance and energy con-
sumption metrics for big data systems. The formation of TPC Big Data committee and
development of TPCx-HS were influenced by the Technology Conference on Perfor-
mance Evaluation and Benchmarking (TPCTC) and the Workshops on Big Data
Benchmarking (WBDB) [3, 4, 5].
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The TPCx-HS can be used to asses a broad range of system topologies and
implementation methodologies, in a technically rigorous and directly comparable,
vendor-neutral manner. And while modeling is based on a simple application, the
results are highly relevant to Big Data hardware and software systems [6].

2 TPC

The TPC is a non-profit corporation founded to define transaction processing and
database benchmarks and to disseminate objective, verifiable TPC performance data to
the industry. Over the years, TPC benchmarks have raised the bar for what the com-
puting industry has come to expect in terms of benchmarks themselves.

Though the original focus has been on online transaction processing (OLTP)
benchmarks, to-date the TPC has approved a total of twelve independent benchmarks.
Of these benchmarks, TPC-C, TPC-H, and TPC-E, TPC-DS, TPC-DI, TPC-V and the
new TPCx-HS are currently active. TPC Pricing Specification and TPC Energy
Specification are common across all benchmark standards designed to allow a fair
comparison for pricing and energy efficiency.

To address the increased benchmark development cycle and development costs, in
2103, the TPC created new benchmark development track called the “express bench-
mark”, easy to implement, run and publish, and less expensive and available online via
downloadable kit. TPCx-HS is the first TPC Express benchmark [7, 8]. See TPC
Benchmark Timeline in Table 1.

Table 1. TPC benchmark timeline
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3 TPCx-HS

TPCx-HS was developed to provide an objective measure of hardware, operating
system and commercial Apache Hadoop File System API compatible software distri-
butions, and to provide the industry with verifiable performance, price-performance
and availability metrics. The benchmark models a continuous system availability of
24 h a day, 7 days a week [6].

Even though the modeled application is simple, the results are highly relevant to
hardware and software dealing with Big Data systems in general. The TPCx-HS stresses
both hardware and software including Hadoop run-time, Hadoop Filesystem API
compatible systems and MapReduce layers. This workload can be used to asses a broad
range of system topologies and implementation of Hadoop clusters. The TPCx-HS can
be used to asses a broad range of system topologies and implementation methodologies
in a technically rigorous and directly comparable, in a vendor-neutral manner.

The main components of the TPCx-HS are detailed below:

Workload: TPCx-HS is based popular TereSort, and workload consists of the fol-
lowing modules:

• HSGen is a program to generate the data at a particular Scale Factor. HSGen is
based on TeraGen.

• HSDataCheck is a program to check the compliance of the dataset and replication.
• HSSort ia program to sort the data into a total order. HSSort is based on TeraSort.
• HSValidate is a program that validates the output is sorted. HSValidate is based on

TeraValidate.

The benchmark test consists of two runs, and the slower run is reported.

Scale Factor: The TPCx-HS follows a stepped size model. Scale factor (SF) used for
the test dataset must be chosen from the set of fixed Scale Factors defined as follows:

• 1 TB, 3 TB, 10 TB, 30 TB, 100 TB, 300 TB, 1000 TB, 3000 TB, 10000 TB.
• The corresponding number of records are 10B, 30B, 100B, 300B, 1000B, 3000B,

10000B, 30000B, 100000B, where each record is 100 bytes generated by HSGen.

The TPC will continuously evaluate adding larger Scale Factors and retiring smaller
Scale Factors based on industry trends.

A TPCx-HS Result is only comparable with other TPCx-HS Results of the same
Scale Factor. Results at the different Scale Factors are not comparable, due to the
substantially different computational challenges found at different data volumes.
Similarly, the system price/performance may not scale down linearly with a decrease in
dataset size due to configuration changes required by changes in dataset size.

Metrics: TPC-xHS defines three primary metrics.
The performance metric of the benchmark is HSph@SF, the effective sort

throughput of the benchmarked configuration:
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HSph@SF ¼ SF
T=3600

Where:
SF is the Scale Factor
T is the total elapsed time for the run in seconds
The price-performance metric for the benchmark is defined as:

$=HSph@SF ¼ P
HSph@SF

Where:
P is the total cost of ownership of the SUT.
System Availability Date
The System Availability Date is when then benchmarked systems are generally

available.
The TPCx-HS energy results are expected to be accurate representations of

system performance and energy consumption. Therefore there are certain requirements
which must be followed. The approach and methodology are explicitly detailed in this
specification and the TPC Benchmark Standards, as defined in TPC-Energy.

4 TPCx-HS Benefits

Benefits of TPCx-HS benchmark to end-users and vendors benefits are outlined below:

• Enable direct comparison of price, price-performance and energy efficiency of dif-
ferent vendor architectures. The standard requires vendors to specify their hardware
and software components and to disclose general availability, cost of ownership, and
maintenance fees for three years with a continuous system availability of 24 h a day,
7 days a week.

• Independent audit by a TPC-certified auditor or peer review committee for com-
pliance before vendors can publish benchmark results. Further any TPC member
can challenge results for up to sixty days.

• Full disclosure report sufficient to allow interested parties to evaluate and, if nec-
essary, recreate the implementation of the benchmark. Full disclosure report is
publically available at www.tpc.org

• Significantly lower cost to the vendors as full kit is developed and provided by the
TPC. The kit includes the specification document, users guide documentation, shell
scripts to set up the benchmark environment and Java code to execute the bench-
mark load.

5 Conclusion

TPCx-HS is the first major step in creating a set of industry strands for measuring
varies aspects of hardware and software systems dealing with Big Data. The author
envision that TPCx-HS will be a useful benchmark standard to buyers, as they evaluate
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new systems for Hadoop deployments in terms of performance, price-performance and
energy efficiency. Also, enabling healthy competition between vendors that will result
in product developments and improvements.
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Abstract. The Internet of Things (IoT) is the network of physical objects
accessed through the Internet, as defined by technology analysts and visionaries.
These objects contain embedded technology allowing them to interact with the
external environment. In other words, when objects can sense and communicate,
it changes how and where decisions are made, and who makes them. In the
coming years, the Internet of Things is expected to be much larger than the
internet and world-wide web that we know today.

1 Introduction

The Internet of Things (IoT) promises to revolutionize various aspects of our lives.
Until recently, most of the internet activity has involved human interaction in one way
or another, such as web browser-based interaction, e-commerce, smart-phone apps and
so on. Recently, there has been a lot of interest in connecting devices of various sorts to
the internet in order to create the “internet of things” for delivering dramatic benefits
relative to existing solutions. For example, network-enabled home health-care moni-
toring devices hold the promise of improving the quality of healthcare while reducing
costs. Connected energy monitoring systems enable more efficient utilization of energy
resources and reduce global warming. Traffic management systems aim to reduce
congestion and decrease automobile accidents. It is clear that such systems can deliver
tremendous value and benefits over traditional solutions.

IoT has fueled massive investment and growth across the entire spectrum of
industry and public sectors. Companies such as Oracle [1], Cisco [2], Intel [3],
Microsoft [4] and others, are investing heavily in IoT initiatives in order to address the
computing and infrastructure requirements of this market.

Though the IoT industry is still in its infancy, based on the number and variety of
solutions being proposed, it seems clear that IoT solutions will play a very significant
role in the coming years. Although there has been a lot of IoT marketing and promo-
tional activity from small and large vendors alike, there is a paucity of proposals to
measure the performance of such systems. At best, some of the proposals [5, 6, 7] either
measure the performance of a specific component and extrapolate the results to a broader

This paper proposes an approach to benchmarking the server-side components of a complete
Internet of Things solution.
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IoT solution [5], or propose a very broad and comprehensive benchmark framework that
encompasses performance, public policy and socio-economic considerations [7].

In contrast, our approach is much more specific and focuses exclusively on the
performance metrics of an IoT system (in particular, on the server-side components of
an IoT solution) using a representative workload. We believe that a systematic
approach to performance benchmarking of IoT systems will help users evaluate
alternative approaches, and ultimately accelerate adoption; in other words, our
approach is workload and solution-centric. A well-crafted performance benchmark also
serves as a catalyst for vendors to improve the performance as well as the overall
usability of the solution, which should benefit the IoT consumer as well.

In the rest of the paper, we describe the components of a typical IoT solution, then
describe a representative use-case, followed by a straw-man description of a benchmark
intended to measure the performance (throughput, latency, etc.) of such a system.
Admittedly, this is a straw-man proposal; we explore how this benchmark might be
applicable to other use-cases (with modifications) and also describe some of the lim-
itations of our proposal and areas for future work. Significant additional work is
necessary in order to create one or more formal benchmarks for IoT systems.

2 IoT Solution Architecture Components

Although the scale of IoT solutions is enormous in comparison to current internet
usage, in this paper, we address only the essential architecture of an IoT solution in the
context of benchmarking the server components. The following discussion presents a
simplified view of the system as a small number of distinct, essential components.
These architecture components and their relationships are illustrated in Fig. 1 and
described below in more detail.

At the “device” edge of the network, we have edge devices and software that
controls the devices. Quite often, the devices are relatively inexpensive and have
limited computing and network capabilities (small edge devices) – temperature sensors
in office buildings, various sensors in a vehicle, blood pressure and blood glucose

Fig. 1 Essential components of a typical IoT architecture.
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monitors are all examples of such devices. Mobile phones, computers in vehicles are
also examples of edge devices which have better computing and local storage capa-
bilities than small edge devices. Small edge devices are primarily intended to capture
and send information from the object being monitored, to the central repository; sec-
ondarily, they may also receive data to make appropriate changes (e.g. a building
temperature sensor might receive a directive to shutdown the air conditioning system in
the event of a fire). More capable edge devices like mobile phones (large edge devices)
typically provide a richer set of capabilities beyond simple monitoring, and can have
bi-directional exchange of information with the central data repository.

Depending on the number and capability of edge devices in the deployed topology,
edge devices (such as sensors) connect to a gateway device, organized as a multi-level
hierarchy, with a set of small devices being served by a gateway device. The gateway
device with sufficient computing, storage and network connectivity is essentially a
“concentrator” that can process data and exchange information between the small
devices and the data center. A gateway device communicates with a relatively small set
of edge devices (typically less than one hundred) on one side and the data center on the
other. For example, a set-top box (gateway device) might serve as the connectivity
“hub” for all the sensors and devices in a home. Or a laptop/desktop-class device might
serve as the connectivity hub for sensors on a set of machines and robots on a factory
floor. A gateway device is connected to the edge devices on one side, and to the data
center (or other gateway devices in a multi-stage hierarchy) on the other side and
enables efficient communication and data exchange between edge devices and the rest
of the system. Note that in a large system, there might be multiple gateway stages, in
order to simplify data management and communication in the system.

A large edge device may either be connected directly to the central repository, or
indirectly through an intermediate gateway device, depending on the specific appli-
cation scenario. For example, a mobile phone might connect directly with the data
center, without any intermediate gateway device.

The other major component in the hierarchy is obviously the network. The network
is not only responsible for communication, but it also facilitates or enforces attributes
such as security, privacy, reliability, availability and high performance.

Mobile edge devices pose an interesting challenge since they may occasionally be
out of range of a network connection. For example, an edge device mounted on a
delivery truck may occasionally lose network connectivity when the truck enters a
tunnel or is in a remote area. In order to avoid data loss while the device is discon-
nected from the network, it is necessary to temporarily store new data in the (large)
edge device and send that information to the data center when connectivity is restored.
Even in cases where temporary loss of network connectivity is not an issue, it may still
be valuable to store some data locally on the edge device or gateway device and only
synchronize it periodically with the data center, in order to minimize costs associated
with network usage, since these costs can add up quickly, especially at IoT scale.
Oracle Database Mobile Server [8] is an example of a technology that is well suited for
data synchronization between edge device repositories and the data center. Light-
weight, embeddable databases such as SQLite [9], Oracle Berkeley DB [10] and Java
DB [11] are well suited for reliable, device-local data management.
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Finally, the data center (centralized or distributed) receives data from the edge
devices and processes it in various ways, depending on the application. Broadly
speaking, data center processing can be classified into event processing, high throughput
data capture, device management, data aggregation, data analytics and reporting.

We will use the term event processing to describe the processing that is required to
respond to an event as quickly as possible. For example, if a sensor in a building sends
information about a potential fire, then it is necessary to respond to that message as
quickly as possible. Event processing typically involves various lookups (e.g. look up
the location of the device, determine location of the closest emergency responders) as
well as generating appropriate responses (e.g. send a message back to the sensor to
switch on the sprinkler system, send an alert to first responders). Note that of all the
messages being received from the edge devices, only a small fraction need an immediate
response as described above. However, all the messages must be examined by the event
processing engine in order to determine whether an immediate response is required.

Messages from edge and gateway devices need to be captured persistently in order
to enable further analytics. Though message sizes are generally small, typically varying
from few tens of bytes, to a few kilobytes, the sheer volume of devices involved and the
rate of data capture usually implies that a scalable, persistent store to capture the data is
required. Depending on the nature of data and the application, a NoSQL database
system or a distributed file system such as HDFS might be used. For example, data
related to medical information (e.g. blood pressure, heart rate and blood glucose
readings) for patient monitoring might need to be stored in a NoSQL database for
reliability and regulatory reasons. On the other hand, a distributed file system such as
HDFS might be sufficient to store messages containing information from office
building room temperature sensors.

A scalable database system (e.g. a NoSQL system) is also typically required to
manage information about the edge and gateway devices. Such information typically
includes the ID and owner of the device, location, model number and other details,
software patch version etc. Occasionally, it is necessary to send updates or new
information to the devices, for example, to deliver software upgrades, or change
configuration settings. In an IoT environment, it is very likely that such information
needs to be managed for hundreds of thousands to millions of edge devices; a NoSQL
repository is ideally suited for this purpose.

Lastly, the data received from the devices needs to be aggregated and processed in
various ways to identify trends, opportunities for optimization as well as to generate
reports required for running the business. For example, data collected from vehicle brake
sensors might be correlated with GPS locations and time-of-day in order to optimize
delivery routes. Data from heart rate sensors and physical activity sensors might be used
in order to recommend an appropriate exercise regimen for heart disease patients.

3 Benchmarking IoT

IoT is rapidly emerging as the “next generation” technology, and promises to revolu-
tionize and improve various aspects of everyday life. There are literally hundreds of
commercial and open source organizations in this broad and somewhat amorphous space.
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Regardless of the kinds of solutions available, we believe that a systematic
approach to measurement and benchmarking such systems will provide significant
benefits to the user community and solution providers.

Attempting to define a comprehensive benchmark that deals with the various
components in the end-to-end solution is a daunting task; in the following paragraphs,
we describe a skeleton benchmark intended to address performance issues of some of
the server-side components. The suggestions and recommendations outlined below
have been derived from the authors’ real-world understanding and experience with
early deployments of IoT solutions. In the future, this work can be extended to define
additional benchmarks to address other aspects of an IoT solution.

The proposed “strawman” benchmark is intended to model and measure some of
the server-side components of a real-world scenario viz. to capture data from home
health-care monitoring systems for millions of patients. This involves capturing health-
related readings reliably and securely from large numbers of devices, responding
rapidly to abnormal events, and analyzing vast amounts of data in order to benefit the
patient community.

A reading from an edge device is typically short (tens of bytes) and contains
information like device ID, timestamp, geo-location (if appropriate) and measurements
of the variables that the sensor captures. For the purposes of a benchmark, a reading
is 96 bytes of data, with a 16 byte key (device ID) and five 16-byte fields of data. Let us
assume that each edge device (e.g. a heart rate monitor) captures a reading every
10 min. For a population of one million patients, this translates to a reading capture rate
of 1667 readings/sec and 160 KB/sec. As soon as the reading is available, the edge
device sends the data to the data center either directly or via intermediate gateway
devices.

An event processing system processes every incoming reading. A small percentage
(e.g. 1 percent) of the incoming readings will need a response immediately and every
reading needs to be saved in a secure, persistent repository. The event processing
system interprets the incoming reading and decides whether it requires an immediate
response. This decision is based on the reading itself as well as information about
the specific patient (this requires lookups in the patient database). For the purposes of
the benchmark, let us assume that the decision involves looking up a single database
that maintains per-patient information and a history of the recent three months’ worth
of heart-rate readings (about 13000 heart-rate readings, or 1.2 MB as well as the
patient’s recent medical history of 100 KB).

Regardless of whether they require an immediate response or not, all readings are
stored in the patient history repository. Based on the previous description, for a patient
population of one million patients, this translates to a repository that can manage
approximately 1.3 TB of patient data.

Periodically, a batch job reads the heart rate readings history for each patient and
consolidates multiple “similar” adjacent readings into a single reading. Since each
sensor measures the heart-rate of the patient every 10 min, it is possible that a series of
readings might have heart-rate readings that are within the normal range for the patient.
For example, while the patient is asleep, the heart-rate might stay relatively constant for
a significant interval of time. The batch job identifies such intervals and consolidates
multiple readings at taken at 10 min intervals into a single “average” reading for a
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longer interval. For example, if the patient’s heart-rate doesn’t fluctuate by more than 3
heartbeats per minute between two subsequent readings, these two readings will be
“consolidated” into a single reading which has the average value of the two original
readings and the time interval will be changed to be a 20 min span. This consolidation
operation has the dual benefit of reducing the amount of storage required and also
simplifying the job of the physician by consolidating similar, adjacent readings into a
single reading over a larger interval. For the purposes of the benchmark definition, we
assume that 50 % of the readings are consolidated into a single reading. This translates
to a repository of 1.3 TB of patient data for a patient population of 1 million patients.

Operation Profiles. The message format and size, as well as the patient record size and
content have been described earlier. The various operation profiles are as follows:

• Incoming reading received by the event processing engine. For each reading, the
event processing engine looks up the related patient record. For 1 % of the messages
(selected randomly), it generates an alert. Every message is appended to the related
patient record. From a benchmarking perspective, this operation is intended to
model the data capture throughput and data retrieval throughput of the system.

• Consolidating similar, adjacent heart-rate readings. A background job reads each
patient reading, consolidates similar, adjacent heart-rate readings into a single
reading and updates the patient record appropriately. The choice of whether to
retain the readings that contributed to the consolidated reading or delete such
readings is left up to the implementers of the benchmark. The consolidation
operation should be able to consolidate 50 % of the readings within a 24 h window.
The batch job must retrieve every record in the database within the same period.
From a benchmarking perspective, this operation is intended to model the analytics
and batch-processing aspects of the system.

A key premise of most IoT systems is the ability to respond in a timely manner to
abnormal events. Secondly, the volume of readings and measurements from sensors
can be enormous. The ability to filter the “signal” from the “noise” is critical to efficient
operation of the system. These operation profiles attempt to capture these aspects in a
benchmark.

Performance and Price-Performance Metrics. The benchmark measures the
throughput of data capture (readings/sec) in the patient repository under the constraints
described earlier. Further, data capture, response generation and data consolidation jobs
must be run concurrently, since the system is intended to run 24X7. It is difficult to
propose a price-performance metric for the benchmark, since several necessary com-
ponents of the complete system are intentionally ignored in this proposal.

Other Considerations. This paper provides some recommendations for benchmarking
the event processing and data repository components of a IoT system intended to
capture and process data for a patient data monitoring system. It also suggests scaling
rules for such a benchmark.

Several variants of the above approach are possible, depending on the specific IoT
application being modeled. It may be necessary to vary some of the parameters as
follows:
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• The number of edge devices, typical size of a message from each device and the
frequency of sending a message from each edge device.

• Event processing requirements.
• Number of historical messages to be retained (in this proposal, we recommended

storing three months worth of readings).
• Size of the device record (e.g. the size of each patient record, in this proposal).
• Other parameters as relevant to a specific usage scenario.

From a benchmarking perspective, this proposal addresses the following essential
components:

• Data capture from multiple sources (edge or gateway devices) - this measures “raw”
data capture throughput.

• “Real-time” analysis of the input data for fast response to a subset of the incoming
data – this measures the performance of the event processing engine as well as the
throughput and latency of accessing reference data from the data store.

• Consolidation of the incoming data in order to conserve space – this measures batch
processing (as a proxy for analytics processing) performance of the system.

We believe that server-side data capture, real-time response, and batch processing
performance are common to a wide variety of other IoT usage scenarios such as climate
control, vehicle monitoring, traffic management and so on. With appropriate changes to
model a particular scenario, this proposal can be adapted to measure and benchmark the
performance of the server components of such scenarios.

4 Conclusion

Internet-of-Things (IoT) represents a broad class of emerging applications that prom-
ises to affect everyday life in various ways. The scale of IoT applications dwarfs the use
of the internet, as we know it today. Many commercial and open source players are
investing heavily in solutions intended to address specific aspects of IoT; some of the
larger players claim to provide a comprehensive, end-to-end solution.

For all these scenarios, we believe that a set of benchmarks, modeled on real-world
scenarios, will provide a valuable yardstick to compare the relative merits and costs of
such solutions and will have a significant beneficial impact on the IoT industry. In this
paper, we have attempted to provide some guidelines on how one might go about
designing such benchmarks. Significant additional work is needed in order to define
formal benchmarks; hopefully, this proposal will inspire some of that future work.

References

1. http://www.oracle.com/iot
2. http://www.cisco.com/web/solutions/trends/iot/overview.html
3. http://www.intel.com/iot
4. http://www.microsoft.com/windowsembedded/en-us/internet-of-things.aspx

Benchmarking Internet of Things Solutions 35

http://www.oracle.com/iot
http://www.cisco.com/web/solutions/trends/iot/overview.html
http://www.intel.com/iot
http://www.microsoft.com/windowsembedded/en-us/internet-of-things.aspx


5. http://www.sys-con.com/node/3178162
6. http://www.probe-it.eu/?page_id=1036
7. http://www.probe-it.eu/wp-content/uploads/2012/10/Probe-it-benchmarking-framework.pdf
8. http://www.oracle.com/technetwork/database/database-technologies/database-mobile-server/

overview/index.html
9. http://www.sqlite.org
10. http://www.oracle.com/technetwork/database/database-technologies/berkeleydb/overview/

index.html
11. http://www.oracle.com/technetwork/java/javadb/overview/index.html

36 A. Joshi et al.

http://www.sys-con.com/node/3178162
http://www.probe-it.eu/?page_id=1036
http://www.probe-it.eu/wp-content/uploads/2012/10/Probe-it-benchmarking-framework.pdf
http://www.oracle.com/technetwork/database/database-technologies/database-mobile-server/overview/index.html
http://www.oracle.com/technetwork/database/database-technologies/database-mobile-server/overview/index.html
http://www.sqlite.org
http://www.oracle.com/technetwork/database/database-technologies/berkeleydb/overview/index.html
http://www.oracle.com/technetwork/database/database-technologies/berkeleydb/overview/index.html
http://www.oracle.com/technetwork/java/javadb/overview/index.html


Benchmarking Elastic Query Processing
on Big Data

Dimitri Vorona(B), Florian Funke, Alfons Kemper, and Thomas Neumann

Fakultät Für Informatik, Technische Universität München, Bolzmannstraße 3,
85648 Garching, Germany

{vorona,funkef,kemper,neumann}@in.tum.de

Abstract. Existing analytical query benchmarks, such as TPC-H, often
assess database system performance on on-premises hardware installa-
tions. On the other hand, some benchmarks for cloud-based analytics
deal with flexible infrastructure, but often focus on simpler queries and
semi-structured data. With our benchmark draft we attempt to bridge
the gap by challenging analytical platforms to answer complex queries
on structured business data while leveraging the elastic infrastructure of
the cloud to satisfy performance requirements.

1 Introduction

Modern cloud architectures constitute new opportunities and challenges for
analytical platforms. They allow to dynamically adapt cluster sizes as client’s
performance, workload or storage requirements change over time. In contrast to
the cloud infrastructure, the natural habitat of analytical relational database
systems is typically a single machine or small-sized cluster of dedicated servers.
Naturally, this is also reflected in today’s analytical benchmarks that assess per-
formance or price/performance of RDBMSs on such an infrastructure.

To leverage the full potential of cloud infrastructures, elastic scaling is crucial
and currently rarely measured by existing analytical DBMS benchmarks. Elastic
scaling describes the ability of a system to rapidly grow and shrink based on
temporary changes in performance requirements.

While scaling elastically on such a dynamic infrastructure can be a challenge
for relation database systems, cloud-native platforms such as MapReduce were
build to operate on hundreds of nodes. However, they often cannot compete
with relational systems in terms of performance, in particular when processing
complex queries on structured business data [8,19]. This benchmark proposal
attempts to challenge both classical RDBMSs as well as solutions specifically
built to run in the cloud with elastic query processing. We attempt to assess
how well analytic platforms perform in a typical OLAP scenario using flexible
cluster-sizes. In contrast to existing benchmarks, tested systems must adaptively
scale the number of nodes up and down, as depicted in Fig. 1. This simulates the
business requirement to achieve both good performance and low costs.

The proposed benchmark targets a multitude of different systems, from clas-
sical RDBMSs to MapReduce-based systems such as Apache Hive. Contestants
c© Springer International Publishing Switzerland 2015
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Fig. 1. Business Scenario: Grow cluster as workload grows to ensure performance.
Shrink cluster when possible to save costs.

need be able to process SQL or a similar derivative (e.g. HiveQL). It is impor-
tant to note that this benchmark does not attempt to compare features (e.g.
schema-free vs predefined schema) or programming/query languages of different
types of data management and data processing systems.

2 Related Work

A number of benchmark proposals aim to compare RDBMSs and NoSQL data
stores with specific focus on scalability on modern distributed architectures.
The Yahoo Cloud Serving Benchmark (YCSB) [6] is widely regarded as the
leading benchmark in this area. While the YCSB describes a simple transactional
workload rather than an analytical one, it specifies metrics applicable to a wide
range of benchmarks for distributed systems.

The authors of [11] present a general framework to evaluate the costs of
sub-optimal elasticity using predefined demand curves. In [7] the authors devel-
oped an elasticity measurement framework for cloud databases using a YCSB-
like workload and custom system stability criteria. The work in [10] presents a
method of estimating actuation delays in cloud systems, i.e. time between the
configuration change command and the stabilization of the system’s performance
in the new state. The framework described in [14] is able to manage cluster size
adjustment and reconfiguration depending on workloads. The authors also eval-
uate associated elasticity costs for node addition and removal.

While the aforementioned research tackles the challenge of assessing the elas-
ticity of different DBMSs, the workloads are transactional, with simple key-
value operations. An extensive comparison of distributed RDBMSs with other
approaches like MapReduce for large-scale data analysis is presented in [19] and
[22]. The focus of the experiments is on performance and resources utilization
using data sets in the range of hundreds of terabytes as well as user-level aspects,
e.g. ease of use. Elasticity is not measured. Similarly, [8] compared the perfor-
mance of a parallel DBMS system with NoSQL-based solutions under different
workloads, including decision support. Findings include that the tested RDBMS
scales almost linearly and provids better performance than Hive, but the relative
speed-up goes down as the scale factor increases.
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Elasticity of RDBMSs is often questioned [3,6], however, recent developments
improve this aspect significantly. ScyPer [16] is a main-memory DBMS which was
designed to elastically scale out on cloud architectures. Related research in [21]
shows that optimizing relational operators can lead to drastically improved
resource utilization in distributed systems. AnalyticsDB [23] is a distributed
analytical in-memory database management system based on RAMCloud [18].
The performance evaluation proves its scalability and elasticity using the Star
Schema Benchmark [17], but does not allow direct comparisons with other sys-
tems. Additionally, the properties scalability and elasticity are neither clearly
separated nor is there a single metric to quantify the elasticity.

3 Benchmark Design

The Elastic Query Processing Benchmark (EQP Benchmark) strives to assess
the ability of analytical platforms to quickly and efficiently adapt to changing
cluster sizes. To do so, it simulates an exploratory analysis of operational business
data. The analysis is conducted at different scales to simulate typical patterns,
e.g. diurnal [15], where the requirements increase gradually with the start of the
business hours and fall at the end of the day. The benchmark design attempts to
follow the criteria for Big Data benchmarks postulated in [4]. EQP Benchmark
is defined on an abstract level and does not enforce specific technologies, so it
can be used to compare elasticity of a wide range of systems.

Following the suggestion in [5], the proposed benchmark avoids making
assumptions about the distributed computing architecture (e.g. shared noth-
ing vs shared everything) or cluster organization. It also clearly differentiates
between the two related system properties scalability and elasticity.

The EQP Benchmark is based on the well-established TPC-H benchmark [24]
to streamline its implementation and acceptance. TPC-H is a benchmark por-
traying the business analytics activity of a wholesale supplier. It consists of 22
business-oriented ad-hoc queries as well as concurrent updates. We propose to
use the original TPC-H queries and data generator, but deviate in the bench-
mark execution to account for the differing goal of measuring elasticity. A number
of benchmark proposals take a similar approach for the workload selection (cf.
MrBench [13], BigBench [20]).

Following [23], the requirements can vary in one the following three dimen-
sions: (1) The number of concurrent users/query streams, (2) performance
requirements (i.e. query execution time) and (3) data volume. Different require-
ment dimensions lead to different scalability and elasticity patterns. The size of
the cluster changes accordingly to compensate for the updated requirement.

3.1 Workload Details

In the following we describe the execution of the workload. For the sake of clarity,
we describe a setup to measure the elasticity of the first dimension, i.e. scaling
with the number of concurrent users. The workflow can be easily adjusted to
test other dimensions by swapping the target requirement.
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Loading. First, the data is generated and loaded into the system. We use
TPC-H’s DBGen to generate the initial data set. Subsequently, we execute two
consecutive query sets per stream, one to warm up the system and the second to
acquire the reference performance at the base level used to determine the scaling
for the first phase (see Sect. 3.3).

Queries. The benchmark run consists of a series of phases which in turn are
split into a measurement part and a reference part. Each phase starts with the
cluster size and client number change by the selected growth factor (cf. Sect. 3.2).
The queries are executed until the performance stabilizes. To detect the stable
state of the system we monitor query latencies and compare them with a known
stable state for the current configuration. The measurement part is followed by
the reference part in which we execute the same amount of work and measure
the elapsed time as the reference time. In the Sect. 3.3 we describe how the
benchmark metrics are calculated from these measurements.

Updates. We simulate the database changes and maintenance by running a
parallel update stream during each phase. TPC-H refresh functions one and two
and are amended with updates to simulate data cleansing, as the benchmark
represents operation on raw, transactional data dumps (Extract-Load-Transform
approach). Each stream updates .001 % of the rows during a single phase. Each
update operation executes the following: first a random tuple from ORDERS is cho-
sen. The attributes ORDERSTATUS, ORDERDATE and TOTALPRICE are updated with
random values. Finally, the attributes QUANTITY, EXTENDEDPRICE and SHIPDATE
of the corresponding LINEITEMS-tuple are updated with random values. The
updates executed must be visible in the following phase at the latest.

3.2 Parameters

The execution of the EQP Benchmark can be customized by a number of para-
meters. When reporting the results, the chosen parameters should be exactly
specified. Only results obtained using the same parameters can be directly com-
pared. Besides the choice of the requirements dimension (see Sect. 3) the follow-
ing benchmark parameters can be configured:

1. Amount of data loaded initially (TPC-H scale factor SF )
2. Initial number of worker nodes.
3. Growth factor (GF ), i.e. growth rate of number of query streams, worker

nodes or data amount between the phases.
4. Number of update streams in each phases.

3.3 Metrics

Our metrics focus on the elasticity of the whole system and the cost of dynami-
cally adding new worker nodes. To evaluate this aspect we determine two metrics:
scaling overhead and elastic overhead. Figure 2 represents a single benchmark
phase.
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Fig. 2. Metric and measurements in a single phase.eps

Based on the number of nodes, we determine the target query set execution
time for each phase, i.e. the execution time of a complete query set on a single
stream which we expect from a linearly scaling system after node re-provisioning.
With the changing number of query streams or data volume we aim for the times
to remain constant. If the goal is query latency reduction, then the target times
should drop proportionally with the number of added worker nodes.

The scaling overhead is the time wasted while the system stabilizes. For a
single phase and a single worker the scaling overhead is the area B in Fig. 2
which we calculate as the difference of the time spent in the measurement part
and the target time for the number of queries the system needed to stabilize. The
value is then multiplied by the number of active workers in the respective phase.
For scaling overhead only the values from the growth phases are considered.

The elasticity overhead is the time lost because of the sub-optimal elasticity
of the system. It corresponds to the area C. For a single phase and a single
worker, the elastic overhead is the difference between the measurement part
time and the reference part time. Finally, the sum of the elasticity overheads
from every (growth and decline) phase and worker is reported.

Using a specified service price the previously determined time expenditures
are converted to the monetary metrics: scaling costs and elasticity costs. The
time and monetary costs can be summarized to elastic scalability overhead and
elastic scalability costs respectively.

4 Evaluation

To evaluate our benchmark design we conducted initial experiments using a
private cloud. In the following we present the tested system, preliminary results
as well as an evaluation of the results. Note that the results are presented for
illustrating the benchmark and should not be used to judge the performance of
the tested software.

4.1 System Under Test

Shark [2] is an SQL-like query engine built on top of Apache Spark [9], a general
purpose distributed computing cluster. By utilizing Spark’s capabilities Shark
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offers a number of features like in-memory cached tables, mid-query fault toler-
ance and easy horizontal scalability.

Our cluster runs on four Intel Xeon CPU E5-2660 nodes with 256 GB RAM
running Ubuntu 13.10 64-bit and is connected by 1 Gb/s LAN. On the nodes
we deployed Shark in version 0.8.0 with the corresponding Spark version (0.8.0).
Hadoop 1.2.0 was used as the underlying distributed file system with 4 slaves
running on the same nodes.

4.2 Benchmark Execution and Results

For simplicity, we configured no update streams in our benchmark run and lim-
ited the query set to TPC-H queries 1 to 5. We made sure that the system
was running stable at the end of each measurement phase and no cached results
were reused in the following phases, so the tested system did not get any “unfair”
advantage.

The benchmark run consists of 3 growth phases and 2 decline phases. The
scaling factor is 2, the growth factor is 2 as well. As mentioned in Sect. 3.1, we
choose the number of parallel clients as the changing dimension, starting with a
single client in the first phase. We made use of the TPC-H port from the Hive
developers [12] and extended it with optimizations provided by Shark.
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Fig. 3. Measurement-to-reference-time quotients for growth phases.

The results have confirmed our intuition about the elasticity behavior of the
tested system. The quotients of the query times of measurement and reference
parts are presented in the Fig. 3. The performance of the newly added clients is
poor at the beginning and subsequently stabilizes in the course of the execution.
Additionally, the elastic overhead is extended by the start-up time of the workers,
as well as initial connection times of the new clients. Table 1 shows the total
duration of each part and calculated metrics. While the systems scales quite well
under the presented conditions, the elasticity overhead adds up to a significant
time expenditure.
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Table 1. Benchmark execution results (in seconds)

Phase 1 Phase 2 Phase 3 Phase 4 Phase 5

Number of Nodes 1 2 4 2 1

Measurement time 139.5 136.6 155.16 135.6 125.3

Reference time 125.3 127.4 134.8 129.3 123.3

Elastic Overhead 130.4

Scaling Overhead 33.8

Elastic Scaling Overhead 164.2

5 Conclusions

We propose a new benchmark which specifically aims to measure and evaluate
the elasticity of analytical, horizontally scalable systems. We model a typical
business case in which the requirements for an analytical query system change
and the system is forced to efficiently adapt by scaling in or out. At the same
time, we kept the benchmark definition abstract to embrace a larger number of
systems and architectures. The resulting metrics are easily understandable and
can be directly translated into business terms.

Our initial evaluation shows that even under near-ideal conditions the tested
system still have to pay a considerable performance penalty for dynamic hori-
zontal scaling. With the increased volatility of workloads and easy availability of
cloud computational resources the elasticity information provided by the EQP
Benchmark becomes as crucial as raw performance metrics for a well-founded
system choice.

In the future we aim to test a wider variety of systems, including distributed
RDBMSs. Additionally, we plan to evaluate public cloud offerings, which are very
relevant for a variety of business users with flexible requirements. Finally, the
EQP Benchmark should be implemented as a part of an existing benchmark suite
(e.g. OLTPBenchmark [1]) to improve re-usability and increase its adoption.
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Abstract. Through the increasing use of interconnected sensors, instru-
mentation, and smart machines, and the proliferation of social media and
other open data, industrial operations and physical systems are gener-
ating ever increasing volumes of data of many different types. At the
same time, advances in computing, storage, communication, and big
data technologies are making it possible to collect, store, process, ana-
lyze and visualize enormous volumes of data at scale and at speed. The
convergence of Operations Technology (OT) and Information Technol-
ogy (IT), powered by innovative data analytics, holds the promise of
using insights derived from these rich types of data to better manage our
systems, resources, environment, health, social infrastructure, and indus-
trial operations. Opportunities to apply innovative analytics abound in
many industries (e.g., manufacturing, power distribution, oil and gas
exploration and production, telecommunication, healthcare, agriculture,
mining) and similarly in government (e.g., homeland security, smart
cities, public transportation, accountable care). In developing several
such applications over the years, we have come to realize that exist-
ing benchmarks for decision support, streaming data, event processing,
or distributed processing are not adequate for industrial big data appli-
cations. One primary reason being that these benchmarks individually
address narrow range of data and analytics processing needs of indus-
trial big data applications. In this paper, we outline an approach we are
taking to defining a benchmark that is motivated by typical industrial
operations scenarios. We describe the main issues we are considering
for the benchmark, including the typical data and processing require-
ments; representative queries and analytics operations over streaming
and stored, structured and unstructured data; and the proposed simula-
tor data architecture.

1 Introduction

Today, we are at the dawn of transformative changes across industries, from
agriculture to manufacturing, from mining to energy production, from health-
care to transportation. These transformations hold the promise of making
our economic production more efficient, cost effective, and, most importantly,
c© Springer International Publishing Switzerland 2015
T. Rabl et al. (Eds.): WBDB 2014, LNCS 8991, pp. 45–60, 2015.
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sustainable. These transformations are being driven by the convergence of the
global industrial system (Operations Technology (OT)) with the power of inte-
grating advanced computing, analytics, low-cost sensing and new levels of con-
nectivity (Information Technology (IT)).

Through the increasing use of interconnected sensors and smart machines
and the proliferation of social media and other open data, industrial operations
and physical systems produce a very large volume of continuous stream of sensor,
event and contextual data. This unprecedented amount of rich data needs to be
stored, managed, analyzed and acted upon for sustainable operations of these
systems. Big data technologies, driven by innovative analytics, are the key to
creating novel solutions for these systems that achieve better outcomes at lower
cost, substantial savings in fuel and energy, and better performing and longer-
lived physical assets.

Opportunities to create big data solutions abound in many industries (e.g.,
power distribution, oil and gas exploration and production, telecommunication,
healthcare, agriculture, mining) and in the public sector (e.g., homeland security,
smart cities, public transportation, population health management). To realize
operational efficiencies and to create new revenue-generating lines of business
from the deluge of data requires the convergence of IT × OT. The convergence
of these two technologies can be obtained by leveraging an analytics framework
to translate data-driven insights from a multitude of sources into actionable
insights delivered at the speed of the business. Thus, innovations in analytics will
be required: (1) to deal with the vast volumes, variety, and velocity of data; and
(2) to create increasing value by moving from descriptive or historical analytics
(e.g., what has happened and why?) to predictive analytics (e.g., what is likely
to happen and when?) and finally to prescriptive analytics (e.g., what is best
course of action to take next?).

In this paper, we provide a detailed discussion of a proposed benchmark for
industrial big data applications. Existing benchmark proposals either focus on
OLTP/OLAP workloads for database systems or focus on enterprise big data
systems. Our objective is to define a benchmark for IT × OT big data applica-
tions in industrial systems. We recognize that proposing such a benchmark is a
complex and evolving task. To the best of our knowledge, this paper is the first
to outline a systematic approach to defining a benchmark for industrial big data
applications.

The paper is organized as follows. Section 2 details existing benchmarking
proposals for various application domains. Section 3 describes the characteris-
tics of IT × OT Big Data Applications. Section 4 provides an overview of the
main features of our proposed benchmark. Section 5 details the initial benchmark
architecture implementation. Finally, Sect. 6 concludes the paper and outlines
the future extensions to our proposed benchmark.

2 Related Work

There exist many efforts for developing benchmarks for big data systems,
each focusing on evaluating different features. Examples of industry standard
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benchmarks are TPC-H [13,18] and TPC-DS [10,14], both developed by the
Transaction Processing Performance Council (TPC), the leading benchmarking
council for transaction processing and database benchmarks. These two deci-
sion support benchmarks are employed to compare SQL-based query processing
performance in SQL-on-Hadoop and relational systems [1,6,12,15,17]. Although
these benchmarks have been often used for comparing query performance of big
data systems, they are basically SQL-based benchmarks and, thus, lack the new
characteristics of industrial big data systems.

Several proposals have extended the TPC-H and TPC-DS to deal with new
characteristics of big data systems. For example, BigDS benchmark [20] extends
TPC-DS for applications in the social marketing and advertisement domains.
Han and Lu [8] discuss key requirements in developing benchmarks for big
data systems. However, neither of these two proposals defines a query set and
data model for the benchmark. HiBench [9] and BigBench [2,4,7] are end-to-
end application-based benchmarks that extend the TPC-DS model to generate
and analyze web logs. Some other works propose component benchmarks to ana-
lyze specific features or hardware of big data systems (e.g., [12,19]). However,
a component benchmark, which measures performance of one (or a few) compo-
nents, has limited scope compared to end-to-end benchmarks, which measures
full system performance. Additionally, there are proposals of big data tools for
benchmarking big data systems (e.g., [16,21]), and even efforts to maintain a
top-ranked list of big data systems based on a benchmark [3] (similar in concept
to the Sort Benchmark competition [11]).

Recently the TPC released the TPC Express Benchmark for Hadoop Systems
(TPCx-HS) [5]. This benchmark is based on the TeraSort benchmark, which is a
Hadoop-based sort benchmark [11], to measure hardware, operating system and
commercial Hadoop File System API.

Common to all of the above benchmarks is that they are designed to measure
limited features of big data systems of specific application domains (e.g., deci-
sion support, streaming data, event processing, distributed processing). However,
none of existing benchmarks covers the range of data and analytics process-
ing characteristic of industrial big data applications. To the best of our knowl-
edge, our proposed benchmark is the first to address typical data and processing
requirements, representative queries and analytics operations over streaming and
stored, structured and unstructured data of industrial big data applications.

3 IT × OT Big Data Applications

In this section, we first describe the main characteristics of industrial big data
systems in terms of: (1) latencies and kinds of decisions; (2) variety of data; and
(3) type of operations that occurs in these systems. We then illustrate examples
of these characteristics using two industrial applications.

The class of IT × OT big data applications can be understood in terms of the
life cycle of data, as illustrated in Fig. 1. In today’s architecture, the outermost
cycle is the strategy cycle, where the senior executives and back-office staff use
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Fig. 1. For IT×OT applications “Operational Intelligence” is the key requirement.
When decreasing time scales for responses (decision latencies), we have an increase in
automation for big data systems.

historical data stored in an Enterprise Data Warehouse (EDW) to take long term
decisions (i.e., very long latency – days or months). In this class of applications
the data is stored in an EDW which has been already processed, normalized
and structured using ETL tools. Furthermore, the operations available in these
systems are limited to historical data analysis.

We often see application needs moving from traditional business intelligence
to a more real-time operational intelligence. Thus, we want to be able to make
decisions in order of minutes or hours for operations management systems,
and if we want to decrease decision latencies, in the order of seconds or minutes,
we have operational control systems. Along with, decreasing the latencies
and kinds of decisions when moving to a more real-time operational intelli-
gence, we also observe an increase in variety of data (e.g., stored/streaming
data, structured/semi-structured/unstructured data) and in the complexity of
operations (e.g., ranging from advanced queries to time series analysis to event
correlation and prediction) in these systems. These advanced features in real-
time operational intelligence are illustrated in the middle and innermost cycles
in Fig. 1. In the middle cycle, or daily operations cycle, the operations managers
take day-to-day decisions, such as inventory management, whereas in the inner-
most cycle, the control or the operations management cycle, which is aimed at
responding in real time to changes in the state of the enterprise for efficient
management of resources.

The traditional business intelligence approach to building applications has
the main drawback that EDWs only store part of the data, while optimal decision
making at any time scale is dependent on all the data available to the enterprise.
Hence, the new architecture for IT × OT application can exploit the emerging big
data architectures to make available all the data collected from the enterprise
and perform analytics over this data for decision making. In other words, we
are moving from traditional business intelligence towards real-time operational
intelligence, where a single system is able to provide decision making at any
time scale. We illustrate this with examples from two industries. For both of
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these industries we illustrate the data and problem requirement that cannot be
address by today’s enterprise architectures.

3.1 Electric Power Industry Application

Applications in the electric power industry are collecting data at fine granulari-
ties, from a large number of smart meters, power plants, and transmission and
distribution networks. The variety of data collected also ranges from stream-
ing data (e.g., data from a large volume of smart meters and sensors, energy
trading time series) to stored data (e.g., daily billing information). Moreover,
applications in this domain are increasing in complexity, from simple historical
queries to more advanced analytics on streaming data (e.g., list the neighbor-
hoods with the highest increase energy demands compared to the same period
last week), to time series and event predictions (e.g., when and where a power
failure will occur?).

In terms of a system for operational intelligence, in the outermost cycle (illus-
trated in Fig. 2) on a long term basis we are concerned with problems such as
matching power supply with demand for a region, allocating new suppliers, and
managing future derivative contracts. In the daily cycle, we are concerned with
daily billing and managing daily supply with demand. In the operation manage-
ment cycle, we address problems such as detection of outages, dynamic pricing,
consumption optimization, personalized electric power usage recommendations,
among others.

Today, in the electricity industry, there are different systems for each of these
granularities of decision making. Furthermore, the raw smart meter data is stored
only at aggregate level, and the original raw data is discarded, consequently not
available for decision making.

Fig. 2. Smart power grid application scenario.
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Fig. 3. Smart oil and gas fields application scenario.

3.2 Oil and Gas Fields Application

Applications in the oil and gas industry are collecting data at fine granularities,
from electric submersible pumps, oil and gas pipelines, sensors in well reservoirs,
drilling rigs, oil platforms, and oil and gas refineries. The variety of data being
collected is also changing from only historical to streaming data (e.g., data from
multiple sensors installed in a network of oil rigs), and from only structured
to also include unstructured data (e.g., analysis on data from scientific papers,
operator notes, technical reports). Also, the complexity on the type data opera-
tions are increasing, from queries on historical data to more data-driven intensive
computation (e.g., find the oil and gas plays with high hydrocarbon content, find
the best completion technique for a given unconventional well).

In terms of the outermost cycle (as shown in Fig. 3) on a long term basis we
are concerned, for example, with problems such as management of reservoir and
production, oil and gas production forecasting, analysis of different basins, and
production planning. In the daily cycle, we are concerned with reducing the non-
productive time, optimizing the production, crew scheduling, and asset mainte-
nance. In the operation management cycle, we address problems such as well
as data forensics, root-cause analysis, flow interruption detection in pipelines,
production process control, among others.

We saw with the examples from electric power and oil and gas industries
the common characteristics industrial applications share. To handle the three
characteristics described above, efficient, scalable and different big data archi-
tectures are needed. In order to test these complex and different architectures
for industrial applications we need a generic approach to benchmarking these
applications.
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4 Features of Industrial Big Data Benchmark

We now present the required features needed to build an industrial big data
benchmark. We first detail an application scenario to illustrate the different
requirements of the IT × OT applications. We then abstract the application sce-
nario and develop an activity model, which gives a definition of the important
features and their relationships in the application scenario. We then discuss the
streaming and historical data that is potentially collected for such applica-
tions, and the queries and analytics operations that can be performed over
the data. Finally, we discuss the evaluation measures that should be used to
evaluate the benchmark and the simulator parameters that need to be set
for the simulator and data generator in order to obtain the benchmark with the
desired properties.

4.1 Application Scenario

We select an application scenario from the surface mining industry because it
is representative of many industrial IT × OT systems: it is characterized by a
set of field operations involving physical objects, such as stationary and moving
equipment; the operational activities generate data of diverse types, and require
a variety of analytics processing to provide operational intelligence at different
latencies, both in the field and at remote operations centers.

Surface mining is a category of mining in which soil overlying valuable natural
resources is removed. One process commonly employed in the surface mining
industry is known as open-pit mining. In open-pit mining, rocks are first blasted
where the raw material is to be found. Once the blast has taken place, the
regular mine operation happens in shifts. During a typical shift several shovels
or loaders pick up either the raw material or the waste from the blast site and
load it into trucks or haulers. If the truck is hauling raw material it proceeds to
the processing plant or the stockpile; if the truck is hauling waste it proceeds to
a dump site. Once the truck is emptied, it goes back to the loading unit (shovel
or loader) and the cycle (referred to as an operation cycle) starts again.

At any point in the mine, there are several shovels and a much larger number
of trucks operating. In a modern mine, data is constantly being collected from
various different equipment. From a mine managers’ perspective, there are sev-
eral primary objectives that need to be optimized during the operation of the
mine: (1) getting the correct mix of different grades of the raw material based on
the market conditions; (2) making sure the equipment is available in the field to
perform the activities of operation processes; and (3) making the most efficient
use of the equipment that is available in the mine.

An abstract view of data collection and processing for such field applica-
tion scenario is illustrated in Fig. 4. Data from various different field equipment
is constantly relayed via field sensors to a Remote Operations Center (ROC).
Various decisions support applications are built on top of the collected data.
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Fig. 4. Generic field IT × OT big data application scenario.

4.2 Activity Model

From the described application scenario we can highlight some of the high level
requirements for an IT × OT application:

1. Data ingestion and storage capabilities from several different processes and
equipment;

2. Data processing features from different data types and sources;
3. Encoding some domain related knowledge regarding the operations and activ-

ity on the field site;
4. Data analysis from simple queries to advanced analytics with different exe-

cution and response types;
5. Some simple to advanced visualization features from the data operations and

activities1.

From the above list of requirements, we further abstract and define an activity
model:

– Operational process is a Directed Acyclic Graph (DAG) of activities, where
manufacturing operations are the vertices and the edges represent a process
sequence. In the mining use case, an operational process for loaders and
haulers, see Fig. 5, has the following graph representation: loading → hauling
full → queuing at dump → dumping → hauling empty → queuing at loader ;

– Each activity is performed by equipment, which acts on an object. In the
mining use case, equipment is a shovel or a hauler, and object is waster or
raw materials;

– Equipment might be in stationary or moving states. Shovels are often in
stationary state and haulers are in moving state;

– Sensors measure attributes of equipment and attributes of object;
1 Visualization features are not covered in this version of our proposed benchmark.



An Approach to Benchmarking Industrial Big Data Applications 53

Fig. 5. Operational process of a haul cycle represented as a DAG of activities.

– Events signal start and finish of activities;
– Equipment cycle is one complete sequence of activity for equipment;
– Operational cycle is one complete sequence of equipment activities for an
operational process;

– Work shift consists of several different operational cycles running concur-
rently and repeatedly.

Based on the activity model, we further detail other characteristics of the pro-
posed benchmark for IT × OT applications.

4.3 Streaming and Historical Data

There are several different types of data that are generated by OT systems.
Our proposed benchmark uses data generated by a simulator that simulates the
operation processes (described in Sect. 5). Historical data is stored in the data
management and processing layers (e.g., RDBMS, Key-Value Store, Hadoop)
and real time data is streamed. In the following we describe the data schema,
shown in Fig. 6, for the historical and streaming data:

1. Operational data from equipment includes both real-time stream data (e.g.,
from current work shift) and historical, stored data (e.g., from n previous
work shifts):
– Event data generated from equipment (begin/end activities, other opera-

tional events):
ActivityEventMeasure (equipmentId, eventId, beginTimestamp, end-
Timestamp)

– Measurements from sensors on equipment:
EquipmentSensorMeasure (sensorId, value, timestamp)

– GPS Sensors on moving equipment:
MovingSensorLocationMeasure (sensorId, GPSCoordinates, timestamp)

– Field sensors (e.g., beacons):
FieldEquipmentMeasure (sensorId, equipmentId, timestamp)
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– Equipment data:
EquipmentFleetMeasure (equipmentId, fleetId, timestamp)

2. Non-equipment operational data:
– Measurements from sensors that measure attributes of object being acted

upon:
ObjectAttributeEstimationMeasure (sensorId, value, timestamp)

3. Object operational data:
– Production target within a shift:

ShiftProdutionTargetMeasure (shiftId, targetProduction)
– Relationship between activity and event type:

EventActivityMapping (acitivityId, eventId)
4. External operational data:

– Ambient sensor measures:
AmbientSensorMeasure (sensorId, value, timestamp)

5. Process operational data:
– Shift start and end times:

Shift (shiftId, beginTimestamp, endTimestamp)
6. Operator data:

– Operational notes:
OperationalNotes (authorId, timestamp, noteValue)

7. Business data:
– Attributes of equipment:

Equipment (equipmentId, type, make, year, properties)
– Sensor attributes:

Sensor (sensorId, measurementType, make, model, properties)
EquipmentSensorRelationship (sensorId, equipmentId, timestamp)
FieldSensorLocation (sensorId, GPSLocation, timestamp)

– Relationship between different equipment:
EquipmentAdjacency (equipmentId1, equipmentId2, activityId)

– Process model:
ActivityGraph (activityId1, activityId2, adjacencyRelationship)

8. There may exist other data sources:
– External business data (e.g., equipment cost):

CostOfEquipment (equipmentId, cost, timestamp)
– Manufacturer’s manual:

EquipmentUserManual (equipmentId, partId, description)

4.4 Queries and Analytics Operations

Having defined the data schema for IT × OT benchmark, we now describe the
operations on the data, ranging from simple SQL-based queries to more complex
analytics operations. Even for a single type of operation (e.g., a single SQL-based
query), the possible range of queries and analytics operations form a large space.
To systematically study this, we describe the queries and analytics operations
in terms of the following properties:
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Fig. 6. Logical data schema.

1. Data types:
– Sensor data
– Event data
– Log data
– Geospatial data
– Business data

2. Data states:
– Data in motion
– Data at rest
– Hybrid data state

3. Query execution types:
– One-shot query
– Continuous query
– Scheduled query

4. Query response types:
– Real-time query
– Near real-time query
– Best effort query

We identified some important types of queries and analytics operations that are
executed over the stored and streaming data generated by the simulator. Below
we summarize the types of queries and analytics operations:

1. Aggregate functions;
2. Lookup & search operations;
3. ETL operations on new data;
4. OLAP on stored data;
5. Data mining and machine learning operations:

– Outlier detection;
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– Time series prediction;
– Event prediction;
– Key Performance Indicator (KPI) prediction;
– Spatio-temporal pattern detection;
– Diagnostics and root cause analysis.

6. Planning and optimization operations.

We now present several sample benchmark queries and analytics operations.
These sample operations are defined in terms of the query description and pri-
mary data entity accessed to answer such queries:

1. Aggregate function queries performed over time: last t = 5 min (sliding win-
dow move by 1 min), current shift (landmark window), or previous shift (tum-
bling window), compute:
(a) Total number of activities by each equipment:

(ActivityEventMeasure, EventActivityMapping)
(b) Total number of operation cycles:

(ActivityEventMeasure, ActivityAdjacency, EventActivityMapping,
ActivityGraph)

(c) Total number of equipment cycles per equipment per equipment type:
(ActivityEventMeasure, Equipment, EventActivityMapping, Activity-
Graph)

(d) Total distance moved per each moving equipment per operation cycle:
(ActivityEventMeasure, MovingSensorLocationMeasure, EquipmentSen-
sorRelationship)

(e) Top-k average high measure from equipment:
(EquipmentSensorMeasure, EquipmentSensorRelationship)

2. Detection of threshold events:
(a) Alert if the object attribute measure is outside the bounds (mean +/- 2σ

over a fixed window of last shift):
(ObjectAttributeEstimationMeasure)

(b) Alert if wait time for any activity is above its expected value bounds
(mean +/- 2σ over a sliding window of last k hour sliding by 1 h):
(ActivityEventMeasure)

3 Detection of outlier events:
(a) Real-time outlier detection for machines based on equipment sensor health

data:
(EquipmentSensorMeasure, EquipmentSensorRelationship)

4. Detection of general events:
(a) Alert if there is an order violation in terms of activity order:

(ActivityEventMeasure, ActivityGraph, EventActivityMapping)
(b) Alert if moving equipment visits a specified field sensor less than once

during an operational cycle:
(FieldEquipmentMeasure, ActivityEventMeasure)

5. Production estimation query:
(a) Predict if an object attribute measure will miss the shift target:

(ObjectAttributeEstimationMeasure, ShiftProductionTargetMeasure)
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6. Facility optimization query:
(a) Maximize the utilization of the most expensive equipment in the working

shift:
(Equipment, CostOfEquipment, ActivityData)

7. Sensor health query:
(a) Detect faulty sensors by comparing to similar sensors:

(EquipmentSensorMeasure, EquipmentSensorRelationship, Sensor)
8. Equipment event prediction:

(a) Predict an equipment sensor health event with a time horizon of t hours:
(EquipmentSensorMeasure, ActivityEventMeasure, EquipmentAttribute,
EquipmentSensorRelationship, AmbientSensorMeasure)

9. Recommended action operation:
(a) For a predicted equipment maintenance event (e.g., downtime), recom-

mend best action:
(OperatorNotes, EquipmentSensorMeasure, ActivityEventMeasure,
EquipmentAttribute, EquipmentSensorRelationship, AmbientSensor-
Measure)

4.5 Evaluation Measures

Below we propose evaluation measures for each query and analytics operations
previous described:

1. For aggregate functions over time windows (query type 1):
– Response time: report the result within t time units of close of window;
– Accuracy: results should be correct for every query.

2. For threshold, outlier and general event detection (queries type 2–4):
– Response time: report the event within t time units of event occurring;
– Accuracy:

• All event occurrences should be detected;
• Report f-measure for outlier events.

3. For production estimation query (query type 5):
– Response time: report the production estimation within t time units of

work shift;
– Accuracy: report f-measure for estimation.

4. For facility optimization query (query type 6):
– Response time: report the utilization value within t time units of work

shift;
– Relative error: report the difference between the reference and reported

maximum utilization value.
5. For sensor health query (query type 7):

– Response time: report the sensor health within t time units of close of
window;

– Accuracy: results should be correct for every query.
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6. For equipment event prediction (query type 8):
– Response time: report the prediction within t time units of close of

window;
– Accuracy: report f-measure for prediction.

7. For recommended action operation (query type 9):
– Response time: report the utilization value within t time units of work

shift;
– Accuracy: report f-measure for recommended action.

4.6 Simulation Parameters

As part of the proposed benchmark we provide a simulator and data generator.
The activity simulator will simulate the operational processes (e.g., haul cycles)
and from that generate the relevant data (e.g., sensor, event, log data). The
simulator and data generator is capable of producing large amounts of data in
a scalable and high performance fashion. The input parameters are described
below:

1. Number of static and moving equipment in the field;
2. Number of sensors for each equipment;
3. Number of field sensors;
4. Sampling frequency of each sensor;
5. Event rates of non-activity events;
6. Number of activities in an equipment cycle;
7. Number of activities in an operational cycle;
8. Number of operational cycles in a shift;
9. Number of shifts in the entire benchmark;

10. Volume of historical and business data.

5 Benchmark Implementation

In our proposed benchmark architecture, shown in Fig. 7, we provide two mod-
ules as part of the benchmark: the simulator and data generator and the evalu-
ation modules. The simulator and data generator module receive a set of input

Fig. 7. Benchmarking IT × OT big data applications: simulator and data generator
and evaluation modules are provided as part of the benchmark.
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parameters and output a set of (streaming/historical) logs, events, business data.
The set of output data includes different data types, from static business data
to real-time stream and event data. This set of data is provided as input to the
IT × OT application under test. The second module evaluates and generates
reports on the output data produced by the IT × OT application.

6 Conclusion and Future Works

In this paper, we present the first steps towards the definition of a benchmark
for industrial big data applications. Previous benchmarks do not cover the wide
range of data, queries and analytics processing characteristics of industrial big
data applications. Our proposed benchmark is motivated by a typical industrial
operations scenario, including the typical data types and processing require-
ments, representative queries and analytics operations, and a data generator
and simulator architecture.

As a next step in this research we are performing the following tasks:

1. We have provided a description of a benchmark. Based on the community’s
feedback we will refine the benchmark and provide precise definition of the
set of queries and analytical operations;

2. We are starting to implement the benchmark. As part of the implementation,
we are developing the data generator and simulator modules;

3. We are studying additional benchmarking measures targeting industrial appli-
cations (e.g., ease of development, cost, energy efficiency, security, maintain-
ability).

References

1. Abouzied, A., Bajda-Pawlikowski, K., Huang, J., Abadi, D.J., Silberschatz, A.:
HadoopDB in action: building real world applications. In: Proceedings of the ACM
SIGMOD International Conference on Management of Data, pp. 1111–1114 (2010)

2. Baru, C., et al.: Discussion of bigbench: a proposed industry standard performance
benchmark for big data. In: Nambiar, R., Poess, M. (eds.) TPCTC 2014. LNCS,
pp. 44–63. Springer, Hiedelbeg (2015)

3. Baru, C., Bhandarkar, M., Nambiar, R., Poess, M., Rabl, T.: Big data benchmark-
ing and the BigData top100 list. Big Data J. 1(1), 60–64 (2013)

4. Chowdhury, B., Rabl, T., Saadatpanah, P., Du, J., Jacobsen, H.A.: A BigBench
implementation in the Hadoop ecosystem. In: Rabl, T., Raghunath, N., Poess, M.,
Bhandarkar, M., Jacobsen, H.A., Baru, C. (eds.) WBDB 2013. LNCS, vol. 8585,
pp. 3–18. Springer, Heidelberg (2014)

5. Transaction Processing Performance Council, TPCx-HS, February 2015.
www.tpc.org/tpcx-hs/
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Abstract. Benchmarks are important tools to evaluate systems, as long
as their results are transparent, reproducible and they are conducted with
due diligence. Today, many SQL-on-Hadoop vendors use the data gen-
erators and the queries of existing TPC benchmarks, but fail to adhere
to the rules, producing results that are not transparent. As the SQL-on-
Hadoop movement continues to gain more traction, it is important to
bring some order to this “wild west” of benchmarking. First, new rules
and policies should be defined to satisfy the demands of the new gener-
ation SQL systems. The new benchmark evaluation schemes should be
inexpensive, effective and open enough to embrace the variety of SQL-
on-Hadoop systems and their corresponding vendors. Second, adhering
to the new standards requires industry commitment and collaboration.
In this paper, we discuss the problems we observe in the current practices
of benchmarking, and present our proposal for bringing standardization
in the SQL-on-Hadoop space.

Keywords: SQL · Hadoop · Benchmark · TPC · SPEC · STAC · TPC-
DS · TPC-H

1 Introduction

Benchmarks are an integral part of software and systems development, as they
provide a means with which to evaluate systems performance in an objective way.
While the discussion and the work on new big data benchmarks are in progress,
many vendors use the Transaction Processing Performance Council (TPC) [22]
benchmark schema, data generator, and queries but are very selective about
which parts of the specification and disclosure rules they follow. The TPC was
formed to help bring order and governance on how performance testing should
be done and results published. Without the rules, the results are not comparable,
and not even meaningful.

In the relational database world there was a transition from the “lawless”
world of Debit-Credit to the much more rigorous and unambiguous world of
TPC-A/TPC-B [11].

Central to the concepts pioneered by the TPC include:
c© Springer International Publishing Switzerland 2015
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1. The notion of a specification that is sufficiently high level to permit multiple
vendor participation while simultaneously ensuring a high degree of compa-
rability.

2. The concept of “full disclosure” or disseminating sufficient detail that it
should be possible to both understand and potentially duplicate the pub-
lished results.

3. The requirement to “audit” results to ensure adherence to the specification.

In addition, the TPC Policies describe the manner in which the benchmark results
can and can not be compared in a public forum. These “Fair Use” rules set the
standard for what is and is not allowed1. In particular there is a requirement for:

1. Fidelity: Adherence to facts; accuracy
2. Candor: Above-boardness; needful completeness
3. Due Diligence: Care for integrity of results
4. Legibility: Readability and clarity

In contrast to this well-regulated relational database benchmarking environment,
in the world of SQL-on-Hadoop we are in the“wild west”. Example of this is
the (mis)use of the TPC benchmarks by the SQL-on-Hadoop systems. Some
example SQL-on-Hadoop systems include IBM Big SQL [3,12,15], Hortonworks
Hive [2],Cloudera Impala [5], Presto [18], Microsoft Polybase [8], and Pivotal
HAWQ [17].

The relatively “free” access and EULA (End User License Agreements) rules
of newer systems that are not constrained by the famous “DeWitt” clause2 makes
it easy for the SQL-on-Hadoop vendors to conduct performance comparisons
between their system and competitors and publish the results. In fact, so far in
2014 we have observed a large number of web blogs written by SQL-on-Hadoop
vendors that compare the performance of their system against the competitor
systems reporting results using components of database benchmarks such as
TPC-H [27] and TPC-DS [23]; Two benchmarks that are very popular for testing
SQL-based query processing capabilities of relational databases.

A closer look at these performance comparisons reveals that the rules of
the benchmarks are typically not followed. As we will discuss in more detail in
the following section, it is common for vendors to pick a subset of the queries
of the benchmark and perform a comparison using only those. Secondly, the
queries are modified because more often they only support a limited subset of
the SQL standard. Finally, it is not clear whether and how well the competitor
open-source system was tuned.

According to the TPC standards, each database vendor installs, tunes and
performs a full run of the database benchmark according to the benchmark spec-
ification, on his system only and then produces a report that describes all the
details. This report and the performance results are audited by an accredited

1 http://www.tpc.org/information/about/documentation/tpc policies v6.0.htm#
Toc367096059.

2 http://en.wikipedia.org/wiki/David DeWitt.

http://www.tpc.org/information/about/documentation/tpc_policies_v6.0.htm#_Toc367096059
http://www.tpc.org/information/about/documentation/tpc_policies_v6.0.htm#_Toc367096059
http://en.wikipedia.org/wiki/David_DeWitt
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TPC Auditor and are submitted to the TPC for certification. When a potential
customer wants to compare various systems in the same category from differ-
ent vendors, she can review the high level performance metrics, including price
performance, the detailed underlying implementation details, and the auditor’s
certification letter indicating compliance with all benchmark requirements.

In this paper, we want to point out the fact that in the world of SQL over
Hadoop rigorous scientific benchmarking has been replaced by unscientific com-
parisons in the name of marketing and we would like to draw attention to this
problem. We believe new benchmarks are needed that test not only the tradi-
tional structured query processing using SQL, but also emphasize the unique
features of the Hadoop ecosystem and emerging big data applications. We also
emphasize the need for benchmark specifications and industry commitment in
order to bring standardization in the SQL-on-Hadoop space. Finally, we present
our proposal towards these objectives.

2 Current Practices for Reporting Performance Results

In this section, we provide some examples of how SQL-on-Hadoop vendors use
the TPC benchmarks when they evaluate their systems against the competitor
systems.

One commonly used benchmark by all SQL-on-Hadoop vendors is the tradi-
tional TPC-DS benchmark [23]. The TPC-DS benchmark consists of 99 queries
which access 7 fact tables and multiple dimension tables. TPC-H is also another
popular benchmark used by the SQL-on-Hadoop vendors to test the performance
of their systems. For those interested, the 22 TPC-H queries for Hive and Impala
are available online [28,29].

Recently, the Cloudera Impala developers have published a comparison
between Hive, Impala and a traditional DBMS (called DBMS-Y) using TPC-
DS as the workload basis [6,24] and subsequent comparisons between Impala
and other SQL-on-Hadoop systems [25,26]. In their first comparison [24] they
argue that using this workload Impala can be up to 69X faster than Hive and
is generally faster than DBMS-Y with speedups up to 5X. In their subsequent
comparison they find that Impala is on average 5X faster than the second fastest
SQL-on-Hadoop alternative (Shark). The Impala developers have also provided
the data definition language statements and queries that they have used in their
study [13].

By taking a closer look at these queries, we will observe that only 19 queries
out of the 99 TPC-DS queries are used. An additional query which is not part
of the TPC-DS benchmark has also been introduced. Moreover, these queries
access a single fact table only (out of the 7 fact tables that are part of the
TPC-DS dataset). This results in query plans of a similar pattern when the
fact table is joined with multiple dimension tables: the small dimension tables
are broadcast to the nodes where the fact table resides and a join is performed
locally on each of these nodes, without requiring any repartitioning/shuffling of
the fact table’s data.
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Clearly, picking a subset of the queries that have a common processing pat-
tern (for which a particular system is optimized) and testing the systems on only
those queries do not reveal the full strengths and limitations of each system and
is against the rules of the TPC-DS benchmark.

Another observation on the study of the queries in [24–26,28,29] is that some
of these queries were modified in various ways:

– Cloudera’s Impala does not currently support windowing functions and rollup.
Thus, whenever a TPC-DS query included these features, these were removed
from the query. This is not fair to other systems such as Apache Hive and
possibly DBMS-Y which already support these features.

– An extra partitioning predicate on the fact table has beed added in the where
clause of each query [24–26]. This predicate reduces the amount of the fact
table data that need to be accessed during the query processing. It is worth
noting that there exist advanced query rewrite techniques that introduce the
correct partitioning predicates on the fact table without manual interven-
tion [21].

– According to the TPC-DS specification the values in the query predicates
change with the TPC-DS scale factor. However, the queries published in [13]
do not use the correct predicate values for the supported scale factor.

– In both the TPC-H and the TPC-DS benchmarks, the queries contain pred-
icates on the DATE attributes of the tables. These predicates typically select
a date interval (e.g., within a month from a given date). This interval should
be computed by the system under test by using, for example, built-in date
functions. However, in the published TPC-H and TPC-DS inspired queries
by the open-source vendors in [24–26,28,29], the date intervals are already
pre-computed by the authors of the queries.

– In some queries, the predicates in the WHERE clauses are transformed into
predicates in the ON clauses and are manually pushed down closer to the join
operations.

– Some queries are re-written in a specific way that enforces the join ordering
during the query execution.

When vendors present performance comparisons between different versions of
their own systems, they use a very small set of the queries. This creates a false
impression of a general characteristic when only a small biased (hand-picked)
number of queries is used to substantiate a claim. For example, in a blog from
Hortonworks [14], a single TPC-DS query is used to show the performance ben-
efits using Hive’s ORC file format with predicate pushdown over the previous
Hive versions.

In this blog, Hortonworks also claims that the ORC columnar format results in
better compression ratios than Impala’s Parquet columnar format for the TPC-DS
dataset at 500 scale factor. This claim, was later dismissed by Cloudera [6], which
showed that if the same compression technique is used, the Parquet columnar
format is more space-efficient than the ORC file format for the same dataset.
This incident points out the importance of transparency. It is also worth noting
that a 500 scale factor is not a valid scale factor for the TPC-DS workload.
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It is quite clear that the rules established by the TPC for the TPC-H and
the TPC-DS benchmark specifications are not followed in today’s experimental
comparisons for SQL-on-Hadoop systems. This can be quite misleading, since
each SQL-on-Hadoop vendor can now modify, add or remove queries when com-
paring to other SQL-on-Hadoop systems. In fact, it is not even clear how well
the competitor systems are tuned for these modified workloads.

Another performance comparison between different SQL-on-Hadoop systems
have been published from the UC Berkeley AMPlab [1]. The benchmark used in
these comparisons is inspired by the queries used in a 2009 SIGMOD paper [16]
and contains only 4 queries. We would like to point out that the queries used
in [16] were created in order to compare the vanilla MapReduce framework with
parallel databases, and to prove that parallel databases excel at join. Since at
that time MapReduce had limited functionality, these queries were very simple
(e.g., contained at most one join operation). Today’s SQL-on-Hadoop systems
are much more sophisticated than the vanilla MapReduce framework and thus
should not be evaluated with such simple benchmarks but with more sophisti-
cated benchmarks that will reveal their full strengths and limitations.

We believe that these few examples clearly demonstrate the chaotic situation
that currently exists in the SQL-on-Hadoop world when it comes to benchmark-
ing and performance evaluation.

3 Whither SQL-on-Hadoop Benchmarking

Given the fact that benchmarking in the SQL-on-Hadoop world is in a “wild
west” state, a natural question to ask is “What is the solution to this problem?”
We believe that the SQL-on-Hadoop vendors should do the following:

1. Build on the decades of RDBMS benchmarking experience and move to a
new generation of SQL over Hadoop benchmarking (e.g., [4]).

2. Employ good scientific experimental design and procedures that generate
reproducible, comparable and trustworthy results.

3. Adhere to the TPC specifications and policies when using the TPC bench-
marks.

4. Create new benchmarks for the SQL-on-Hadoop systems that represent the
characteristics and features of the new generation of big data applications
(e.g., BigBench [10], TPC-DS Hadoop/Hive Friendly, etc.)

5. Agree on the rules for new benchmarks, and extend existing ones as needed
so that all vendors follow them when reporting benchmark results.

Since the benchmarking rules and policies are critical in bringing standardization
in the SQL-on-Hadoop space, in the following sections, we discuss the bench-
marking methodologies of different industry standard benchmark councils, as
well as their relevance to the SQL-on-Hadoop benchmarking space. Finally, we
present an outline of our own proposal for bringing standardization in this space.
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3.1 TPC

The TPC [22] has been the leading benchmarking council for transaction process-
ing and database benchmarks. However, TPC has been somewhat mired in the
traditions of the past, and has been slow to evolve and invent new benchmarks
to represent modern workloads and systems. While there has been movement to
providing more artifacts to lower the cost of participation, the benchmark kits
of the standard TPC benchmarks produced by each vendor remain proprietary.
The costs to audit and publish can be prohibitively high and are likely a key
reason for low vendor participation. This raises the issue on whether TPC is
the organization that will address the problems faced in the SQL-over-Hadoop
space.

Recently, the TPC has started re-inventing itself by introducing the TPC
Express process [9] and by launching TPCx-HS [30], the first benchmark that
follows the TPC Express process. The TPC Express process aims at lowering
the cost of participation at TPC and at making the TPC benchmarks accessible
to a broad class of practitioners including academia, consumers, analysts and
computer hardware and software manufacturers [9]. The TPCx-HS benchmark
is the first TPC benchmark focused on big data systems such as Hadoop. As
opposed to the previous TPC benhmark, the TPCx-HS benchmark is available
via the TPC Web site in the form of a downloadable kit. The existence of a kit,
independent of the vendor that runs the benchmark, is a key characteristic of the
TPC Express process which aims to make the benchmark more readily available.
As opposed to other database benchmarks such as TPC-H, whose results must
be validated by a certified TPC auditor, the TPCx-HS benchmark results can
also be validated using a peer-review process. The members of the peer-review
committee are official TPCx-HS members.

Another problem of the TPC benchmarks is that they have historically taken
a rather narrow view of the“measure of goodness” while real customers have
broader considerations. The former CTO of SAP, Vishal Sikka, published a blog
posting that attempted to articulate the characteristics that should be considered
in a new benchmark3. While the blog itself was a thinly disguised advertisement
for HANA, Vishal does raise some interesting aspects that can and should be
considered when constructing a new benchmark. In particular, he points to five
core dimensions that should be considered:

1. going deep (the benefit of allowing unrestricted query complexity)
2. going broad (the benefit of allowing unrestricted data volume and variety)
3. in real-time (the benefit of including the most recent data into the analysis)
4. within a given window of opportunity (the benefit of rapid response time)
5. without pre-processing of data (the cost of data preparation)

Most of these are relevant to current and future Hadoop systems and should
be taken into account when defining a new benchmark for the SQL-on-Hadoop
systems.
3 http://www.saphana.com/community/blogs/blog/2013/09/16/

does-the-world-need-a-new-benchmark.

http://www.saphana.com/community/blogs/blog/2013/09/16/does-the-world-need-a-new-benchmark
http://www.saphana.com/community/blogs/blog/2013/09/16/does-the-world-need-a-new-benchmark
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3.2 SPEC

The Standard Performance Evaluation Corporation (SPEC) [19] is formed to
establish, maintain and endorse a standardized set of relevant benchmarks for
high-performance computers. SPEC also reviews and publishes submitted results
from the SPEC member organizations and other benchmark licensees. SPEC
employs a peer-review scheme of the benchmarking results (instead of an audit-
ing scheme) that has been quite successful. The members of the peer-review
committee are official SPEC members. Through this membership, the compa-
nies that are willing to accept SPEC’s standards can also participate in the
development of the benchmarks.

3.3 STAC

The Securities Technology Analysis Center (STAC) [20] is a relatively new orga-
nization. It first formed a Benchmark Council in 2007. It is a large, well-funded
organization consisting of over 200 financial institutions and 50 vendor organiza-
tions, focused on the securities industry. One unique aspect of this organization
is that it is run by companies representing “consumers” of IT products. Vendors,
while encouraged to participate, do not control the organization. STAC has only
recently become interested in Big Data and formed a Big Data special interest
group in 2013. The STAC members have written a white paper that character-
izes the major Big Data use cases they envision in the securities and banking
industry [7].

STAC has begun working on a Big Data benchmark specification whose
details are restricted to its members. It is too early to know how strong a bench-
mark will emerge, and what value it will have outside the securities industry. We
encourage the Big Data community to stay abreast of developments at STAC,
and encourage STAC to be more open about the benchmarks and specifications
that it generates.

4 Our Proposal

The rate of change, the number of new players, and the industry-wide shift to new
communication modes (e.g. blogs, tweets) make it next to impossible to conduct
benchmarks using the traditional auditing procedures (such as the TPC audit-
ing process) using database TPC benchmarks. Our belief is that the SQL-on-
Hadoop community should build on the experiences of different industry standard
benchmark councils to bring standardization in the SQL-on-Hadoop space and to
produce fair and meaningful benchmarking results. The necessary steps needed
towards this goal are the following:

1. Robust benchmark specifications
2. Flexible, portable, and easy to use benchmarking kits
3. Cost-effective, timely, efficient yet high quality peer-reviewing procedures
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We believe that the existence of flexible and downloadable benchmarking kits
is a significant step towards the widespread adoption of any benchmark. Pro-
prietary benchmark kits result in high implementation cost, and thus make the
benchmarking process expensive to start in the first place. This observation has
already been made by TPC, and thus the TPCx-HS benchmark is the first TPC
benchmark that is vendor-neutral: It comes with a downloadbale benchmarking
kit. This is a key characteristic of the TPC Express process.

Regarding the reviewing of the benchmarking results, we need a robust scheme
that will bring organization, transparency and objectivity in the SQL-on-Hadoop
benchmarking space. We believe that the best solution to the SQL-on-Hadoop
world’s chaotic state is the use of a peer-review approach. The goal of this app-
roach is to develop timely, cost-effective but high quality “reviews” to minimize
the “marketing” effects. Using this approach, every vendor that publishes or com-
pares a set of SQL-on-Hadoop systems, writes a performance report that includes
a description of the hardware and software configuration and the tuning process.
This report is peer-reviewed, not only by the vendors of the systems tested but
by other independent reviewers in the industrial or academic setting. Once an
agreement is reached the results would be published online. As noted in an earlier
section, the peer-review scheme has already been used by organizations such as
SPEC [19] and has been quite succesful.

We believe that all the SQL-on-Hadoop vendors would agree on this app-
roach, since they will be able to argue about the performance of their systems
whenever another vendor conducts a performance comparison that incorporates
their system. The most challenging part of this process is to ensure that the SQL-
on-Hadoop vendors be prevented from blocking the publication of unfavorable
results for their systems. To avoid such cases, we propose a “revision” process
in which the SQL-on-Hadoop vendors that doubt the validity of the results, will
provide concrete feedback that proposes configuration changes that should to
be made. A maximum number of revision requests per vendor could also be set
(e.g., up to two revision requests). This approach guarantees that: (a) the ven-
dors that have doubts about the validity of the experimental setting/result will
be forced to provide accurate and detailed feedback and (b) these vendors will
be prevented from indefinitely blocking the publication of the results.

5 Conclusions

The existence of new, more sophisticated benchmarks that can represent the new
generation workloads, is certainly a big step for the SQL-on-Hadoop community.
However, their formulation is not going to bring any standardization unless these
benchmarks are accompanied by rules and policies that will ensure transparency
and objectivity. Otherwise, these benchmarks will be abused in the name of mar-
keting, similar to what is happening now with the existing TPC benchmarks. To
realize this vision, all the SQL-on-Hadoop vendors should come to an agreement
on how to use the benchmarks, and how to report performance results using them.
We believe that a peer-review approach along with the existence of portable
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and easy-to-use benchmarking kits is the only viable solution. Furthermore, tem-
plates for summarizing results in a standard way, similar to a TPC Executive
Summary, should be created and provided to all. Of course, we do not expect
that the existence of published unofficial results that present performance evalu-
ations for different systems will cease to exist. However, if the community agrees
upon the standards, publishes results based on the standards, and uses an effec-
tive reviewing scheme, then the importance of these web blogs and their impact
on the end-user will be significantly reduced. This is exactly the same reason that
led to the formation of the TPC and its first benchmark, TPC-A, more than 25
years ago. IBM is eager to join the community in bringing order to the exciting
world of SQL-on-Hadoop benchmarking.
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Abstract. The exponential growth of data first presented challenges to cutting-
edge businesses such as Goggle, Yahoo, Amazon, Microsoft, Facebook, and
Twitter. Data volumes to be processed by cloud applications are growing much
faster than computing power. This growth demands new strategies for pro-
cessing and analyzing information. Hadoop MapReduce has become a powerful
computation model that addresses those problems. MapReduce is a program-
ming model that enables easy development of scalable parallel applications to
process vast amounts of data on large clusters. Through a simple interface with
two functions, map and reduce, this model facilitates parallel implementation of
many real world tasks such as data processing for search engines and machine
learning. Earlier versions of Hadoop MapReduce had several performance
problems like connection between map to reduce task, data overload and slow
processing. In this paper, we propose a modified MapReduce architecture –

MapReduce Agent (MRA) – that resolves those performance problems. MRA
can reduce completion time, improve system utilization, and give better per-
formance. MRA employs multi-connection which resolves error recovery with a
Q-chained load balancing system. In this paper, we also discuss various appli-
cations and implementations of the MapReduce programming model in cloud
environments.

1 Introduction

Cloud computing is the delivery of computing services over the Internet. Cloud ser-
vices allow individuals and businesses to use software and hardware that are managed
by third parties at remote locations. Examples of cloud services include online file
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storage, social networking sites, webmail, and online business applications. The cloud
computing model allows access information and computer resources from anywhere
where a network connection is available. To make full use of big data, tens of terabytes
(TBs) or tens of petabytes (PBs) of data need to be handled. To process vast amounts of
data Hadoop MapReduce is the basic technologies for big data processing in cloud
environments. Google proposed MapReduce. The MapReduce framework simplifies
the development of large-scale distributed applications on clusters of commodity
machines. MapReduce is typically applied to large batch-oriented computations that are
concerned primarily with time to job completion. The Google MapReduce framework
[1] and open-source Hadoop system reinforce this usage model through a batch-pro-
cessing implementation strategy: the entire output of each map and reduce task is
materialized to a local file before it can be consumed by the next stage. Materialization
allows for a simple and elegant checkpoint/restart fault tolerance mechanism that is
critical in large deployments, which have a high probability of slowdowns or failures at
worker nodes and traditional MapReduce have some limitation like performance
problem, connection problem etc.

To solve the above discussed problems we propose a modified MapReduce
architecture that is MapReduce Agent (MRA). MRA provides several important
advantages to the MapReduce framework. We highlight the potential benefits first:

• In the MapReduce framework, data is transmitted from the map to the reduce stage.
So there may be connection problem. To solve this problem MRA creates iSCSI [2]
Multi-Connection and Error Recovery Method [3] to avoid drastic reduction of
transmission rate from TCP congestion control mechanism and guarantee fast
retransmission of corruptive packet without TCP re-establishment.

• For fault tolerance and workload, MRA creates Q-chained cluster. A Q-chained
cluster [3] is able to balance the workload fully among data connections in the event
of packet losses due to bad channel characteristics.

• In Cloud computing environment a popular data processing engine for big data is
Hadoop MapReduce due to ease-of-use, scalability, and failover properties.

The rest of this paper is organized as follows. Overview of the big data, cloud com-
puting, iSCSI protocol, Hadoop MapReduce architecture and pipelining mechanism [5]
are described in Sect. 2. In Sect. 3, we describe our research motivations. We describe
our proposed model of MapReduce Agent briefly in Sect. 4. We evaluate the perfor-
mance and discuss results in Sect. 5. Finally in Sect. 6, we provide the conclusion of
this paper.

2 Background

In this section, besides the iSCSI protocol we review the big data implementation in the
cloud environment, MapReduce programming model and describe the salient features
of Hadoop, a popular open-source implementation of MapReduce.
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2.1 Cloud Computing

Cloud computing is an emerging technology for large scale data analysis, providing
scalability to thousands of computers, in addition to fault tolerance and cost effec-
tiveness. Generally, a cloud computing environment is a large-scale distributed net-
work system implemented based on a number of servers in data centers. The cloud
services are generally classified based on a layer concept. In the upper layers of this
paradigm, Infrastructure as a Service (IaaS), Platform as a Service (PaaS), and Software
as a Service (SaaS) are stacked.

Infrastructure as a Service (IaaS): IaaS is built on top of the data center layer. IaaS
enables the provision of storage, hardware, servers and networking components. The
client typically pays on a per-use basis. The examples of IaaS are Amazon EC2 (Elastic
Cloud Computing) and S3 (Simple Storage Service).

Platform as a Service (PaaS): PaaS offers an advanced integrated environment for
building, testing and deploying custom applications. The examples of PaaS are Google
App Engine, Microsoft Azure, and Amazon MapReduce/Simple Storage Service.

Software as a Service (SaaS): SaaS supports a software distribution with specific
requirements. In this layer, the users can access an application and information
remotely via the Internet and pay only for that they use. Salesforce is one of the
pioneers in providing this service model. Microsoft’s Live Mesh also allows sharing
files and folders across multiple devices simultaneously.

2.2 Big Data Management System

Big data includes structured data, semi-structured (XML or HTML tagged text) and
unstructured (PDF’s, e-mails, and documents) data. Structured data are those data
formatted for use in a database management system. Semi-structured and unstructured
data include all types of unformatted data including multimedia and social media
content. Hadoop, used to process unstructured and semi-structured big data, uses the
MapReduce paradigm to locate all relevant data then select only the data directly
answering the query. NoSQL, MongoDB, and TerraStore process structured big data.

2.3 Hadoop Architecture

Hadoop [4] includes Hadoop MapReduce, an implementation of MapReduce designed
for large clusters, and the Hadoop Distributed File System (HDFS), a file system
optimized for batch-oriented workloads such as MapReduce. In most Hadoop jobs,
HDFS is used to store both the input to the map step and the output of the reduce
step. Note that HDFS is not used to store intermediate results (e.g., the output of the
map step): these are kept on each node’s local file system.

A Hadoop installation consists of a single master node and many worker nodes.
The master, called the Job-Tracker, is responsible for accepting jobs from clients,
dividing those jobs into tasks, and assigning those tasks to be executed by worker
nodes.
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2.4 Map Task Execution

Each map task is assigned a portion of the input file called a split. By default, a split
contains a single HDFS block (64 MB by default) [4], so the total number of file blocks
determines the number of map tasks. The execution of a map task is divided into two
phases (Fig. 1).

• The map phase reads the task’s split from HDFS, parses it into records (key/value
pairs), and applies the map function to each record.

• After the map function has been applied to each input record, the commit phase
registers the final output with the TaskTracker, which then informs the JobTracker
that the task has finished executing.

2.5 Reduce Task Execution

The execution of a reduce task is divided into three phases (Fig. 2).

• The shuffle phase fetches the reduce task’s input data. Each reduce task is assigned a
partition of the key range produced by the map step, so the reduce task must fetch
the content of this partition from every map task’s output.

• The sort phase groups records with the same key together.
• The reduce phase applies the user-defined reduce function to each key and corre-

sponding list of values.

2.6 Pipelining Mechanism

In pipelining version of Hadoop [5], they developed the Hadoop online prototype (HOP)
that can be used to support continuous queries: MapReduce jobs that run continuously.
They also proposed a technique known as online aggregation which can provide initial

Fig. 1. Map function interface

Fig. 2. Reduce function interface.
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estimates of results several orders of magnitude faster than the final results. Finally the
pipelining can reduce job completion time by up to 25 % in some scenarios.

2.7 iSCSI Protocol

iSCSI (Internet Small Computer System Interface) is a transport protocol that works on
top of TCP [2]. iSCSI transports SCSI packets over TCP/IP. iSCSI client-server model
describes clients as iSCSI initiator and data transfer direction is defined with regard to
the initiator. Outbound or outgoing transfers are transfer from initiator to the target.

3 Motivations

When a company needs to store and access more data it has multiple choices. One
option would be to buy a bigger machine with more CPU, RAM, disk space, etc. This
is known as scaling vertically. Of course, there is a limit to the size of single machine
that are available and at internet scale this approach is not viable. Another option is
cloud computing, here we can store more data. In Cloud computing environment a
popular data processing engine for big data is Hadoop MapReduce.

In Cloud computing environment various cloud clients store and process data in a
wireless network that has important matter to think about total performance during data
sending and receiving. As we know that in wireless network there bandwidth is narrow
so during packet exchange time there is huge data overheads. So data sending and
receiving parameters needs tuning to be optimized unnecessary packet exchange. Our
proposed method is offering to remove unnecessary packet exchange of an iSCSI
protocol and to reduce a network overhead.

In the pipelining mechanism of Hadoop MapReduce a naïve implementation is
used to send data directly from map to reduce tasks using TCP [5]. When a client
submits a new job to Hadoop, the JobTracker assigns the map and reduce tasks
associated with the job to the available TaskTracker slots. In the modified Hadoop
system each reduce task contacts every map task upon initiation of the job and opens a
TCP socket, which will be used to send the output of the map function. The drawback
of this solution is that TCP congestion during data transmission cab occur. In this case,
TCP connections are being disconnected and after that data must be retransmitted,
which takes a long time. To solve this problem, we propose MRA that can send data
without retransmission using iSCSI multi-connection and also manages load balancing
of data because iSCSI protocol works over TCP. Another motivation is that the iSCSI
protocol is based on block I/O and Hadoop’s map task also assigns HDFS blocks for
the input process.

4 Proposed Model: MapReduce Agent

In cloud computing environments a popular data processing engine for big data is
Hadoop-MapReduce due to its ease-of-use, scalability, and failover properties. But
traditional MapReduce sometimes has poor performance due to connection problems
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and slow processing. To resolve those problems and improve the limitations of Hadoop
MapReduce, we create MRA, which can improve the performance. Traditional Ma-
pReduce implementations also provides a poor interface for interactive data analysis,
because they do not emit any output until the map task has been executed to
completion. After producing the output of the map function, MRA creates multi-
connections with the reducer rapidly (Fig. 3).

If one connection falls or a data overload problem occurs then the rest of job will
distributed to other connections. Our Q-Chained cluster load balancer does this job [3].
So that the reducer can continue its work, which reduces the job completion time
(Fig. 4).

Fig. 3. Proposed MapReduce mechanism to process data in cloud environment.

Input Data

Mapper Mapper Mapper

MRA

Multi-
Connection

Q-chained
cluster

Reducer Reducer Reducer

Output Data

Fig. 4. Map Reduce Agent Architecture (MRA).
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4.1 Multi-Connection and Error Recovery Method of ISCSI

In order to alleviate the degradation of the iSCSI-based remote transfer service caused
by TCP congestion control, we propose the MRA Multi-Connection and Error
Recovery method for one session, which uses multiple connections for each session. As
mentioned in [3], in a single TCP network connection when congestion occurs by a
timeout or the reception of duplicate ACKs (Acknowledgement) then one half of the
current window size is saved in sstresh (slow start window). Additionally, if the
congestion is indicated by a timeout, cwnd (congestion window) is set to one segment.
This may cause a significant degradation in online MapReduce performance. On the
other hand in the Multi-Connection case, if TCP congestion occurs within a connec-
tion, the takeover mechanism selects another TCP connection.

The general overview of the proposed Multi-Connection and Error Recovery based
on iSCSI protocol scheme, which has been designed for iSCSI based transfer system.
When the mapper (worker) is in active mode or connected mode for reduce job that
time session is started. This session is indicated to be a collection of multiple TCP
connection. If packet losses occur due to bad channel characteristics in any connection,
our proposed scheme will pick out Q-Chained Cluster’s balanced redistribute data by
the other active connections.

We use a filter mechanism to control parameter. Figure 5 shows the parameter filter
module, which checks the network status, and calculates the channel number, which is
best suited for network resource. The filter also filters the parameter of iSCSI initiator
and target. In iSCSI remote storage systems there are also device commands and iSCSI
commands. The filter module checks the commands and network status of both initiator
and target. If the command parameter carries the device command then it sends to the
iSCSI device directly and if the command parameter is iSCSI command related like
NOP IN, NOP OUT [7] then it does not need to send them to the device controller.

This way we can reduce the network overhead and increase the iSCSI remote
storage system performance. The parameter controller measures the Round-Trip Time
(RTT) in TCP two-way handshake to determine the appropriate number of TCP con-
nections for a specific destination.

Fig. 5. Overview of Multi-connection and Error Recovery Method of iSCSI [3].
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4.1.1 TCP Two Way Handshaking
With RTT we can measure TCP two-way handshaking between the initiator and the
target, it can be more efficient at avoiding filtering and inflation of packets than ICMP
probes. The multi-TCP connections controller negotiates the number of connections
between the initiator and the target for data transmission, according to Eq. (2) using
parameter (RTT), which was collected by the parameter collector.

As given: p is a packet drop rate. T bps: the maximum sending rate for a TCP
connection. B (bytes): TCP connection sending packets with a fairly constant RTT of
R seconds. Given the packet drop rate p, the minimum Round-trip time R, and the
maximum packet size B, we can use the Eq. (1) to calculate the maximum arrival rate
from a conformant TCP connection.

T � 1:5 � ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

2=3 � Bp

R � ffiffiffi

p
p ð1Þ

Equation (2) shows that the number of established TCP connections (N) used in Multi-
Connection iSCSI depends on RTT (Rt) measured by the parameter collector. The
minimumRTT can determine the number of connections to be opened as shown in Fig. 6.

However, while the use of concurrent connections increases throughput, it also
increases the packet drop rate. Therefore, it is important to obtain the optimal number
of connections to produce the expected throughput.

T � 1:5 � ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

2=3 � Bp

R � ffiffiffi

p
p � N �W

Rt
ð2Þ

Where W is window size of each TCP connection. The received acknowledgement
from the initiator and the sent acknowledgement from target will be integrated with the
next request and the next acknowledgement response.

4.2 Q-Chained Cluster Load Balancer

Q-chained cluster is able to balance the workload fully among data connections in the
event of packet losses due to bad channel characteristics. When a congestion occurs in

Initiator Target

SYN m

mss q

SYN n
mss p

Fig. 6. Two-way handshaking of TCP Connection.
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a data connection, this module can do a better job of balancing the workload, which is
originated by congestion connection. It will be distributed among N-1 connections
instead of a single data connection. Figure 7 illustrates how the workload is balanced in
the event of congestion occurrence in a data connection (Data Connection 1 in this
example) with Q-chained cluster. For example, with the congestion occurre nce of
Data Connection 1, the primary data Q1 is no longer transmitted in the congested
connection for the TCP input rate to be throttled and thus its recovery data Q1 of Data
Connection 1 is passed to Data Connection 2 for conveying storage data. However,
instead of requiring Data Connection 2 to process all data both Q2 and Q1, Q-chained
cluster offloads 4/5ths of the transmission of Q2 by redirecting them to Q2 in Data
Connection 3. In turn, 3/5ths of the transmission of Q3 in Data Connection 3 are sent to
Q3. This dynamic reassignment of the workload results in an increase of 1/5th in the
workload of each remaining data connection.

5 Performance Evaluation

As per as [5] we also evaluate the effectiveness of online aggregation, we performed
two experiments on Amazon EC2 using different data sets and query workloads. In
their first experiment [5], the authors wrote a “Top-K” query using two MapReduce
jobs: the first job counts the frequency of each word and the second job selects the K
most frequent words. We ran this workload on 5.5 GB of Wikipedia article text stored
in HDFS, using a 128 MB block size. We used a 60-node EC2 cluster; each node was a
“high-CPU medium” EC2 instance with 1.7 GB of RAM and 2 virtual cores. A virtual
core is the equivalent of a 2007-era 2.5 Ghz Intel Xeon processor. A single EC2 node
executed the Hadoop Job- Tracker and the HDFS NameNode, while the remaining
nodes served as slaves for running the TaskTrackers and HDFS DataNodes.

A thorough performance comparison between pipelining, blocking and MRA is
beyond the scope of this paper. In this section, we instead demonstrate that MRA can
reduce job completion times in some configurations. We report performance using both
large (512 MB) and small (32 MB) HDFS block sizes using a single workload (a
wordcount job over randomly-generated text). Since the words were generated using a
uniform distribution, map-side combiners were ineffective for this workload. We
performed all experiments using relatively small clusters of Amazon EC2 nodes. We
also did not consider performance in an environment where multiple concurrent jobs
are executing simultaneously.

Fig. 7. Q-Chained load balancer.
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5.1 Performance Results of ISCSI Protocol for Multi-Connection

Experimental Methodology:

Our scheme’s throughput in different RTTs are measured for different numbers of
connections in Fig. 8. We see the slowness of the rising rate of throughput between 8
connections and 9 connections. This shows that reconstructing the data in turn influences
throughputs and the packet drop rates are increased when the number of TCP connec-
tions is 9 as the maximum use of concurrent connections between initiator and target.

Therefore, 8 is the maximum optimal number of connections from a performance
point of view. Multi-Connection iSCSI mechanism also works effectively because the
data transfer throughputs increase linearly when the round trip time is larger than 250 ms.

In Fig. 9, the performance comparison of Multi-Connection iSCSI and iSCSI at
different bit-error rates is shown. We see that for bit-error rates of over 5.0 × 10-7the
Multi-Connection iSCSI (2 connections) performs significantly better than the iSCSI
(1 connection), achieving a throughput improvement about 24 % in SCSI read.

Fig. 8. Throughput of Multi-Connection
iSCSI System. Y axis is containing through-
put easurement with Mbps & X axis is for
number of connections. 50, 100, 250 and
500 RTT are measured by ms.

Fig. 9. Throughput of Multi-Connection iSCSI
vs iSCSI at different error rates. Y axis is
throughput & X axis is for bit error rate.

Fig. 10. Q-Chained cluster load balancer vs No load balancer. MC: Multi Connection, Q-CC:
Q-Chained cluster NLB: No load balancer.
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Moreover, as bit-error rates go up, the figure shows that the rising rate of throughput is
getting higher at 33 % in 1.0 × 10-6, 39.3 % in 3.9 × 10-6and 44 % in 1.5 × 10-5.
Actually, Multi-Connection iSCSI can avoid the forceful reduction of transmission rate
efficiently from TCP congestion control using another TCP connection opened during a
service session, while iSCSI does not make any progress. Under statuses of low bit
error rates (< 5.0 × 10-7), we see little difference between Multi-Connection iSCSI and
iSCSI. At such low bit errors iSCSI is quite robust at handling these.

In Fig. 10, Multi-Connection iSCSI (8 connections) with Q-Chained cluster shows
average performance improvement of about 11.5 %. It can distribute the workload
among all remaining connections when packet losses occur in any connection. To
recall an example given earlier, with M = 6, when congestion occurs in a specific
connection, the workload of each connection increases by only 1/5. However, if Multi-
Connection iSCSI (proposed scheme) establishes a performance baseline without load
balancing, any connection, which is randomly selected from takeover mechanism, is
overwhelmed.

5.2 Experimental Results of TCP Two Way Handshaking

Comparing two way handshaking method with three way handshaking, we have
achieved better performance which is shown in Fig. 11.

5.3 Performance Results and Comparison on MapReduce

In the Hadoop map reduce architecture [4, 5]; their first task is to generate output which
is done by map task consume the output by reduce task. The whole thing makes the
process lengthy because reduce tasks have to wait for the output of the map tasks.
Using pipelining mechanism [5], they send output of map task immediately after
generation of per output to the reduce task so it takes less time than Hadoop Ma-
pReduce. During the transmission (TCP) if any problem occurred then they retransmit
again which takes more time and drastically reduces the performance of the MapRe-
duce mechanism (Figs. 12, 13, 14, 15, 16, 17).

Fig. 11. Comparison of data transmission, in between two-way handshaking and three-way
handshaking mode.
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Fig. 12. CDF of map and reduce task
completion times for a 10 GB wordcount
job using 20 map tasks and 20 reduce tasks
(512 MB block size). The total job runtimes
were 361 s for blocking.

Fig. 13. CDF of map and reduce task comple-
tion times for a 10 GB wordcount job using 20
map tasks and 20 reduce tasks (512 MB block
size). The total job runtimes were 290 s for
pipelining.

Fig. 14. CDF of map and reduce task completion times for a 10 GB wordcount job using 20
map tasks and 20 reduce tasks (512 MB block size). The total job runtimes were 240 s for MRA.

Fig. 15. CDF of map and reduce task
completion times for a 100 GB wordcount
job using 240 map tasks and 60 reduce tasks
(512 MB block size). The total job runtimes
were 48 min for blocking.

Fig. 16. CDF of map and reduce task comple-
tion times for a 100 GB wordcount job using
240 map tasks and 60 reduce tasks (512 MB
block size). The total job runtimes were 36 min
for pipelining.
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On the other hand our proposed mechanism (MRA) recovers the drawback by
using multi-connection and Q-chained load balancer method. In these circumstances
MRA may prove its better time of completion.

6 Conclusion

Cloud technology progress & increased use of the Internet are creating very large new
datasets with increasing value to businesses and processing power to analyze them
affordable. The Hadoop-MapReduce programming paradigm has a substantial base in
the big data community due to the cost-effectiveness on commodity Linux clusters and
in the cloud via data upload to cloud vendors, who have implemented Hadoop/HBase.

Finally we can say that our proposed model MRA resolves all the limitation of
Hadoop Map Reduce and it can reduce the time to job completion. Our modified
MapReduce architecture that can play an important role to process big data in cloud
environment efficiently.
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Abstract. This work investigates the performance of Big Data applications in
virtualized Hadoop environments, hosted on a single physical node. An eval-
uation and performance comparison of applications running on a virtualized
Hadoop cluster with separated data and computation layers against standard
Hadoop installation is presented. Our experiments show how different Data-
Compute Hadoop cluster configurations, utilizing the same virtualized resour-
ces, can influence the performance of CPU bound and I/O bound workloads.
Based on our observations, we identify three important factors that should be
considered when configuring and provisioning virtualized Hadoop clusters.

Keywords: Big data � Benchmarking � Hadoop � Virtualization

1 Introduction

Apache Hadoop1 has emerged as the predominant platform for Big Data applications.
Recognizing this potential, Cloud providers have rapidly adopted it as part of their
services (IaaS, PaaS and SaaS) [8]. For example, Amazon, with its Elastic MapRe-
duce (EMR)2 web service, has been one of the pioneers in offering Hadoop-as-a-
service. The main advantages of such cloud services are quick automated deployment
and cost-effective management of Hadoop clusters, realized through the pay-per-use
model. All these features are made possible by virtualization technology, which is a
basic building block of the majority of public and private Cloud infrastructures [7].
However, the benefits of virtualization come at a price of an additional performance
overhead. In the case of virtualized Hadoop clusters, the challenges are not only the
storage of large data sets, but also the data transfer during processing. Related works,
comparing the performance of a virtualized Hadoop cluster with a physical one,
reported virtualization overhead ranging between 2-10 % depending on the appli-
cation type [1, 6, 9]. However, there were also cases where virtualized Hadoop
performed better than the physical cluster, because of the better resource utilization
achieved with virtualization.

1 https://hadoop.apache.org/.
2 http://aws.amazon.com/elasticmapreduce/.
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In spite of the hypervisor overhead caused by Hadoop, there are multiple advan-
tages of hosting Hadoop in a cloud environment [1, 6, 9] such as improved scalability,
failure recovery, efficient resource utilization, multi-tenancy, security, to name a few.
In addition, using a virtualization layer enables to separate the compute and storage
layers of Hadoop on different virtual machines (VMs). Figure 1 depicts various
combinations to deploy a Hadoop cluster on top of a hypervisor. Option (1) is hosting a
worker node in a virtual machine running both a TaskTracker and NameNode service
on a single host. Option (2) makes use of the multi-tenancy ability provided by the
virtualization layer hosting two Hadoop worker nodes on the same physical server.
Option (3) shows an example for functional separation of compute (MapReduce ser-
vice) and storage (HDFS service) in separate VMs. In this case, the virtual cluster
consists of two compute nodes and one storage node hosted on a single physical server.
Finally, option (4) gives an example for two separate clusters running on different
hosts. The first cluster consists of one data and one compute node. The second cluster
consists of a compute node that accesses the data node of the first cluster. These
deployment options are currently supported by Serengeti,3 a project initiated by
VMWare, and Sahara,4 which is part of the OpenStack5 cloud platform.

The objective of this work was to investigate the performance of Hadoop clusters,
deployed with separated storage and compute layers (option (3)), on top of a hypervisor
managing a single physical host. We have benchmarked different Hadoop cluster
configurations by running CPU bound and I/O- bound workloads.

The rest of the paper is organized as follows: Sect. 2 presents the benchmarking
approach; Sect. 3 describes the experimental platform; Sect. 4 presents the experiments
and analyzes the results. Finally, Sect. 5 summarizes the lessons learned.

Fig. 1. Options for vrtualized Hadoop cluster deployments

3 http://www.projectserengeti.org/.
4 https://wiki.openstack.org/wiki/Sahara/.
5 http://www.openstack.org/.
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2 An Iterative Approach to Big Data Benchmarking

We have defined and used what we call an Iterative Experimental Approach to
investigate the performance of multiple test scenarios. The model is briefly illustrated
in Fig. 2, and consists of four steps.

First step is to choose a Big Data benchmark which matches the characteristics of
the evaluated application. For that, we have chosen the HiBench [2] benchmark suite.
In each test scenario only one workload at a time is evaluated. In the second step, we
configured the experimental platform by selecting the type of Hadoop cluster and
allocating the virtualized resources to each cluster node. In the third step the experi-
ments are performed following the rules of the chosen benchmark in order to ensure
accurate and comparable test results. In the fourth and final step, the experimental
results are analyzed by extracting the metrics, building graphical representations and
validating the measured values.

We call our approach iterative because after the initial test run (completing steps 1
to 4) the user can start at step one, switching to a different workload, and continue
performing new test runs on the same cluster configuration. However, to ensure con-
sistent data state, a fresh copy of the input data has to be generated before each
benchmark run. Similarly, in case of new cluster configuration all existing virtual nodes
have to be deleted and replaced with new ones, using a basic virtual machine template.
For all experiments, we ran exclusively only one cluster configuration at a time on the
platform. In this way, we avoided biased results due to inconsistent system state.

3 Experimental Platform

An abstract view of the experimental platform we used to perform the tests is shown in
Fig. 3. The platform is organized in four logical layers described below.

Hardware Layer: It consists of a standard Dell PowerEdge T420 server equipped with
two Intel Xeon E5-2420 (1.9 GHz) CPUs each with six cores, 32 GB of RAM and four
1 TB, Western Digital (SATA, 3.5 in, 7.2 K RPM, 64 MB Cache) hard drives.

Management Layer (Virtualization): We installed the VMWare vSphere 5.16 platform
on the physical server, including ESXi and vCenter Servers for automated VM
management.

Platform Layer (Hadoop Cluster): Project Serengeti integrated in the vSphere Big Data
Extension7 (BDE) (version 1.0), installed in a separate VM, was used for automatic

Fig. 2. Iterative experimental approach

6 http://www.vmware.com/products/vsphere/.
7 http://www.vmware.com/products/big-data-extensions/.
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deployment and management of Hadoop clusters. The hard drives were deployed as
separate datastores and used as shared storage resources by BDE. The deployment of
both Standard and Data-Compute cluster configurations was done using the default
BDE/Serengeti Server options as described in [4]. In all the experiments we used the
Apache Hadoop distribution (version 1.2.1), included in the Serengeti Server VM
template (hosting CentOS), with the default parameters: 200 MB java heap size, 64 MB
HDFS block size and replication factor of 3.

Application Layer (HiBench): For our experiments, we have chosen two MapReduce
representative applications from the HiBench micro-benchmarks, namely, the Word-
Count (CPU bound) and the TestDFSIOEnhanced (I/O bound) workloads.

One obvious limitation of our experimental environment is that it consists of a single
physical server, hosting all VMs, and does not involve any physical network com-
munication between the VM nodes. Additionally, all experiments were performed on
the VMWare ESXi hypervisor. This means that the reported results may not apply to
other hypervisors as suggested by related work [3], comparing different hypervisors.

4 Experiments and Evaluation

4.1 Experimental Setup

The focus of our work is on analyzing the performance of different virtualized Hadoop
cluster configurations deployed and tested on our platform. We identify two types of
cluster configurations as depicted in Fig. 4: Standard Hadoop (SH) and Data-Compute
Hadoop (DCH) clusters.

Fig. 3. Experimental platform layers

Fig. 4. Standard and Data-Compute Hadoop cluster configurations
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The Standard Hadoop cluster type is a standard Hadoop cluster configuration but
hosted in a virtualized environment with each cluster node installed in a separate VM.
The cluster consists of one Compute Master VM (running JobTracker), one Data
Master VM (running NameNode) and multiple Worker VMs. Each Worker VM is
running both TaskTracker (TT) and DataNode (DN) services. The data exchange is
between the TT and DN services in the VM.

On the other hand, the Data-Compute Hadoop cluster type has similarly Compute
and Data Master VMs, but two types of Worker nodes: Compute and Data Worker
VMs. This means that there are data nodes, running only DN service and compute
nodes, running only TT service. The data exchange is between the Compute and Data
VMs, incurring extra network traffic. The advantage of this configuration is that the
number of data and compute nodes in a cluster can be independently and dynamically
scaled, adapting to the workload requirements.

The first factor that we have to take into account when comparing the configura-
tions is the number of VMs utilized in a cluster. Each additional VM increases the
hypervisor overhead and therefore can influence the performance of a particular
application as reported in [3, 9, 10]. At the same time, running more VMs utilizes more
efficiently the hardware resources and in many cases leads to improved overall system
performance (CPU and I/O Throughput) [9].

The second factor is that all cluster configurations should utilize the same amount of
hardware resources in order to be comparable.

Taking these two factors into account, we specified six different cluster configu-
rations. Two of the cluster configurations are of type Standard Hadoop cluster and the
other four are of type Data-Compute Hadoop cluster. Based on the number of virtual
nodes utilized in a cluster configuration, we compare Standard1 with Data-Comp1 and
Standard2 with Data-Comp3 and Data-Comp4. Additionally, we added Data-Comp2
to compare it with Data-Comp1 and Data-Comp3. The goal is to better understand how
the number of data nodes influences the performance of I/O bound applications in a
Data-Compute Hadoop cluster.

Table 1 shows the worker nodes for each configuration and the allocated per VM
resources (vCPUs, vRAM and vDisks). Three additional VMs (Compute Master, Data
Master and Client VMs), not listed in Table 1, were used in all of the six cluster
configurations. For simplicity, we will abbreviate in the rest, the Worker Node as WN,
the Compute Worker Node as CWN and Data Worker Node as DWN.

4.2 CPU Bound Workload

In the first experiment, we investigated the performance of the WordCount [2] work-
load, which is a standard CPU bound MapReduce job. The workload takes three
parameters: input data size per node, number of map jobs per node and number of
reduce jobs per node. In the case of Data-Compute cluster these parameters are only
relevant for the Compute Workers (running TaskTracker). Therefore, in order to
achieve comparable results between the Standard and Data-Compute Hadoop cluster
types, the overall sum of the processed data and number of map and reduce tasks
should be the same. For example, to process 60 GB data in Standard1 (3 WNs) cluster
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were configured 20 GB input data size, 4 map and 1 reduce tasks, whereas in Data-
Comp1 (2 CWNs & 1 DWN) cluster were configured 30 GB input data size, 6 map and
1 reduce tasks. Similarly, we adjusted the input parameters for the remaining four
clusters to ensure that the same amount of data was processed. We experimented with
three different data sets (60, 120 and 180 GB), which compressed resulted in smaller
sets (15.35, 30.7 and 46 GB).

Figure 5 depicts the WordCount completion times normalized for each input data
size with respect to Standard1 as baseline. The lower values represent faster comple-
tion times, respectively the higher values account for longer completion times.

Table 2 compares cluster configurations utilizing the same number of VMs. In the
first case, Standard1 (3 WNs) performs slightly (2 %) better than Data-Comp1
(2 CWNs & 1 DWN). In the second and third case, Standard2 (6 WNs) is around 23 %
faster than Data-Comp3 (3 CWNs & 3 DWNs) and around 14 % faster than Data-
Comp4 (5 CWNs & 1 DWNs), making it the best choice for CPU bound applications.

In Table 3, comparing the configurations with different number of VMs, we
observe that Standard2 (6 WNs) is between 17-19 % faster than Standard1 (3 WNs),
although Standard2 utilizes 6 VMs and Standard1 only 3 VMs. Similarly, Data-Comp4
(5 CWNs & 1 DWNs) achieves between 1-3 % faster times than Standard1 (3 WNs).

Table 1. Six experimental Hadoop cluster configurations

Configuration
Name

Worker Nodes

Standard1
(Standard Cluster 1)

3 Worker Nodes
TaskTracker & DataNode; 4 vCPUs; 4608 MB vRAM; 100 GB vDisk

Standard2
(Standard Cluster 2)

6 Worker Nodes
TaskTracker & DataNode; 2 vCPUs; 2304 MB vRAM; 50 GB vDisk

Data-Comp1
(Data-Compute
Cluster 1)

2 Compute Worker
Nodes

1 Data Worker Node

TaskTracker; 5 vCPUs;
4608 MB vRAM; 50 GB
vDisk

DataNode; 2 vCPUs; 4608 MB vRAM;
200 GB vDisk

Data-Comp2
(Data-Compute
Cluster 2)

2 Compute Worker
Nodes

2 Data Worker Nodes

TaskTracker; 5 vCPUs;
4608 MB vRAM; 50 GB
vDisk

DataNode; 1 vCPUs;
2084 MB vRAM; 100 GB vDisk

Data-Comp3
(Data-Compute
Cluster 3)

3 Compute Worker
Nodes

3 Data Worker Nodes

TaskTracker; 3 vCPUs;
2664 MB vRAM; 20 GB
vDisk

DataNode; 1 vCPUs;
1948 MB vRAM; 80 GB vDisk

Data-Comp4
(Data-Compute
Cluster 4)

5 Compute Worker
Nodes

1 Data Worker Nodes

TaskTracker; 2 vCPUs;
2348 MB vRAM; 20 GB
vDisk

DataNode; 2 vCPUs;
2048 MB vRAM; 200 GB vDisk
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In both cases having more VMs utilizes better the underlying hardware resources,
which complies to the conclusions reported in [9].

Another interesting observation is that cluster Data-Comp1 (2 CWNs & 1 DWN)
and Data-Comp2 (2 CWNs & 2 DWN) perform alike, although Data-Comp2 utilizes an
additional instance of data worker node, which causes extra overhead on the hyper-
visor. However, as theWordCount workload is 100 % CPU bound, all the processing is
performed on the compute worker nodes and the extra VM instance does not impact the
actual performance. In the same time, if we compare the times on Fig. 5 of all four
Data-Compute cluster configurations, we observe that the Data-Comp4 (5 CWNs & 1
DWNs) performs best. This shows both that the allocation of virtualized resources
influence the application performance and that for CPU bound applications having
more compute nodes is beneficial.

Fig. 5. Normalized WordCount completion times

Table 3. WordCount comparison - different number of VMs

Different Number of
VMs

3 VMs 4 VMs

4 VMs 6 VMs
Data Size (GB) Diff. (%) Standard1/

Standard2
Diff. (%) Standard1/ Data-
Comp4

60 -19 -3
120 -18 -1
180 -17 -1

Table 2. WordCount comparison - equal number of VMs

Equal Number
of VMs

3 VMs 6 VMs 6 VMs

Data Size (GB) Diff. (%) Standard1/
Data-Comp1

Diff. (%) Standard2/
Data-Comp3

Diff. (%) Standard2/
Data-Comp4

60 0 22 13
120 2 22 14
180 2 23 14
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Serengeti offers the ability for Compute Workers to use a Network File System
(NFS) instead of virtual disk storage, also called TempFS in Serengeti. The goal is to
ensure data locality, increase capacity and flexibility with minimal overhead. A detailed
evaluation and experimental results of the approach are presented in the related work
[5]. Using the TempFS storage type, we performed experiments with Data-Comp1 and
Data-Comp4 cluster configurations. The results showed very slight 1-2 % improvement
compared to the default shared virtual disk type that we used in all configurations.

4.3 I/O Bound Workload

In the next experiment, we use the TestDFSIOEnhanced [2] workload, which is
designed to stress test the I/O storage (read and write) capabilities of a cluster. The
workload consists of TestDFSIO-read and TestDFSIO-write parts, which will be dis-
cussed separately. The two test parameters used for all configurations were a constant
file size of 100 MB and three variations of the number of files (100, 200 and 500),
which resulted in three different data sets (10, 20 and 50 GB).

Figure 6 depicts the normalized TestDFSIO-read times, with Standard1 (3 WNs)
achieving the best times for all test cases. Table 4 compares the cluster configurations
utilizing the same number of VMs, whereas Table 5 compares configurations utilizing
different number of VMs.

In the first case, Standard1 (3 WNs) performs up to 73 % better than Data-Comp1
(2 CWNs & 1 DWN) because of the different data placement strategies. In Data-Comp1
the data is stored on a single data node and should be read in parallel by the two compute
nodes, which is not the case in Standard1where each node stores the data locally, avoiding
any communication conflicts. In the second case, Standard2 (6 WNs) performs between
18-46 % slower than Data-Comp3 (3 CWNs & 3 DWNs). Although, each node in
Standard2 stores a local copy of the data, it seems that the resources allocated per VM are
not sufficient to run both TT and DN services, which is not the case in Data-Comp3.

In Table 5 we observe that Data-Comp2 (2 CWNs & 2 DWNs) completion
times are two times faster than Data-Comp1 (2 CWNs & 1 DWN). On the other
hand, Data-Comp3, which utilizes 3 data nodes, is up to 39 % faster than Data-Comp2.

Fig. 6. Normalized TestDFSIOEnhanced read completion times
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This complies with our assumption that using more data nodes improves the read
performance.

Figure 7 illustrates the TestDFSIO-write [2] completion times for five cluster
configurations. Table 6 compares the cluster configurations utilizing the same number
of VMs. In the first case, Standard1 (3 WNs) performs between 10-24 % slower than
Data-Comp1 (2 CWNs & 1 DWN). The reason for this is that Data-Comp1 utilizes
only one data node and the HDFS pipeline writing process writes all three block copies
locally on the node, which of course is against the fault tolerance practices in Hadoop.
In a similar way, Data-Comp3 (3 CWNs & 3 DWNs) achieves up to 14 % better times
than Standard2 (6 WNs).

Table 7 compares cluster configurations with different number of VMs. Data-
Comp1 (2 CWNs & 1 DWN) achieves up to 19 % better times than Data-Comp3

Table 4. TestDFSIOEnhanced read - equal number of VMs

Equal Number of
VMs

3 VMs 6 VMs

Data Size (GB) Diff. (%) Standard1/Data-
Comp1

Diff. (%) Standard2/Data-
Comp3

10 68 -18
20 71 -30
50 73 -46

Table 5. TestDFSIOEnhanced read - Different Number of VMs

Different Number of
VMs

3 VMs 4 VMs
4 VMs 6 VMs

Data Size (GB) Diff. (%) Data-Comp1/Data-
Comp2

Diff. (%) Data-Comp2/Data-
Comp3

10 -104 3
20 -99 -15
50 -106 -39

Fig. 7. Normalized TestDFSIOEnhanced write times
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(3 CWNs & 3 DWNs), because of the extra cost of writing to 3 data nodes (enough to
guarantee the minimum data fault tolerance) instead of only one data node. Further
observations show that although Data-Comp3 utilizes 6VMs, it achieves up to 15 %
better times than Standard1, which utilizes only 3VMs. However, this difference
decreases from 15 % to 1 % with the growing data sizes and may completely vanish for
larger data sets.

5 Lessons Learned and Future Work

Our experiments showed that compute-intensive (i.e. CPU bound) workloads are
more suitable for Standard Hadoop clusters, but the overhead (up to 14 %) when
hosted on a Data-Compute Hadoop cluster is acceptable in cases when node
elasticity is more important. We also observed that adding more compute nodes to a
Data-Compute cluster improves the performance of CPU bound applications. Read-
intensive (i.e. read I/O bound) workloads perform best (Standard1) when hosted on
a Standard Hadoop cluster. However, adding more data nodes to a Data-Compute
Hadoop cluster improved up to 39 % the reading speed (e.g. Data-Comp2/Data-
Comp3). Write-intensive (i.e. write I/O bound) workloads were up to 15 % faster
(e.g. Standard2/Data-Comp3 and Standard1/Data-Comp3) on a Data-Compute
Hadoop cluster in comparison to a Standard Hadoop cluster. Also our experiments
showed that using less data nodes results in better write performance (e.g. Data-
Comp1/Data-Comp3) on a Data-Compute Hadoop cluster, reducing the overhead of
data transfer.

During the benchmarking process, we identified three important factors which
should be taken into account when configuring a virtualized Hadoop cluster:

Table 6. TestDFSIOEnhanced Write - Equal Number of VMs

Equal Number of
VMs

3 VMs 6 VMs

Data Size (GB) Diff. (%) Standard1/Data-
Comp1

Diff. (%) Standard2/Data-
Comp3

10 -10 4
20 -21 -14
50 -24 -1

Table 7. TestDFSIOEnhanced Write - Different Number of VMs

Different Number of
VMs

3 VMs 3 VMs
6 VMs 6 VMs

Data Size (GB) Diff. (%) Data-Comp1/Data-
Comp3

Diff. (%) Standard1/Data-
Comp3

10 -4 -15
20 13 -6
50 19 -1
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1. Choosing the “right” cluster type (Standard or Data-Compute Hadoop cluster) that
provides the best performance for the hosted Big Data workload is not a
straightforward process. It requires very precise knowledge about the workload
type, i.e. whether it is CPU intensive, I/O intensive or mixed, as indicated in Sect. 4.

2. Determining the number of nodes for each node type (compute and data nodes) in a
Data-Compute cluster is crucial for the performance and depends on the specific
workload characteristics. The extra network overhead, caused by intensive data
transfer between data and compute worker nodes, should be carefully considered, as
reported by Ye et al. [10].

3. The overall number of virtual nodes running in a cluster configuration has direct
influence on the workload performance, this is also confirmed by [3, 9, 10].
Therefore, it is crucial to choose the optimal number of virtual nodes in a cluster, as
each additional VM causes an extra overhead to the hypervisor. At the same time,
we observed cases, e.g. Standard1/Standard2 and Data-Comp1/Data-Comp2,
where clusters consisting of more VMs utilized better the underlying hardware
resources.

In the near future, we plan to repeat the experiments on a virtualized multi-node cluster
involving physical network overhead. Additionally, we will also consider experi-
menting with other workloads (e.g. mixed CPU and I/O bound) as well as using larger
data sets. We are also planning to perform similar experiments using OpenStack and
other hypervisors (e.g. KVM and Xen).

Acknowledgments. We would like to thank Jeffrey Buell of VMware for providing a useful
feedback on an early version of this paper and Nikolaos Korfiatis for his helpful comments and
support.
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Abstract. During software development, it is often necessary to access
real customer data in order to validate requirements and performance
thoroughly. However, company and legal policies often restrict access to
such sensitive information. Without real data, developers have to either
create their own customized test data manually or rely on standardized
benchmarks. While the first tends to lack scalability and edge cases, the
latter solves these issues but cannot reflect the productive data distrib-
utions of a company.

In this paper, we propose PopulAid as a tool that allows developers
to create customized benchmarks. We offer a convenient data genera-
tor that incorporates specific characteristics of real-world applications to
generate synthetic data. So, companies have no need to reveal sensible
data but yet developers have access to important development artifacts.
We demonstrate our approach by generating a customized test set with
medical information for developing SAP’s healthcare solution.

Keywords: In-memory database ·Data generation ·Application testing

1 Introduction

Development and maintenance of enterprise applications highly depends on pro-
ductive data to take the risk of slow, wrong, or inconsistent information into
account. These issues can be handled best with productive data because it
embodies the optimal basis for adding new features, debugging, and profiling
performance bottlenecks. So, developers can ensure that their enterprise appli-
cations are able to handle expected data and increased usage in the future.

However, in most cases it is impossible to develop with productive data.
Legal reasons, competitive advantages, clues to business secrets, and data privacy
usually prohibit the usage of such data. Unfortunately, developers need test data,
therefore they have to spend parts of their time on the creation of data that suits
their needs. For two reasons, this data is likely to be biased in some way:
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– Developers cannot know every single detail of productive data so that they
tend to miss important requirements and edge cases. In consequence, the
generated data is based on false assumptions and does not reflect productive
data in all circumstances.

– Time is limited. Therefore, the creation is done as simple as possible and
the amount of generated data is limited to the amount absolutely required–
scalability is not tested under these conditions.

To solve these issues, standardized benchmarks are a means to help developers
during development of large applications. They offer not only realistic data vol-
umes but also cover possible edge cases and faulty inputs. However, based on
the fact that they are standardized, they can neither reflect the productive data
distributions of a certain company nor include individual queries sufficiently [1].

To circumvent these shortcomings, an ideal solution would be customized
benchmarks with generated test data that shares the same characteristics as
in real applications. While the standard benchmark includes appropriate and
common edge cases, the customization reflects specific tables, productive data
volumes, and distributions present in a company. This way, developers would get
a scalable dataset to test specific queries without requiring customers to reveal
their sensitive information.

In this paper, we present PopulAid1 as a tool for generating customized test
data. With the help of our web interface, developers can easily adjust their
schemas, assign generators to columns, and get immediate previews of potential
results. In doing so, generators configure not only specific value properties for one
column such as data type, range and data pools, distribution, or number of dis-
tinct and undefined values; but also dependencies for column combinations such
as foreign keys, pattern evaluation, and functional relations. PopulAid allows
developers to create data in a scalable and efficient manner by applying these
generators to SAP HANA. This columnar in-memory database can leverage the
performance potentials also for write-intensive tasks such as data generation [2].
We present our approach with the help of a real-world example that generates
a test set representing medical data from SAP’s healthcare solution.

The remainder of this paper is structured as follows: Sect. 2 presents PopulAid
and its core features, Sect. 3 evaluates our approach, Sect. 4 discusses related
work, and Sect. 5 concludes.

2 PopulAid

PopulAid is designed to be a convenient solution for realistic application testing.
We seamlessly integrate our data generation into development processes and
offer different ways of interacting with our approach in order to support good
usability. To reach this goal, we focus on three core concepts:

1 More information (including a screencast) can be found at: https://epic.hpi.
uni-potsdam.de/Home/PopulAid.

https://epic.hpi.uni-potsdam.de/Home/PopulAid
https://epic.hpi.uni-potsdam.de/Home/PopulAid
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– No setup is required. When available, PopulAid is shipped together with the
target database SAP HANA.

– Immediate feedback of the input via a preview of the values to be generated.
As depicted in Fig. 1, for every column, a representative selection of ten values
is shown directly in the web front-end.

– Assistive guessing of suitable generators. Especially for wide tables with more
than 100 columns, assigning generators manually is tedious. Guessing of
suitable generators for missing columns is done on the basis of the present
datatype, the name of the column, and past generation tasks. Columns that
have a not null constraint and did not get assigned a generator manually, are
chosen automatically.

Fig. 1. Webfrontend with Value Previews for Table NPAT

The main interface is a web front-end as shown in Fig. 1. Additionally, data
generation can also be configured via an Eclipse plugin or directly via a Java
API, which, for example, allows unit tests to automatically generate data.

Even if PopulAid was initially aimed for SAP HANA, its API supports arbi-
trary databases reachable via JDBC. Concerning the user interface, a generic
approach to retrieve existing distributions and present immediate feedback is
currently under development.
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Fig. 2. Schematic Architecture Overview

To demonstrate the process and PopulAid’s main features, we generate med-
ical data for SAP’s healthcare solution (IS-H). Its primary tables comprise patient
master data (NPAT), cases (NFAL) and services performed (NLEI)2. These tables
hold sensitive data that is liable to strict privacy protection and therefore cannot
be distributed to developers. For the patient master data table (NPAT), we focus
on the generation of the first name (VNAME) and the combined primary key (fields
MANDT and PATNR). On the cases table (NFAL), we explain the generation of the for-
eign key to NPAT. Finally, we use the services performed table (NLEI) to measure
the achieved performance of our data generation.

We begin with the first name column in table NPAT. In our front-end, the user
selects the VNAME column and chooses the data pool generator for Firstnameswith
a Zipf distribution [3] (see Fig. 1). In order to execute the generator, the selected
configuration is sent to the backend via JSON (see Fig. 2). The backend instantiates
a data pool generator, loads the first name dataset and assigns the generator to
the VNAME column. The Zipf distribution is enforced by the container that delivers
the values for the generator. As the configuration specifies a Zipf distribution with
2400 distinct values and a skew of 1.2, the container picks the distinct values ran-
domly from the dataset and assigns them the appropriate probabilities. Whenever
the generator is called, it returns its pick from the containers’ weighted value set.
After all generators of a table were called, the picks are set as values for a prepared
insert statement, which is then executed in batches.

For the combined primary key in NPAT, we create long generators for both
columns (MANDT and PATNR). To enforce uniqueness of the combinations, the gen-
erators are ordered and handed over to an instance of MultiColumnGenerator

2 More information concerning the tables and the included attributes is accessible
under: http://help.sap.com/saphelp crm60/helpdata/de/09/a4d2f5270f4e58b2358fc
5519283be/content.htm.

http://help.sap.com/saphelp_crm60/helpdata/de/09/a4d2f5270f4e58b2358fc5519283be/content.htm
http://help.sap.com/saphelp_crm60/helpdata/de/09/a4d2f5270f4e58b2358fc5519283be/content.htm
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with distribution set to unique. Afterwards, the MultiColumnGenerator is
assigned to both columns. On each call, the generator returns the next entry
from an unique array of values for the columns it is assigned to.

In table NFAL, the fields MANDT and PATNR realize the connection of the case to
the patient master data. Therefore, we use a FunctionalDependencyGenerator
here. This generator retrieves all distinct values from the source columns PATNR
and uses them as its value pool. Apart from that, the ForeignKeyGenerator
works like the data pool generator.

In addition to the aforementioned generators, PopulAid features various other
generators to create dates and timestamps, texts that follow a specified pattern,
e.g., for phone numbers or email addresses, or use custom SQL queries to extract
their value pools. With regard to data types, all standard types are supported.
To reflect realistic data, it is also possible to pollute the generated values with
a predefined share of undefined or null values. PopulAid also allows to update
values in existing tables, for example to add missing columns, apply expected
characteristics to already existing datasets, complete sparse data or to provoke
certain edge cases.

3 Evaluation

After creating data with PopulAid, we have a more detailed look into its per-
formance characteristics. For that reason, we generate data for our previous
introduced tables (NPAT: 116 columns, NFAL: 76 columns, NLEI: 112 columns).
These tables also have specific requirements that have to be fulfilled: NPAT has a
two multi-column uniqueness constraint over two columns; NFAL has a random
foreign key dependency over two combined columns to NPAT; and NLEI has a
random foreign key dependency over two combined columns to NFAL.

We measure the performance for creating our customized test data under the
following conditions. We consider both the number of entries per second and the
raw data throughput (in MB per second).

When profiling the generator, we focus on the pure execution time and
exclude the setup time that has to be done only once. We choose a batch size
of 20 entries to be inserted together, which turned out to be optimal in most
cases. The inserting transaction is always committed just at the very end of
the generation. To rule out statistical outliers, we perform each measurement
10 times and choose the median value. We execute all benchmarks on an Intel
Core i7 4 x 2.6 GHz CPU with 4 GB RAM assigned to the Java Virtual Machine,
connected via Ethernet to a virtual machine-based SAP HANA running on a
Xeon X5670 with 4 cores at 2.93 GHz with 32 GB RAM.

Table 1 presents our performance measurements for SAP’s healthcare solu-
tion. As can be seen in the table, the run-time of PopulAid’s generation process
increases nearly linearly when incrementing the data size. For example, generat-
ing data for NFAL requires 2,5 s for 100,000 entries and 25 s for 1,000,000 entries.
Figure 3 also illustrates the linear correlation between generated entries and the
runtime. The throughput seems to be constantly high with generated entries
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Table 1. Performance Measurements for NPAT, NFAL, and NLEI Tables

Run-time in ms Entries/s MB/s

Data Size NPAT NFAL NLEI NPAT NFAL NLEI NPAT NFAL NLEI

1,000 120 51 60 8,333 19,608 16,667 9.63 13.84 17.01

10,000 387 296 360 25,839 33,783 27,777 29.83 23.85 28.33

100,000 3,844 2,505 3,305 26,014 39,920 30,257 30.11 28.21 30.86

1,000,000 45,611 25,550 34,112 21,925 39,139 29,315 25.37 27.66 29.90

between 20,000 and 40,000 per second. Only for small amounts of data size,
the throughput is considerably lower than the throughputs achieved for larger
amounts. This can be explained with the higher influence of opening transactions
and accompanying database connections on the entire performance. For greater
datasets than shown in Table 1, the throughput tested on NLEI remained con-
stant at about 30,000 entries per second for 5 million entries. The differences in
throughput between tables is based on the individual constraints for data gener-
ation. A probable reason for the decrease in NPAT is the uniqueness requirement
that has to be fulfilled. Considering NLEI, the greater size in terms of columns
may be the reason for lower entries per second in comparison to NFAL.

Fig. 3. Generation Runtime on Logarithmic Scale

While conducting our performance tests, we spotted the JDBC connection
as the limiting factor of throughput. For that reason, we still wanted to measure
the theoretical throughput without network limitations. When writing the data
to disk into a comma-separated values (CSV) file, for each table the achieved
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throughput ranged between 29,9 MB/s and 33,4 MB/s. This speed is close to the
optimal performance when writing to the database because the CPU utilizations
while inserting was fluctuating in the 90 % range. Nevertheless, we can still
achieve higher writing throughput if we implement full parallelization in the
near future.

4 Related Work

In general, data generation is a widely researched area in computer science,
which would go beyond the scope of this paper. In the context, we therefore
focus on related work concerning data generation in the context of customized
benchmarks for application testing. The need for customizing standard bench-
marks such as defined by the Transaction Processing Council (TPC) has already
been identified [1]. The authors figured out that the domain-specific benchmarks
are increasingly irrelevant due the diversity of data-centric applications. For
that reason, they call for techniques and tools to synthetically scaling data and
create application-specific benchmarks. The multi-dimensional data generator
(MUDD) [4] allows for generating huge data volumes with appropriate distrib-
utions and hierarchies. However, it is designed specifically to support the tables
used in the TPC-DS benchmark. To generate data for customized tables, their
configuration has to be implemented as ANSI-C classes. The parallel data gen-
eration framework (PDGF) [5] supports the processing, storage, and loading
aspects of big data analytics and so allows for end-to-end benchmarks. This
generic data generator is currently applied in TPC benchmarks because it gen-
erates large amount of relational data very fast by parallelizing with seeded
random number generators. The big data generator suite (BDGS) [6] reuses
PDGF and enhances the approach with the 4 V requirements (volume, variety,
velocity, and veracity). For example, it derives characteristics from real data and
so preserves data veracity or supports several data sources and types in order to
achieve variety. Finally, Myriad [7] is an expressive data generation toolkit that
makes extensive use of parallelization.

Compared to PopulAid, the flexibility of the presented approaches for cus-
tomized application test data is limited. While the aforementioned projects cover
various aspects of the 4 V requirements, they lack capabilities to configure the
generation in a fast and intuitive way. In order to play out their technical fea-
tures, generators have to be easily usable and fit into the development process
seamlessly. PopulAid satisfies this requirement with an intuitive web front-end,
immediate feedback about expected results, and semi-automatic configuration
of generators.

5 Conclusion

In this paper, we presented a data generation tool named PopulAid. It allows
developers to easily create customized test data when productive data is not
available. For this purpose, PopulAid offers a convenient web interface in order
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to adjust schemas, get assisted with generators, and obtain immediate previews.
Our approach offers a broad spectrum to generate data from adapting specific
values to defining complex dependencies between multiple columns. We inte-
grated PopulAid into the SAP HANA in-memory database and showed how
to generate a customized test data set for medical data from SAP’s healthcare
solution.

Future work deals with two topics. First, we will further improve the perfor-
mance of PopulAid. Currently, we are working on a fully parallelized solution
that is directly integrated into the SAP HANA in-memory database.

Second, we are experimenting with different approaches concerning the
anonymization of customer data. Instead of the “traditional” way, generating data
with similar characteristics, we experiment with means to manipulate real-world
data until a back reference is not possible anymore. This method allows developers
to create customized benchmarks which are still closer to customer data.

Acknowledgments. We thank Janusch Jacoby, Benjamin Reissaus, Kai-Adrian Roll-
mann, and Hendrik Folkerts for their valuable contributions during the development
of PopulAid.
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Abstract. Cloud computing is a new paradigm for using ICT services—
only when needed and for as long as needed, and paying only for service
actually consumed. Benchmarking the increasingly many cloud services
is crucial for market growth and perceived fairness, and for service design
and tuning. In this work, we propose a generic architecture for bench-
marking cloud services. Motivated by recent demand for data-intensive
ICT services, and in particular by processing of large graphs, we adapt
the generic architecture to Graphalytics, a benchmark for distributed
and GPU-based graph analytics platforms. Graphalytics focuses on the
dependence of performance on the input dataset, on the analytics algo-
rithm, and on the provisioned infrastructure. The benchmark provides
components for platform configuration, deployment, and monitoring, and
has been tested for a variety of platforms. We also propose a new chal-
lenge for the process of benchmarking data-intensive services, namely
the inclusion of the data-processing algorithm in the system under test;
this increases significantly the relevance of benchmarking results, albeit,
at the cost of increased benchmarking duration.

1 Introduction

Cloud services are an important branch of commercial ICT services. Cloud users
can provision from Infrastructure-as-a-Service (IaaS) clouds “processing, storage,
networks, and other fundamental resources” [43] and from Platform-as-a-Service
(PaaS) clouds “programming languages, libraries, [programmable] services, and
tools supported by the provider” [43]. These services are provisioned on-demand,
that is, when needed, and used for as long as needed and paid only to the
extent to which they are actually used. For the past five years, commercial
cloud services provided by Amazon, Microsoft, Google, etc., have gained an
increasing user base, which includes small and medium businesses [5], scientific
HPC users [16,35], and many others. Convenient and in some cases cheap cloud
services have enabled many new ICT applications. As the market is growing
and diversifying, benchmarking and comparing cloud services, especially from
commercial cloud providers, is becoming increasingly more important. In this
c© Springer International Publishing Switzerland 2015
T. Rabl et al. (Eds.): WBDB 2014, LNCS 8991, pp. 109–131, 2015.
DOI: 10.1007/978-3-319-20233-4 11



110 A. Iosup et al.

work, we study the process of benchmarking IaaS and PaaS clouds and, among
the services provided by such clouds for new ICT applications, we focus on graph
analytics, that is, the processing of large amounts of linked data.

Benchmarking is a traditional approach to verify that the performance of
a system meets the requirements. When benchmarking results are published,
for example through mixed consumer-provider organizations such as SPEC and
TPC, the consumers can easily compare products and put pressure on the
providers to use best-practices and perhaps lower costs. For clouds, the new
use for benchmarking results is to convince customers about the performance,
the elasticity, the stability, and the resilience of offered services, and thus to con-
vince customers to rely on cloud services for the operation of their businesses.

Because of its many uses, benchmarking has been the focus of decades of sci-
entific and practical studies. There are many successful efforts on benchmarking
middleware [7,8], on benchmarking databases [24], on the performance evalua-
tion of grid and parallel-system schedulers [12,17,20,31], and on benchmarking
systems in general [4,36].

To benchmark IaaS and PaaS clouds, older benchmarking techniques need
to be adapted and extended. As an example of adaptation, cloud benchmarks
need to adapt traditional techniques to the new cloud-workloads. We conjecture
that the probable characteristics of current and near-future workloads can be
derived from three major trends emerging from the last decade of grid and large-
scale computing. First, individual jobs are now predominantly split into smaller
compute or data-intensive tasks (many tasks [51]); there are almost no tightly
coupled parallel jobs. Second, the duration of individual tasks is diminishing with
every year; few tasks are still running for longer than one hour and a majority
require only a few minutes to complete. Third, compute-intensive jobs are split
either into bags-of-tasks (BoTs) or DAG-based workflows, but data-intensive
jobs may use a variety of programming models, from MapReduce to general
dataflow.

As an example of extension, cloud benchmarks need to extend traditional
techniques to accommodate the new application domains supported by clouds.
Currently, the use of clouds is fragmented across many different application
areas, including hosting applications, media, games, and web sites, E-commerce,
On-Demand Workforce and CRM, high-performance computing, search, and raw
resources for various usage. Each application area has its own (de facto) perfor-
mance standards that have to be met by commercial clouds, and some have even
developed benchmarks (e.g., BioBench [3] for Bioinformatics and RUBiS [57] for
online business). More importantly, many of these applications have rely upon
unique, deep, and distributed software stacks, which pose many unresolved chal-
lenges to traditional benchmarking approaches—even the definition of the system
under test becomes complicated.

We discuss in this article a generic approach to IaaS and PaaS cloud bench-
marking. We propose a generic architecture for IaaS and PaaS cloud benchmark-
ing. We have designed the architecture so that it is already familiar to existing
practitioners, yet provide new, cloud-specific functionality. For example, current
IaaS cloud operators lease resources to their customers, but leave the selection
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of resource types and the selection of the lease/release moments as a customer
task; because such selection can impact significantly the performance of the sys-
tem built to use the leased resources, the generic benchmarking architecture
must include policies for provisioning and allocation of resources. Similarly, the
current platforms may require the configuration of deep stacks of software (mid-
dleware), so the generic benchmarking architecture much include policies for
advanced platform configuration and management.

Although we have designed the architecture to be generic, we have not yet
proven that it can be used to benchmark the vast diversity of existing cloud usage
scenarios. Authors of this article have already used it, in practice, to benchmark
a variety of IaaS cloud usage scenarios [32,59,61]. Motivated by the increasingly
important fraction of application data, in some cases over three-quarters (IHS
and Cisco studies in April 2014) or even higher (IDC Health Insights report in
December 2014), that is already or will soon reside in the cloud, we propose in
this work an application of the generic architecture for data-intensive applica-
tions, in the graph-processing application domain. We focus on graph analytics,
which is a data-intensive process that is increasingly used to provide insight
into social networks, personalized healthcare, natural language processing, and
many other fields of science, engineering, retail, and e-government. As a conse-
quence, several well established graph analytics platforms, such as GraphLab,
Giraph, and GraphX, are competing with many graph analytics platforms that
are currently in operation or under development. Due to the high diversity
of workloads encountered in practice, both in terms of algorithm and of dataset,
and to the influence of these workloads on performance, it is increasingly
difficult for users to identify the graph analytics platform best suited for their
needs. We propose in this work Graphalytics, a benchmarking approach that
focuses on graph analytics and is derived from the generic architecture. Grapha-
lytics focuses on understanding how the performance of graph analytics platforms
depends on the input dataset, on the analytics algorithm, and on the provisioned
infrastructure. It provides components for platform configuration, deployment,
and monitoring. It also manages the benchmarking process, from configuration to
reporting.

Last, starting from the experience we have accumulated designing and using
Graphalytics in practice, we identify an important new challenge for benchmark-
ing in clouds: the need to understand the platform-specific and data-dependent
performance of algorithms used for graph analytics. For clouds, it is currently
not possible for customers to have access to the low-level technical specifications
of the service design, deloyment, and tuning, and thus also not possible to eas-
ily select a particular algorithm to implement and deploy on the provisioned
platform. Instead, either the cloud customers or the cloud operators need to
determine an appropriate algorithm, for example through benchmarking. Thus,
for clouds we see the need to include the algorithm in the system under test.
We show preliminary results that give strong evidence for this need, and discuss
steps towards algorithm-aware benchmarking processes.

This article has evolved from several regular articles [19,25,27], a book
chapter [33], and a series of invited talks given by the authors between
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2012 and 2014, including talks at MTAGS 2012 [34], HotTopiCS 2013 [29],
etc1. This work has also benefited from valuable discussion in the SPEC Research
Group’s Cloud Working Group and Big Data Working Group. The new material
in this article focuses on the application of the general architecture for IaaS cloud
benchmarking to graph analytics, and on a new challenge for benchmarking big
data processes, related to the inclusion of processing-algorithm alternatives in
the evaluation process.

The remainder of this article is structured as follows. In Sect. 2, we present a
primer on benchmarking computer systems. Then, we introduce a generic app-
roach for IaaS cloud benchmarking, in Sect. 3. We apply the generic architecture
to graph analytics, and propose the resulting benchmarking framework Grapha-
lytics, in Sect. 4. We introduce a new challenge for cloud benchmarking, related
to the inclusion of the algorithm in the system under test, in Sect. 5. Last, we
conclude in Sect. 6.

2 A Primer on Benchmarking Computer Systems

We review in this section the main elements of the typical benchmarking process,
which are basically unchanged since the early 1990s. For more detail, we refer to
canonical texts on benchmarking [24] and performance evaluation [36] of com-
puter systems. We also discuss the main reasons for benchmarking.

2.1 Elements of Benchmarking

Inspired by canonical texts [24,36], we review here the main elements of a bench-
marking process. The main requirements of a benchmark—relevance, portability,
scalability, and simplicity—have been discussed extensively in related literature,
for example in [24, Chap. 1].

The System Under Test (SUT) is the system that is being evaluated. A white
box system exposes its full operation, whereas a black box system does not expose
operational details and is evaluated only through its outputs.

The workload is the operational load to which the SUT is subjected. Start-
ing from the empirical observation that “20 % of the code consumes 80 % of the
resources”, simple microbenchmarks (kernel benchmarks [24, Chap. 9]) are simpli-
fied or reduced-size codes designed to stress potential system bottlenecks. Using
the methodology of Saavedra et al. [53] and later refinements such as Sharkawi
et al. [55], the results of microbenchmarks can be combined with application
profiles to provide credible performance predictions for any platform. Synthetic
1 In inverse chronological order: Lecture at the Fifth Workshop on Big Data Bench-

marking (WBDB), Potsdam, Germany, August 2014. Lecture at the Linked Data
Benchmark Council’s Fourth TUC Meeting 2014, Amsterdam, May 2014. Lecture
at Intel, Haifa, Israel, June 2013. Lecture at IBM Research Labs, Haifa, Israel, May
2013. Lecture at IBM T.J. Watson, Yorktown Heights, NY, USA, May 2013. Lecture
at Technion, Haifa, Israel, May 2013. Online lecture for the SPEC Research Group,
2012.
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and even real-world (complex) applications are also used for benchmarking pur-
poses, as a response to system improvements that make microbenchmarks run
fast but do not affect the performance of much larger codes. For distributed
and large-scale systems such as IaaS clouds, simple workloads comprised of a
single application and a (realistic) job arrival process represent better the typi-
cal system load and have been used for benchmarking [30]. Complex workloads,
that is, the combined simple workloads of multiple users, possibly with different
applications and job characteristics, have started to be used in the evaluation of
distributed systems [30,59]; we see an important role for them in benchmarking.

The Benchmarking Process consists of the set of rules, prior knowledge
(invariants), and procedures used to subject the SUT to the benchmark work-
load, and to collect and report the results.

2.2 Why Benchmarking?

Benchmarking computer systems is the process of evaluating their performance
and other non-functional characteristics with the purpose of comparing them
with other systems or with industry-agreed standards. Traditionally, the main
use of benchmarking has been to facilitate the informed procurement of computer
systems through the publication of verifiable results by system vendors and third-
parties. However, benchmarking has grown as a support process for several other
situations, which we review in the following.

Use in System Design, Tuning, and Operation: Benchmarking has been shown to
increase pressure on vendors to design better systems, as has been for example
the experience of the TPC-D benchmark [24, Chap. 3, Sect. IV]. For this bench-
mark, insisting on the use of SQL has driven the wide acceptance of the ANSI
SQL-92; furthermore, the complexity of a majority of the queries has lead to the
stress of various system bottlenecks, and ultimately to numerous improvements
in the design of aggregate functions and support for them. This benchmark
also led to a wide adoption of the geometric mean for aggregating normalized
results [4]. The tuning of the DAS multi-cluster system has benefited from the
benchmarking activity of some of the authors of this chapter, developed in the
mid-2000s [30]; then, our distributed computing benchmarks exposed various
(fixable) problems of the in-operation system.

Use in System Procurement: Benchmarks such as HPCC, the SPEC suites, the
TPC benchmarks, etc. have long been used in system procurement—the sys-
tems tested with these benchmarks can be readily compared, so a procurement
decision can be informed. Benchmarks can be also very useful tools for system
procurement, even when the customer’s workloads are not ideally matched by
the workloads represented in the benchmark, or when the representativeness of
the benchmark for an application domain can be questioned. In such situa-
tion, the customer gains trust in the operation of the system, rather than focus
on the actual results.

Use in Training: One of the important impediments in the adoption of a new
technology is the lack of expertise of potential users. Market shortages of quali-
fied personnel in computer science are a major cause of concern for the European
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Union and the US. Benchmarks, through their open-source nature and represen-
tation of industry-accepted standards, can represent best-practices and thus be
valuable training material.

On Alternatives to Benchmarking: Several alternative methods have been used
for the purposes described earlier in this section, among them empirical perfor-
mance evaluation, simulation, and even mathematical analysis. We view bench-
marking as an empirical evaluation of performance that follows a set of accepted
procedures and best-practices. Thus, the use of empirical performance evaluation
is valuable, but perhaps without the representativeness of a (de facto) standard
benchmark. We see a role for (statistical) simulation [18,21,47] and mathemat-
ical analysis when the behavior of the system is well-understood and for long-
running evaluations that would be impractical otherwise. However, simulating
new technology, such as cloud computing, requires careful (and time-consuming)
validation of assumptions and models.

3 A Generic Architecture for IaaS and PaaS
Cloud Benchmarking

We propose in this section a generic architecture for IaaS and PaaS cloud
benchmarking. Our architecture focuses on conducting benchmarks as sets of
(real-world) experiments that lead to results with high statistical confidence, on
considering and evaluating IaaS clouds as evolving black-box systems, on employ-
ing complex workloads that represent multi-tenancy scenarios, on domain-
specific scenarios, and on a combination of traditional and cloud-specific metrics.

3.1 Overview

Our main design principle is to adapt the proven designs for benchmarking to
IaaS clouds. Thus, we design an architecture starting from our generic archi-
tecture for IaaS cloud benchmarking [29,33,34], which in turn builds on our
GrenchMark framework for grid benchmarking [30,61]. The result, a generic

Fig. 1. Overview of our generic architecture for benchmarking IaaS and Paas clouds.
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architecture for benchmarking IaaS and PaaS clouds, is depicted in Fig. 1.
The main differences between the architecture proposed in this work, and the
generic architecture for IaaS benchmarking we have proposed in our previous
work, is the focus of the current architecture on both IaaS and PaaS cloud ele-
ments. The most important conceptual change occurs for component 10, which
the current architecture is making aware of the service to be provided, and in par-
ticular of the platform configuration and management policies. In Sect. 4, where
we adapt this architecture for graph analytics PaaS, we show more practical
distinctions.

The Benchmarking Process consists of the set of rules, prior knowledge
(invariants), and procedures used to subject the SUT to the benchmark work-
load, and to collect and report the results. In our architecture, the process begins
with the user (e.g., a prospective cloud user) defining the benchmark configu-
ration, that is, the complex workloads that define the user’s preferred scenario
(component 1 in Fig. 1). The scenario may focus on processing as much of the
workload as possible during a fixed test period or on processing a fixed-size
workload as quickly or cheaply as possible. The benchmarking system converts
(component 2) the scenario into a set of workload descriptions, one per (repeated)
execution. The workload may be defined before the benchmarking process, or
change (in particular, increase) during the benchmarking process. To increase
the statistical confidence in obtained results, subjecting the SUT to a workload
may be repeated or the workload may be long-running. The definition of the
workload should avoid common pitfalls that could make the workload unrepre-
sentative [20,36].

After the preparation of the workload, the SUT (component 3 in Fig. 1) is
subjected to the workload through the job and resource management services
provided by the testing system (component 4, which includes components 5–10).
In our benchmarking architecture, the SUT can be comprised of one or several
self-owned infrastructures, and public and private IaaS clouds; the SUT can also
be comprised of self-managed or cloud-provisioned PaaS, which provide services
used by the application developed by the customer. For both IaaS and PaaS
usage scenarios, the SUT provides resources for the execution of the workload;
these resources are grouped into a Virtual Resource Pool. The results produced
during the operation of the system may be used to provide a feedback loop from
the Virtual Resource Pool back into the Workload Generator and Submitter
(component 5); thus, our architecture can implement open and closed feedback
loops [54].

As a last important sequence of process steps, per-experiment results are
combined into higher-level aggregates, first aggregates per workload execution
(component 11 in Fig. 1), then aggregates per benchmark (component 12). The
reporting of metrics should try to avoid the common pitfalls of performance
evaluation; see for example [4,22]. For large-scale distributed systems, it is par-
ticularly important to report not only the basic statistics, but also some of the
outliers, and full distributions or at least the higher percentiles of the distribu-
tion (95-th, 99-th, etc.). We also envision the creation of a general database of
results collected by the entire community and shared freely. The organization
and operation of such a database is within the scope of future work.
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3.2 Distinguishing Design Features

We present in the remainder of this section several of the distinguishing features
of this architecture.

Commercial clouds may not provide (comprehensive) services for manag-
ing the incoming stream of requests (components 5, 6, and 8 in Fig. 1) or the
resources leased from the cloud (components 7 and 8). Our architecture sup-
ports various policies for provisioning and allocation of resources (components 6
and 7, respectively). Our generic cloud-benchmarking architecture also includes
support for evolving black-box systems (components 9, 11, and 12), complex
workloads and multi-tenancy scenarios (components 1, 2, and 5), domain-specific
components (component 10), etc.

Experiments conducted on large-scale infrastructure should be designed to
minimize the time spent effectively using resources. The interplay between com-
ponents 1, 2, and 5 in Fig. 1 can play a non-trivial role in resolving this challenge,
through automatic selection and refinement of complex test workloads that bal-
ance the trade-off between accuracy of results and benchmark cost; the main ele-
ment in a dynamic tuning of this trade-off is the policy present in component 5.
The same interplay enables multi-tenancy benchmarks.

Several of the possible SUTs expose complete or partial operational informa-
tion, acting as white or partially white boxes. Our architecture allows exploiting
this information, and combining results from black-box and white-box testing.
Moreover, the presence of the increasingly higher-level aggregations (components
11 and 12 in Fig. 1) permits both the long-term evaluation of the system, and
the combination of short-term and long-term results. The policy for monitoring
and logging in component 8 allows the user to customize which information is
collected, processed, and stored in the results database, and may result in signif-
icantly lower overhead and, for cloud settings, cost. In this way, our architecture
goes far beyond simple black-box testing.

Supports domain-specific benchmarks is twofold in our architecture. First,
components 5–7 support complex workloads and feedback loops, and policy-
based resource and job management. Second, we include in our architecture a
domain-specific component (component 10) that can be useful in supporting
cloud programming models such as the compute-intensive workflows and bags-
of-tasks, and the data-intensive MapReduce and Pregel. The policy element in
component 10 allows this component to play a dynamic, intelligent role in the
benchmarking process.

4 Graphalytics: A Graph Analytics Benchmark

In this section, we introduce Graphalytics, a benchmark for graph analytics plat-
forms. Graphalytics is derived from the generic architecture, by adapting and
extending several of its key components. Graphalytics includes in the bench-
marking process the input dataset, the analytics algorithm, and the provisioned
infrastructure. It provides components for platform configuration, deployment,
and monitoring, and already provides reference implementations for several
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popular platforms, such as Giraph and Hadoop/YARN. The Graphalytics API
offers a unified execution environment for all platforms, and consistent report-
ing that facilitates comparisons between all possible combinations of platforms,
datasets, and algorithms. The Graphalytics API also permits developers to inte-
grate new graph analytics platforms into the benchmark.

4.1 Design Overview

The design of Graphalytics is based on the generic benchmarking architecture,
and on our previous work on benchmarking graph processing systems [25,27].

The components for benchmark and workload description (components 1 and 2
in Fig. 2, respectively) in the Graphalytics process are derived from our previ-
ous work [27] in benchmarking graph-processing platforms. For the benchmark

Fig. 2. The Graphalytics architecture for benchmarking graph analytics clouds. The
highlighted components indicate the parts of the generic architecture for cloud bench-
marking that Graphalytics adapts and extends.

Table 1. Survey of algorithms used in graph analytics. (Source: [27])

Class Typical algorithms Number Percentage [%]

General statistics Triangulation [60],
Diameter [37], BC [56]

24 16.1

Graph traversal BFS, DFS, Shortest Path
Search

69 46.3

Connected components MIS [9], BiCC [15],
Reachability [11]

20 13.4

Community detection Clustering, Nearest Neighbor
Search

8 5.4

Graph evolution Forest Fire Model [41],
Preferential Attachment
Model [6]

6 4.0

Other Sampling, Partitioning 22 14.8

Total 149 100
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description (component 1), Graphalytics focuses, process-wise, on processing as
many edges or vertices per second, for a variety of input datasets and process-
ing algorithms. The cost of processing, when known, is also of interest for this
benchmarking process.

For the workload description (component 2), Graphalytics focuses on algo-
rithms and input datasets. Graphalytics includes already five classes of algo-
rithms, one for each major class of algorithms covered by research published in
major conferences by the distributed systems and the databases communities, as
indicated by Table 1. More classes of algorithms are currently added to Grapha-
lytics; to keep the number of tested algorithms manageable, we will define more
diverse benchmarking scenarios, such that each scenario can focus on a sub-set
of existing algorithms.

Component 5 focuses on generating and submitting workloads representa-
tive for graph analytics. Graphalytics defines here an archive of commonly used
datasets, such as the group considered in our previous work [25]. The archive can
grow in time during use, as datasets are either imported, or generated and saved
in the database. Currently, Graphalytics includes datasets from the SNAP and
GTA [26] collections, and recommends the use of synthetic datasets generated
with the Graph500 [23] or the LDBC Social Networking Benchmark [39]. We
envision here alternatives to the implementation of this component, especially
exploiting the trade-off between fast submission (reads from the database or
full-scale generation) and cost (of storage, of computation, etc.).

The service-specific component (component 10) ensures the graph analytics
service executes the correct, possibly platform-specific or tuned version of the
algorithm, on the input workload provided by the workload generator and sub-
mitter (component 5). Additionally, each platform can have specific configuration
parameters for the execution of an arbitrary algorithm. Last, the service-specific
component checks that the outcome of the execution fulfills the validity criteria
of the benchmark, such as output correctness, response time limits, etc.

The monitoring and logging component (component 8) records relevant infor-
mation about the SUT during the benchmark. Graphalytics supports monitoring
and logging for various graph analytics platforms, from the distributed Giraph
to the single-node, GPU-based Medusa.

Component 11 enables automated analysis and modeling of benchmarking
results. Upon completion of each benchmarking session, the results are aggre-
gated both in human-readable format for direct presentation to the user, and
in a standard machine-readable format for storage in the results database. The
machine-readable format enables automated analysis of individual platforms,
and comparison of results (via component 12). Graphalytics also exposes an API
to the platform to enable the platform to signal to the system monitor important
events during execution. These events can be superimposed on resource utiliza-
tion graphs in the benchmark report to enable users to identify bottlenecks and
better understand system performance.

Graphalytics includes a centralized repository of benchmark results (compo-
nent 12), which holds data for various platforms and deployments, and enables
comparison of operational data and performance results across many platforms.
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The repository offers a comprehensive overview of performance results from the
graph analytics community.

4.1.1 Benchmarking with Graphalytics in Practice
We present now the practical steps for benchmarking with Graphalytics.

The benchmark reads the configuration files describing the datasets and plat-
forms to be benchmarked. For datasets, the configuration includes the path to
data, the format of the data (e.g., edge-based or vertex-based; directed or undi-
rected; etc.), and parameters to each algorithm (e.g., source vertex for BFS,
maximum number of iterations for CD, etc.). Graphalytics includes a compre-
hensive set of datasets for which configuration files are also provided, requiring
no further user input. To run a benchmark on a platform supported by Graph-
alytics, using a dataset included in Graphalytics, users only need to configure
the details of their platform setup, e.g., set the path of HADOOP HOME for bench-
marking Hadoop MapReduce2.

After reading the configuration, Graphalytics runs the platform-specific
implementation of each algorithm included in the configuration. For each com-
bination of dataset and algorithm, the graph analytics platform under test is
instructed to execute the platform-specific implementation of the algorithm. The
core is also responsible for by uploading the selected dataset to the platform.

The system monitor records relevant information about the graph analytics
platform under test during the benchmark. After the test, the output validator
checks the results to ensure their validity. The report generator gathers for every
dataset and algorithm pair the results from the system monitor and the results
validator. Users can export these results, and share them with the community
through the centralized repository.

Fig. 3. Resource utilization during a Giraph measurement.
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The Graphalytics prototype already includes an implementation of extended
monitoring, for the Giraph platform. Figure 3 depicts in its top and middle sub-
plots two platform-specific performance metrics collected during a benchmark
run, messages sent and memory used, respectively. The bottom sub-plot of the
figure depicts the evolution of processing in terms of BSP synchronization super-
steps, which characterize the processing model used in Giraph (and Pregel). The
supersteps are aligned with the performance metrics and enable the user to asso-
ciate the metrics with the evolution of the processing algorithm. For example,
the memory usage varies in accordance with the succession of supersteps.

4.1.2 Extensibility of Graphalytics
The aim of the Graphalytics project is to include as many algorithms and plat-
forms possible. To accommodate this, the design of the Graphalytics is extensible
through simple APIs between components.

Developers can add new graph analytics platforms by providing the following:
(a) an implementation of each algorithm defined by the Graphalytics project;
(b) functions to upload datasets to the platform, and to download results from
the platform; (c) a function to execute a specific algorithm on a specific dataset.
Because datasets are managed by the Graphalytics benchmark, no platform-
specific changes are needed to support a new dataset; conversely, no new dataset
configuration is needed when a new platform is added.

The addition of new algorithms is also supported. Adding a new algorithm
requires change in both datasets and platforms. For each dataset, a new set of
algorithm-specific parameters needs to be added; a default is provided. For each
platform, an implementation of the algorithm must be provided to complete the
benchmark.

4.2 Implementation Details

We have implemented a Graphalytics prototype in Java, using .properties files
for configuration. We include support for MapReduce2 and Giraph, running
on Apache Hadoop 2.4.1 or later. Our Giraph implementation of algorithms
uses the YARN resource manager introduced in Apache Hadoop 2, avoiding
the overhead of the MapReduce framework. We have also experimented, using
earlier prototypes of Graphalytics and a simplified benchmarking process, with
MapReduce/Hadoop 0.20, Stratosphere 0.2, GraphLab 2.1, and Neo4j 1.5.

In Listing 1, we show an example of a graph configuration file (lines starting
with a double back-slash, “\\”, are comments). Most elements are optional, e.g.,
there are no parameters for the connected components algorithm (CONN, lines
19 and 20 in the listing) because none are required.

The benchmarking scenario is graph.ldbc-30, which correspond to experi-
ments focusing on the generation and validation of LDBC data, scale 30. The
generated data is stored as a physical file on the local filesystem where the gener-
ator runs, with the file name specified in line 2 of Listing 1. The directedness and
the format of the generated dataset are specified in lines 5 and 6, respectively.
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The benchmarking scenario runs five algorithms, specified on line 9 of
Listing 1. Except for the algorithm for connected components, all other algo-
rithms require one or several parameters. For example, the BFS graph-traversal
algorithm requires a source–the graph vertex where the traversal starts–, which
is specified on line 12.

4.3 Experimental Results

We have used the Graphalytics prototype for two broad types of platforms,
distributed and GPU-based. Exploring the performance of these platforms is
currently a hot topic, with interesting recent results [25,28,42].

We ran Graphalytics using the MapReduce2 and Giraph implementations of
BFS and CONN on the SNB 1000 dataset. We used, for benchmarking these dis-
tributed graph-analytics platforms, a 10-worker cluster with a separate manage-
ment node for the HDFS name node, YARN resource manager, and ZooKeeper.
The results are presented in Fig. 4. We have reported much more in-depth results
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Fig. 4. Algorithm runtimes obtained with Graphalytics.

for other scenarios, but obtained with much more difficulty in setup and execu-
tion of the benchmarks because of the lack of tool similar to Graphalytics, in
our previous work [25]. We conclude that Graphalytics is a useful benchmark for
distributed platforms.

We tested several popular GPU-based graph analytics platforms using the
LDBC SNB data generator, although the benchmarking code is not yet fully
integrated in Graphalytics. Figure 5 depicts the results for the platforms Medusa
(M in the figure); Totem (T-G for the Totem version using only the GPU as com-
puting resource, and T-H for the Totem version using both the GPU and the
CPU as a hybrid computing resource); and MapGraph (MG). The benchmarking
process runs for three GPU-based systems, with GPUs of three different gen-
erations and internal architectures. When the integration of this benchmarking
process will be complete, Graphalytics will also fully support a variety of graph
analytics platforms using GPUs or heterogeneous hardware.
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Fig. 5. Runtimes of GPU-based platforms executing PageRank on different GPUs and
LDBC SNB dataset scales.
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5 Benchmarking Challenge: Including the Algorithm
in the SUT

Given the extreme scale of the datasets that need to be analyzed, as well as the
increasingly complex analysis that needs to be performed, graph analytics has
become a high-performance computing (HPC) concern. This trend is probably
best proven by the intense activity and fast changes happening in the Graph5002

ranking, as well as in the adoption of graph traversals as important bench-
marks [13] and drivers for irregular algorithms programming paradigms [49].

At the same time, the state-of-the-art in high performance computing is
massive parallel processing, backed up by a large variety of parallel plat-
forms ranging from graphical processing units (GPUs) to multi-core CPUs and
Xeon Phi. Because traditional graph processing algorithms are known for their
parallelism-unfriendly features - data-dependency, irregular processing, bad spa-
tial and temporal locality [1] - a lot of work has focused on developing GPU-
specific [10,38,46,52], multi-core CPU-specific [2], or even vendor-specific [14,50]
algorithms.

All this work proves an important point: most graph analytics applications
can be solved by multiple, different algorithms. These algorithms show very
different performance behavior on different platforms and on different datasets.
Therefore, we argue that not algorithms are the same just because they solve the
same problem! Therefore, the selection of the algorithm, which often dictates a
pre-selection of the data representation and a filtering of the hardware building
blocks, has a huge impact on the observed performance.

To illustrate the importance of the algorithm selection, we present in the
remainder of this section a comprehensive evaluation of a large set of 13 parallel
breadth-first search (BFS) algorithms built and optimized for GPU execution.
A similar study for multi-core CPUs, but not for GPUs, is available in [2]. We
point out that the number of algorithms and variations designed for massively
parallel architectures such as GPUs is significantly higher, making the results of
our GPU study even more interesting.

5.1 Parallel BFS Algorithms for GPU Execution

A BFS traversal explores a graph level by level. Given a graph G = (V,E), with
V its collection of vertices and E its collection of edges, and a source vertex s
(considered as the only vertex on level 0), BFS systematically explores edges
outgoing from vertices at level i and places all their destination vertices on level
i + 1, if these vertices have not been already discovered at prior levels (i.e.,
the algorithm has to distinguish discovered and undiscovered vertices to prevent
infinite loops).

2 http://www.graph500.org.

http://www.graph500.org
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5.1.1 Näıve BFS
In a BFS that accepts an edge list as input, an iteration over the entire set
of edges is required for each iteration. By a simple check on the source vertex
of an edge, the algorithm can determine which edges to traverse, hence which
destination vertices to place in the next level of the resulting tree.

Our parallel BFS works by dividing the edge list into sub-lists, which are
processed in parallel: each thread will traverse its own sub-list in every iteration.
Synchronization between levels is mandatory to insure a full exploration of the
current level before starting the next one.

When mapping this parallel kernel to OpenCL, each thread is mapped to
an work-item. As global synchronization is necessary, we implement a two-layer
barrier structure: first at work-group level (provided by OpenCL), then between
work-groups (implemented in-house). This solution limits the synchronization
penalty - see [48], Chap. 3 for more details).

Our results - presented below in Sect. 5.2 - show that this approach, although
naive, can outperform more optimized versions for specific datasets. Moreover,
when comparing it with the naive vertex-centric BFS version included in the
Rodinia benchmark [13], the results remain very interesting: in some cases, the
vertex-centric version performs better, while in others it is significantly worse
than our naive edge-based version [58].

5.1.2 BFS at Maximum Warp
The major performance penalty where running massively parallel traversals on
GPUs is work imbalance. This imbalance can appear due to the inability of the
programming model to express enough fine-tune options. In [52], the authors
present a way to systematically deal with this lack of fine-grain tuning and
demonstrate it on a new BFS solution. Specifically, they propose a warp-centric
solution, with different parallel stages. This approach enables load-balancing
at the finest granularity, thus limiting the penalty of coarser load imbalanced
solutions.

We have implemented this approach and varied its granularity. Our results
show that, for certain graphs, this algorithm delivers a significant performance
boost when compared with the alternatives, but for other datasets it is outper-
formed by more optimized versions.

5.1.3 The Lonestar Suite
The LonestarGPU collection3, presented in detail in [10], includes a set of com-
petitive BFS implementations specifically designed to use the processing power
of GPUs. The brief descriptions of these algorithms is presented in Table 2.

We point out that each of these algorithms uses different GPU constructs
to implement the same BFS traversal. However, depending on the dataset that
is being benchmarked, the performance impact of such optimizations varies,
showing better results for one or another variant.
3 http://iss.ices.utexas.edu/?p=projects/galois/lonestargpu.

http://iss.ices.utexas.edu/?p=projects/galois/lonestargpu
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Table 2. Brief description of the LonestarGPU BFS algorithms.

lonestar A topology-driven, one node-per-thread version.

topology-atomic A topology-driven version, one node-per-thread version that uses

atomics.

merrill Merrill’s algorithm [45].

worklist-w A data-driven, one node-per-thread version.

worklist-a A flag-per-node version, one node-per-thread version.

worklist-c A data-driven, one edge-per-thread version using Merrill’s strategy.

5.2 Experiments and Results

We have run 13 different BFS solutions - our edge-based naive version, the
maximum warp version with varying warp size (1,2,4,8,16, and 32), and the 6
algorithms from LonestarGPU - on three different GPUs - a GTX480, a C2050,
and a K20 m. In this section, we only present our results from the newest GPU
architecture in this series, namely the K20 m Kepler-based machine. For the
full set of results, we redirect the reader to [44]. The datasets we have selected
(from the SNAP repository [40]) are presented in Table 3. We also note that for
the as-skitter and roadNet-CA graphs, we have used both the directed and
undirected versions of the graph.

Table 3. The datasets selected for our BFS exploration.

Graph Vertices Edges Diameter 90-percentile Diameter

as-skitter 1,696,415 11,095,298 25 6

facebook-combined 4,039 88,234 8 4.7

roadNet-CA 1,965,206 5,533,214 849 500

web-BerkStan 685,23 7,600,595 514 9.9

wiki-Talk 2,394,385 5,021,410 9 4

Our results on the K20m GPU are presented in Figs. 6 (for the relative per-
formance of the kernels only) and 7 (for the relative performance of the full BFS
run, including the data tranfers).

We make the following observations. First, the difference between the best
and worst version for each dataset can be as large as three orders of magnitude,
which means that the choice of algorithm for a given application must be care-
fully made by the user, prior to measuring and analyzing performance, or be
included in the SUT and measured as part of system.

Second, there is no best or worst performing algorithm across all datasets.
This indicates that the relative performance of the algorithms also varies with the
input data. This variation demonstrates that no single algorithm can be labeled
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Fig. 6. Parallel BFS performance of the kernel for 13 different GPU implementations.
The presented speed-up is normalized to the naive edge-based version (reported as
reference, at 1).

Fig. 7. Parallel BFS performance of the full BFS run (including data transfers to and
from the GPU) for 13 different implementations. The presented speed-up is normalized
to the naive edge-based version (reported as reference, at 1).

“the best GPU BFS implementation”, and indicates that a complete benchmark
should include different BFS versions for a comprehensive evaluation.

Third, and final, taking the data transfer times into account levels the differ-
ences between different implementations: this special GPU-related overhead is
usually so much higher than the execution of the BFS kernel itself, that the small
differences between different algorithms become less visible. We argue that this
should be reported, for fairness, when comparing against other platforms (see the
OpenCL CPU version in Fig. 7), but should be eliminated when benchmarking
only GPU-based platforms.

5.3 Practical Guidelines

Our study on BFS running on GPUs demonstrates that the algorithms play an
essential role in the performance of the application. Given that the increasing
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variety of modern parallel architectures leads to an increasing variety of
algorithms—some portable, some not—for the same application, the traditional
benchmarking approach where the application dictates the algorithm must be
deprecated. Much like sorting is a problem with many solutions, many graph
applications have many parallel and distributed algorithmic solutions. These
algorithms need to be first-class citizens in modern benchmarking.

The main challenge for algorithm-aware benchmarking is ensuring complete-
ness. In this context, complete coverage, that is, including all possible algorithms,
is not feasible in a reasonable time. Defining the most representative algorithms,
which is the typical approach in benchmarking, poses the same problems as
defining the most representative applications: it requires criteria that are dif-
ficult to define without years of practice and experience with each algorithms.
Finally, keeping up-to-date with all the new algorithm developments requires an
unprecedented level of implementation and engineering efforts.

Therefore, we believe that an algorithmic-aware benchmarking is neces-
sary, but must be a community-based effort. Without the expertise of different
researchers in domains ranging from algorithmics to benchmarking and from
single-node to cloud-level platforms, we cannot overcome the technical and com-
pleteness challenges that arise in graph processing. Without this effort, the
benchmarks we build will be constraint by design.

6 Conclusion and Ongoing Work

The success of cloud computing services has already affected the operation of
many, from small and medium businesses to scientific HPC users. Addressing
the lack of a generic approach for cloud service benchmarking, in this work
we propose a generic architecture for benchmarking IaaS and PaaS clouds. In
our generic architecture, resource and job management can be provided by the
testing infrastructure, there is support for black-box systems that change rapidly
and can evolve over time, tests are conducted with complex workloads, and
various multi-tenancy scenarios can be investigated.

We adapt the generic architecture to data-intensive platforms, and design
Graphalytics, a benchmark for graph analytics platforms. Graphalytics focuses
on the relationship between the input dataset, the analytics algorithm, and
the provisioned infrastructure, which it quantifies with diverse performance and
system-level metrics. Graphalytics also offers APIs for extending its components,
and for supporting more graph analytics platforms than available in our current
reference implementation. Experiments we conduct in real-world settings, and
with distributed and GPU-based graph analytics platforms, give strong evidence
that Graphalytics can provide a unified execution environment for all platforms,
and consistent reporting that facilitates comparisons between all possible com-
binations of platforms, datasets, and algorithms.

Derived from the experience we have accumulated evaluating graph ana-
lytics platforms, we identify an important new challenge for benchmarking in
clouds: including the algorithm in the system under test, to also benchmark the
platform-specific and data-dependent performance of the various algorithms.
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We are currently implementing Graphalytics and refining its ability to cap-
ture algorithmic bottlenecks. However, to succeed Graphalytics cannot be a
single-team effort. We have initiated various community-wide efforts via our
work in the SPEC Research Group and its Cloud Working Group, and are cur-
rently looking to connect to the SPEC Big Data Working Group.
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Abstract. Even today, the wisdom for storage still is that storing data in
main memory is more expensive than storing on disks. While this is true
for the price per byte, the picture looks different for price per bandwidth.
However, for data driven applications with high throughput demands, I/O
bandwidth can easily become the major bottleneck. Comparing costs for
different storage types for a given bandwidth requirement shows that the
old wisdom of inexpensive disks and expensive main memory is no longer
valid in every case. The higher the bandwidth requirements become, the
more cost efficient main memory is. And all of sudden: main memory is
less expensive than disk.

In this paper, we show that database workloads for the next genera-
tion of enterprise systems have vastly increased bandwidth requirements.
These new requirement favor in-memory systems as they are less expen-
sive when operational costs are taken into account. We will discuss mixed
enterprise workloads in comparison to traditional transactional workloads
and show with a cost evaluation that main memory systems can turn out
to incur lower total costs of ownership than their disk-based counterparts.

Keywords: TCO · Mixed workload · Bandwidth · In-memory systems

1 Introduction

Until today the wisdom for storage still is: storing data in main memory is
more expensive than storing on disks. Especially with the recent rise of main
memory-resident database systems, this cost comparison is often brought up as
an argument for disk-based systems.

While this is true comparing the price per byte, the picture looks different if
we compare the price per bandwidth. But the price of provided bandwidth from
the primary persistence to the CPUs is of high importance as modern appli-
cations have increasing bandwidth requirements, e.g., due to demands for big
data analytics, real-time event processing, or mixed enterprise workloads includ-
ing operational reporting on transactional data. When handling such workloads
bandwidth easily exceeds single disks. In such cases, local disk arrays or storage
servers are employed with large RAID installations in order to meet bandwidth
requirements by parallelizing I/O over multiple disks.
c© Springer International Publishing Switzerland 2015
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What is missing in our opinion is a thorough analysis that quantifies which
costs are to be expected when bandwidth requirements exceed traditional data-
base deployments. With increasingly large setups to provide sufficient I/O band-
width it is often overlooked how expensive such systems can get, especially when
including operational costs.

In this paper, we take a closer look at mixed workloads on relational data-
bases. Mixed workloads combine transactional workloads (OLTP) with analyti-
cal workloads (OLAP) on a single system. Basically all major database vendors
are currently adding analytical capabilities to their database products to allow
operational reporting on transactional data and remove static materialized aggre-
gates [10,12,13], underlining the necessity to research the rather new field of mixed
enterprise workloads. Most of these solutions use main memory-resident data
structure in order to provide sufficient performance. The reason is that disk-based
data structures as they are used in most recent relational database have shown to
be too slow compared to main memory-based solutions even when fully cached [7].

Disk-based databases are proven to be a good fit for traditional OLTP work-
loads, but their viability has to be re-evaluated for mixed workloads. The tradi-
tional approach of storing data on disk and caching the most recently used pages
in memory is no longer viable as analytical queries often require to process vast
numbers of tuples. The requirements of mixed workloads, which are e.g. analyt-
ical queries on transactional data – without pre-computed aggregates – increase
bandwidth requirements significantly. We think that this trend will continue and
steadily increase bandwidth requirements for modern database systems, render-
ing main memory-based systems increasingly feasible and viable.
Throughout this paper, we will make the following contributions:

– Estimation of the total cost of ownership (TCO) of several system configura-
tions fulfilling certain bandwidth requirements (Sect. 2). We will make a simpli-
fied cost calculation to compare HDD-based (hard disk drive-based), SSD-based
(solid state disk-based), and MM-based (main memory-based) servers including
acquisition costs as well as operational costs.

– Evaluation of bandwidth requirements of a mixed workload using the CH-
benCHmark (Sect. 3) for three relational databases.

– A discussion about the break-even point at which main memory-resident data-
bases start to be less expensive than their disk-based counterparts. We project
the usage of upcoming enterprise systems and combine it with bandwidth
requirements discussed in Sect. 3 to analyze at which point a MM-based sys-
tem will be the least expensive solution.

We think that this discussion is also important for the field of big data bench-
marking. First, even big data veterans as Google recently added transactional
features to their F1 database [15], showing that transactional safety might also
be important for systems considered as being “big data”. Hence, benchmark-
ing enterprise workloads is of increasing relevance. Second, we argue that most
benchmarks – TPC-* as well as other current benchmark proposals for big data –
need to include operational costs, because our calculations for the three-year
costs of large scale-out systems show that operational costs can become the
dominating cost driver.
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Last but not least, no matter how the application looks, a thorough analysis
of bandwidth requirements and the resulting costs are of relevance for any larger
server system.

2 Cost Calculations

In order to quantify the costs of bandwidth, we calculate the prices for three dif-
ferent server configurations in this Section: SSD-, HDD-, and MM-based servers.
For this calculation, we started with a given bandwidth requirement and a data
set size of 500 GB. Depending on the bandwidth we configured the servers using
market-available components that are able to fulfil the bandwidth requirements.
The HDD- and SSD-based calculations are done using vendor data for maximal
bandwidth, not taking into account that these bandwidths are hard to achieve
in real-life.

As we are arguing for MM-based systems, we will use more realistic assump-
tions here in contrast to the other system configurations. Consequently, we do
not assume a maximal bandwidth of 80 GB/s per CPU (or 320 GB/s for a four
socket node as stated in the technical specifications) but Intel’s results for a
standardized CPU benchmark.

To be capable of handling actual enterprise workloads, all server configura-
tions have a high-performance PCI-e connected SSD for logging. Obviously, the
main memory server also includes sufficient persistent storage to store at least
one snapshot of the database.

The main memory size for the SSD- and HDD-based systems is set to ∼10%
of the whole data set. In our calculations, the data set size is 500 GB consequently
the main memory size is 50 GB.

All server configurations are build using a modern four socket server blade.
Since the discussed workloads in this paper are bandwidth bound, the processors
for the SSD- and HDD-based servers are Intel Xeon E7-4850v2 CPUs. For the
MM-based server we decided for a more expensive CPU with an improved main
memory to CPU throughput.

We do not consider possible locking or contention for any of the configura-
tions, neither disk-based systems nor main memory-based systems. We do also
not include costs for networking (network cables, switches, et cetera).

High-Availability and Durability. For all configurations and calculations we
include both the costs for acquisition as well as operational costs. Furthermore,
we include costs for high availability. For each configuration, we assume a system
to be highly available when one server node can fail as there is an additional
spare node in each configuration. I.e., for a single server node configuration high
availability can increase total costs by a factor of two.

Durability issues and failures of single components as hard disks or DRAM
chips are not considered.
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2.1 Server Configurations

Main Memory-Based System. The assumed main memory-based server is
a four socket system equipped with four Intel Xeon E7-4890v2 CPUs. Recent
benchmarks by Intel have shown that such a system achieves a bandwidth of
up to ∼246 GB/s for the STREAM Triad Benchmark1. Any bandwidth exceeding
the maximum of 246 GB/s requires a multi-node setup to scale.

We assume that the memory size has to be at least a factor of two larger than
the data set. This space is required for the operation system (OS), intermediate
results, et cetera. Consequently, the main memory-based systems includes 1 TB
of DRAM for the 500 GB data set, a PCIe-connected SSD for logging, and a
500 GB HDD for database persistence (e.g., snapshotting).

HDD-Based System. The HDD-based server is a four socket node equipped
with four Intel Xeon E7-4850v2 CPUs. The size of main memory is set according
to Oracle’s MySQL sizing documents [16], which recommend to reserve main
memory to cache 5 %-10 % of the data set size. Consequently, we assume 25 GB
main memory for database and 25 GB for the operation system (i.e., 50 GB).

The disks are put in direct-attached storage (DAS) units, where each DAS
unit contains up to 96 disks in a RAID array. Two SAN controllers are used
to connect each DAS unit. This setup yields a bandwidth of 6 GB/s (each SAN
controller has a theoretical bandwidth of 3 GB/s) per DAS unit. Per server node
up to eight SAN controllers can be used. Consequently, the peak bandwidth per
HDD-based server is 24 GB/s (4 ∗ 2 ∗ 3GB/s).

The systems adapts to increasing bandwidth requirements first by adding
DAS units and then by adding server nodes.

SDD-Based System. The solid state disk-based systems are configured using
SSDs that are connected via the PCI Express (PCIe) bus as the latest genera-
tion of SSD exceeds the bandwidth of SATA ports. Each SSD provides a read
bandwidth of 3 GB/s. Using Intel Xeon E7-4850v2 CPUs we assume that each
socket can directly connect two PCIe 16 × SSDs at full bandwidth. For a four
socket server a maximum of eight PCIe-connected SSDs can be used, yielding a
peak bandwidth of 24 GB/s.

The systems adapts to increasing bandwidth requirements first by adding
PCIe SSDs and then by adding server nodes.

2.2 TCO Calculations

We calculated the TCO for the three server configurations using varying band-
width requirements.

For all configurations we assume a data set size of 500 GB. Even with low
bandwidth requirements this configuration is already comparatively expensive
1 Intel Xeon E7-4890v2 Benchmark – URL: http://www.intel.com/content/www/us/

en/benchmarks/server/xeon-e7-v2/xeon-e7-v2-4s-stream.html.

http://www.intel.com/content/www/us/en/benchmarks/server/xeon-e7-v2/xeon-e7-v2-4s-stream.html
http://www.intel.com/content/www/us/en/benchmarks/server/xeon-e7-v2/xeon-e7-v2-4s-stream.html
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in a main memory-based configuration, because the server has to be able to store
the whole data set in main memory.

Please note, that the sum for the high availability costs shown in Fig. 1 rep-
resent the costs for the added server node including operational costs. The other
two sums (acquisitional and operational costs) show the total costs for the system
without high availability.

Configuration 1 - 10GB/s Bandwidth. In case of a required bandwidth
of 10 GB/s a HDD-based system is the less expensive solution (see Fig. 1(a)).
The SSD-based server has significantly lower operational costs, but suffers from
high availability costs as well as the MM-based solution. The MM-based server
is comparatively expensive since – as stated above – main memory has to be
sufficiently large to store the data set entirely in memory. In our calculations
that results in a memory size of 1 TB.

For a fair comparison, it has to be said that the server configurations are
built to scale to higher bandwidth requirements. Especially for a bandwidth
requirement as 10 GB/s there are more price efficient configurations for disk-
based setups.

Configuration 2 - 20GB/s Bandwidth. The picture looks different if we
assume a bandwidth of 20 GB/s (see Fig. 1(b)). The HDD-based solution is still
the least expensive one, but the main memory-based solution is already less
expensive than the SSD-based server.

The main cost driver for SSD-based over MM-based systems are expensive
PCIe-connected flash drives of which seven are required to theoretically provide
the required bandwidth. Even though PCIe-connected SSDs outperform HDDs,
the performance to price ratio is not significantly improved compared to recent
15 K HDDs.

Configuration 3 - 40GB/s Bandwidth. As shown in Fig. 1(c), for a band-
width requirement of 40 GB/s, the costs for a MM-based solution are lower than
for the other two configurations. With this bandwidth requirement, costs for
HDD-based servers are clearly dominated by the operational costs while SSD-
based server are again dominated by the costs for PCIe-connected flash drives.

3 Bandwidth Requirements for Enterprise Workloads

To better understand the TCO for a given bandwidth requirement we mea-
sured the reading bandwidth of mixed enterprise workloads. Mixed workloads
include transactional workloads as they are executed daily in business systems
and further include analytical workloads, which are usually handled by data
warehouses. Mixed workload systems are currently being researched intensively
(e.g., HYRISE [5], H-Store [6], HyPer [9]) and are also the focus of several com-
mercial products (e.g., SAP HANA [4], Oracle Times Ten, IBM DB2 BLU [13]).
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Fig. 1. Total costs of ownership for the server configurations (see Sect. 2.1) with varying
bandwidth requirements.

They all aim at introducing analytical real-time capabilities into transactional
systems.

To quantify how much read bandwidth is required executeing mixed work-
loads we chose the CH-benCHmark [2] as the assumed workload. The CH-
benCHmark is a modification of the TPC-C benchmark. To include analytical
characteristics of mixed workloads the CH-benCHmark runs analytical queries
adopted from the TPC-H benchmark on the transactional TPC-C data set.

3.1 Setup

We created a TPC-C data set with a scale factor of 1000. The data set was
generated using the OLTP-Bench framework [3] and has a size of ∼70–85 GB
(depending on the database used). We used iotop2 to record reads from disk.
Execution times for the analytical CH-benCHmark queries are not discussed
in this paper as our focus is on the required bandwidth. We did not consider
further characteristics as latency or IOPS (input/output instructions per sec-
ond) due to our focus on mixed workloads, which are read-dominated. Also, we
expect main memory-based systems to outperform disk-based systems for these
characteristics anyhow.

2 iotop – URL: http://guichaz.free.fr/iotop/.

http://guichaz.free.fr/iotop/
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We evaluated three relational databases: MySQL version 5.6.4, PostgreSQL
version 9.3.4, and the most recent release of a commercial relational disk-based
database (referred to as DBMS X ). For all installations, we left all settings to
their default values.

The virtualized database server has one terabyte network connected storage,
32 GB of main memory, and is running SUSE Linux Enterprise Server 11 patch
level 2 respectively Windows Server 2008 RC2.

3.2 CH-benCHmark

Because the CH-benCHmark is based on TPC-C, we decided to measure each
analytical CH-benCHmark query on its own in order to quantify how much
additional I/O is generated by running analytical queries on a transactional
data set. We had to modify several queries to be executable on the three chosen
databases. Whenever non-trivial changes were required (see Sect. 7.1) we skipped
that particular query to avoid unfair comparisons.
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Fig. 2. Megabytes read from disk for MySQL, PostgreSQL, and DBMS X running the
analytical queries of the CH-benCHmark. Geometric means are calculated using all
queries that ran on all three databases (i.e., Q3, Q4, Q9, Q10, Q11, Q18, and Q21).

We executed each query five times with one non-included execution upfront
to warm up the database and OS file caches. Figure 2 shows the measured aver-
age data transfers of each query execution with error bars showing the mini-
mum/maximum measurement of the five executions. For each database, a vertical
line shows the geometric means of read data for all queries that ran on all three
databases (i.e., Q3, Q4, Q9, Q10, Q11, Q18, and Q21) (Table 1).
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Table 1. Geometric mean and average of megabytes read from disk for MySQL, Post-
greSQL, and DBMS X running the analytical queries of the CH-benCHmark.

Database Data Read from Disk (MB)

Geometric Mean Average

DBMS X 31,368.7 34,373.7

MySQL 43,258.9 47,055.2

PostgreSQL 28,550.3 31,832.4

4 Discussion

The next generation of enterprise systems will have vastly different characteris-
tics compared to today’s systems. In 2014, Plattner presented such an (already
productive) enterprise system [12]. These new systems have to handle an increas-
ing analytical pressure without materialized aggregates in order to provide higher
flexibility and fewer restrictions on analytical queries, thus executing all calcu-
lations directly on the transactional data. Today, basically all major database
vendors are working on techniques to provide sufficient performance for mixed
workloads [4,10,13]. Hence, we think that mixed workload benchmarks as the
CH-benCHmark are an important indicator of upcoming workload requirements
and are well worth examining.

To discuss the break-even point of bandwidth requirements and main
memory-based servers, let us assume an enterprise system with 500 parallel
users and a data set size of 1 TB. Each user executes one analytical query on
the database system every two hours, resulting in 250 analytical queries per
hour. Assuming the average query reads of 31 GB (see Sect. 3.2), this scenario
would have a bandwidth requirement of ∼21.5 GB/s. As shown in Sect. 2, we
see that SSD-based servers are less expensive in this scenario. However, neither
the number of 500 parallel users and especially not the database size of 1 TB
is what counts as a “large enterprise system” today. Especially the assumption
of one analytical query per user every two hours is rather conservative. If we
assume 500 parallel users executing analytical queries once an hour, the band-
width requirements would already favor main memory-based solutions.

5 Related Work

To our best knowledge, there is no previous work that has yet discussed cost
effectiveness of main memory databases for high-bandwidth workloads. How-
ever, there are several publications that discuss the link between architectural
decisions and their impacts on costs.

Rowstron et al. presented a similar argument to ours for big data analytics [14].
The authors argue that scaled-up servers with large main memory volumes are
often a better solution than disk-based Hadoop clusters. This observation is espe-
cially interesting as Rowstron et al. point out that the median MapReduce job size



140 M. Boissier et al.

of Yahoo and Microsoft is smaller 14 GB and that 90 % of Facebook’s jobs process
less than 100 GB of data.

Another related topic is how to improve operational costs for server systems.
While this topic is well researched for traditional architectures, it is rather new
to systems where massive main memory sizes are responsible for a large share of
the energy consumption. Malladi et. al discussed this topic and found that energy
can be decreased by a factor 3–5 without sacrificing too much performance [11].
However, lowering the power of main memory also lowers the maximal band-
width.

Another very interesting aspect – one that is not covered in this paper – was
discussed by Zilio et al. [17]. They argue that modern software systems have
become increasingly sophisticated requiring several domain experts to handle
and tune the systems: “These economic trends have driven the total cost of
ownership of systems today to be dominated by the cost of people, not hardware
or software”. Of course, such a metric is hard to quantify. But it can also be seen
as arguing in our favor because an often proposed advantage of main memory
systems is the simplification of system architectures [1].

6 Future Work

There is still a considerable amount of work ahead of us. The main topics that
we want to continue working on are:

Bandwidth Evaluation. To further evaluate bandwidth requirements we want
to examine the CH-benCHmark from end to end, including bandwidth
requirements for transactional queries as well as for analytical queries.
Besides the already evaluated databases, we are planning to benchmark other
databases to gain a better overview. These alternatives include IBM DB2
with its columnar accelerator BLU [13] and MonetDB [8], both representing
disk-based open sourced databases.
We expect columnar databases as MonetDB to require less I/O when exe-
cuting analytical queries. However, it will be interesting how high the I/O
overhead for tuple reconstruction using columnar data structures (and com-
pression) is. Furthermore, it is interesting to see how the usage of compression
effects read bandwidth.

General Workload Assumptions. It is very hard to estimate and predict
how workloads might look if databases are capable of mixed workloads and
high performance analytics. We want to talk to experts and find out which
workload assumptions are realistic for the next years and how workloads
might look in the future.

Query Cost Model. In the long run, we want to work towards a general cost
model for bandwidth requirements of workloads. Even though we think that
a holistic view over several different databases is already very helpful, there
are still many variables in each implementation that are hard to factor out.
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Emerging Memory / Storage Technologies. The performance develop-
ments of disk-based storage and main memory will probably lower the break-
even point even more as the gap between both is currently still widening. New
developments as non-volatile memory (NVM) thrive to increase the density
of byte-addressable storage significantly, potentially having huge impacts on
the TCO of database systems with high bandwidth requirements.

7 Conclusion

The bandwidth evaluations of mixed enterprise workloads in this paper have
shown that the requirements of upcoming enterprise systems might very well
have completely different bandwidth requirements compared to current enter-
prise workloads. Comparing disk- and main memory-resident databases in
respect to bandwidth shows that main memory-resident databases are not as
expensive as often expected. In fact, main memory can be the least expensive
storage medium. We think it is import to convey a new point of view in which
main memory-based solutions are not “the most expensive solution only viable
when everything else is too slow” but rather “the least expensive solutions when
performance requirements are high”.

Appendix

7.1 Execution of CH-benCHmark Queries

The following adaptions have been done to run the CH-benCHmark queries:

– when needed, the extract function (e.g., EXTRACT(YEAR FROM o entry d)) has
been replaced by the year function (e.g., YEAR(o entry d))

– for MySQL and PostgreSQL, query 15 has been modified to use a view instead
of using SQL’s having clause (code provided by the OLTP-Bench framework)

– when needed, aliases have been resolved in case they are not supported in
aggregations

We set the maximal query execution time to 12 h for each query, which excludes
queries from our results even though they are executable. Due to their long exe-
cution time we assume that the execution of these queries does not terminate.

7.2 TCO Calculations

The following section lists the components for an assumed bandwidth require-
ment of 40 GB/s. The prices have been obtained from the official websites of hard-
ware vendors and do not include any discounts. Energy costs are calculated using
the technical specifications of the hardware. Cooling costs are calculated using an
assumed Power Usage Effectiveness (PUE) of 1.8 according to the Uptime Insti-
tute 2012 Data Center Survey3. The cost of energy is $0,276 per kWh. Both energy
and cooling costs are calculated for a timespan of three years.
3 Uptime Institute 2012 Data Center Survey – URL: http://uptimeinstitute.com/

2012-survey-results.

http://uptimeinstitute.com/2012-survey-results
http://uptimeinstitute.com/2012-survey-results
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Table 2. TCO calculation for the HDD-based system.

Item Amount Est. price per item ($) Total ($)

Server 2 30,000 60,000

DAS unit 7 4,500 31,500

SAS controller 14 500 7,000

Hard disk (10 K) 672 150 100,800

Main memory (16 GB) 4 340 1,360

Energy - - 143,110

Cooling - - 114,488

SSD for logging 1 5,000 5,000

TCO 463,218

For the hard disk and solid state disk based systems each node is a four
processor server (4 × Intel Xeon E7-4850v2 12C/24T 2.3 GHz 24 MB) with an
estimated price of $30,000. For both configurations the size of main memory is
set to ∼10% of the database volume (i.e., 50 GB for the 500 GB data set).

All following exemplary calculations do not include costs for high availability.

HDD-Based System. The HDD-based system adapts to higher bandwidth require-
ments by adding direct attached storage units. In this calculation, each node has
eight SAS slots. Each DAS unit is connected to two SAS slots and is assumed to
provide the maximal theoretical throughput of 6 GB/s and consists of 96 disks
(10 K enterprise grade) to provide the bandwidth. It is possible to reach 6 GB/s
with fewer 15 K disks, but a configuration with 10 K is more price efficient.

Since two SAS slots are used to connect each DAS unit, each server node
can connect to a maximum of four DAS units resulting in a peak bandwidth of
24 GB/s. Consequently, any bandwidth higher than 24 GB/s requires an addi-
tional server node.

The hardware setup for the 40 GB/s configuration and its TCO calculation
is listed in Sect. 7.2 (Table 2).

SSD-Based System. The SSD-based system uses PCI-e connected solid state
disks. Recent Intel Xeon CPUs have up to 32 PCI-e lanes per socket that are
directly connected. Consequently, we assume a theoretical setup of up to eight
PCIe-connected SSDs per server node.

For our calculations, we use an PCIe SSD that provide a peak read bandwidth
of 3 GB/s and has a size of 1 TB. As of now, there are faster SSDs available (up to
6 GB/s), but these are more expensive by a factor of over 3x. We also calculated
prices for another PCIe SSD vendor whose drives are almost a factor 2x less
expensive in their smallest size of 350 GB. We did not include these calculations
here, as these drives are currently not available.. However, even using these drives
the 40 GB/s configuration is still more expensive than its main memory-based
counterpart (Table 3).
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Table 3. TCO calculation for the SSD-based system.

Item Amount Est. price per item ($) Total ($)

Server 2 30,000 60,000

PCIe-connected SSD (3 GB/s) 14 13,100 183,400

Main memory (16 GB) 4 340 1,360

Energy - - 34,240

Cooling - - 27,218

SSD for logging 1 5,000 5,000

TCO 311,218

Main Memory-Based System. The main memory-based server is equipped with
Intel’s latest XEON E7 CPU. A server with four CPUs (Intel Xeon E7-4890v2
15C/30T 2.8 GHz 37 MB) costs ∼$63, 000. The costs include a 600 GB enterprise-
grade HDD for persistence (Table 4).

Table 4. TCO calculation for the main memory-based system.

Item Amount Est. price per item ($) Total ($)

Server 1 63,000 63,000

Hard disk (15 K) 1 300 150

Main memory (16 GB) 63 340 21,420

Energy - - 25,304

Cooling - - 20,242

SSD for logging - - 5,000

TCO 135,116
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Abstract. We present FoodBroker, a new data generator for bench-
marking graph-based business intelligence systems and approaches.
It covers two realistic business processes and their involved master and
transactional data objects. The interactions are correlated in controlled
ways to enable non-uniform distributions for data and relationships. For
benchmarking data integration, the generated data is stored in two inter-
related databases. The dataset can be arbitrarily scaled and allows com-
prehensive graph- and pattern-based analysis.

Keywords: Synthetic data generation · Benchmarks · Graph data man-
agement · Business intelligence

1 Introduction

The operations of a company are reflected in its business processes and their
different domain objects such as employees, products or purchase orders. Signif-
icant goals for business intelligence are to find correlations between such domain
objects, to identify how domain objects are involved in business processes and to
determine how this affects the success or failure of processes and the company.
For example, consider trading processes where unfriendly sales people will have a
negative influence while fast logistics companies can have a positive impact. Busi-
ness information systems supporting the execution of business processes store
those domain objects influencing the process outcome as master data. Further
on, they record transactional data such as sales orders or invoices referencing
master data during process execution.

While the data of business information systems is usually stored in rela-
tional databases, all process-related domain objects and their references can be
abstracted as a graph, where objects are nodes and references are edges. So far,
graph data models have been typically used to model natural graph scenarios
such as social networks or knowledge models (e.g., ontologies). However, recent
research projects aim at using graph models for data integration and analytics,
for example in the enterprise [10,13] or health care [9] domains.
c© Springer International Publishing Switzerland 2015
T. Rabl et al. (Eds.): WBDB 2014, LNCS 8991, pp. 145–155, 2015.
DOI: 10.1007/978-3-319-20233-4 13
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Evaluating or benchmarking such analytical graph applications requires
datasets that reflect the nature of business information systems. Unfortunately, it
is very difficult to obtain real datasets from enterprises for evaluation purposes so
that we see a need to generate appropriate datasets synthetically. Such datasets
must meet specific features to be useful for graph-based analytics which are not
sufficiently supported by established data generators for warehouse and graph
benchmarks. In particular, the scenario covered by the dataset should represent
a large number of similar use cases in practice and should allow the analysis of
complex relationships and patterns to gain significant business insights. More
specifically, we pose the following requirements.

1 - Heterogeneous Domain Objects. Domain objects belong to different cla-
sses representing master or transactional data. Example master data classes
are employee, customer or product and example transactional classes are
sales order, rating or email.

2 - Heterogeneous Relationships. Domain objects may be related in different
semantic ways represented by different relationship types. Relationships have
to involve both master and transactional domain objects in any combination.

3 - Support of Graph-Based Analysis. The recorded data should allow a
more comprehensive, graph-based business analysis than with traditional
data warehouses. For enterprise data, it should thus represent different busi-
ness processes with complex, correlated interactions between master data
objects and transactional objects. It should thus be possible to identify and
analyze different transactional patterns, e.g., the effect of how an employee
interacted with specific customers.

4 - Multiple Sources. Companies and organizations typically use multiple inf-
ormation systems. To cover data integration tasks, a synthetic dataset needs
to imitate multiple data sources.

5 - Scalability. For benchmarking, the datasets need to be scalable up to realis-
tic sizes with thousands of master data objects and millions of transactions.

To our knowledge, there is no data generator that provides all of the stated
requirements yet. The contribution of this paper is FoodBroker, a data genera-
tor for related master and transactional data which are meaningful for a specific
domain. FoodBroker is based on simulating processes and process-supporting
information systems. The current version of FoodBroker provides an authen-
tic data model representing two interrelated business information systems and
generates records by simulating many business process executions (cases). Food-
Broker considers the correlation between master data instances and their influ-
ence on the development and outcome of each case. The resulting data can be
integrated using a graph model and used for evaluation and benchmarking of
analytical graph systems. The source code of the FoodBroker data generator can
be found on GitHub1 under GPL v3.

The remaining paper is organized as follows. In Sect. 2 we discuss related work
about existing benchmark-related data generators. Then in Sect. 3, we introduce
1 https://github.com/dbs-leipzig/foodbroker.

https://github.com/dbs-leipzig/foodbroker
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our business process and its simulation. The current implementation is described
in Sect. 4. Finally, we end up with a summary and provide an outlook in Sect. 5.

2 Related Work

Data generators for established OLAP benchmarks such as TPC-H [12] and
APB-1 [8] do not fully meet the introduced requirements for graph-based analyt-
ics. Although they are scalable and offer heterogenous domain objects their rela-
tionship heterogenity is limited. Graph patterns of interest usually involve causal
connections among transactional data as well as the involved master data [10].
However, APB-1 and all TPC benchmarks except TPC-DS are focussed on a sin-
gle class of transactional data and TPC-DS by design provides no relationships
in between the different transactional objects. The data generator of BigBench
[5] extends the TPC-DS data model by related transactional data from web logs
and reviews. However, those relationships are generated without considering the
impact of master data instances. Further on, none of the benchmarks involves
the problem of integrating multiple sources.

Due to the growing research interest in graph database systems, many bench-
mark studies have been published comparing those systems to relational data-
base systems as well as among themselves. As there is currently no standard
graph benchmark available, varying data generators have been developed, typi-
cally focused on a specific use case.

In [14], Vicknair et al. compare a relational and a graph database system.
Their generated datasets contain artificial provenance information modeled as a
directed acyclic graph and stored in a single data source. Nodes as well as edges
are homogeneous and lack specific semantics: nodes carry random payload data,
edges have no relationship type and no data attached to them. Graph sizes can
vary depending on a user-defined number of nodes.

Holzschuher and Peinl also compare a relational and a graph database system
focusing on the evaluation of graph query languages and SQL [7]. The generated
datasets resemble the structure and content of online social networks in a prop-
erty graph and are stored in a single data source. Nodes and edges can be of
different types, nodes store realistic data based on dictionaries. The relationship
information is taken from a real social network which makes it impossible to
scale the graph size unrestricted.

Dominguez-Sal et al. [4] benchmark different GDBMS. They make use of
the recursive matrix (R-MAT [3]) algorithm, which was designed to generate
directed graphs that are equivalent to real networks in terms of specific graph
invariants, like degree distribution and diameter. Using a single parameter, the
graph size can be scaled exponentially. The algorithm is focused on generating
a realistic structure but lacks the capability to add semantics to nodes or edges.

In [6], Gupta emphasizes that the characteristics of generating data for
heterogenous graphs strongly differs from data generators of benchmarks for
data warehouses and graphs which are specified by topology characteristics.
He proposes a data generator for heterogenous multigraphs with typed nodes
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and labeled edges representing meaingful data from a drug discovery scenario.
Although this approach even provides correlations between domain objects and
graph structure, the resulting data does neither consider the characteristics of
process-related data nor the scenario of multiple data sources.

Pham et al. propose S3G2, a framework for specifying the generation of
graphs using a rule-based approach which leads to plausible structural correla-
tions between graph structures and domain objects [11]. Their focus is the gener-
ation of social networks with real-world structural and semantic characteristics
using dictionaries and manually defined correlation rules. To achieve scalability
in terms of graph size and computing time, the framework is implemented using
the MapReduce paradigm. A way to adopt the framework for business analytics
could be the definition of domain specific correlation rules. Nevertheless, this
would not lead to the generation of complex business processes where the cor-
relation is not only depending on directly connected nodes but on transitive
relationships between multiple domain objects.

A promising project, which adopts the S3G2 framework, is the Linked
Data Benchmark Council (LDBC) [1,2], which aims at establishing standard-
ized graph-oriented benchmarks and data generators for different application
domains. Like us, the authors also highlight the importance of semantic cor-
relations within the data to address business intelligence and graph analytics.
Up until now, the project offers data generators for social network and semantic
publishing use cases. FoodBroker describes a complementary, business-oriented
use case where data objects are interrelated within diverse business process exe-
cutions. The Foodbroker dataset will thus likely allow different graph-based
analysis tasks for business intelligence than in the LDBC use cases. Still we
expect the LDBC results as a valuable input for defining a benchmark based on
Foodbroker datasets.

3 Simulation

The FoodBroker simulation reflects the core business of a fictive company trading
food between producers (vendors) and retailers (customers). The company only
offers a brokerage service and has no warehouse. Process-related data is recorded
in an enterprise resource planning (ERP) system and a customer issue tracking
(CIT) system. The simulation includes the customizable generation of master
data as well as transactional data involved in the executions of two interrelated
business processes for food brokerage and complaint handling. In the following,
we describe the data model and the two simulated business processes. We also
discuss how the generated data can be used for graph-based business analytics.

3.1 Data Model

The data model for the ERP and CIT systems is shown in Fig. 1. The ERP system
stores master data objects of the classes Employee, Product, Customer, Vendor
and Logistics. Products are categozied into different product categories, such as
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Fig. 1. FoodBroker Data Model: The outer rectangles show the boundaries of two
systems ERP and CIT. Database tables correspond either to classes or n:m associations
(*Line). Primary keys are highlighted by italic letters. Associations are shown as solid
lines. Foreign keys are attached to associations. Implicit associations in between both
databases are represented by dotted lines. For each implicit association, there is a
corresponding column with prefix erp.

fruits, vegetables and nuts. In the CIT system, the instances of master class User
refer to employees in the ERP system, while master class Client refers to ERP
class Customer.

For each master data object we provide a quality criterion with one of the
values good, normal or bad. We use these criteria in the generation of business
processes and achieve thus a correlation between the different kinds of master
objects and the structure and outcome of process executions.
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The ERP system further records transactional data about trading
and refunds, represented by the classes SalesQuotation, SalesOrder,
PurchOrder, DeliveryNote, SalesInvoice and PurchInvoice. The line classes
SalesQuotationLine, SalesOrderLine and PurchOrderLine represent n:m
associations between the respective transactional classes and Product. The CIT
system has only the transactional class Ticket representing customer com-
plaints. All transactional classes have associations to other transactional and
master data classes.

3.2 Food Brokerage

A food brokerage starts with a SalesQuotation sent by a random Employee to a
random Customer. A quotation has SalesQuotationLines referring to random
products. Each SalesQuotationLine provides a salesPrice that is determined
by adding a sales margin to the products purchPrice. A SalesQuotation can
be either confirmed or rejected. To simulate the interaction of employee and
customer, the probability of confirmation as well as the sales margin will be
significantly higher if a good Employee and a good Customer are involved and
correspondingly lower for normal or bad master data objects.

A confirmed quotation results in a SalesOrder and a set of SalesOrderLines.
The SalesOrder includes a reference to the underlying SalesQuotation as
well as a deliveryDate. To reflect partial confirmations, there may be fewer
SalesOrderLines than SalesQuotationLines. While the Customer is the same
as the one of the SalesQuotation, a new Employee is processing the SalesOrder.

For each SalesOrder, one ore more PurchOrders, each with one or more
PurchOrderLines, are placed at random Vendors. A random Employee (pur-
chaser) is associated per PurchOrder. Actual purchase prices are subject to
variations. To simulate the interaction of purchaser and vendor, a good Employee
and a good Vendor will lead to a lower purchPrice as compared to normal or
bad ones. Furtheron, a good Employee will place PurchOrders faster.

After a PurchOrder is processed by the Vendor, the company receives
information about the DeliveryNote, in particular date of delivery, operat-
ing Logistics company and operator-specific trackingCode. The delivery time
is influenced by the quality of both Vendor and Logistics company such that
good business partners will lead to faster delivery than bad or normal ones.

Finally, one SalesInvoice per SalesOrder will be sent to the Customer and
one PurchInvoice per PurchOrder received from the corresponding Vendor. All
transactional data objects created within cases of food brokerage refer to their
predecessor (except SalesQuotation) and provide a date property with a value
greater or equal than the one of the predecessor.

3.3 Complaint Handling

For every customer complaint an instance of Ticket referring the correspond-
ing SalesOrder is created. For the first complaint per Customer, additionally
a Client instance is created. The employee handling the complaint is recorded
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in class User. There are two problems which may cause complaints: late deliv-
ery and bad product quality. Late delivery complaints occur if the date of a
DeliveryNote is greater than the agreed deliveryDate of the SalesOrder,
e.g., due to a bad Employee processing the SalesOrder or a PurchaseOrder,
a bad Vendor, a bad Logistics company or combinations of those. Bad quality
complaints may be caused by bad Products , a bad Vendor, a bad Logistics
company or combinations of such.

A Ticket may lead to refunds which are recorded as SalesInvoice objects
with negative revenue. While the constellation of a good Employee allocated to
the Ticket and a good Customer may lead to low or no refund, bad ones lead
to higher refund. If the problem was caused by the Vendor, there will be also a
refund for the company in the form of a PurchInvoice with negative expenses.
While the constellation of a good Employee and a good Vendor may lead to high
refund, bad ones lead to lower or no refund.

3.4 Graph Analytics

The FoodBroker datasets provide complex correlations between master data
instances and their involvement within the execution of the described business
processes making it a good basis for graph-based business analytics. In particular
it is possible to analyze the influence of the different master objects (employ-
ees, customers,vendors, etc.) on the financial outcome of business processes
by case-wise aggregating all revenue- and expense-related properties, e.g. in
SalesInvoice and PurchInvoice records of the same case, as well as deter-
mining the impact of refunds due to complaints.

Since all objects involved in the same case are interconnected in the gen-
erated dataset, it is possible to analyze the resulting graphs representing busi-
ness process executions. Hence it is not only possible to aggregate profit-related
measures but also to analyze the transactional correlation patterns underlying
positive or negative cases to find frequent patterns in such business process
executions. For example, it could be found that cases with outstandingly high
profit frequently contain patterns such as Customer:ACME <-receivedFrom-
SalesOrder -processedBy-> Employee:Alice saying that employee Alice was
processing the sales order by customer ACME.

Finding such correlations is a non-trivial task due to many-to-many associa-
tions between cases and master data objects of the same class. For example, in
a single case multiple Employees can be involved in different ways but also in
the same way, e.g. multiple purchaser employees for different items.

4 Implementation

Our current implementation stores the generated dataset in a MySQL database
dump with separate databases for the ERP and CIT systems. In both databases
every class has a dedicated table with the same name. 1:1 and 1:m associations



152 A. Petermann et al.

Table 1. FoodBroker Configuration Parameters

Class Configuration Default Value

Master data

Employee number of instances 30 + 10 × SF

proportions of good/normal/bad inst. 0.1/0.8/0.1

Product number of instances 1000 + 10 × SF

proportions of good/normal/bad inst. 0.1/0.8/0.1

list price range 0.5..8.5

Customer number of instances 50 + 20 × SF

proportions of good/normal/bad inst. 0.1/0.8/0.1

Vendor number of instances 10 + 5 × SF

proportions of good/normal/bad inst. 0.1/0.8/0.1

Logistics number of instances 10 + 0 × SF

proportions of good/normal/bad inst. 0.1/0.8/0.1

Food brokerage

Process number of cases 10000 × SF

date range 2014-01-01..2014-12-31

SalesQuotation products per quotation (lines) 1..20

quantity per product 1..100

sales margin/IM 0.05/0.02

confirmation probability/IM 0.6/0.2

line confirmation probability 0.9

confirmation delay/IM 0..20/5

SalesOrder agreed delivery delay/IM 2..4/1

purchase delay/IM 0..2/2

invoice delay/IM 0..3/−2

PurchOrder price variation/IM 0.01/−0.02

delivery delay/IM 0..1/1

invoice delay/IM 2..5/3

Complaint handling

Ticket probability of bad quality/IM 0.05/−0.1

sales refund/IM 0.1/−0.05

purchase refund/IM 0.1/0.05

SF abbreviates scale factor
number of instance configurations are defined by linear functions a + b × SF
IM abbreviates impact per master data instance
IM > 0 means good/bad master data instances increase/decrease value
IM < 0 means good/bad master data instances decrease/increase value
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correspond to foreign keys in class tables where the column names represent the
relationship type. M:n associations are stored in separate tables.

The simulation is implemented as a Java console application. The database
dump includes SQL statements for the creation of tables. All instances of a class
are inserted into the tables corresponding to their class. Domain-specific string
values such as employee or product names are provided by an embedded SQLite
database.

Scalability in terms of different data sizes is controlled by a scale factor (SF ).
This makes it possible to create datasets with equal criteria regarding distrib-
utions, value ranges and probabilities but with a different number of instances.
The number of master data instances and the number of simulated cases are
defined by linear functions. The simulation function has a default slope of 10,000
per scale factor. We take into account that master data instances do not scale
proportionally to cases. For example, there is only a limited amount of logistics
companies. Thus, the functions of all master data classes beside a specific slope
also have a y-intercept to specify a minimum number of instances.

Beside the scale factor and the resulting data growth, the generation of mas-
ter data but also the process simulation is customizable by several configuration
parameters. For example, one can set the confirmation probability of quotations
or the influence of master data quality criteria on that probability. All config-
urations are set within a single file. An overview about the configuration para-
meters is provided in Table 1. While using FoodBroker for benchmarks requires
fixed configurations and variable scale, variable configurations at a fixed scale
can be used to evaluate business intelligence applications at different scenarios.
Table 2 shows dataset measures for different scale factors using the standard con-
figuration. With respect to runtime, our current implementation shows a linear
behavior for increasing scale factors. All datasets were generated on a worksta-
tion containing an Intel Xeon Quadcore, 8 GB RAM and a standard HDD.

Table 2. Measures of FoodBroker datasets for different scale factors (SF)

Master data Transactional data

SF Objects Time Objects Relationships Time Dump Size

1 1.1 K 4 s 73 K 380 K 4 s 42 MB

10 1.7 K 4 s 725 K 3.8 M 25 s 426 MB

100 6.8 K 4 s 7.2 M 38 M 4 min 4.1 GB

1000 67 K 8 s 68 M 360 M 35 min 39 GB

5 Summary

We presented the FoodBroker data generator for graph-based analytics based on
simulated business process executions. FoodBroker creates domain-specific mas-
ter and transactional data as well as meaningful relationships in between them.
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Quality criteria provided for all master data objects influence the execution of
business processes and thus the creation of transactional data and process out-
come. The complex correlations between master and transactional objects within
graph-like business process representations make the Foodbroker datasets a good
candidate for a variety of graph- and pattern-based analysis tasks.

Data generation is customizable and can be scaled to large sizes by a simple
scale factor. In future work, we want to define a benchmarking workload for
Foodbroker datasets and use it to evaluate different systems including current
GDBMS and our own BIIIG2 approach [10].
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