
Chapter 14
Probing Molecular Photoexcited
Dynamics by Soft X-Rays

Markus Gühr

Abstract This chapter presents a short introduction into probing photoexcited
dynamics of isolated molecules by ultrashort x-ray pulses. It describes the basic
concepts of electronic and nuclear dynamics in a molecule after optical excitation
and shows basic concepts like element and site specific probing associated with
x-rays. It discusses ultrafast x-ray sources for molecular spectroscopy and presents
some of the very first gas phase molecular dynamics results that this young field has
produced.

14.1 Introduction

We are currently in the second decade of ultrafast x-rays. Since 2000, ultrafast
x-ray sources have been operating at synchrotrons [1]. With the first light from
the free electron laser in Hamburg/Germany (FLASH) [2], the Linac coherent light
source in SLAC National Accelerator lab [3], and SACLA in Japan [4] the brilliance
of ultrafast extreme ultraviolet and x-ray sources has been increased by several orders
of magnitude [5]. This chapter outlines the new possibilities using the brilliant and
short soft x-ray pulses for probing the photodynamics of isolated molecules in the
gas phase. While many interesting applications are found in solution phase, the
photoexcited dynamics of isolated molecules offer a great chance for fundamental
understanding [6, 7] since the highest accuracy simulations can be performed for
these systems.

The key question in the molecule-light interaction is about the conversion of light
energy into other forms of energy. The light does not provide any information on how
its energy needs to get converted; different molecules however show very different
conversion pathways after excitation. While some transform a large fraction of the
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light energy into making different bonds resulting in a molecular geometry change,
others distribute the photon energy over many vibrational modes leading to heating
without bond change.

A few examples show the diversity of the molecular energy conversion after
interaction with light. Many molecules undergo a major structural change localized
around few bonds under light illumination [8]. Prominent examples are azobenzene
[9, 10], stilbene [11, 12], rhodopsin, which is important for vision [13, 14] and
in bacterial light harvesting [15, 16], and green fluorescent protein (GFP), used as
fluorescent marker in genetics [17]. A prominent class of molecules that does not
show any major structural change after photoexcitation is the nucleobases. Here,
light energy is not directed towards the large amplitude motion of one particular
molecular coordinate, but many molecular modes are “heated”. It is argued, that
the light-to-heat-conversion in nucleobases contributes to the photoprotection of our
genetic code, by avoiding ultraviolet induced dimerization of neighboring bases in
the DNA strand [18–20].

How does this efficient and selective usage of light energy emerge? The optical
light is absorbed by valence electrons which are delocalized and mediate chemi-
cal binding. Upon light absorption, the valence electrons change their shape and a
concerted motion of electrons and nuclei follows. In this complex dynamics on the
photoexcited state, some channels for energy conversion are preferred over others and
the fastest (accessible) process dominates the energy conversion [21–25]. Dictated
by the Einstein rate coefficients, radiative processes on photoexcited states typically
happen on the nanosecond time scale for ultraviolet to visible light. Much faster
and thus more efficient reaction channels are provided by radiationless processes
resulting from the coupling of nuclear and electronic motion in the photoexcited
state. Typical timescales for these processes lie in the ultrafast domain of pico- to
femtoseconds, requiring ultrafast tools for their observation.

The rest of this chapter will give and account on the use of ultrafast x-ray probes
to for photoexcited dynamics. The topic is approached for isolatedmolecules, having
the above mentioned advantage of very high level simulation capabilities. Moreover,
gas phase spectroscopy allows a wide variety of probe methods. Besides time and
energy resolved ion or electron spectroscopic methods, also coincidence methods for
charged particles (ions and electrons) can be used giving very detailed information on
the molecular state at the time of the probe interaction [26]. While demonstrating the
main statements in this chapter on a general level,more detail will be presented for the
case of nucleobases. These molecules have been studied by ultrafast optical methods
for a long time and a rich experimental and theoretical literature is evidence of the
interesting processes occurring in their photoexcited states. The nucleobases have
also been studied thoroughlywithmanyx-raymethods and in addition a time resolved
study on the photoexcited dynamics has been performed recently with ultrafast soft
x-rays at the LCLS [27].

The following section will describe some basics of potential energy surfaces
(PESs) and nonradiative processes that cannot be described using the Born-
Oppenheimer approximation (BOA) [28]. It is believed, that most optically excited
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polyatomic molecules posses geometries at which nonradiative processes become
determining in the energy conversion process [25, 29].

The third section of this chapter will introduce the concept of element and site
selective probing and chemical shifts observed in x-ray spectroscopy [30–33], which
can be used to address particular sites within the molecule. In the fourth section,
crucial parameters of ultrafast x-ray sources will be presented and their usability for
different x-ray spectroscopic methods discussed. The final section discusses the first
examples of ultrafast x-ray probe experiments on photoexcited molecular states with
an emphasis on the ultrafast x-ray Auger probing of nucleobase dynamics.

Ultrafast x-rays provide an important extension in the ultrafast toolbox due to
their element and site selective probe character. The core wave functions involved
in the x-ray probe transitions are extremely tightly bound which results in a high
the local sensitivity within a molecule [34]. While the purpose of this chapter is to
show how useful these new ultrafast x-ray probes can be and what promise they
show for the future, it is mandatory to say that the new methods stand on the shoul-
ders of giants. Ultrafast optical probe studies of light induced dynamics have been
extremely successful and it is impossible in this context to give an overview of the
most important works contributing to our understanding of photoexcited dynamics.
I would understand the new ultrafast x-ray probe methods in this context: they are
a valuable extension and maybe a crucial tool for many processes. Their real value
however will lie in the complementarity to the optical ultrafast methods.

14.2 Molecular Processes

The interaction of optical light withmolecules and the followingmolecular dynamics
is the topic of many excellent textbooks [35–38]. In the following, the light induced
dynamics is described, first using simple orbital arguments followed by a discus-
sion of adiabatic potential energy surfaces. We then turn to vibrational relaxation
and dynamics that cannot be described in the framework of the Born-Oppenheimer
approximation.

In the beginning of any optically excited molecular dynamics is the interaction
of valence electrons with light. The valence electrons are delocalized, that means
they keep the molecule together by screening the repulsive forces between the pos-
itively charged nuclei, which are only in part screened by the core electrons. The
absorption process results in a valence electron structure which is different from the
“equilibrated” electronic ground state. This in turn will change the forces between
the nuclei, resulting in nuclear dynamics. For the simple case of diatomic molecules,
the light induced changes in the nuclear structure can be read from the change in
equilibrium internuclear distance from ground to excited state. For Br2, the ground
state 1�g has a Re = 2.28 Å. The optical excitation promotes one electron from
a πu orbital with no node orthogonal to molecular axis to a σu orbital with nodes
[39, 40]. The reduced electron density in between the nuclei results in an expanded
excited state (3�u) with Re = 2.66Å
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Fig. 14.1 Nuclear structure (a), second highest occupiedmolecular orbital (HOMO-1)π and lowest
unoccupied molecular orbital (LUMO) π* in (b) and (c) respectively. Ultraviolet radiation induces
the so called ππ* transition, in which one electron is promoted from the π into the π* orbital. Due
to the nodal structure of the orbitals, one expects an elongation of the C(5)–C(6) and C(4)–O(8)
bond as well as a contraction of the C(4)–C(5) bond after photoexcitation

For the case of thymine, the excitation scheme is displayed in Fig. 14.1. The
light accomplishes a so called π–π* excitation, promoting and electron from a π

orbital as shown in Fig. 14.1b into the π* orbital in Fig. 14.1c. The π orbital shows
high electron density in between atoms C(5)–C(6), and a node in the C(4) atom.
The newly populated π* orbital shows a node in between C(5)–C(6) as well as in
between C(4)–O(8) leading to reduced electron density triggering bond elongation.
On the C(4)–C(5) bond, the π* orbital increases the electron density leading to a
bond contraction in the excited state. These coordinates are said to be Frank-Condon
active, since they are directly coupled to the electronic change upon light excitation.
Calculation on a higher level confirm this simple picture [41, 42].

The light induced nuclearmotion is described in terms of potential energy surfaces
(PES) which are intimately connected to the Born-Oppenheimer approximation sim-
plifying the molecular Schrödinger equation. First, the eigenvalues of the electronic
part of the Hamiltonian are calculated for fixed nuclei. This can be done because
the light electrons can adapt instantaneously to any change in the slow motion of
the heavy nuclei. The electronic spectrum is repetitively calculated for many nuclear
geometries; connecting them leads to adiabatic PES. Based on these potentials, the
complete Hamiltonian is solved. During this step, the Born-Oppenheimer approxi-
mation [28] neglects coupling terms among different electronic states based on the
fact that they scale with the ratio of electronic over nuclear mass.

In order to simulate the nuclear dynamics following optical excitation, a nuclear
wavepacket is constructed by calculating the dipole matrix element of the ground
state with the excited PES. Once more, the electronic and nuclear wavefunction are
separated giving rise to an electronic transition dipole and a Franck-Condon matrix
element between the vibrational eigenstates of the electronic ground state and those of
the electronically excited state. For harmonic oscillator PES, the nuclear wavepacket
undergoes repetitive motion, with periodic recurrence in position and shape. An har-
monic oscillator in one nuclear dimension leads to wavepacket dephasing followed
by revivals of the wavepacket or of multiple copies at different positions [43–45]. For
molecules with more than two nuclei an additional phenomenon called intermole-
cular vibrational redistribution (IVR) occurs. The initially excited Franck-Condon
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active vibrational modes are anharmonically coupled to other vibrational modes. An
excellent introduction to IVR has been presented by Nesbitt and Field [46].

The Born-Oppenheimer approximation is often not sufficient to describe photoex-
cited molecular dynamics. As two PES come close, the separation of electron and
nuclear motion breaks down, which can be understood using an intuitive approach by
Herzberg [47]. The key argument allowing for separation of electronic and nuclear
degrees of freedom is that light and therefore fast electrons are adapting instanta-
neously to any changing geometry of the heavy and slow nuclei. In the quantum
world, the timescale of motion for any quantum object is given by the inverse of the
energy spacing (1/�E) of the eigenstates. Imagine just two electronic states being
involved. Their �E changes as a function nuclear geometry. In the most extreme
case, the nuclei can drive the quantum system to geometries where �E becomes
very small or even zero. The electrons move slowly at these nuclear geometries and
thus the electron-nuclear separation is not justified any more. A more formal deriva-
tion for example in [22, 28, 48] shows that the so called non-BOA coupling elements,
which are based on the nuclear momentum operator, couple different adiabatic elec-
tronic states. The non-BOA couplings scale by the inverse energy spacing of PESs,
which means that close lying adiabatic states are strongly coupled and wavepacket
population is nonradiatively transferred from one adiabatic state to another. The non-
radiative non-BOA transitions are fast, which means they are very efficient in driving
excited state populations into particular channels.

A special class of topological constructs in which two adiabatic surfaces are close
and even degenerate are the so called conical intersections (CIs). The PESs describe
the shape of a cone around a point of degeneracy between the adiabatic states, leading
to the nomenclature. TheCIswerefirst proposed byTeller in 1937 [49] and afterwards
mostly ignored as a kind of exotic topology. In the recent two decades however,
conical intersections are intensely studied for their role in photoexcited dynamics
[25, 29, 48, 50]. The dimensionality of a conical intersection is explained by Atchity
et al. [51]: In an M dimensional nuclear geometry space, two particular geometry
vectors g and h [50] span the CI and the point of degeneracy is a M-2 dimensional
subspace, with certain exceptions based on symmetry arguments. Thus, in most
molecules a “seam of conical intersections” [52] is lined up the nuclear geometry
space.

Conical intersections are relevant for the photoexcited dynamics of thymine, the
main example pursued in this contribution. Figure14.2 presents a sketch of the ultra-
violet excitation that initially populates the ππ* state. Population is funneled into
the lower lying nπ* and ground state through conical intersections as the nuclear
wave packet propagates. Directly after the photoexcitation, the planar relaxation
coordinates described in the context of in Fig. 14.1 drive the wavepacket out of the
Franck-Condon range. A ring folding coordinate gets activated which promotes the
molecular wavepacket close to the conical intersections. Several intersections are
predicted among the different states. The lowest energy intersections predicted by
Hudock et al. [41] and Szymcak et al. [42] are sketched in Fig. 14.2. The g and h
vectors for the intersection with nπ* from [42] are shown in Fig. 14.2b; they illus-
trate the complexity of these coordinates. While g has a dominant contribution from
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Fig. 14.2 a Reaction path from the Franck-Condon region to conical intersections with the ground
and nπ* states. A barrier along the relaxation coordinate is object of discussion in the literature. b g
and h vectors sketched by motion direction of certain atoms within the thymine molecule (reprinted
with permission from [42]. Copyright 2009 American Chemical Society). These two vectors span
the space for the conical intersection ππ*-nπ*

the Franck-Condon active C–O stretch, the h vector possesses a strong out of plane
component. The path from the Franck-Condon (FC) region to the conical intersec-
tions sketched here proceeds via an elongation of the C(5)–C(6) and C(4)–O(8)
bond. A barrier in between the FC region and the CIs is indicated in Fig. 14.2. This
barrier is currently matter of a debate and it is crucial for the molecular dynamics.
Hudock et al. [41] and Szymcak et al. [42] predict a barrier that slows down electronic
relaxation on theππ* state by trapping population in aminimum.According to these
simulations, the molecular population in the ππ* state needs several picoseconds to
arrive at the CIs sketched in Fig. 14.2. Other groups use similar methods but slightly
different basis sets and arrive at fundamentally different conclusions. Merchan et al.
[53], Perun et al. [54] as well as Asturiol et al. [55] argue that the relaxation out of
the π π* state occurs without any trapping of population behind a barrier, and thus
electronic relaxation is expected to happen on a ∼100 fs timescale.

14.2.1 Experimental Work on Molecular Dynamics
Outside the BOA Framework

Almost all ultrafast photoexcited dynamics measurements on molecules are done
with light in the visible and ultraviolet domain. For the pump pulse, it is necessary to
use this wavelength range if one wants to draw connections to molecular excitation
by sunlight. Since the pump-pulse is optical, it is relatively practical to also use
optical light for probing (sometimes the same color) which however is not necessary.
In fact, the probe pulse is observing the phenomenon and its spectral range can be
chosen according to whichever method is best suited.
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In the gas phase most ultrafast experiments on neutral photoexcited molecules are
performed by measuring ion yields or electron kinetic energy spectra as a function
of pump-probe time delay, with additional parameters such as angular distribution.
Multi-photon probing combinedwith ion counting have been among the first ultrafast
probes of photoexcited dynamics [56, 57] and the strongfield tunnelingpicture allows
certain conclusions about the shape of the ionized orbital [58, 59]. In the following
we concentrate on time resolved photoelectron spectroscopy, for which an excellent
introduction has been provided by Stolow and Neumark [60, 61]. Energy and time
resolved photoelectron spectroscopy is often able to distinguish ultrafast vibrational
and electronic dynamics, as shown by Stolow and coworkers [62, 63]. The analysis
of those spectra is based on the notion that ionization of a photoexcited neutral state
occurs most likely upon removal of one only electron. If several cationic states are
energetically accessible by the probe pulse, photoelectronswill reflect predominantly
a transition to the ionic state requiring only removal of one electron.

In order to separate electronic from nuclear relaxation it is however necessary
that: (1) the change in photoelectron energy due to competing vibrational relaxation
does not infer with the change in photoelectron energy from the nonadiabatic transi-
tion and (2) the probe pulse needs to have a photon energy high enough to ionize the
molecule despite vibrational and electronic relaxation [64]. As themolecular dynam-
ics distributes energy into several nuclear degrees of freedom and at the same time
also other electronic states, an optical photon is not energetic enough for many mole-
cules to provide ionization. The general decay on the photoelectron signal is then not
sufficient any more to distinguish vibrational and electronic relaxation. Barbatti and
Ullrich recently elaborated on these aspects of optical time resolved photoelectron
spectroscopy for the case of the nucleobase adenine [65].

For the example of the nucleobase thymine, past experiments are not interpreted
in a coherent way, mostly due to the ambiguity between electronic and vibrational
relaxation. Several experimental studies in liquids and isolated molecules confirm
that the excited state dynamics occurs in the sub-picosecond and picosecond regime
[19]. The isolated studies are best suited to be compared to the single molecule
ab-initio theory discussed above. Time resolved ion yield experiments in the gas
phase show a very short sub 100 fs decay constant followed by additional 5–7ps
decay [66–68]. The short decay has been interpreted by some authors as ultrafast
electronic relaxation from theππ* state to the electronic ground state [67]. However,
the fast initial dynamics can also be attributed to ultrafast nuclear relaxation as done in
photoemission experiments [69]. The500 fs time constant found therewas interpreted
to display nuclear dynamics followed by population trapping in the ππ* minimum
[41]. As described above, the simulations are divided into two different classes: one
set is predicting the ultrafast electronic relaxation into the electronic ground state
on a few 100 fs [53–55] not slowed down by a reaction barrier. The other class
is predicting a reaction barrier, slowing down nonadiabatic electronic relaxation
favoring the interpretation of fast decays as nuclear relaxation [41, 42]. Combining
the experimental and theoretical studies in thymine, an ‘ideal’ experiment needs to
be able to distinguish nuclear relaxation on theππ* state from electronic relaxation.
In the latter case it should also be able to distinguish nonadiabatic transitions to the
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nπ* state from those to the electronic ground state. Given the essential theoretical
disagreement about the reaction barrier and the experimental dispute about analysis
and interpretation of transients, it will be advantageous to measure the photoexcited
dynamics with a drastically different method. We will describe such an attempt in
the last section of this contribution. We choose ultrafast x-rays as probes of the
molecular dynamics and we will therefore introduce basic concepts and advantages
of molecular x-ray spectroscopy below.

14.3 Probing Molecular Electronic Structure by Soft X-Rays

Probing in the photoexcited states by ionization in the optical and vacuum ultravio-
let range uses exclusively the mostly delocalized valence electrons. In the extreme
ultraviolet (EUV, 30–280eV) and soft and hard x-ray spectral domain however,
light can couple to localized core electrons of distinct elements inside the molecule.
Figure14.3 shows the binding energies of important elements in the EUV and SXR
region. As can be immediately seen, these energies are very distinct, which allows
to individually address those elements by interaction with light. In the extreme ultra-
violet, the M edges of the 3d transition metals provide element sensitivity. In the
soft x-ray range, the K edges of oxygen, nitrogen and carbon as well as the L edges
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Fig. 14.3 Elemental edges in the extreme ultraviolet and soft x-ray spectral regions. The M edges
of the 3d transition metals are due to 3p transitions, the K edges due to 1s absorption and the L
edges due to 2s and 2p absorption.
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Fig. 14.4 Orbitals of the nucleobase thymine calculated using GAMESS and the 6–311 basis
set. The right hand column shows isosurfaces of selected orbitals. On the upper part, three selected
valence orbitals are shown. Theπ* andπ orbitals are mostly delocalized over the molecule whereas
the lone pair n orbital consists of p like lobes at the two oxygen atoms. In the lower part of the
picture, three representative 1s orbitals of carbon nitrogen and oxygen are shown with their binding
energies. The core hole wavefunctions are extremely well localized at the respective atoms. The
left hand column shows 2d representations of the orbitals. It is obtained by cutting through it in a
plane parallel to the ring plane and taking the absolute

of 3d transition metals provide this element contrast due to the element specific
energy of core levels. An overview of different core level binding energies is given
in [30, 31, 70, 71].

The electronic wavefunctions of core electrons are extremely well localized in
contrast to the valence wave functions that are in general delocalized over large parts
of the molecule. Figure14.4 shows two-dimensional cuts of some C, N, and O 1s
orbitals of the thymine molecule together with some typical valence orbitals. The
enormous difference in localization properties shows that any transition (or quantum
mechanical matrix element) involving core electrons is necessarily very confined in
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Fig. 14.5 Different schemes to probe transient electronic structure by x-ray interactions, exem-
plified on the important orbitals of thymine. The ultraviolet excitation pulse transfers population
from the electronic ground state to the ππ* state. In near edge x-ray absorption fine structure
(NEXAFS) spectroscopy, one probes the valence occupation by resonant absorption from the core
levels. In x-ray emission spectroscopy, the core electron is promoted above the ionization limit and
the emitted photons from valence electrons filling the core hole are spectrally resolved. In the soft
x-ray region, photoemission is small; instead the Auger emission sketched in the third field is the
prominent process. In this technique, the kinetic energy of the Auger electrons is analyzed. In x-ray
photoelectron emission (XPS) one directly analyzes the kinetic energy of the emitted core electron

space. In the x-ray community this aspect is termed local sensitivity. Moreover, we
will show below in the section on photoelectron spectroscopy that the core bind-
ing energies of an element depend on the nearest environment of binding partners.
Although chemical shift is only fraction of an eV up to a few eV as compared tomany
10 and 100eV element shift, it is visible in spectra and can be used in time resolved
studies. Generally the term site selectivity is reserved for this phenomenon. In the
following we will discuss the element and site selectivity of x-ray absorption, x-ray
photoemission, Auger electron emission and x-ray photoelectron spectroscopy. An
excellent overview of different techniques for gas phase targets is given in [72, 73].
A graphical overview of the different techniques is shown in Fig. 14.5.

14.3.1 X-Ray Absorption

The progress in x-ray absorption spectroscopy until 1992 is documented in J. Stöhr’s
monograph [74]. The interpretation of near edge x-ray absorption fine structure
(NEXAFS) spectra in the soft x-ray domainwas systematically elaborated from small
molecules [72, 73], to small molecules on surfaces [74, 75] and complex systems in
solution [76, 77]. The interaction of light with a quantum system during absorption is
described by the matrix element 〈φi |μ| φf〉, where φi,f are the initial and final states
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of the system and μ is the dipole operator. The initial state usually has completely
filled shells up to the valence levels; the final state is described as a core hole and an
additional electron in a valence or continuum state accompanied by some restructur-
ing of valence electron due to electron correlation. The one electron approximation
used from now on neglects the coupling among the electrons, which simplifies the
description. Within the one electron approximation, the initial state of the absorption
process can be represented by a core electron orbital. The final state in absorption
spectroscopy is an unoccupied or partially occupied valence or a continuum orbital.
Within the linear combination of atomic orbital (LCAO) approximation, the transi-
tion strength between core electron and unoccupied molecular valence states is then
proportional to the atomic orbital coefficient at the core hole site of the respective
molecular orbital [34, 74, 78]. Thus, one probes a highly local electronic property
of valence electronic states. This picture can be helpful thinking about the applica-
tions of NEXAFS spectroscopy for photoexcited molecular dynamics. As pointed
out in the previous section, the electronic character of photoexcited states undergoes
transient changes. In the case of thymine, theπ π* decays into an nπ* state upon elec-
tronic relaxation. Thereby the occupation changes from (π1n2 π*1) to (π2n1 π*1).
Referring to Fig. 14.4, the transition between one of the oxygen 1s electrons and the
highly localized n orbital is must be very strong. The absorption 1s-n is not possible
in the ground and ππ* states since the n orbital is completely filled; it becomes
allowed with the nonadiabatic transition to the nπ* state, offering a great chance
for the direct detection of the non-BOA transition. It is worth mentioning that any
molecule containing lone pair orbitals n among the highest occupied or lowest unoc-
cupied orbitals provides highly localized valence orbitals. The processes involving
the lone pair orbitals do not necessarily need to be restricted to the photorelaxation of a
singlemolecule like in the nucleobase. For instance, the [2+2] photocycloaddition of
carbonyl compounds, which is a bond formation, proceeds via an nπ* photoexcited
state.

We demonstrate the content of NEXAFS spectra for thymine, discussing data
from Plekan et al. [79] in Fig. 14.6. One identifies the sharp transitions to unoccupied
molecular orbitals, which are ofπ* character. At the oxygen absorption edge, the two
different oxygen sites O(7) and O(8) lead to a splitting of the lowest energy feature.
The corresponding transitions involve two different π* orbitals, π6* corresponds to
the orbital shown in Fig. 14.1c. As mentioned in the introduction to this section, we
can clearly distinguish the O(7) and O(8) sites with ∼1eV splitting. In contrast, the
two lowest energy features in the nitrogen K absorption spectrum of thymine are
not easily separated in terms of the two nitrogen atoms N(1) and N(3). The lines
from 401 to 403eV photon energy are mostly of mixed nature. At the carbon K edge
however, the two lowest lines are due to a specific carbon atoms, the higher lying
lines are of mixed character [79]. Towards higher energies, transitions between core
electrons and molecular Rydberg states are excited and finally above the ionization
limit an unstructured and very broad feature sets in. This feature is called multiple
scattering or σ* resonance. It originates from the multiple electron scattering in the
molecular potential made up by Coulomb forces and centrifugal barriers for states
with high angular momentum [80–84].
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Fig. 14.6 Near edge x-ray absorption fine structure (NEXAFS) spectra of thymine at the oxygen
(top), nitrogen (middle) and carbon (bottom) edges (reproduced by digitizing data from [79]).
The labeled peaks correspond to transitions from ground state molecules to a state with a 1s core
electron missing and an electron created in an initially unoccupied valence orbital. The orbital π6*
corresponds to the orbital shown in Fig. 14.1c, π7* is not shown here but can be found in [79]. At
the oxygen and carbon edges one identifies peaks that correspond to core hole creation at particular
sites, for instance O(7) or O(8)

14.3.2 X-Ray Emission

X-ray (photo)emission spectroscopy (XES) can be described by the same matrix
element as absorption; however the initial state is an occupied valence orbital the
final state is a core orbital. Thus, XES possesses the same element and site selectivity
as NEXAFS, with the big difference that XES monitors occupied orbitals, which
makes the two methods ideally complementary. In the soft x-ray region, the decay of
core ionized states via XES is in fierce competition with radiationless Auger decay.
The time needed for an Auger decay into 1s states is typically in the domain of a
few femtoseconds [85]. The photoemission time is governed by the Einstein rate
coefficient for spontaneous decay, which is much slower than the Auger decay in
the SXR range. Thus the relative yield of photoemission compared to Auger decay
is low [85]. With increasing XES photon energy, the Einstein rate coefficient for
spontaneous emission increases, leading to a much higher fluorescence yield in the
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hard x-ray domain [86]. The low SXR yield, together with low apparatus efficiency
due to limited angular acceptance of grazing incidence gratings [87], make XES
applications for dilute systems very challenging. For small molecules, this problem
can be easily be compensated using high pressures, as demonstrated for N2 [88], O2
[89], CO [90], and CO2 [91]. Here, XES spectra are to first order attributed to certain
molecular orbitals. For more complex molecules like transition metal complexes,
multiplet effects need to be taken into account [92]. For nucleobases, the only XES
spectra documented were obtained from solid samples at the nitrogen edge [93].

To use the soft x-ray emission technique for time resolved measurements on
diluted isolated molecules, sources will have to provide much more average flux.
Boosting single pulse energy will only lead to non-useful sequential molecular ion-
ization. Instead, the repetition ratewill have to be increased, which is exactlymatched
in the strategy for future FEL x-ray sources.

14.3.3 Auger Electron Emission and Fragmentation

The matrix element for Auger emission is much more complex compared to the
dipole matrix element. The Auger decay of a core hole is described by a two electron
operator 1/r12 , whose eigenvalue reflects the inverse distance of two electrons. The
Auger matrix element can be simplified to 〈φk φl |1/r12| φcore φcont〉, where φk φl are
the two valence electron orbitals that fill the core hole and emit the Auger electron,
φcore is the initially ionized core orbital and φcont is the continuum orbital that is
filled by the Auger electron [94, 95]. In summing over the different valence channels
kl, the spin multiplicity needs to be taken into account properly [94]. If we neglect
the electron interaction, the kinetic energy Ekin of an Auger electron is given as
Ecore −Ek −El, where Ecore,k,l are the binding energies of the core and two valence
electrons. It is important to note here, that the photon energy does not influence the
Auger kinetic energy, as long as complete core hole ionization into the continuum
occurs. This makes this technique very attractive for FEL sources based on self
amplified spontaneous emission (SASE). For those FELs, lasing starts from noise,
which results in a large spectral shot-to-shot fluctuation [96].

The x-ray typical element selectivity and local sensitivity still holds, even for the
more complex Auger decay. Since the core hole energy differs strongly depending
on the element, the Auger decay energies from different elements within a molecule
are separable (seeModdeman et al. [97] for element selected Auger spectra CO, NO,
H2O, and CO2). The local sensitivity comes from the fact that the very narrow core
orbital φcore is included in the spatial integral of the matrix element. Early Auger
spectroscopy on small di-and triatomic molecules [94, 98, 99] demonstrated that the
Auger spectrum amplitude can be constructed reasonably enough by just tracking the
atomic orbital coefficients at the core hole site of the LCAO constructed molecular
orbitals φk φl. The molecular Auger spectra of 2p elements like carbon, nitrogen and
oxygen separate into three different energy ranges. Figure14.7 shows the oxygen
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Fig. 14.7 Auger spectra of
thymine in the electronic
ground state. The black
spectrum was measured at a
synchrotron (advanced light
source beamline 8), the grey
spectrum at the free electron
laser (Linac coherent light
source)
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Auger spectrum of thymine. The highest kinetic energies around 500eV result from
Auger decay involving mostly two 2p valence orbitals, since those have the lowest
binding energy. The group of Auger decay around 475eV is due to valance orbitals
of mixed character, one 2s and another 2p. The third and lowest kinetic energy group
hardly visible from 450 to 460eV is due to decays involving two 2s orbitals.

All of the Auger lines are lifetime broadened and identifying one particular chan-
nel or a particular decay site among equal elements is often impossible. Auger decay
spectra measured and simulated by Storchi et al. on pyrimidine [100] (which is
essentially the ring of without the methyl group and the oxygen atoms) exemplify
this point. Figures14.2 and 14.3 in [100] show Auger spectra due to nitrogen 1s core
hole decay and carbon 1s core hole decay respectively. The kinetic energies of the
different core hole Auger decays are verywell separated by about 100eV. The spectra
consist of many lines, calculated here on the algebraic diagrammatic construction
(ADC(2)) level [101, 102] and the isolation of one particular nitrogen or carbon core
hole decay from the experimental spectrum is practically impossible.

The involvement of valence orbitals φk φl in the Auger decay makes Auger spec-
troscopy interesting for time resolved spectroscopy on photoexcitedmolecular states.
Electronic relaxation changes the valence orbital occupation, SXR core hole ioniza-
tion followed by Auger decay offers an observation opportunity for this process.
Together with the element selectivity and local sensitivity, Auger decays at different
core hole sites predominantly probe different orbitals. For the example of thymine
in Fig. 14.4 it is obvious that the Auger decay of oxygen 1s vacancies predominantly
probes the oxygen lone pair type orbitals. The C and N core hole decays do not
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involve these lone pair but more likely to the π orbitals, which are delocalized over
the ring. An important consideration for time resolved experiments is the fact that
the Auger decay takes some time itself. For most practical experiments however, the
few femtosecond time constant is short compared to the molecular dynamics.

The Auger decay into dicationic states with two valence electrons missing leads
mostly to molecular fragmentation. This can be understood in an orbital picture
in which initially binding orbitals become depleted by the Auger decay. Resonant
excitation of small molecules into unoccupied molecular orbitals can lead to frag-
mentation at a particular site [103]. For thymine, fragmentation was induced by C
ionization at different sites [104]. The larger molecules like thymine have a high
density of dicationic states, all of which are occupied according to the Auger decay
matrix element. This manifold of states mix strongly along the fragmentation path
and it turns out that most fragment yields do not depend on the core hole site [104,
105]. Nevertheless, some thymine fragments show an interesting behavior on the
core hole site. For instance, the creation of CO+ fragments is correlated to the core
hole on C(2) and C(4), which are the C atoms connected to the two oxygen atoms
in the molecule. For C(5) and C(6) core hole excitation, a strong site specific decay
into HNCOH+ and C4H4ON+ was observed. Itälä et al. associate this decay to the
participation of theπ orbital (shown in Fig. 14.1b) in the Auger decay as theπ orbital
has a high amplitude at the C(5) and C(6) positions. The final states with π popula-
tion missing after the Auger decay are very low in energy. Thus, they can only lead
to fragmentation into the most stable fragments, which happen to be the HNCOH+
and C4H4ON+ fragments.

14.3.4 X-Ray Photoelectron Spectroscopy

X-ray photoelectron spectroscopy is one of the most advanced methods of all x-ray
probes in the gas phase as well as in liquid or solid state [106]. Like in absorption
spectroscopy described above, the dipole matrix element induces a transition, here
between the core electron and a continuum state. The continuum electron possesses
kinetic energy, leaving behind a molecule with a core hole. For different elements,
core binding energies are very distinct. For one and the same element occurring on
different sites within the molecule the photoelectron spectrum shows site splitting on
the sub eV to eV scale as well as vibrational features on the meV scale. The binding
energy depends on the environment of the core hole site. The valence electrons
located close to the core site screen the nuclear potential leading to a lower binding
energy.Reduced valence density results in less screening and higher binding energies.
The resulting sensitivity on the chemical environment has been called chemical shift
and gave rise to the ESCA (electron spectroscopy for chemical analysis) technique
invented by Siegbahn [32]. A compilation of typical site specific molecular spectra
can be found in the compilation by Jolly, Bomben, and Eyermann [107].
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The local chemical environment depends on the exact nuclear geometry and the
electronic structure that goes with it. Reduced concepts like electronegativity, partial
atomic charge and polarizability are used to express the chemical sensitivity of core
hole binding energies [108]. Site effects in the carbon photoelectron spectrum of
thymine [79, 104, 109] again exemplify the electronegativity arguments. The elec-
tronegativity of atoms is increasing from carbon over nitrogen to oxygen. The C(2)
atom, surrounded by two N and one O atoms, shows the lowest kinetic energy of all
[79, 109] (note: [109] uses the standard nomenclature as in Fig. 14.1a whereas [79]
uses a different one). Atom C(4) shows a slightly lower electronegative environment
with one N and one O atom, thus its kinetic energy is higher compared to C(2) but
lower compared to C(6) with one nitrogen as closest binding partner, and C(5) and
C(9) being bound only to C or H atoms. The overall difference between C(2) and
C(5), C(9) kinetic energies (binding energies) is about 5eV. The two nitrogen and
oxygen atoms show negligible chemical shifts that are not resolved in the x-ray pho-
toelectron spectra. The same concept also applies to the interpretation of the site shift
observable in the C1s to π* resonances in the NEXAFS spectrum in Fig. 14.6.

The concept of electronegativity is only a first approximation to local electron
density due to binding. Detailed calculations become necessary for quantitative
statements and comparisons between different nucleobases [109]. Since the elec-
tronic structure is changing as a result of optical light absorption (for example in
form of the π π* excitation sketched in Fig. 14.1), the photoelectron spectrum will
change. Moreover, electronic and nuclear relaxation will both change the photoelec-
tron energies and also their amplitudes. Currently however, free electron lasers are
only starting to become a useful tool for x-ray photoelectron spectroscopy in the C,
N and O 1s region. Typical spectral width and shot-to-shot jitter instabilities spoil
the spectral characteristics needed for this type of spectroscopy. New schemes like
self seeding are on the horizon and might radically change the prospects for ultrafast
soft and hard x-ray photoelectron spectroscopy for photoexcited molecular states
[110, 111].

14.4 Sources for Ultrafast X-Ray Spectroscopy

Table14.1 shows a systematic comparison of different short pulse x-ray sources.
It is important to note here, that the usefulness of a particular source depends on
the scientific question to be addressed, the experimental method to be implemented,
the availability of beamtime, and the complexity of its operation. In general, there
is no best source for all experimental schemes and circumstances. Parameters not
included in the table like brilliance, longitudinal and transversal coherence as well
as bandwidth might be crucial in the selection of the light source. We have chosen
to include high harmonic generation and plasma emission in this scheme, although
their optimal spectral range is not in the soft x-ray domain, but rather in the extreme
ultraviolet for the case of harmonics and the hard x-ray (HXR) for the laser driven
plasma sources.
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Table 14.1 Parameters for different sources in the extreme ultraviolet and x-ray range

HHG Laser driven
plasma

Synchrotron FEL

Photon energy Typically 20–
100eV—recently
up to 1.5keV at
reduced flux
[112]

Kα lines and
bremsstrahlung of
metals in hard
x-ray region

Throughout EUV,
SXR, HXR range

Throughout EUV,
SXR, HXR at
different facilities

Pulse duration ∼0.1 fs to some
10 fs

>100 fs 100 fs for slicing,
1ps for special
mode, 100ps
normal

Few femtosecond
to few 100 fs

Flux (photons/s) ∼1012 @ 1kHz 1010 @ 1kHz into
full solid angle

104–106 in
slicing at 1kHz,
109 for
picoseconds
pulses @ MHz
[113],
>1013 for 100ps
@ MHz

About 1012 per
pulse at repetition
rates determined
by the facility

Strong field laser based harmonic sources started in the late 80’s to early 90’s
[114–117]. Their temporal structure, interpreted as a train of attosecond pulses
resulting from electron ionization and recollision [118–122], made them suitable
for attosecond physics in the extreme ultraviolet domain from about 20–100eV
[123, 124]. New developments in mid-infrared laser sources have led to higher pho-
ton energies reaching up to 1.5keV [112], however at reduced flux due to the 20Hz
repetition rate of the drive laser.

Laser driven plasma [125–127] sources are based on strong field ionization and
plasma generation on a metal target. The laser accelerates electrons from a metal
target and accelerates them back into the target, thereby creating incoherent emission
of characteristic recombination lines as well as a bremsstrahlung continuum. The
pulse duration is given by the travel time of the electrons through the metal target,
which can be as short as 100 fs [128]. Those sources typically create 1010 photons/sec
into the full spatial angle. The usable portion is given by the sample size or the
collection efficiency of hard x-ray optics [129].

Slicing beamlines at synchrotron sources were pioneered in the beginning of
the new century at the Advanced Light Source in Berkeley [1, 130]. Now, those
beamlines are available in the soft and hard x-ray range at a few synchrotrons
around the world achieving∼100 fs time accuracy with an integrated flux of 104–106

photons/sec [131–133]. At slicing beamlines, an optical laser is used for energymod-
ulation of the synchrotron energy bunches. The modulated part consecutively emits
femtosecond pulses during the interaction with bending magnets, wigglers or undu-
lators. The optical laser, which has been used for the electron energy modulation,
can be used as a perfectly synchronized sample excitation pulse. Without slicing,
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synchrotrons typically deliver 100ps time resolution, which can be further shortened
into the picoseconds range [113, 134, 135]. For all laser pump-synchrotron probe
experiments, the laser oscillator has to be feedback locked to the radio frequency
clock of the synchrotron, as demonstrated for example in [136, 137].

Free electron laser (FEL) sources are now the brightest short pulse EUV and
x-ray sources. Historically, the free electron laser in Hamburg-FLASH [2] in
Germany was the first FEL in the EUV and soft x-ray domain. The Linac coher-
ent light source (LCLS) [3] at SLAC/USA pushed the spectral range of FELs further
into the soft and hard x-ray domains in 2009. The SPring-8 Angstrom Compact free
electron Laser (SACLA) [4], which turned on at Riken-Harima/Japan in 2011 is cur-
rently the latest SXR/HXRFEL. Due to the high flux of 1012 photons/pulse at 120Hz
repetition rate for the example of LCLS, the FELs provide an enormous flexibility
for different types of spectroscopy. All three sources mentioned above were designed
unseeded, resulting in large pulse to pulse fluctuations in of pulse power and pulse
spectrum. In the hard x-ray range, a self seeding scheme was recently accomplished
at the LCLS [110]. The resulting pulses have 1/40–1/50 compared to the SASE band-
width and are much closer to the Fourier transform limit [110]. Similar schemes are
planned for narrowing and stabilizing the pulse spectra in the soft x-ray range [111].
The first operational seeded FEL is FERMI in Italy [138] and recent progress by
direct seeding with EUV light was demonstrated at FLASH [139].

For seeded FELs, timing to optical excitation lasers is straightforward, since the
seeding laser infrastructure can also be used for sample excitation. At unseeded FEL
sources delay accuracy between optical excitation and x-ray probe pulses can be
improved by additional setups which determine the delay between the two pulses on
a shot to shot basis. There are two fundamentally different methods to determine the
excitation—x-ray delay. The first scheme uses the fact that the optical reflectivity
of a solid sample is changed if pumped by a sufficiently strong x-ray pump pulse.
The physical effect was demonstrated at FLASH, and authors pointed out that a sin-
gle shot tool could be built by spatially resolving the reflectivity for a non-collinear
geometry of x-ray and optical probe pulse [140]. A single shot monitor based on
spatial encoding was later used at LCLS [141, 142]. Higher accuracy monitors were
later realized using spectral encoding by a chirped (that means temporally extended
by a spectral phase) continuum and provide down to 10 fs timing accuracy [143–145].
A second scheme is based on strong field interactions with x-ray emitted electrons.
When a gas phase target is x-ray ionized in the presence of a strong infrared laser
field, the laser field modulates the electron kinetic energy if the pulses overlap in time
[146–149]. If the few femtosecond period of the optical laser is further increased to
several 100 fs by THz pulse generation, a single shot delay monitor can be accom-
plished since the electron kinetic energymodulation reflects the THz vector potential
strength at the time of x-ray photoemission [150]. This scheme has recently been
used to even determine the temporal profile of the x-ray pulses [151, 152].
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14.5 Ultrafast X-Ray Probing of Photoexcited
Molecular Dynamics

Wenow start with the discussion of ultrafast optical pump—x-ray probe experiments.
The field of ultrafast x-raymolecular spectroscopywith gas phasemolecules has been
really opened by x-ray FELs due to the high flux needed in these experiments. The
sources are young thus there are currently very few experiments.

Cryan et al. [153] had performed the first optical- pump- x-ray probe experiment at
the LCLS. They used a nonresonant infrared laser pulse to align nitrogen molecules
before core-ionizing them with a soft x-ray pulse. In the experiment, alignment
provided means to measure angular distributions of electrons in the molecular frame.
The intense and short (<5 fs) soft x-ray pulse created two core hole vacancies in the
molecule [154–156]. This process can occur on a single atom within the molecule
(single site double core hole, ssDCH) or on two different atoms (double site double
core hole, dsDCH). Cryan et al. succeeded to identify the signature of the ssDCH in
the high kinetic energy part of the Auger spectrum and measured the Auger electron
angular dependence by varying the angle between the molecular alignment and the
soft x-ray polarization.

Molecular dynamics on a UV excited molecular state was probed using soft x-ray
induced fragmentation by Petrović et al. [157]. Compared to the well established
technique of infrared strong field Coulomb explosion, the x-ray induced fragmenta-
tion bears several advantages. In the strong infrared field with field strength sufficient
needed to ionize, other effects like alignment, bond softening, above threshold ion-
ization, and intermediate multi-photon resonances can alter the ionization yield and
kinetic energy. All these effects are negligible for soft x-ray core ionization creating
two valence holes via Auger decay. The UV pump pulse triggered a ring opening
reaction from cyclohexadiene to hexatriene via nonadiabatic excited state dynamics.
Increasing time delay between the UV and soft x-ray pulse resulted in an increased
H+ emission. Further steady state spectroscopy on the pure compounds confirmed
that the photoproduct hexatriene leads to higher proton production after soft x-ray
ionization compared to cyclohexadiene.

For the case of thymine, the lifetime of the ππ* state is a matter of debate. As
discussed in the second section of this chapter on molecular dynamics, two different
theoretical approaches predict differentπ π* state lifetimes based on the involvement
or absence of a reaction barrier. The current ultrafast optical experiments all show
very similar time constants, however they can be interpreted by both competing
models. This is clearly a good motivation to investigate the molecular excited state
dynamics with a fundamentally different probe, as the element selective and locally
sensitive x-rays provide.

The experiment discussed in the following was performed at the LCLS by
the “LCLS nucleobase collaboration” [27, 158] at the so called AMO instrument
[159]. Thymine was evaporated at 150 ◦C and transported into the interaction region
using a hollow capillary oven [160]. An ultraviolet pulse excited thymine from the
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electronic ground state to itsππ* state. The time-delayed soft x-ray pulse had a pho-
ton energy above the oxygen K edge and photoionized the molecule. The oxygen 1s
Auger spectrum was energy resolved using a 2m long magnetic bottle spectrometer
[161, 162], a spectrum was saved for every shot. In addition, the time jitter between
UV pump and soft x-ray probe pulse was determined by x-ray induced changes in the
optical reflectivity for every shot [141] as described in the preceding section. This
allowed for resorting of all single shot spectra with jitter accuracy around 70–100 fs.
More technical details of the experiment are described in [27].

Figure14.8 shows the experimental data of the UV pump-x-ray probe scan over a
range from−0.5 to 20ps delay. It isworthmentioning that the timepoints inFig. 14.8a
are not equidistant; for small delays we have a time binning of 70 fs, the largest delays
have a relative separation of 15ps. It is however obvious, that most change occurs
in the picosecond after the zero delay. The subtraction of unexcited spectra from
UV excited spectra reveals the change between the unexcited and excited molecule,
therefore we plot difference spectra of UV excited minus unexcited samples in part a.
Blue colors indicate a UV induced decrease of Auger electron yield and the specific
kinetic energy and delay, red indicates a UV induced increase of the Auger yield.
The signal at negative times before zero delay has a large error due to reduced data
acquisition times, which results in random color fluctuations. The first systematic
signal occurs right after zero delay at positive times. One can clearly identify a
signal decrease in kinetic energy region number II (around 500eV kinetic energy)
that lasts for the full measurement interval. In region number I (around 507eV kinetic
energy), we identify a short lived positive feature, which can be analyzed better in
the integrated signals plotted as a function of delay in c. The fit to the integral of

Fig. 14.8 a Difference Auger spectra with and without UV excitation versus time delay between
UV excitation and SXR probe pulse. The false color plot indicates the sign and amplitude of the
difference, red indicates a UV induced increase of the Auger yield, blue indicates a UV induced
Auger yield decrease. Part b shows difference spectra at two different delays (75 fs dashed blue and
465 fs solid red). In c, integrations over kinetic energy ranges indicated in (a) are scaled by a factor
(see legend) and fitted (see main text)
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region I shows a 200 fs decay constant. The rise of region I and decay of region II is
synchronous. As region I decays, the signal in region III (around 490eV) rises with
a time constant similar to the decay of I. This suggests that some kind of decay in a
photoexcited state is accompanied by a rise in a product state.

A cut through the difference spectrum at short times is given in blue in Fig. 14.8b.
We clearly identify the decrease in II accompanied by the increase in I. Such a
difference spectrum reflects a UV induced shift of the whole ground state Auger band
(see Fig. 14.7) towards higher Auger kinetic energies. The immediate appearance
with UV excitation indicates the creation of a wave packet in the ππ* excited state.

The reason for the blueshift of theAuger electrons upon π π* excitation lies in the
nuclear dynamics of the molecule, as can be shown by comparison to simulations as
done in [27]. However, the signal can as well be interpreted using intuitive arguments
which are based on the x-ray typical element and local sensitivity. As explained in
Sect. 14.3, the Auger decay of the oxygen 1s core holes involves orbitals with strong
oxygen atomic orbital character [94, 98]. This means that the final state after Auger
decay is a dicationic state with valence charge missing at one of the two oxygen
atoms, indistinguishable for us. The lacking valence electrons at the oxygen are
reducing the electron density between the oxygen and the next nearest carbon. Due
to this effect, a strong Coulomb repulsion acts between those atoms in the dicationic
state. Figure14.9 shows a sketch of the electronic energies in the neutral π π* state,
the core ionized 1s−1ππ* state and a ‘band’ of dicationic states reached upon Auger
decay. As the molecule elongates the C–O coordinate, the dicationic state lowers
its energy considerably due to Coulomb repulsion. This results in a increase of the
Auger kinetic energy for O1s core hole decay as the C–O coordinate increases.

Simulations predict that one of the two thymine C–O bonds indeed stretches as the
molecule is excited to the ππ* state. Upon excitation, the C(4)–O(8) bond, which
is close to the methyl group, is Franck-Condon active, as explained in the context of
Fig. 14.1. It elongates by about 15% as themolecule relaxes from the Franck-Condon
nuclear geometry to the predicted ππ* state minimum [41, 42]. In contrast, the
C(2)–O(7) bond does not change as a consequence of photoexcitation. This fast
nuclear relaxation occurs immediately after the UV excitation, and the experimental
time resolution is not sufficient to follow the relaxation and resolve the gradual shift.
It is interesting to note that the high local sensitivity of the 1s Auger decay allows to
really attribute motion to individual bonds. For the current case of thymine, it is not
possible to tell from the spectra, which of the two C–O bonds stretches. As explained
in Sect. 14.3, sites (here corresponding to O(7) and O(8)) cannot be identified in the
broad and complex Auger spectra. For molecules with singly occurring elements
however, the x-ray probe combined with Auger decay does provide an opportunity
to intuitively explore excited state nuclear dynamics.

About 200 fs after photoexcitation, a decrease in region I is observed together
with a rise in region III. The time delay cut at 465 fs in Fig. 14.8b shows a difference
spectrum indicating UV induced shift to lower Auger kinetic energies. This is con-
trary to the nuclear dynamics trend described above. We evaluate the decay of the
blueshifted spectrumfrom the ππ* state in the light of past investigations. Simula-
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ππ

Fig. 14.9 Scheme of potential energy surfaces involved in the excited state Auger probing, plotted
over the C(4)–O(8) distance. The UV excitation pulse promotes a molecular wavepacket to theπ π*
state. The soft x-ray pulse core ionizes the molecule creating a 1s vacancy at oxygen and leaving
the valence ππ* configuration intact. This core ionized state decays within a few femtoseconds to
the dicationic states, which are indicated as a grey band. The kinetic energy of the Auger electron
is given by the energy difference between core excited and dicationic state. The dicationic states
lower the energy strongly as the C–O bond stretches. This results from the high localization of
the double valence hole in the vicinity of the oxygen atom after the Auger decay. The unscreened
nuclear repulsion term between O(8) and its bond partner C(4) decreases as the C–O bond stretches,
explaining the Auger blueshift from Franck-Condon region to π π* minimum

tions in [41, 42] predict that the molecule is stuck on a minimum in theππ* state for
some picoseconds due to a reaction barrier in the path to reach the conical intersec-
tion. The C(4)–O(8) bond stays elongated in this minimum. Thus these simulations
would predict a blueshifted spectrum for the next couple of picoseconds after excita-
tion. The experimentally observed decay of the blueshifted channel with 200 fs time
constant indicates that this minimum can only live for a short time <200 fs. Thus,
we assume that the majority of the photoexcited ππ* population is not blocked by a
barrier and has quick access to the conical intersection region. The redshift can only
be explained by considering a transition to a different electronic state. The shift is
than induced either by the C–O bond shrinking or a changed electronic structure.

A return of photoexcited population to the vibrationally hot ground state as well
as population of the dark nπ* state is possible and was controversially discussed
in the theoretical literature [41, 42, 53–55]. Simulations of Auger spectra in [27]
show a redshift for the nπ* state and no shift but rather a slight broadening for
a return to the hot ground state. While relaxation to the nπ* state can explain the
experimental redshift, a statement on ground state relaxation is not possible. Our
simulated ground state spectra indicate that the x-ray Auger method has reduced
sensitivity on the ground state relaxation channel.
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Short decay constants, comparable to the 200 fs trace, have been documented in
the optical pump-probe literature [66–68] and were interpreted either as nuclear
relaxation on the ππ* state or electronic relaxation out of this state. The soft
x-ray Auger experiment distinguishes between nuclear and electronic relaxation and
we can interpret the 200 fs decrease in region I as an electronic reduction of the ππ*
population. The fast decay of a majority of the ππ* state population means barrier-
less decay of the ππ* state. Several simulations point towards the hot ground state
as a product of few 100 fs electronic relaxation [53, 54], which was confirmed in
liquid phase [163]. Due to reduced Auger sensitivity to this state, we abstain from a
statement. The time constant of the lower energy signal indicates a 200–300 fs filling
of the nπ* state. In order to show excited state fluorescence as measured in liquid
phase according to [164], some molecular population must be trapped behind a ππ*
reaction barrier. We assume that experimental signal to noise ratio in the x-ray Auger
experiment is not yet good enough to deduce such detailed information.

14.6 Outlook

We are only at the beginning of investigating photoexcited molecular dynamics with
ultrashort x-ray pulses. The couple of experiments done in the past showed the
promise of the field, which is element and site selective probing of valence dynamics.
Many more systematic experiments are needed to fully appreciate the strength and
weakness of ultrafast x-ray probing and to position it in the context of other ultrafast
techniques.

Several exciting new methodological developments are of crucial importance for
this new field. Powerful x-ray pulses can now be delivered with stable bandwidth
due to self-seeding schemes [110, 111], which enables femtosecond core electron
photoemission for molecular dynamics probing. In addition, techniques relying on
hitting molecular core-valence resonances will be profiting to a great extend. Having
sources with higher average repetition rate like to European XFEL [165] will make
emission experiments in dilute samples feasible. In addition, new nonlinear x-ray
methods are currently getting developed on the theoretical side formolecular systems
[166–169] and at the same time first FEL induced lasing and Raman processes in
atoms have shown that these methods can also be translated into an experiment
[170, 171]. We currently witness a fast growth in available FEL beamtime as more
lasers are coming online in the near future in Germany [165], Switzerland [172] and
Korea [173]. At the same time, the existing facilities are becoming more versatile.
This should deliver ideal conditions for a broad molecular science program at free
electron lasers.
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