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Preface

The properties of matter are ultimately determined by its electronic structure.
A suitable perturbation of the electrons’ distribution from its equilibrium configu-
ration in a system such as an atom, a molecule, or a solid, can therefore initiate
certain dynamical processes. Intense and ultrashort light pulses are ideal tools for
that purpose as their electric fields couple directly to the electrons. Therefore, they
are not only able to distort the equilibrium electron distribution but, even allow
driving a system on sub-femtosecond timescales with the light’s Petahertz
field-oscillations. This has been realized first in experiments that studied atoms in
strong laser fields some 25 years ago. These experiments revealed a wealth of
fundamentally important phenomena that are strictly timed to the laser-field
oscillations such as the release of electrons by tunneling through the field-distorted
Coulomb binding potential, or field-driven (re-)collisions of the released electrons
with the atomic ion. The latter, in turn, led to the discovery of a range of essential
secondary processes such as the generation of very high orders of harmonics of the
driving light with photon energies that can extend into the X-ray range.

Since then, thanks to a true revolution in laser technology, tremendous progress
has been made in the field. Laser science has now reached a level of perfection where
it is possible to produce intense light pulses with durations down to a single oscil-
lation cycle and with virtually arbitrary evolution of the electric field in a wide range
of frequencies. The availability of such field transients enabled a number of exciting
possibilities, such as control over the breakage of selected chemical bonds in mol-
ecules by directly driving the molecular valence electrons that actually form the
bond, or the production of coherent attosecond pulses in the soft X-ray wavelength
range that can be used for probing or initiating dynamics on time-intervals during
which the electronic distribution in the system under study stays essentially frozen.

The recent years have seen a particularly vivid progress in the research of using
ultrashort intense light pulses for controlling and probing ultrafast dynamics. On the
one hand, a number of groups have extended the research field to systems with a
much increased complexity and have studied and controlled field-induced dynamics
in large polyatomic molecules, cluster complexes, bio-matter, nanoparticles and
crystals, and also in condensed phase systems such as solid surfaces,
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nanostructures, and bulk solids. On the other hand, the availability of new, coherent
light sources in both the very short (X-rays) and very long (mid-infrared) wave-
length ranges have allowed for the production and application of short and intense
pulses in previously unexplored regimes.

Owing to this large diversity of pulsed sources and dynamical systems studied
with them it becomes inherently difficult to provide a unique definition and sharp
boundaries for this field of research. This is also reflected by the considerable
variety of titles used for conferences in this field. Obviously the same difficulty
arises in providing a clear and well-defined but at the same time comprehensive title
for a book on this research field. Although ultrafast dynamics is a relative term and
covers a large range of dynamical processes and timescales, including rotational
and vibrational dynamics, we would like to define this term here as electronic
dynamics and processes that result from an essentially instantaneous distortion
of the equilibrium electronic structure in a given system.

With this book we have tried, by carefully picking 14 examples of cutting-edge
scientific research, grouped in four areas, to provide a comprehensive overview not
only over the current state of the research field that uses ultrashort intense light
pulses and light sources based on these pulses for initiating, driving, controlling,
and probing ultrafast dynamics, but also over its recent tremendous and exciting
developments. With the selection of the four areas we have attempted to provide the
broadest possible overview over the such defined research field by covering
essentially all currently studied physical systems from individual atoms and
molecules to nanostructures and bulk macroscopic media, and all available ultrafast
pulse sources from the mid-infrared to the X-ray range. Of particular importance for
us was to highlight the possibilities that are opened up by the availability of new
light sources, and the new research questions that arise by pushing research toward
new systems with increased complexity such as nanostructures and bulk macro-
scopic media. Also, we have tried to provide both an experimental and theoretical
perspective on the research field. The book is structured as follows.

The first part of research that is discussed during the first four chapters shall
provide an overview of the possibilities that a strong laser field opens up for
controlling electronic processes in atoms, molecules, nanostructures, and solids.
The second part of the book is dedicated to the application of intense laser pulses in
combination with attosecond pulses, obtained by the laser-driven process of
high-harmonic generation, for triggering and probing ultrafast dynamics. The third
part of the book discusses in four chapters the only very recently opened research
route of using ultrashort intense laser pulses for driving electronic dynamics on
surfaces, in nanostructures and in solids. While on the one hand this type of
research is interesting from a fundamental point of view as it investigates the
interaction of light and matter in completely new regimes of parameters where
collective effects, material parameters, and system geometries start to play a role,
this research also comprises considerable potential for applications in that it could
be used for, e.g., fabrication of devices for information transmission or fast
switching. A particularly important process in this context is the excitation of
collective surface electron oscillations called a surface plasmon. The fourth and
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final part of the book is dedicated to the exciting possibilities that are opened up by
the availability of intense light pulses in the X-ray wavelength regime that can be
produced by free-electron lasers, the first of which have started their operation just a
few years ago. The two chapters in this part discuss applications of such pulses
depicted by examples of research performed at the free-electron lasers in Hamburg
(FLASH) and Stanford (Linac Coherent Light Source, LCLS), respectively.

We hope that this book will be equally inspiring and helpful for young
researchers, who would like to step into this field, and for experienced researchers
who may enjoy the exhaustive discussion that covers the research on essentially all
currently studied objects and with all available ultrafast pulse sources in the field
that uses ultrashort light pulses for controlling and probing ultrafast dynamics.

Vienna Markus Kitzler
Jena Stefanie Gräfe
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Part I
Control of Electronic Processes

with Strong Laser Fields



Chapter 1
Strong-Field Induced Atomic Excitation
and Kinematics

U. Eichmann

Abstract Frustrated tunneling ionization (FTI) has recently been found to be an
important exit channel of atomic strong-field ionization models such as the simple
man’s or rescattering model if one considers the Coulomb field explicitly. It leads
to the population of bound excited states rather than to ionization after the elec-
tron has tunneled and quivered in the laser field. In this chapter we introduce the
FTI model and describe experiments whose outcome supports its importance. In
particular, we focus on strong-field excitation of atoms and the observation of neu-
tral (ionic) excited fragments with high kinetic energy in strong-field fragmentation
and Coulomb explosion of small molecules. Furthermore, we present experiments
in which a direct position sensitive detection of excited neutral atoms reveals the
exceptionally high acceleration of atoms in short pulsed strongly focused laser fields
and discuss possible applications.

1.1 Introduction

The understanding of strong-field ionization dynamics of atoms and molecules rests
a great deal on the seminal tunneling picture introduced by Keldysh [1]. A linearly
polarized pulsed strong laser field is considered as a classical electric field F(t) =
FL(t) cos(ωt) with FL(t) = f (t)F0êx, where f (t) is a slowly time-varying pulse
envelope, F0 is the field amplitude and ω is the angular frequency of the laser. All
equations throughout the paper are given in atomic units unless otherwise stated. If
an atom in its ground state with an ionization potential IP is exposed to such a laser
field, the atomic Coulomb potential is periodically bent up and down and allows for
tunneling of an electron at certain phases of the laser field. The pure tunneling picture
describes ionization extremely well, particularly in those situations, where a fairly
large number of photons is necessary to overcome the binding energy. The Keldysh
parameter γ = √

IP/2Up, where Up = F2/4ω2 is the ponderomotive potential, is

U. Eichmann (B)
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used to distinguish the tunneling regime γ < 1 from the multiphoton regime γ > 1.
It has been found, however, that the subsequent dynamics of the electron in the laser
field is of decisive importance. It results in secondary processes, which are embraced
in the simple man’s model [2–4] and in the famous three-step or rescattering model
[5–7]. The simpleman’smodel concentrates on the cycle-averaged energy a liberated
electron can extract from the classical laser field, neglecting any interaction with the
parent ion in the first place. The rescattering model, on the other hand, focuses
on the processes initiated after the first return(s) of the electron to the core, where
particularly electrons liberated in a certain phase range after a field cycle maximum
provide high kinetic energies at the return. These processes include high-order above
threshold ionization (HATI) [8], non-sequential double or non-sequential multiple-
ionization (NSDI) by collision [9–12] and radiative recombination generating high
harmonics (HHG) [13, 14].

We will concentrate on the dynamics of electrons, which tunnel around the field
cycle maximum thus avoiding substantial energy transfer during rescattering with
the parent ion. Astonishingly, the physical consequences that arise in the context of
these electrons have not been considered coherently before, neither in the simple
man’s model nor in the rescattering model. By taking into account the Coulomb field
explicitly, one finds that ionization of the atom, expected to follow the tunneling
process of the electron, is frustrated under certain circumstances. This exit chan-
nel leads to the population of excited states. The process, which has been dubbed
frustrated tunneling ionization (FTI), describes quantitatively (quasi multi-photon)
excitation within the tunneling picture [15].

To put the FTI model into perspective one has to mention that since the early
days of optical strong-field physics, experiments have shown beside multiphoton
ionization also multiphoton excitation [16–19]. In the multiphoton picture, it was
argued qualitatively that a Rydberg state is excited at the beginning of the laser
pulse. Similar to a free electron the quasi free Rydberg electron does not absorb
energy from the electromagnetic field and remains bound. The picture of Rydberg
state excitation was strongly supported by the observation of strong enhancements
in the above threshold ionization (ATI) electron spectra, which were explained in
terms of transient Freeman resonances [20]. These are Rydberg states that are shifted
ponderomotively into resonance with the laser field at particularly intensities during
the rise of the laser pulse and subsequently ionized. To explain why an atom in a
Rydberg state is finally stable against ionization, different stabilization mechanisms
[21] such as interference stabilization at lower intensities [22–27] or strongly reduced
ionization rates due to high angular momentum [17, 28] have been suggested. An
easy quantitative explanation of excitation in the multiphoton picture, however, has
not been achieved.

We remark that population trapping in excited states should not be misinterpreted
with atomic stabilization in strong laser fields. Simply speaking the strong-field
actually stabilizes the atomby reducing the overlap of the laser driven electronicwave
function with the ionic core. This phenomenon, usually associated with the situation
that a single-photon absorption is in principle sufficient to ionize, was first predicted
about a quarter century ago [29–32]. Since then, the subject has been extensively
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discussed theoretically for the last two decades [33, 34] with newly increased interest
[35, 36]. Stabilization of a single prepared low lying Rydberg state in a moderately
strong laser field without any remaining loop holes such as state redistribution has
been observed in impressive experiments [37, 38].

The qualitative arguments expressed within the multiphoton picture were also
applied to explain excitation of atoms in the strong-field tunneling regime.
In [18, 39] high-lying Rydberg states after strong-field interaction were observed by
subsequent field ionization and in [40], e.g., excitation was deduced from structures
in the measured ionization yields. First trials to explain excitation in the strong-field
tunneling regime have been given within the simple man’s model [2–4]. Early inves-
tigations on stabilization of atoms using classical Monte Carlo analysis [41] found as
an alternate way to stabilization that the quivering electrons land on Rydberg states
after the laser pulse has terminated. Yudin and Ivanov reported transient Rydberg
trajectories [42] in the tunneling regime and finally Muller concluded from exten-
sive quantum mechanical calculation excitation in the tunneling regime [43]. Only
recently excited states of He have been observed [15], in which the intensities were
well in the tunneling regime of strong-field physics. The obvious question that arose
in this context was whether there is a way to comprehend strong-field excitation
purely within the tunneling picture without invoking the multiphoton picture. The
solution lies in the frustrated tunneling ionization model, which describes astonish-
ingly well observed features.

In the following sections we will elucidate in detail how frustrated tunneling
ionization leads to excited states and we will discuss consequences for strong-field
physics. Besides important ramifications in atomic strong-field physics we also find
FTI at work in strong-field dissociation of molecules. Finally, FTI establishes the
basis to explain observed kinematic effects of strong inhomogeneous fields on neutral
atoms.

1.2 Strong Field Excitation of Atoms by Frustrated
Tunneling Ionization (FTI)

1.2.1 Linearly Polarized Laser Fields

In tunneling models, the tunneling process is mostly regarded to be tantamount to
tunneling ionization. This is correct, if no attractive potential,whatsoever, is explicitly
considered in the first place. However, by taking into account the Coulomb potential
of the parent ion, frustrated tunneling ionization might happen. Assuming that the
tunneling process is instantaneous at some time tt , the electron is then located at the
tunnel exit, which is only a few Bohr radii away from the ionic core. At this point,
the electron has a high negative potential energy of a few eV. The electron quivers
in the strong laser field and, whenever the tunneled electron does not gain enough
energy during the interaction with both the laser field and the Coulomb field to finally
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overcome the attractive Coulomb force [15], it has not been set free at all. Therefore,
one expects FTI to occurmainly for electrons that tunnel in the vicinity of a field cycle
maximum of a linearly polarized laser field at a phase φt = ωtt ≈ 0 (or a multiple
integer of π). In this case, the laser induced drift energy, given by Edr = 2Up sin2 φt

[19], is close to zero and also the energy upon the first rescattering on the parent ion
is rather moderate and typically less than the potential energy in the Coulomb field.

Decisive, whether ionization occurs after tunneling, or not, is the total energy T
of the electron at a time, when the laser pulse is over. If it is positive, the electron
motion is eventually unbound, if it is negative, the electron will firmly relax into
a bound state. Again, the notion in the rescattering model that the “electron tunnel
ionizes in the first step” is correct as long as no attractive potential is considered. In
the presence of an attractive potential one can assert that ionization has happened
only after the laser pulse is over . Consequently, thinking in terms of the rescattering
model, where it is common agreement that an electron is considered to be “ionized”
after the tunneling process, the term frustrated tunneling ionization is meaningful
and justified. However, it is most important to emphasize that an electron that has
undergone frustrated tunneling ionization, has in fact never been unbound in the
sense of a strict definition of ionization.

In the following we will explore the parameter range for producing bound excited
states through FTI. For given laser pulse parameters and a specified atom, which
will be Helium in the present examples, the position and momentum of the electron,
and the phase φt of the oscillating laser field at the instant of tunneling are crucial
[15, 44]. To calculate trajectories leading to frustrated tunneling ionization we solve
the classical Newton equations for an electron in a combined pure Coulomb potential
Vc(r) = −1/r , where r = √

x2 + y2 + z2, and the electric field F(t).

ẍ(t) = −F(t) − ∇Vc(r(t)) (1.1)

The initial conditions at tt are obtained from the tunneling ionization model,
which locate the tunneling exit in a linearly polarized laser field at x(tt ) =
− (

IP + [I 2P − 4 |F(tt )|]1/2
)
/2F(tt ), and y(tt ) = z(tt ) = 0. Furthermore, at tt ,

the longitudinal momentum of the electron along the polarization axis is px (tt ) = 0.

The initial momentum perpendicular to the field axis p⊥(tt ) =
√

p2y + p2z is a para-

meter. To get an overview over bound and unbound trajectories we exploit the fact
that trajectories are planar and symmetric with respect to the field axis. We thus vary
py and take pz = 0.

In Fig. 1.1 we show the occurrence of bound trajectories as a function of the para-
meters φt = ωtt and py . For clarity we restrict the electron to tunnel only in the
vicinity of the field cycle maximum at the laser pulse envelope maximum. The cal-
culations are performed with a linearly polarized laser pulse with 8 fs (FWHM) pulse
duration and field strengths of F0 = 0.0755 a.u. and F0 = 0.169 a.u., Fig. 1.1a, b,
respectively, and with 29 fs (FWHM) pulse duration and the same field strengths as
before, Fig. 1.1c, d, respectively. The Keldysh parameters associated with the two
field strengths are γ = 1 and γ = 0.44, respectively. Obviously, there are only
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Fig. 1.1 Occurence of bound states after tunneling. Laser parameters: F0 = 0.0755 a.u. (2 ×
1014 Wcm−2) and a 8 fs (FWHM) and b 29 fs (FWHM) pulse duration. Laser parameters: F0 =
0.169 a.u. (1015 Wcm−2) and c 8 fs and d 29 fs pulse duration. The circles indicate initial parameters
for calculated trajectories shown in Fig. 1.2. The phase φt = ωtt is indicated with respect to the field
cycle maximum at the maximum of the laser pulse envelope. Final negative total energy T of the
electron is color coded. White areas stand for trajectories with positive total energy corresponding
to strong-field ionization

certain well defined regions of the parameters, where frustrated tunneling ionization
prevails. Inspecting Fig. 1.1a, b one finds that the parameter space for bound trajec-
tories is much larger for electrons starting before the maximum than for electrons
starting after it. Particularly, for the short laser pulses, Fig. 1.1a, one finds a relatively
large region of parameters allowing for bound states [44]. In this case the laser drift
momentum the electron acquires is opposite to the Coulomb force. If the electron
starts after the field cycle maximum, the recollision with the ionic core is likely,
which obviously counteracts formation of bound states. At longer pulse duration,
Fig. 1.1b, on the other hand, the allowed parameter range is reduced and is charac-
terized by distinct isolated areas. Apparently, bound states are no longer populated
due to the higher probability of a fatal encounter of the electron with the ionic core at
longer pulse durations. If we increase the field amplitude and use otherwise identical
laser parameters, the parameter space for bound trajectories shrinks substantially,
Fig. 1.1c, d. Most striking is that bound states are no longer found for electrons that
tunnel after the field cycle maximum.

The interesting question that arises is how important is the influence of the
Coulomb potential on the electron dynamics during the laser pulse? It is well
known that most of the strong-field physics associated with the rescattering model
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Fig. 1.2 Selected trajectories for initial conditions indicated in Fig. 1.1

is well described without invoking the Coulomb potential. To shed more light on the
dynamics, it is very instructive to visualize and study electron trajectories at specific
(φt , py) parameters.We show different trajectories along an energy contour line with
Eb ≈ −7.8×10−3 a.u. corresponding to roughly a principal quantum number n = 8.
The initial conditions for trajectories shown in Fig. 1.2a–c are indicated in Fig. 1.1b
by A–C, resp., and the initial conditions for trajectories shown in Fig. 1.2d–f are
indicated in Fig. 1.1d by D–F, resp. The trajectories are calculated for several revo-
lutions, so that the wiggly motion at early times during the laser pulse superimposes
the final bound orbit at later times.

Trajectories, shown in (a) and (d), and in (b) and (e), were calculated using similar
initial conditions, respectively. However, the quiver amplitude hasmore than doubled
in (b) and (d), as expected for the higher field strength. In (a) and (c) the final bound
orbits are oriented along the laser polarization with low angular momentum owing to
the low initial perpendicular momentum. The role of the Coulomb field is important
and by no means negligible, since the maximum excursion of the electron after the
laser pulse is smaller than expected on the basis of a Coulomb field free motion.
The same is true for the orbits shown in Fig. 1.2b, e. Here, the drift motion solely
due to the laser field is weak, so that the electron is dominantly under the influence
of the strong Coulomb field. Furthermore, the quiver motion averaged over one
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laser period follows astonishingly well the final Coulomb orbit almost right from
the start indicating that the Coulomb potential plays a significant role at each stage
of the orbit. In Fig. 1.2c we show a trajectory, where the tunneling process started
after the field cycle maximum so that the laser drift momentum pushes the electron
initially towards the core. It is obvious that in this case the average over the wiggly
trajectory at short times does not follow the orbital motion, but due to the close
encounter with the ionic core the electron uses a complicated shortcut at some point,
before it behaves regularly again. Overall, the bound orbits on an isoenergy shell
behave regularly. They show a decrease of the eccentricity e of the orbit equivalent
to an increase in angular momentum l, with increasing initial lateral momentum.
Orbits calculated with parameters of isolated areas in the parameter space around
the field cycle maximum show initially strongly irregular behavior. The occurrence
of bound trajectories with initial parameters taken from the inner parameter space
region strongly depends on the number of laser cycles following the tunneling event,
as the electron dynamics is dominated by strong rescattering at the core. This is
reflected in irregular behavior during the laser pulse, before the orbit finally merges
into a stable orbit, as can be seen in Fig. 1.2f.

To summarize the semiclassical analysis, we conclude that the population of
bound excited states stems from an interplay of the Coulomb field and the laser field
on equal footing. Often, the averaged motion of the electron during the laser pulse
follows already nicely the trajectory of the final orbit it willmerge into. Consequently,
any approximation of the Coulomb interaction during the laser field is not a priori
justified. Although the Coulomb field influences the overall trajectory decisively,
the amplitude of the electron’s quiver motion seems to be still in accord with the
assumption of a quasi free electron quivering in the laser field.

To calculate the yield of excited states one has to consider the probability for
tunneling of an electron in the ground state with the magnetic quantum number
m = 0, which is given within the simplest approximation of the tunneling model by
[42, 45, 46]

w0 ∝
(
2(2IP )

3/2

|F(tt )|
)

(
2√
2IP

−1

)

exp
[
−2(2IP )

3/2/3 |F(tt )|
]
. (1.2)

The probability to find a certain lateral momentum is given by [45]

w⊥ ∝ exp
[
−p2⊥

√
2IP/ |F(tt )|

]
. (1.3)

In semiclassical Monte-Carlo simulations one uses (1.2) and (1.3) to randomly
pick initial conditions and start typically about 105–106 trajectories. The total energy
T = p(t f in)

2/2+V (r(t f in)) of each trajectory is evaluated at time t f in shortly after
the laser pulse is over. As an example, we evaluate trajectories for He exposed to a
laser fieldwith intensities between (1014 and 1015 Wcm−2) and a laser pulse duration
(τ = 27 fs). We find ≈10% of all launched trajectories to be bound at the lower
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Fig. 1.3 n distribution of the
population of excited states
from a MC simulation (red
circle), a quasi-one-electron
(black square) and a full
two-electron quantum
mechanical calculation (blue
triangle) at a laser intensity
1015 W cm−2. The MC
simulation has been
normalized to the
quasi-one-electron
calculation at n = 10.
From [15]

intensity 1014 W cm−2 and ≈2.5% at 1015 W cm−2, see Fig. 1 of [15], confirming
the FTI process to be an important exit channel.

One can then assign an effective quantum number ν to each trajectory with neg-
ative total energy, determined by the Rydberg formula T = −1/2ν2. By sorting
the effective quantum numbers into integer bins one obtains an n distribution, as
shown in Fig. 1.3 and which is taken from [15]. The maximum of the distribution is
around n = 8 and the probability drops steeply towards both sides, but allowing for
Rydberg states with higher n quantum numbers. An analysis of the classical angular
momentum reveals that for states with n < 9, the probability to find a specific angular
momentum within a fixed n shell increases strongly towards the maximum allowed
value of l = n − 1. For larger n states, we find the same distribution with no angular
momentum states higher than l = 9.

It is also instructive to look at the wavelength dependence of the yield of bound
states. The drift energy and the quiver amplitude both scale ∝ ω−2 at constant laser
intensity. Consequently, for shorter wavelengths the range of the parameter space
for bound states increases and, with it, also the number of surviving trajectories.
Particularly, population of lower n states with low radial extension benefits from
the reduced quiver amplitude. On the other hand, increasing the wavelength results
in the opposite behavior. Due to higher drift energy and a larger quiver motion,
the parameter space for allowed trajectories shrinks and only bound trajectories with
sufficient radial extension survive. The number of atoms surviving in lower n states is
strongly diminished, while the number of atoms in higher n states remains the same.
Consequently, the percentage of surviving atoms decreases. Finally, we mention
that the FTI mechanism should also be in effect for strong-field excitation of ionic
systems, see also Sect. 1.3.3.

The distribution shown in Fig. 1.3 has been confirmed by Monte-Carlo simula-
tions of other groups [44, 47]. Most astounding, however, is the outcome of a direct
comparison of the FTI results with TDSE calculations. In [15] the classical pre-
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dictions were compared with results using the single-active electron (SAE) model
and a full two-electron calculation, performed in the group of A. Saenz. The com-
position of the resulting Rydberg wave packet is in striking agreement, Fig. 1.3.
The results demonstrate the predictive power of the frustrated tunneling ionization
model. Similar results for the n distribution for different atoms and conditions have
been obtained from other TDSE calculations [48–51] showing a maximum in the
vicinity of n = 8. Only recently, we succeeded in measuring the n distribution by
using a state selective field ionization method on the surviving neutral excited atoms.
The results nicely confirm the theoretical predictions [52].

1.2.2 Elliptically Polarized Laser Fields

So far, we have described the FTI process in linearly polarized laser light. Hereby,
most electrons tunnel in the vicinity of the field cyclemaximum, so that the associated
laser induced drift energy Edr ≈ 0. In an elliptically polarized laser field given by

F(t) = F0 f (t)
(
cos(ωt)êx + ε sin(ωt)êy

)
/
√
1 + ε2, (1.4)

however, an additional laser induced drift momentum in y direction (lateral direction)
arises,which reads forφt ≈ 0 pdr,y = −εF0/ω

√
ε2 + 1. pdr,y , and thus the total drift

energy, are always nonzero for electrons that tunnel at φt ≈ 0 and increase strongly
with ellipticity ε. It is this strong drift momentum that reduces substantially the
population of bound states in elliptically polarized light. To include the polarization
dependence, one might require in a simple approach that pdr,y must be compensated
by an appropriate initial lateral momentum, p⊥ = −pdr,y to obtain bound states.
Inserting this into (1.3), w(ε) is then given by [53]

w(ε) ≈ exp− F0(2Ip)
1/2

ω2 ε2. (1.5)

The results of this equation are in very good agreement with the experiment [15],
which measured the total excited neutral yield as a function of ellipticity as shown in
Fig. 1.4. We note that more extensive results have been obtained [47, 53] by solving
(1.1) with the elliptically polarized laser field (1.4).

1.2.3 Intermediate Conclusion

The systematic investigation of electron trajectories emerging in a time window
around a field cycle maximum revealed that the explicit inclusion of the Coulomb
field in the rescatteringmodel or simple man’s model leads to bound states. Although
bound or transient bound electron trajectories have been displayed occasionally in
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Fig. 1.4 Dependence of the
He+ (black square) and He∗
(red circle) yield on the
ellipticity at fixed laser
intensity of 1015 W cm−2.
For better comparison the
height of both measurements
have been set equal at ε = 0,
from [15]. Theoretical data
points (blue triangle) are
taken from [53]

the literature, the systematic study has shaped a clear picture of excitation in the
tunneling regime. The FTI model also facilitates the interpretation of more complex
experiments involving bound states and has led to a simple way to make quantitative
predictions, in particular on the total yield of bound states and their n distribution. The
FTI process shows qualitatively a similar behavior on ellipticity as the rescattering
related processes HHG, NSDI, and HATI. In the latter cases, however, elliptical
polarization reduces the rescattering probability with the ionic core, while in the FTI
process formation of bound states is suppressed due to the high drift momentum.
Nevertheless, one can consider the FTI process as a relevant additional exit channel
in the rescattering model. It is important to note that if one uses the correct definition
of the term ionization, which has no strict meaning unless the laser pulse is off,
an atom finally in a bound excited state has never become ionized in the first place.
This, in turn, implies that the process is not a classical electron recombination process
involving emission of radiation as has been misleadingly argued occasionally in the
literature [49, 50].

1.2.4 Detection of Excited Atoms

The most prominent detection schemes in strong-field physics involve electron and
ion detection by means of time of flight (TOF) techniques, velocity map imaging
(VMI) [54], or a reaction microscope [55], as well as detection of high harmonic
radiation. Usually, excited states of an atom are detected by subsequent photoion-
ization or state selective field ionization, occasionally also by fluorescence measure-
ments. In the scope of the present investigations experiments are based on a direct
measurement. In Fig. 1.5 the sketch of an experimental setup shows how it is realized.

A well collimated thermal effusive beam of atoms, which is directed towards
a position-sensitive multichannel plate (MCP) detector, is crossed by an intense
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focused laser beam. Charged particles created by the laser-matter interaction can be
refrained from reaching the detector by means of small electric fields. Excited and
ground state atoms reach the detector after a mean time of flight that is determined by
the drift distance d to the detector, the temperature and the mass of the atoms (for He
atoms at room temperature with d = 0.38m it is ≈200µs). The detector, however,
is only able to detect excited atoms with sufficient internal energy. Considering the
comparably long time of flight, radiative decay and black-body induced redistribution
of the initial excited state distribution is unavoidable. Although the decay to the
ground state is dominant, especially for low n and low l states, a substantial fraction
of atoms decays to long-lived metastable states present in all rare gas atoms. Thus,
an efficient detection is assured [52].

Without additional forces, as they will be discussed in Sect. 1.4.1, one expects
to measure a pattern reflecting the excited atom probability distribution in the laser
beam. While the radial dimension of the Gaussian laser beam is only on the order of
the beamwaist of a few tens ofµm, which is small compared to the extension in laser
beam direction on the order of the Rayleigh length of a few mm, excitation occurs
within an elongated cylindrical volume along the laser beam axis. This is projected
onto the detector, as can be seen for a measurement of excited Ar* atoms hitting
the detector, see Fig. 1.5a. Furthermore, neutral excited atom detection furthermore
allows for a partially position dependent analysis of frustrated ionization dynamics
within the focused volume. As will be discussed in Sect. 1.3, the detection technique
allows also for the study of excited neutral atomic fragments from a strong-field
dissociation process. Excited neutral fragment detection is well known in molecular
physics, but has only been introduced in strong-field physics recently. The kinetic
energy of the fragments is typically much higher than in an effusive beam, thus
reducing the time of flight substantially. Consequently, excited states can be detected
more likely in their initially populated states.

Fig. 1.5 Sketch of the experimental set up, as described in the text. The detector shows a typical
distribution of strong-field excited atoms
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Fig. 1.6 Sketch of the
molecular FTI in H+

2 . The
black dot designate the two
protons initially located too
close together to be resolved.
See text for more explanation

1.3 Frustrated Tunneling Ionization in Strong-Field
Fragmentation of Molecules

1.3.1 Hydrogen Molecule

The process of frustrated tunneling ionization is not restricted to atoms but can also
be observed in the strong-field dissociation of molecules [56], as first explored in
H2. The fragmentation of the simplest molecules H2 and H+

2 in strong laser fields
has been well studied over the last decades. Fundamental fragmentation processes
such as bond softening within the laser field and Coulomb explosion have been
revealed [57]. Particularly, the process of Coulomb explosion, which is the repulsion
of two protons, possible after the removal of the electrons in the strong field, can be
exploited to study time and position dependent ionization [58]. The kinetic energy
of the fragments gives detailed information on the nuclear distance at the instant of
“ionization”. Since a tunneling process might precede both the fragmentation and
also the Coulomb explosion, it is very tempting to investigate the fragmentation
process in view of the FTI process.

To elucidate the physics, one can start by considering strong-field tunneling in
the H+

2 molecular ion instead of the molecule. The scenario can be calculated by
solving the coupled Newton equations for the three particles. One set of trajectories
calculated for appropriate initial conditions is depicted in Fig. 1.6.

After tunneling the liberated electron quivers in the laser field sufficiently far away
from the protons, so that it does not influence their acceleration process.After the laser
pulse is over, the electron follows a trajectory that stays near one of the accelerated
protons forming eventually an excited state of H. Consequently, the neutral fragment
has virtually the same kinetic energy as the proton. In fact, starting from H2, one can
consider this process as Coulomb explosion without double ionization. Based on the
detection method presented in Sect. 1.2.4, experiments become possible, where one
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Fig. 1.7 Kinetic energy
distribution of ionic and
excited neutral fragments
after strong field interaction
at an intensity of I = 3× 1014

W/cm2. Kinetic energy
distribution of a H+ (black
curve) and b H∗ (red curve).
From [56]

specifically detects excited neutral fragments from the strong-field fragmentation
of H2 together with an ionic fragment spectrum. The detection of excited neutral
fragments is facilitated by the fact that, owing to the high kinetic energy, the travel
times towards the detector are substantially shorter than for excited atoms in an
effusive beam. Consequently, the loss of excited atoms due to radiative decay to
the ground state as in the atomic case is much less. In Fig. 1.7 the yield of excited
neutral and charged fragments as a function of their kinetic energy is shown. As can
be seen, both spectra are perfectly linked indicating that excited neutral fragments
occur with the same kinetic energy as the charged ones. This obviously confirms that
the Coulomb explosion involves finally a neutral excited state as sketched in Fig. 1.6.
Moreover, also fragmentation processes such as the bond-softening, which are the
origin of the peak at lower kinetic energy release (KER), are partially accompanied
by FTI leading to low energy excited neutral fragments. To finally prove that the
neutral fragments with high energy originate in a Coulomb explosion process, a
coincidence measurement of the fast excited neutral and of the ionic fragment at
3 eV has been performed using a reactionmicroscope. The resulting correlated signal
proves that both fragments stem from a single fragmentation process as suggested by
the extended FTI model [56]. Comprehensive semiclassical calculations essentially
confirm the validity of the picture [59, 60].

1.3.2 Small Molecules

The molecular FTI process is not restricted to the hydrogen molecule. The FTI
process has also been confirmed to be in effect in the strong-field fragmentation of
D+
2 [61]. Extensive experimental studies, in which the yields of excited fragments

have been measured as a function of the laser intensity, the laser pulse duration and
the laser polarization, reveal an overall satisfying modeling of the data within the
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Fig. 1.8 KER distributions for the three-body breakup of D+
3 at 1016 W cm−2, 790 nm. Fragmen-

tation with 7 fs pulses for a D+ + D+ + D and b D+ + D+ + D+ channels (inset of (a) shows an
expanded vertical scale of the high-KER range). Fragmentation with 40 fs pulses for c D+ + D+
+ D and d D+ + D+ + D+ channels. Note the high-KER feature between 15 and 30 eV in panel
(c), the main subject of discussion. From [63]

FTI process. An alternate process, namely re-collision excitation, has been discussed
to possibly also contribute to excited fragments. However, it was concluded that it is
by far not sufficient to explain the overall set of data.

Moreover, neutral excited fragments after strong-field dissociation have also been
observed for N2 [62]. The N2 molecule provides a rich kinetic energy spectrum of
fragments originating from many possible fragmentation channels involving single
and also higher charged Nn+ fragments. Analysis of the kinetic energy spectrum
of excited neutrals shows that all fragmentation channels containing singly charged
fragments allow for the FTI process. Based on this example onemay conclude that the
FTI process is a quite general phenomenon in strong-field dissociation of molecules.

Evidence of FTI in a polyatomic system has been found by the Kansas group,
which studied the fragmentation process of D+

3 → D+ + D+ + D* [63]. Surpris-
ingly, at a laser intensity of 1016 W cm−2, they observe high kinetic energy of the
fragments that mimics the behavior of the D+ +D+ +D+ channel and which can be
finally attributed to frustrated tunneling ionization, see Fig. 1.8. Furthermore, they
also find evidence of FTI in both two-body and three-body break up. More elaborate
calculations on the fragmentation process are performed by Lötstedt [64].

1.3.3 Dimers

Frustrated tunneling ionization works also in strong-field multiple ionization of
loosely bound noble gas dimers, and has been specifically studied in Ar2 [65–69],
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Fig. 1.9 aThe ion pairKERafter strong-field double ionization of argon dimers at a laser pulse peak
electric-field strength of 0.1 a.u. Solid (black) line, linear polarization; dashed (red) line, circular
polarization of the laser beam, where the signal vanishes as expected for the FTI process (a similar
spectrum is shown in [66]). b KER distribution for the Coulomb explosion channel Ar2+ + Ar+
after triple ionization of the Ar2 dimer [dashed (blue) line]. The spectrumwas taken simultaneously
with the corresponding KER spectrum for the Coulomb explosion channel Ar+ + Ar+, see (a).
From [65]

where the FTI mechanism has been observed to be in effect in ionic fragments.
Triple ionization of the Ar2 dimer, where altogether three electrons of the dimer
(tunnel) ionize, leads to the Coulomb explosion of Ar2+ and Ar+ fragments with
high kinetic energy. Rather than detecting a fast Ar2+ ion fragment, FTI of one of
the electrons reduces the charge by unity by trapping the electron in an excited ionic
Rydberg state. This is shown in Fig. 1.9a. The process is thus similar to FTI in H2,
but involves higher charge states, and rather than finding a neutral excited fragment
the process results in an excited singly charged fragment. In Fig. 1.9b it is shown that
the kinetic energy of the fragments in the FTI process is slightly reduced compared
to the pure Ar+ −Ar+ fragmentation channel providing information about the final
n and l states populated in the excited fragment. Furthermore, frustrated tunneling
ionization of two electrons have been postulated by [60]. This process has been
observed and studied in Ar dimers [67]. Finally, in mixed and pure rare gas dimers
the FTI process might initiate ion core charge oscillations, which eventually result
in ionization of the populated Rydberg states giving rise to a specific low energy
feature in the photoelectron spectrum [68, 69].
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Fig. 1.10 Influence of the ponderomotive force on the measured spatial distribution of strong-field
excited atoms

1.4 Kinematic Effects on Atoms

1.4.1 Acceleration of Neutral Atoms in Strong Laser Fields

Gradient (dipole) forces acting on matter in the focus of a continuous wave laser
field are well known and extensively exploited to trap macroscopic neutral particles
(optical tweezer) or to confine cold quantum gases in light lattices [70]. In contrast to
recoil forces, which are in effect, e.g., in laser cooling, and are also present in plane-
wave fields, gradient forces are directly proportional to the light intensity gradient.
Kinematic manipulation of neutral atoms in inhomogeneous laser fields is essentially
based on the Lorentz force acting on a polarizable atomic system. The laser field
causes only a minor perturbation and the static polarizability of the atom can be
employed in the case that the laser photon energy is sufficiently below the excitation
energy of the first excited state. In the course of the work on atomic excitation in
strong laser fields, it turns out that a similar force acts on the surviving neutral atoms.
In this case, however, the light intensities exceed the threshold intensity for ionization
by far and constitute by no means a small perturbation.

In fact, using He atoms, a strong radial ponderomotive force (schematically indi-
cated by the black arrows in Fig. 1.10b was identified that accelerates the excited
atoms with an unprecedented rate and causes a measurable radial deflection [71]
despite the fact that the force acts only on extremely short times scales. We note
that the intensity gradient in a focused laser beam is strongest in radial direction and
negligible along the z direction, which is the propagation direction of the laser beam.
The radial intensity gradient is strongest at the focal plane at half the beam spot size
and drops symmetrically along the laser beam axis. It gives rise to a characteristic
detection pattern. In Fig. 1.11 we show an experimental result, where the distribution
of laser excited He atoms in a beam with a position sensitive detector located 0.3 m
downstream from the interaction region was measured. The momentum transfer to
the neutral atoms during the short interaction time is by far stronger than what one
would expect from the dipole force acting on ground state atoms.
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Fig. 1.11 Deflection of neutral He atoms after interaction with a focused laser beam. a Distribution
of excited He* atoms on the detector. The laser beam direction is indicated by the arrow. b Cut
through the atom distribution along the laser beam axis (z axis) at rD = 0 mm (black curve) and full
projection on z axis (dashed red curve). Intensity along the z axis in units of the laser peak intensity
I0 = 6.9 × 1015 W cm−2 (blue curve). c Cuts through the distribution at z = 0 mm (red curve) and
z = −2.7 mm (black curve). The black curve shows the velocity distribution of excited neutral
atoms at a position unaffected by the ponderomotive force, showing quasi the “natural” velocity
spread, while the red curve shows the velocity gain through the ponderomotive force. From [71]

The FTI picture helps to grasp the idea of how atomic acceleration proceeds in
strong laser fields. We first recall that the ponderomotive force Fp on a free electron
(charged particle) exposed to an inhomogeneous electromagnetic field is given by

Fp = − q2

2mω2∇|F(r, t)|2, (1.6)

Here,m and q are themass and the charge of the particle, respectively, and the linearly
polarized electric field now additionally depends on spatial coordinates F(r, t) =
F0(r) f (t) cosωt , with F0(r) = F0(r)êx. Hence, transferred to the FTI model, we
assume that the ponderomotive force due to the strong radial intensity gradient in
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the focused laser field acts on the liberated electron, which quivers like a quasi free
electronwith a large amplitude at the laser frequency during the laser pulse. Important
to note is that the ionic core is not affected by the ponderomotive force due to its
large mass. Consequently, quiver energy of the electron is partially converted into
center-of-mass (CM)motion of the whole atom. Since the ionic core and the electron
are coupled by the Coulomb force and remain eventually bound, the whole atom is
substantially accelerated. According to the FTI model one can rewrite (1.6) for the
CM position R of the neutral atom

MR̈(t) = − e2

2meω2∇|F(r, t)|2 (1.7)

Here, M and me = 1 a.u. are the masses of the atom and the electron, respectively.
One can calculate the ponderomotive force for a linearly polarized laser beam with
a Gaussian spatial intensity distribution, which reads in cylindrical coordinates

I (r) = |F0(r)|2 = I0

(

1 +
(

z

z0

)2
)−1

exp
−2r2

r20
, (1.8)

where r0 = w0

√

1 +
(

z
z0

)2
, w0 is the beam waist and I0 is the laser peak intensity.

Evaluating the gradient in (1.7) with the intensity distribution given by (1.8) one
obtains for the radial component rc of the CM position perpendicular to the laser
beam direction

r̈c(t) = I (R)

Mω2

rc(t)

r20
f (t) (1.9)

One may take f (t) = exp(−t2/τ2), where τ is the pulse width.
From (1.9) one finds that the maximum force along the radial direction scales as

r−1
0 . Similarly, one can show that it scales as z−1

0 along the laser beamdirection. Since
the Rayleigh length z0 is typically a factor 100 larger than the beam waist r0, the
gradient and thus the ponderomotive force in laser beam direction is much smaller
than in the radial direction and can be neglected. Assuming that the neutral atom
does not move during the laser pulse, one can set rc(t) = rc on the right hand side
of the equation. This allows one to solve (1.9) analytically for any initial position
of an atom in the laser beam by just time integrating over laser pulse envelope.
Considering the instant of tunneling with respect to the pulse envelope maximum,

ts , one obtains S(ts) =
√

πτ
2 erfc(ts/τ ), where erfc denotes the complementary error

function. Atoms located at half beamwaist r0/2 experience the maximum force. The
appropriate velocity vmax(z) is given by
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vmax(z) = I0
2Mω2w0

exp (−0.5)
√

1 +
(

z
z0

)23
S(ts) (1.10)

Under the assumption that the initial tunneling process occurs early in the pulse,
the experimental results agree very nicely with this formula. For He atoms exposed
to a focused laser beam at maximum intensity (I = 7 × 1015 W cm−2) one obtains
from the data a maximum velocity of about 55 m/s. This, in turn, results from an
acceleration of about 2 × 1014 g, where g is Earth’s acceleration. This is one of the
highest direct acceleration rate of neutral atoms ever achieved.

In order to derive acceleration of the CM of the neutral atomwithin the FTI model
without field cycle averaging the full coupled full Lorentz equations, including the
magnetic field, for the ionic core and the electron need to be solved. Most important,
one finds bound excited states with the CM velocity confirming basically the results
of (1.10). Observed deflections for He andNe atoms for different laser parameters are
in very good agreement with simple theoretical predictions [71] and more extended
calculations [72].

Finally, we mention, that the relatively weak intensity gradient, which is on the
laser beam waist length scale, is not strong enough to change the electron dynamics
on an atomic scale and the predicted n state distribution remains unchanged. This
situationmight change significantly, however, if one studies neutral atomacceleration
in a short-pulse intense standing wave. The strong periodic intensity gradients on the
scale of the laser wavelength might introduce non dipole effects in the electron
dynamics. First results of this Kapitza-Dirac scattering of neutral He atoms in an
intense standing wave indicates this [73].

1.4.2 Rydberg Atoms in Strong Laser Fields

From the experiments described before, one can infer that an atom surviving the
interaction with a strong laser field carries information about the laser intensity it
has interacted with. This twist has been exploited in an experiment studying the
survival and ionization of Rydberg atoms in a strong laser field [74]. We note that
the ionization of a Rydberg atom is expected to neither follow the picture of tun-
neling nor the picture of a multi-photon process. The very successful semi-classical
Keldysh theory for strong-field ionization [1] and with it, the Keldysh parameter γ,
are not applicable. Although Rydberg atoms are expected to be rather stable against
ionization, experimental studies are scarce. The experimental setup is as follows: A
Mach-Zehnder interferometer provides two time delayed laser pulses with different
polarization and very good spatial overlap in the focus [75]. With the first linearly
polarized strong laser pulse with an intensity of 2.7 × 1015 W cm−2 a Rydberg
wavepacket is excited in He and accelerated in the laser focus, as described before.
After a time delay of 500 fs, a second elliptically polarized laser pulse (elliptic-
ity ε = 0.66) with an intensity of 3.8 × 1015 W cm−2 is applied. As outlined in
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Fig. 1.12 aExcitation ofHeRydberg atoms and deflection after interactionwith a linearly polarized
laser field, I = 2.7 × 1015 W cm−2. b Interaction of the produced Rydberg population with an
elliptically polarized laser, I = 3.8 × 1015 W cm−2, ε = 0.66

Sect. 1.2.2, sufficient elliptical polarization ensures that no further excitation from
the ground state takes place [15]. Consequently, any Rydberg atom, that interacts
with the second laser pulse and survives it, is additionally accelerated, provided, it
is located in a nonzero intensity gradient. Hence, the deflection of Rydberg atoms,
which can be measured as described before, verifies the interaction with the strong
laser field.

We show the measured deflection of the Rydberg atoms excited by the first laser
pulse in Fig. 1.12a. Figure1.12b displays Rydberg atoms surviving the second laser
pulse, which also accelerates them additionally. It has been found that the detected
population after the second pulse drops at most by 15% indicating for the first time an
experimental proof of the exceptional stability of Rydberg atoms at laser intensities
above 1015 W cm−2. This means that the Rydberg atoms withstand corresponding
field amplitudes of more than 1 GV/cm, which exceed the thresholds for static-
field ionization by more than six orders of magnitude. Further analysis reveals that
Rydberg atoms are predominantly excited within a radius half of the focus sizew0/2
of the second laser pulse. For this regime there is a unique relation between deflection
of the atom and the intensity it has interacted with. Thus, surviving atoms have seen
60–95% of the maximum intensity of the second pulse. As a result of quantum
mechanical calculations, mainly low order processes are in effect, even at highest
intensities. However, the calculations show important deviations from simple low-
order perturbation theory at intensities, where the quiver amplitude is comparable or
larger than the classical inner turning point of the Rydberg orbit. Finally, we remark
that the high survival rate can be fruitfully exploited to steer neutral atoms by varying
the spatial overlap of the two laser pulses, which breaks the radial symmetry of the
field gradient [76].



1 Strong-Field Induced Atomic Excitation and Kinematics 23

1.5 Summary and Outlook

In conclusion we describe the process of frustrated tunneling ionization (FTI), a
recently found new exit channel in the strong-field tunneling-plus-rescatteringmodel
that leads to the population of excited states, if theCoulombfield is taken into account
explicitly. The FTI process allows for a qualitative and, even more important, also
for a quantitative understanding of how excitation proceeds in the tunneling regime
of strong-field physics. We demonstrate the ubiquity of FTI in strong-field physics
by presenting various examples in atomic and molecular strong-field dynamics and
dissociation. In all cases the concept of FTI facilitates the comprehension of observed
phenomena. Furthermore, FTI also grants access to the understanding of acceleration
of surviving excited atoms in spatially non-uniform strong laser fields such as a
single focused laser field or two overlapping co- and counter-propagating laser fields.
Observation of the resulting atomic deflection becomes possible by exploiting a
position sensitive detection scheme for neutral excited atoms. This enables one to
test the stability of Rydberg atoms in strong laser fields, where the experiment not
only proves the high survival rate of Rydberg states, but also show unambiguously
that the information, which intensity a Rydberg atom has survived, is encoded in its
kinematics.

Future experiments on atomic and molecular excitation and acceleration will
rely on and benefit from newly available laser sources in the mid infrared range.
Particularly interesting is to study whether the interplay of stronger ponderomotive
forces and the modified bound state formation through the strong acceleration and
large excursion of the electron (non-dipole effects) leads to stronger neutral atomic
acceleration. Furthermore, investigation of bound state formation in H-like and He-
like ions is suited to explore the limits of the frustrated tunneling ionization model
at higher laser intensities.
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Chapter 2
Few-Cycle-Laser-Pulse Induced
and Assisted Processes in Atoms,
Molecules, and Nanostructures

Dejan B. Milošević

Abstract Dynamics of atomic and molecular processes in a strong few-cycle laser
field is analyzed with emphasis on the dependence on the carrier-envelope phase.
From the laser-induced processes we considered above-threshold ionization and
high-order harmonic generation, while from the laser-assisted processes we consid-
ered electron–atom potential scattering and electron–ion recombination. All these
processes can be treated theoretically using the introduced phase space path-integral
formalism.

2.1 Introduction

Photons and electrons have played a crucial role in the scientific and technological
revolution of the twentieth century. They are still a workhorse of modern science – in
particular the attoscience is able to describe electronic motion in atoms, molecules,
and nanostructures. The electrons and coherent ultrashort soft X-ray pulses can be
emitted in the laser-matter interactions. The control of these processes on the attosec-
ond time scale can be achieved using the few-cycle laser pulses. The basic parameter
of few-cycle laser pulses which is used for such control is the carrier-envelope (CE)
phase. A change in the CE phase changes significantly temporal evolution of the
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few-cycle laser field. In turn, this change affects the laser-matter interaction on the
atomic scale. This can be utilized for measuring and controlling the CE phase and
thus opening a route to light waveform control [1].

In this chapter we will consider the role of CE phase in various laser-induced and
laser-assisted processes. Namely, the processes which take place in a powerful laser
field can be divided into two main groups [2]: laser-assisted processes and laser-
induced processes. For the first group a basic process exists in the absence of the
laser field and it is modified by the simultaneous interaction with laser radiation. On
the other hand, the laser-induced processes very often require a threshold value for
the number of absorbed photons from the laser field to take place at all. Examples of
various such processes for long pulses which are not affected by the CE phase can
be found in references [2, 3].

We will firstly give definition of few-cycle pulses, CE phase, and related para-
meters. Next, in the theoretical part of this chapter, we derive an expression for the
time-evolution operator obtained using phase space path-integral method [4]. This
result is general and can be used to obtain transition matrix elements for all considered
laser-induced and laser-assisted processes.

In Sect. 2.4 we give a historical introduction about the first theoretical and exper-
imental discoveries of the CE effect in laser-induced processes such as high-order
harmonic generation and above-threshold ionization (ATI). The emphasis will be on
the so-called stereo-ATI with the CE phase stabilized few-cycle laser pulses [5]. In
particular, we will use the results of references [6–8] to present more recent achieve-
ments in the CE-phase control of high-order ATI in atomic and molecular systems.

In the next section we will consider high-order harmonic generation (HHG)
process. We will focus on the CE-phase control of plasmonic field enhanced HHG [9].
We will show that, contrary to the homogeneous field case, for inhomogeneous field
the difference between the maximum and minimum HHG cutoff remains substantial
even for pulses longer than ten optical cycles.

Section 2.5 is devoted to few-cycle-laser-pulse-assisted scattering [10] and re-
combination [11] processes. We will show common features of these processes and
explore their dependence on the CE phase.

In concluding section we will briefly mention some other processes for which
the CE phase is an important controlling parameter. We use atomic units so that
� = 1, m = 1, |e| = 1, and 4πε0 = 1 throughout this chapter.

2.2 Definition of Few-Cycle Laser Pulse Parameters

The pulse envelope is defined via the electric-field vector E(t) [5, 12–14].1 We
assume that the total pulse duration Tp is equal to an integer number np of optical
cycles T = 2π/ω, Tp = npT , and we denote the CE phase by φ. The laser field is

1A different definition of a few-cycle pulse, based on the vector-potential pulse envelope, was
considered in [15, 16].
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elliptically-polarized in the xy plane, having the ellipticity ε. We adopt the notation
ε1 = 1/

√
1 + ε2, ε2 = εε1, φ1 = φ+π/2, φ2 = φ, ê1 = êx , ê2 = êy , ϕ j = ωt +φ j ,

ϕi j = ωi t + φ j (i, j = 1, 2), and ω0 = ω, ω1,2 = ω ± ωp, where ωp = ω/np. Then,
the electric-field vector having a sine square pulse envelope can be written in the
form

E(t) = E0 sin2(ωpt/2)
∑

j=1,2

ε j ê j sin ϕ j =
∑

j=1,2

ε j ê j

∑

i=0,1,2

Ei sin ϕi j (2.1)

for 0 ≤ t ≤ Tp and E(t) = 0 outside this interval. We also defined E0 = E0/2
and Ei = −E0/2 (i = 1, 2). The above relation shows that the field (2.1) with a
sine-square envelope is equivalent to a three-color field with constant envelope for
each color within 0 ≤ t ≤ Tp. The electron ponderomotive energy in few-cycle pulse
(2.1) is Up = ∑

i=0,1,2 E2
i /(4ω2

i ) [5].
Examples of the above-defined pulses are presented in Fig. 2.1. The common

nomenclature of cosine-like and sine-like pulses is explained in the upper panels
where the electric field vector of a 6-cycle linearly polarized pulse is shown. For
circular polarization we have ε = 1 and ε1 = ε2 = 1/

√
2. Examples of 2-cycle

circularly polarized pulse are shown in lower panels of Fig. 2.1. One can see that for
an arbitrary value of the CE phase φ, the curves have to be rotated about the origin
(Ex (t), Ey(t)) = (0, 0) counterclockwise by the angle φ.

Note that E(0) = E(Tp) = 0. The vector potential A(t) = − ∫
dt E(t) is, in

general, different from zero for t ≤ 0 and t ≥ Tp. However, if the total pulse
duration equals an integer number of laser cycles, we have A(0) = A(Tp), so that

the integral over the electric field is zero,
∫ Tp

0 dt E(t) = −[A(Tp) − A(0)] = 0, that
is, the electric field has no dc component [5]. The fact that the vector potential is
different from zero at the beginning and at the end of the pulse has a consequence that
A(0) [A(Tp)] should be subtracted from the electron momenta which define initial
(final) continuum states of the considered process.

We define the pulse duration as the total pulse length Tp = npT . Experimentalists
usually define the pulse duration τ by the full width at half maximum of the intensity.
In [5] it was shown that these two pulse duration times are connected by the relation
τ = 0.36406 Tp. For a laser with the wavelength 800 nm we get τ = 0.97149 np fs,
while for the wavelength 1800 nm we have τ = 2.186 np fs.

2.3 Phase Space Path Integral and Transition
Matrix Element

We will use the phase space path-integral approach [17, 18] and start by considering
the momentum-space matrix element of the total time-evolution operator U (tf , ti).
For our problem the corresponding Hamiltonian is H(t) = H0 + VA(r) + VL(t),
where H0 = −∇2/2, ∇ ≡ ∂/∂r , and VA is the potential of the effective interaction
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Fig. 2.1 Upper panels An
example of a linearly
polarized 6-cycle laser field:
E(t) =
êx E0 sin2(ωpt/2) cos(ωt +
φ), for three values of the CE
phase (the relative phase
between the carrier wave and
the pulse envelope): φ = 0◦,
cosine-like pulse (left-hand
panel), φ = 90◦, −sine-like
pulse (middle panel), and
φ = 180◦, −cosine-like
pulse (right-hand panel).
Lower panels The
electric-field vector of a
circularly polarized
few-cycle laser pulse for
E0 = √

2 a.u. and np = 2.
The four panels correspond
to the CE phase φ = 0◦, 45◦,
90◦, and 135◦, as denoted in
the upper right corner of each
panel. The arrows indicate
the direction of increasing
time from t = 0 to t = npT
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of one electron and the rest of the atom in the absence of the laser field (single-
active-electron approximation). In length gauge and dipole approximation the laser
field—electron interaction is VL(t) = r · E(t). By slicing U (tf , ti) into N + 1
time-evolution operators, each acting across an infinitesimal time slice of width
ε = tn − tn−1 = (tf − ti)/(N + 1), denoting p′ = pN+1, p′′ = p0, tN+1 = tf ,
t0 = ti, we obtain

〈 p′|U (tf , ti)| p′′〉 =
N∏

n=1

[∫
d pn

] N+1∏

n=1

[∫
drn

(2π)3

]
eiAN , (2.2)
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where AN is the sum

AN =
N+1∑

n=1

{
− (

pn − pn−1
) · rn − ε

[
p2

n/2 + rn · E(tn) + VA(rn)
]}

. (2.3)

In the path-integral notation [18] these relations can be rewritten as

〈 p′|U (tf , ti)| p′′〉 =
∫

( p′′,ti)→( p′,tf )
D′ p

∫ Dr
(2π)3 eiA[ p,r], (2.4)

A[ p, r] =
∫ tf

ti
dt

[− ṗ(t) · r(t) − H( p, r, t)
]
, (2.5)

H( p, r, t) = p2(t)/2 + r(t) · E(t) + VA(r(t)). (2.6)

The interpretation of this formula is the following: integration over all paths corre-
sponds to summation over all histories along which a physical system can possible
evolve when going from ( p′′, ti) to ( p′, tf).

Using the relation

A(tn−1) − A(tn) = −(tn − tn−1)
A(tn) − A(tn−1)

tn − tn−1
= (tn − tn−1)E(tn) = εE(tn),

(2.7)
the sum AN , (2.3), can be rewritten as

AN = −
N+1∑

n=1

{
Qn · rn + ε

[
p2

n/2 + VA(rn)
]}

, (2.8)

Qn = pn − A(tn) − pn−1 + A(tn−1). (2.9)

Introducing the Fourier transform of the potential VA(r),

VA(k) =
∫

dr
(2π)3 VA(r)eik·r , VA(r) =

∫
dkVA(k)e−ik·r , (2.10)

we obtain the following expansion in powers of εVA:

exp

[

−iε
N+1∑

n=1

VA(rn)

]

= 1 +
∞∑

m=1

(−iε)m

m!
m∏

j=1

⎡

⎣
∫

dk j VA(k j )

N+1∑

n j =1

e−ik j ·rn j

⎤

⎦ .

(2.11)
The sliced momentum-space matrix element of the total time-evolution operator

can be written in the form
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〈 p′|U (tf , ti)| p′′〉 =
∞∑

m=0

U (m)

p′ p′′(tf , ti), (2.12)

U (m)
p′ p′′(tf , ti) = (−iε)m

m!
m∏

j=1

⎡

⎣
∫

dk j VA(k j )

N+1∑

n j =1

⎤

⎦
N∏

n=1

[∫
d pn

]
exp

⎛

⎝−iε
N+1∑

n=1

p2
n/2

⎞

⎠

×
N+1∏

n=1

[∫
drn

(2π)3

]
exp

⎛

⎝−i
N+1∑

n=1

Qn · rn − i
m∑

j=1

k j · rn j

⎞

⎠ . (2.13)

The integral over d rn in the last row gives the delta function

δ

⎛

⎝ Qn +
m∑

j=1

k jδn j ,n

⎞

⎠ , (2.14)

which cancels the integral over d pn , leaving only one delta function with the argu-
ment pN+1 − A(tN+1)− ( p0 − A(t0))+∑m

j=1 k j , where we have used the relation
∑N+1

l=1
∑m

j=1 k jδn j ,l = ∑m
j=1 k j . Having also in mind that pN+1 − A(tN+1) =

p′ − A(tf) ≡ p̃′ and p0 − A(t0) = p′′ − A(ti), we can write

U (m)

p′ p′′ (tf , ti) = (−iε)m

m!
m∏

j=1

⎡

⎣
∫

dk j VA(k j )

N+1∑

n j =1

⎤

⎦ δ

⎛

⎝ p̃′ − p′′ + A(ti) +
m∑

j=1

k j

⎞

⎠ e−iεKN ,

(2.15)
where

KN =
N+1∑

n=1

p2
n/2, pn = p̃′ + A(tn) +

m∑

j=1

k j

(

1 −
n∑

l=1

δn j ,l

)

, (2.16)

and we used relation (2.14) with (2.9). In the continuum limit (N → ∞, ε → 0),
the sums in (2.15) become integrals, i.e.,

ε

N+1∑

n j =1

f (tn j ) →
∫ tf

ti
dτ j f (τ j ), j = 0, 1, . . . , m. (2.17)

Taking into account relation (2.16) it is convenient to write the sum KN in the
exponent in (2.15) in the form of a sum of partial sums and then use the continuum
limit

ε

n j+1−1∑

n=n j

g(tn) →
∫ τ j+1

τ j

dtg(t). (2.18)



2 Few-Cycle-Laser-Pulse Induced and Assisted Processes … 33

The result (2.12) with (2.15) and (2.16) is an expansion in powers of VA. We have
eliminated all integrals over D′ pDr and we can now analyze this perturbation series
term by term. For the zeroth-order term, m = 0, we obtain

U (0)

p′ p′′(tf , ti) = δ( p̃′ − p′′ + A(ti)) exp(iA(0)
N ),

A(0)( p′; ti) = −
∫ tf

ti
dt

[
p̃′ + A(t)

]2
/2. (2.19)

For the first-order term, m = 1, the δ function cancels the integral over
∫

dk1 and,
denoting τ ′ ≡ τ1, we obtain

U (1)

p′ p′′(tf , ti) = −i〈 p̃′|VA| p′′ − A(ti)〉
∫ tf

ti
dτ ′eiA(1)

, (2.20)

where A(1) is the continuum limit of

− εKN = −ε

2

{
n1−1∑

n=1

[
p′′ − A(ti) + A(tn)

]2 +
N+1∑

n=n1

[
p̃′ + A(tn)

]2
}

, (2.21)

so that, in accordance with (2.18), we have

A(1) ≡ A(1)( p′; τ ′, k; ti) = −
∫ tf

τ ′
dt

[
p̃′ + A(t)

]2
/2 −

∫ τ ′

ti
dt [k + A(t)]2 /2,

(2.22)

where k = p′′ − A(ti). Applying (2.15)–(2.18) and denoting k1 = p′′ − A(ti), for
the second-order term, m = 2, we obtain

U (2)
p′ p′′(tf , ti) = (−i)2

∫
dk2〈 p̃′|VA|k2〉〈k2|VA|k1〉

∫ tf

ti
dτ1

∫ tf

τ1

dτ2eiA(2)
, (2.23)

2A(2) ≡ −
∫ tf

τ2

dτ ′ [ p̃′ + A(τ ′)
]2 −

∫ τ2

τ1

dτ ′ [k2 + A(τ ′)
]2 −

∫ τ1

ti
dτ ′ [k1 + A(τ ′)

]2
,

(2.24)

with A(2) ≡ A(2)( p′; τ2, k2; τ1, k1; ti). Higher-order terms can be obtained in the
same way.

2.4 Above-Threshold Ionization by Few-Cycle Pulses

The few-cycle laser pulses powerful enough to drive strong-field processes were
generated in 1997 [19]. This discovery has stimulated scientists to consider the effect
of such fields on laser-induced processes. It was shown that high-order harmonic
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generation is very sensitive to the CE phase [15, 16] (we will consider this process
in Sect. 2.5). The experimental verification of the CE-phase effect in strong-field
processes was prevented by the fact that the CE phase was not stabilized, i.e., its
value changed randomly from one shot to the other during the experiments in which
data were accumulated for many thousands of laser pulses.

The first experimental evidence of the CE-phase effects has been achieved in
an ATI experiment [20]. The ATI, discovered in 1979 [21], is a process in which
more photons are absorbed from the laser field than is necessary for ionization. For a
monochromatic infinitely long laser pulse the electric field is identical in each optical
cycle so that the interference of cycles’ contributions to the electron energy spectrum
results in a series of peaks separated by the photon energy ω. Mathematically, this
is expressed through the delta function whose argument accounts for the energy-
conserving condition: the ionized electron energy E p = p2/2 is equal to the sum of
the ionization potential Ip, ponderomotive energy Up, and the energy of n absorbed
photons, E p = Ip + Up + nω. For a few-cycle laser pulse the contribution of
different cycles to the spectrum is different and the spectrum is continuous. With
increasing the number of cycles the peaks separated by ω become more and more
pronounced (see Fig. 2.3).

The probability amplitude for detecting an ATI electron with momentum p after
the laser pulse is gone is

M pi (Tp) = 〈ψ(−)
p (Tp)|U (Tp, 0)|ψi (0)〉. (2.25)

Here ψi (t) = ψi exp(iIpt) and ψ
(−)
p (t) = ψ

(−)
p exp(−iE pt), where ψi is the bound

and ψ
(−)
p is the continuum eigenstate of the Hamiltonian HA = H0 + VA in the

absence of the laser field. Using the following integral equation

U (t, t ′) = UA(t, t ′) − i
∫ t

t ′
dτU (t, τ )VL(τ )UA(τ , t ′), (2.26)

where UA is the time-evolution operator of the Hamiltonian HA, the identity
U (Tp, τ ) = ∫

d p′| p′〉〈 p′|U (Tp, τ )
∫

d p′′| p′′〉〈 p′′|, and replacing 〈ψ(−)
p (Tp)| by the

plane wave 〈 p|, from (2.25) to (2.19) with ti = 0 and tf = Tp, we obtain (up to a
phase factor)

M (0)
pi (Tp) =

∫ Tp

0
dτeiA(0)(τ , p)〈 p̃ + A(τ )|VL(τ )|ψi (τ )〉. (2.27)

This amplitude describes the direct ionization. Notice that in this expression the
momentum p̃ = p−A(Tp) assures that we calculate the transition amplitude to a final
state with momentum p at the detector outside the laser field. This result explicitly
follows from our phase space path-integral formalism, while in previous S-matrix
consideration of the strong-field approximation (SFA) the substitution p → p̃ has
been done “by hand” [5]. Higher-order corrections for the transition amplitude can
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be obtained using relations (2.20)–(2.24). For example, first-order correction gives
the improved SFA (ISFA)

M (1)
pi (Tp) =

∫
dk〈 p̃|VA|k〉

∫ Tp

0
dτ

∫ Tp

τ
dτ ′eiA(1)( p;τ ′,k;0)〈k + A(τ )|VL(τ )|ψi (τ )〉,

(2.28)

which corresponds to the ATI with a rescattering. Next-order correction corresponds
to the ATI with double scattering [4] etc.

Let us elaborate the correlation technique used in [20]. It was known that even for
infinitely long multicolor pulses the electron spectra generated by atoms may exhibit
a lack of backward-forward (left-right) symmetry [22]. This means that detectors
placed opposite each other in the direction of the laser polarization record different
spectra. The same is valid for few-cycle pulses [see (2.1) which essentially represents
a three-color field]. The so-called stereo-ATI experiment [20] has been performed
with circularly polarized non-phase-stable laser pulses. Each laser pulse has resulted
in a pair of integers representing the number of electrons detected for this pulse by the
left and the right photoelectron detector. Presenting the number of electrons detected
by the right detector as a function of the number of electrons detected by the left
detector, for 105–106 pulses, the so-called contingency map is generated. An example
of this map for ATI of krypton atoms is shown in Fig. 2.2. The results are obtained by
theoretical modeling introduced in [13, 14]. Both for circular and linear polarization
anti-correlations show up as structures perpendicular to the diagonal. Namely, if a
certain pulse (with fixed but unknown CE phase) produces many electrons emitted
to the left, then there is a high probability that only few electrons will be emitted
to the right, and vice versa. These contingency maps were investigated for various
pulse durations and laser intensities [5, 13, 14].
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Fig. 2.2 Comparison of the left-right asymmetry in a stereo-ATI-experiment simulation for cir-
cularly (left-hand panel) and linearly (right-hand panel) polarized laser pulses having duration of
four cycles, the wavelength 800 nm, and the intensity 4 × 1013 W/cm2
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Fig. 2.3 Differential ionization probabilities of argon atoms as functions of the electrons kinetic
energy E p, for emission in the direction θ = 0◦ (solid blue curves) and θ = 180◦ (dashed red
curves), for a linearly-polarized few-cycle sine-square pulse with the CE phase φ = 0◦. The laser-
field intensity is 8 × 1013 W/cm2 and the wavelength 800 nm. The number of optical cycles is
denoted in the right upper corner of each panel. The results are obtained using the method described
in [5]

In 1990 s high-order ATI (HATI) process was discovered [23, 24]. It was shown
that the low-energy spectrum, caused by the so-called direct electrons which after
ionization are not affected by the binding atomic potential, is followed by a plateau
where the ionization probability, lower by several orders of magnitude than that of the
direct electrons, is approximately independent of the electron energy. This plateau
finishes by a cutoff after which the ionization probability decreases exponentially.
The appearance of the plateau and the cutoff in the high-energy spectrum is explained
by the following three-step mechanism: the electron is ionized (step one), the laser-
field accelerated electron revisits its parent ion (step 2), and this electron rescatters
off the parent ion and is again accelerated by the laser field reaching a high kinetic
energy at the detector (step 3). In our formalism the direct and rescattered electrons
are described by the amplitudes (2.27) and (2.28), respectively.

For a circularly polarized field the electron cannot return and there is no high-
energy plateau. From Fig. 2.2 we see that the anti-correlation is much stronger for
circular polarization. This is the case for direct electrons. The rescattering mechanism
which is responsible for the HATI by a linearly polarized few-cycle pulse is much
more sensitive to the value of the CE phase. This was recognized in [25] where it
was first shown theoretically that the HATI electrons generated by an intense few-
cycle laser pulse exhibit a strong left-right asymmetry. This is clearly visible in the
upper left panel of Fig. 2.3, where the spectrum for the electrons registered by the
right (left) detector is shown by a solid blue (dashed red) curve. The difference
between these two spectra is significant for the plateau and cutoff electrons. The first
experimental analysis of such left-right asymmetry is given in [26]. For realization
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of this experiment crucial was the possibility of CE-phase control, first verified by its
effect on the HHG spectrum [27]. The stabilization of the CE-phase is related to the
stabilization of the femtosecond laser’s optical frequency comb, a technique which is
important for laser-based precision spectroscopy. For their contribution to this field
J.L. Hall and T.W. Hänsch have obtained one half of the 2005 Nobel Prize in Physics.
There are many further publications in which the role of the CE phase in stereo-HATI
experiment was analyzed [28]. We mention here an appealing explanation of the CE-
phase effect in terms of quantum orbits [29]. From the fundamental point of view
a very important paper is [30]. The experiment with interference of one electron on
two spatial slits is connected with paradoxes and mysteries of quantum mechanics.
According to journals Physics World and New York Times this experiment has been
chosen as the most beautiful scientific experiment in history. The experiment [30]
is an analog of this experiment, but in time instead of space. The above-mentioned
results were summarized in the review article [5]. Let us further analyze the example
shown in Fig. 2.3. The ATI peaks in the upper left panel are well developed for θ = 0◦,
while for θ = 180◦ the peaks are not visible in the cutoff region. An explanation
of this effect in terms of interference of quantum-orbit contributions is given in [5,
29]. For the pulse duration of ten optical cycles (upper right panel) the situation is
changed: the peaks are well developed for θ = 180◦, while for θ = 0◦ they are much
less visible. The reason is that the pulse shape is different for the pulse duration equal
to the even and to the odd number of optical cycles. With an increase of the pulse
duration the spectra registered by the left-hand and the right-hand detector become
almost identical as it can be seen in the lower panels of Fig. 2.3.

Let us now show some more recent results for the stereo-HATI experiment [6–8].
For this purpose we define the normalized spatial asymmetry coefficient

A(E p,φ) = W↑(E p,φ) − W↓(E p,φ)

W↑(E p,φ) + W↓(E p,φ)
∼= a(E p) sin(φ + φ0(E p)), (2.29)

where a is the asymmetry amplitude and φ0 is an offset. W↑ and W↓ are the probability
of detection of the electron, having the energy E p, in the laser polarization direction
(W↑) and opposite to it (W↓). In Fig. 2.4 we presented the coefficient A in the (E p,φ)

plane in the form of an asymmetry map in false colors. The results are obtained using
the ISFA for atoms [6] and molecules [8] which includes averaging over the laser
intensity distribution in the focus. For atoms the slopes in the asymmetry oscillations
with energy agree reasonable well with the experimental data for middle and higher
energies [6]. The phase jump around 30–35 eV is explained by the interference of
quantum-orbit contributions [29, 31, 32] to the ionization probability which changes
as function of E p and φ. Similar results are obtained in the molecular case (right-
hand panel of Fig. 2.4). It is interesting that the mentioned interference has survived
focal and molecular orientation averaging. It should also be mentioned that in [8] the
electron–molecular positive ion differential scattering cross sections were extracted
from the theoretical and the experimental photoelectron spectra.

The stereo-HATI measurement can serve as a CE-phase meter, a powerful, real-
time diagnostic tool with attosecond sensitivity. The design of a CE-phase meter is
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Fig. 2.4 Asymmetry maps for ATI by a linearly polarized 6-cycle laser pulse for argon atoms
(left-hand panel the laser intensity is I = 1014 W/cm2 and the wavelength λ = 760 nm) and for
randomly oriented nitrogen molecules (right-hand panel I = 4.3 × 1013 W/cm2 and λ = 750 nm).
The results are obtained using the ISFA with focal averaging as described in [6, 8]. In the left-hand
panel the spectra for φ = 0◦ and θ = 0◦ (black curve) and θ = 180◦ (red curve) are also shown

Fig. 2.5 An example of
two-dimensional parametric
asymmetry plot [7]

described in more recent review article [7]. We have seen that the yield of plateau
and cutoff electrons is much more sensitive to the value of the CE phase, but that this
yield is few orders of magnitude lower than that of the low-energy electrons. In order
to improve the quality of the CE-phase meter, the low-energy direct electrons are
suppressed by applying a static repelling voltage. As we can see from Fig. 2.4, the
CE dependence of the asymmetry is sinusoidal with an energy dependent offset φ0.
One can choose two energy regions for rescattered electrons, a low-energy region for
which the integrated asymmetry coefficient is Alow ∼= sin(φ + φ0) and a high-energy
region for which the offset is shifted by 90◦ so that Ahigh ∼= cos(φ + φ0). The two
integrated asymmetry coefficients are plotted against one another as it is shown in
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Fig. 2.5. This is the so-called two-dimensional parametric asymmetry plot in which
the polar angle θ ∼= φ+φ0 can be used to determine the CE phase, while the radius r
of this plot is related to the few-cycle laser pulse length [7]. The radius is bigger for
shorter pulses. The reason is that for shorter pulses the CE-phase effect is stronger
(see Fig. 2.3) and the asymmetry is larger.

2.5 High-order Harmonic Generation by Few-Cycle Pulses

In previous section we have shown how the CE phase affects the spectra of electrons
ionized by a strong few-cycle laser pulse. We have seen that the rescattered electrons
are very sensitive to the value of the CE phase. It is known that the third step of
the mentioned three-step model, instead of rescattering, can be the recombination of
the ionized electron with the parent ion. The energy released in this process can be
used for emission of lights in the form of a high-energy photon. This is the so-called
high-order harmonic generation, a process in which photons of energy Ω = nω, with
n approaching few hundreds, or even few thousands [33], are emitted. The emitted
coherent light is in the form of ultrashort soft X-ray pulses on the attosecond scale
(see the review articles [1–3, 34, 35]). Similarly as the spectra of HATI electrons,

20 30 40 50

Harmonic order

10-11

10-9

10-7

H
ar

m
on

ic
 in

te
ns

ity
 (

ar
b.

 u
ni

ts
)

φ =  30°

φ = 105°

Fig. 2.6 Harmonic intensities as functions of the harmonic order for high harmonics generated by
hydrogen atoms, exposed to a 7-cycle linearly polarized laser pulse with cosine squared envelope
having the intensity 3 × 1014 W/cm2 and wavelength 800 nm. The CE phase is φ = 30◦ (solid blue
curve) and φ = 105◦ (dashed red curve). The results obtained using the SFA [2]
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the spectra of high-order harmonics are also characterized by a plateau and a cutoff.
Since similar quantum orbits are responsible both for HATI and HHG [31, 32], the
CE-phase effect is very pronounced for the plateau and cutoff harmonics. This was
first shown in [15]. An example of the HHG spectra for high harmonics generated
by hydrogen atoms, exposed to a seven-cycle laser pulse, is shown in Fig. 2.6. We
see that, for two chosen values of the CE phase, the positions of minima and maxima
in the high-energy region are at different harmonic orders. Theoretical method for
calculation of the HHG spectra, based on the SFA, is reviewed in [2]. The same results
can be obtained using the formalism described in Sect. 2.3, having in mind that for
HHG both the initial and final states are bound states. The CE-phase dependence of
the HHG spectra was first experimentally observed in [27].

High-harmonic EUV and XUV coherent light has found many applications in
attoscience. It is beyond the scope of this article to analyze all of them (see the
above-mentioned review articles). Instead of this, the remaining part of this section
is devoted to the CE-phase control of plasmonic-field enhanced HHG [9, 36, 37].
Namely, a method of HHG that used the enhancement of the local field within a
metallic nanostructure induced by resonant plasmons has been presented in [36] (for
a critical study of this process see the chapter by Sivis et al. in this book). Nanoplas-
monics is an interesting area of research per se [38]. The ultrafast strong-laser-pulse
driven nonlinear phenomena, analyzed in this chapter, connect nanoplasmonics and
attoscience.

Method of calculation and numerical results for the plasmonic-field enhanced
HHG spectra are presented in [9, 37]. A qualitative picture of this process can be
obtained using the three-step model, generalized to the case of the inhomogeneous
field (see the Appendix B in [37]). The electron starts its motion from the tunnel exit
point xe at the time t0 with the velocity vx,e and follows the classical trajectory, which

0 90 180 270

φ (degrees)

40

50

60

70

H
ar

m
on

ic
 o

rd
er

0.004
0.003
0.002
0

(a)

0 90 180 270

φ (degrees)

40

45

50

55

60

H
ar

m
on

ic
 o

rd
er

20
15
12
10
8
6
4
2
0

(b)

2 4 6 8 10
np

0

20

40

60

ΔΩ
 / 

ω

0
0.005

(c)

Fig. 2.7 Harmonic order Ωmax/ω as a function of the CE phase φ for different values of the
inhomogeneity parameter β. Panel (a) β = 0 (black dotted curves), 0.002 (red dashed curves),
0.003 (green dot-dashed curves), and 0.004 a.u. (blue solid curves). Panel (b) the value of β (in
0.0001 a.u.) is denoted in the legend. Panel (c) shows the modulation depth of the cutoff, ΔΩ/ω,
as a function of the number of optical cycles in the pulse, for β = 0 (black dotted curve with
circles) and 0.005 a.u. (red solid curve with squares). The field intensity is 3 × 1014 W/cm2 and its
wavelength is 800 nm
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is obtained as numerical solution of the Newton equation ẍ(t) = −∂Vint(r, t)/∂x =
−E(t)[1 + 2βx(t)], with the initial condition x(t0) = xe and ẋ(t0) = vx,e. The
electron propagates and may return to the nucleus, recombine at the time tr, and emit
a high harmonic of frequency Ω = Ip +v2

x (tr)/2. The kinetic energy of the returning
electron is determined as the solution of the above differential equation with the
condition x(tr) = 0. The corresponding cutoff of the HHG spectrum is Ωmax =
maxt0{Ω}. Using this method we have calculated and presented in Fig. 2.7 the cutoff
position as a function of the CE phase for different values of the inhomogeneity
parameter β. For homogeneous field (β = 0) Ωmax slowly decreases from 45ω
for φ = 10◦ to 43ω for φ = 105◦. For φ > 105◦ the cutoff position increases
up to a maximum at 45ω for φ = 190◦ and then again decreases. The HHG spectra
for homogeneous field are determined by the CE phase modulo π. However, for
inhomogeneous field the plasmonic-field enhanced HHG spectra depend on the CE
phase modulo 2π (this was also the case for HATI process). Only one minimum in the
harmonic order as a function of the CE phase, 0◦ ≤ φ ≤ 360◦, appears for φ = 195◦.
The position of this minimum is the same for all values of β and at the same place
both the ionization and recombination times exhibit a jump. With the increase of β
from zero, the minima move towards each other and merge for β = 0.0017 a.u. and
φ = 196◦ (see Fig. 2.7b). For larger values of β we have only one jump and one
minimum.

Next, we define the modulation depth of the cutoff by ΔΩ = maxφ Ωmax −
minφ Ωmax. In Fig. 2.7c, for β = 0 and 0.005 a.u., we show ΔΩ/ω as a function
of the number of optical cycles in the pulse. For homogeneous field ΔΩ quickly
becomes negligible with the increase of np. However, for inhomogeneous field, ΔΩ

is very large (above 60ω for np ≤ 3) and remains substantial with the increase
of np (ΔΩ = 10ω for np = 9). This implies that the determination of the cutoff
position of HHG spectra generated by inhomogeneous field is particularly suitable
for measurement of the CE phase of longer pulses.

2.6 Few-Cycle-Laser-Pulse Assisted Processes

We will consider two examples of laser-assisted processes: electron–atom potential
scattering and electron–ion recombination. Both processes can happen in the absence
of the laser field. However, in the presence of the laser field these processes are mod-
ified. First experimental evidence of nonlinear multiphoton phenomena in which a
strong laser field plays a crucial role is given in 1977 [39]. In this laser-assisted scat-
tering experiment, in the so-called free-free transitions, n photons were exchanged
with the laser field so that the final electron kinetic energy Ef = p2

f /2 is connected
with the initial electron kinetic energy Ei = p2

i /2 by the formula Ef = Ei + nω.
In the following decades this process was further investigated (see [10] for a list of
more recent results).

The few-cycle-laser-pulse-assisted electron–atom scattering was first analyzed
in [10], motivated by the discovery of few-cycle strong laser pulses in mid-infrared
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region [33]. It was shown that the transition matrix element from an initial plane wave
state | pi〉 to the final state | pf〉 is given by the momentum space matrix element of
the total time-evolution operator, 〈 pf |U (Tp, 0)| pi〉. Since we have already presented
the result for this matrix element in Sect. 2.3, we immediately obtain the required
result. According to (2.19) the zeroth-order term U (0)

pf pi
(Tp, 0) can be neglected since

in this case the momentum remains unchanged. The sum of the first- and second-
order terms, U (1)

pf pi
(Tp, 0) + U (2)

pf pi
(Tp, 0), according to (2.20) and (2.22)–(2.24) is

proportional to the integral from t = 0 to t = Tp of the following expression

〈 p̃f |VA| p̃i〉eiA(1)( pf ;t, p̃i;0) − i
∫

dk〈 p̃f |VA|k〉〈k|VA| p̃i〉
∫ Tp

t
dτeiA(2)( pf ;τ ,k;t, p̃i;0),

(2.30)
where p̃f = pf − A(Tp) and p̃i = pi − A(0). Similarly as for the HATI process,
the shift of the momenta by −A(0) = −A(Tp) assures that we calculate the prob-
ability of transition from a state with the initial momentum pi to a state with the
momentum pf at the detector outside the laser field. The first term in (2.30) de-
scribes the process in which the few-cycle-laser-field-dressed electron scatters once
at the potential VA at the time t (this is the so-called direct scattering or the first
Born approximation). This term is integrated over the whole pulse duration. The
second term describes the process in which the electron scatters on the potential VA
at the time t , moves in the laser field and finally rescatters off the potential VA at the
time τ (this is the second Born approximation for the few-cycle-laser-pulse-assisted
electron–atom potential scattering). The integration over time t is over whole pulse
duration, while the integration over time τ is from τ = t to τ = Tp. The method
of calculation of this transition matrix element and a detailed analysis of the depen-
dence of the differential scattering cross section on the incident and final electron
energies, scattering angle θ of the final state electron, laser pulse duration, CE phase,
chosen atomic system, etc., is given in [10]. We decided to show here the result pre-

Fig. 2.8 The differential
cross section for potential
scattering of electrons on
neon atoms in the presence
of a linearly polarized
four-cycle laser pulse, as a
function of the final electron
energy Ef . The laser
wavelength and intensity are
3100 nm and
2.5 × 1013 W/cm2,
respectively, while the CE
phase is φ = 0◦. The initial
electron energy is Ei = 6 eV
and the scattering angle of
the final-state electrons is
θ = 0◦
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sented in Fig. 2.8. The initial electron momentum pi is in the direction of the linearly
polarized laser-field polarization vector, while the initial electron energy is Ei = 6 eV
and the scattering angle is θ = 0◦. The laser wavelength is 3100 nm, its intensity
is 2.5 × 1013 W/cm2, and the pulse duration is four optical cycles. The differential
cross section as a function of the final electron energy for the CE phase φ = 0◦
is presented. One can notice two plateaus. The low-energy plateau corresponds to
direct scattering, while the high-energy plateau, which is five orders of magnitude
lower, corresponds to the scattering with a rescattering. Similarly as in the cases of
HHG and HATI processes, both plateaus finish with an abrupt cutoff. The oscillatory
structure of the spectra was explained in [10]. It should be understood in terms of
Feynman’s path integral interpretation of quantum physics [32]: The probability am-
plitude of quantum-mechanical scattering process can be represented as a coherent
superposition of all possible spatio-temporal paths that connect the initial and the
final state of the system [40]. The interference of these contributions is responsible
for the mentioned oscillatory structure. In the energy region below 60 eV more direct
scattering solutions contribute, which results in a much reacher oscillatory structure.
However, in the region between 60 and 120 eV only two stationary-phase solutions
contribute and oscillations are much less pronounced. Finally, for higher energies
(beyond the direct scattering cutoff) only the double scattering solutions contribute.
The above-mentioned solutions are obtained solving the integrals in (2.30) using the
stationary phase method [41]. This leads to the energy conserving conditions at the
first and second scattering times, which allows a classical analysis of the obtained re-
sults. In this way one can calculate the maximum value of the final electron energy for
direct scattering and rescattering as function of the CE phase. The obtained energies
of double scattering electrons can be much higher than that of the single scattering
electrons. The length of both plateaus can change by few tens of electronvolts with
the change of the CE phase [10].

Electron–ion radiative recombination, which is important in plasma physics and
astrophysics [2], also belongs to the class of laser-assisted processes. In this process
the energy is transferred from the free electron to the photon, which acts as a third
body in the process. In the laser-assisted radiative electron–ion recombination the
incident electron may absorb the energy from the laser field, before it recombines with
the target ion, and, as a result, a high-energy photon is emitted. This is the process
of direct laser-assisted recombination (LAR). It can also happen that the incident
electron scatters on the ion and that, driven by the laser field, this electron returns to
the same ion and recombines with it (this process we denote as SLAR, where “S”
stands for “scattering”). In the case of few-cycle laser pulses the LAR process was
investigated in [42–44], while the SLAR process was first analyzed in [11]. In both
processes the shift of the initial electron momentum by −A(0) appears, while the
final state is bound. The recombination process is the third step of the HHG process
and the derivation of the expression for the transition amplitude and the differential
power spectrum is similar (see, for example, the review article [2] and the paper
[11]). From the results of [11] we decided to present an example of the differential
power spectrum as a function of the emitted X-ray photon energy ωK for the CE phase
φ = 0◦. The result shown in Fig. 2.9 is analogous to the laser-assisted scattering result
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Fig. 2.9 The differential power spectrum for the laser-assisted radiative recombination of electrons
with He+ ions in the presence of a linearly polarized four-cycle laser pulse, as a function of the
emitted X-ray energy ωK . The laser wavelength and intensity are 3700 nm and 3 × 1013 W/cm2,
respectively, while the CE phase is φ = 0◦. The incident electron energy and angle are E p = 5 eV
and θ = 90◦, respectively

of Fig. 2.8. Two plateaus, for direct recombination and for recombination preceded
by a scattering, are clearly visible and the oscillatory spectrum is determined by the
number of stationary-phase contributions.

2.7 Concluding Remarks

In this concluding section we will mention some other processes which can be con-
trolled by the few-cycle laser pulses. Above-threshold detachment of electrons from
negative ions is an analog of atomic ATI and can be studied using the same approxi-
mate theoretical method (see [45] and references therein). For a comparison with the
exact solution of the time-dependent Schrödinger equation see [46, 47]. Nonsequen-
tial double or multiple ionization is another laser-induced process which was studied
in the presence of few-cycle laser pulses. It was found that this process is also sensi-
ble to the variation of the CE phase (see the review articles [48, 49] and references
therein; for nonsequential double ionization of molecules see [50]). The CE phase
affects the ultra-fast strong-field ionization dynamics of multielectron systems (see
examples of Xe and Cs2 in [51]) and the ionization dynamics of clusters (see [52]
for the case of Xe400 clusters). More recent results about CE-phase effect in pho-
todissociation can be found in [54, 55], while the attosecond-recollision-controlled
selective fragmentation of polyatomic molecules was considered in [56].

Above-threshold photoemission, which is the solid-state analog of the ATI, is
another process in which the CE-phase effects are important (for a review see [53]).
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Strong-field photoemission from sharp metal tips using near- and mid-infrared pulses
has been studied in the chapter by Sivis et al. in this book. The CE-phase control was
used to study ultra-fast dynamics of processes in condensed matter in the chapter
by Heinzmann. The attosecond streak camera and a method to get the CE phase of
attosecond pulses is mentioned in the chapter by Calegari et al. (see also [57] and
references therein).

From the laser-assisted processes we mention X-ray–atom scattering [2]. This
process has not yet been studied for the few-cycle pulse case, but it was shown that
it is sensitive to the relative phase of a bichromatic field [58]. It was also shown that
the plateau length of the high-energy scattered X-ray photons can be extended by an
order of magnitude by adding a week static field to the laser field [59] (see also the
review article [60]).

Our conclusion is that the CE phase is an important parameter for control of laser-
induced and laser-assisted processes in various media. This opens perspectives and
new challenges for attoscience.
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16. A. de Bohan, Ph. Antoine, D.B. Milošević, G.L. Kamta, B.Piraux, Laser Phys. 9, 175 (1999)
17. L.S. Schulman, Techniques and Applications of Path Integration (Wiley, New York, 1981)
18. H. Kleinert, Path Integrals in Quantum Mechanics, Statistics, Polimer Physics, and Financial

Markets, 5th edn. (World Scientific, Singapore, 2009)
19. M. Nisoli, S. De Silvestri, O. Svelto, R. Szipöcs, K. Ferencz, Ch. Spielmann, S. Sartania, F.

Krausz, Opt. Lett. 22, 522 (1997)
20. G.G. Paulus, F. Grasbon, H. Walther, P. Villoresi, M. Nisoli, S. Stagira, E. Priori, S. De Silvestri,

Nature (London) 414, 182 (2001)
21. P. Agostini, F. Fabre, G. Mainfray, G. Petite, N.K. Rahman, Phys. Rev. Lett. 42, 1127 (1979)



46 D.B. Milošević
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38. M.I. Stockman, Phys. Today 64, 39 (2011)
39. A. Weingartshofer, J.K. Holmes, G. Caudle, E.M. Clarke, H. Kruger, Phys. Rev. Lett. 39, 269

(1977)
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Chapter 3
Angular Streaking for Strong Field
Ionization of Molecules—Attosecond
Physics Without Attosecond Pulses

Jian Wu and Reinhard Dörner

Abstract The angular streaking of a close-to-circular polarized ultrahsort laser pulse
provides a powerful tool and opens new possibilities for attosecond physics without
the using of attosecond pulses. For strong field ionization of molecules we discuss in
this review how this technique allows to uncover the intrinsic phase-dependent direc-
tional molecular bond breaking in a symmetricmulticycle laser pulse (Sect. 3.2), how
it allows probing the tunnelling site of the freed electron in the electron localization-
assisted enhanced ionization of molecules near the critical internuclear distance
(Sect. 3.3), how it reveals the orientation-dependent tunnelling ionization rate of
polar molecules without pre-alignment of the molecules (Sect. 3.4), and how to use
it to sequence the release order of the freed electrons in multielectron ionization of
a multicenter molecular dimer (Sect. 3.5).

3.1 Coincidence Angular Streaking

To probe attosecond (10−18 s) dynamics of electrons in atoms and molecules the
most common approach is to combine attosecond pulses [1, 2] in extreme ultraviolet
(XUV) spectrum region produced by high-harmonic generation (HHG) with streak-
ing the energy of a released electron by an intense phase-locked near-infrared (IR)
laser pulses [3–6]. Alternatively, the angular streaking [7] by a circularly polarized
near-IR ultrashort laser pulse provides a powerful tool and opens new possibilities for
attosecond physics in strong laser field even without the using of attosecond pulses.
While the first works along this line were performed for atoms [7–9] we here demon-
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Fig. 3.1 Coincidence angular streaking for strong field ionization of molecules by circularly polar-
ized ultrashort laser pulse (red helix ). The freed electron (green ball) acquires a final momentum
pe (green arrow) perpendicular to the laser field vector (purple arrow) at the ionization instant ti
owing to the driving of the a counter-clockwise b clockwise rotating laser fields (solid red helix).
The measurement of the relative momentum (blue arrows) of the ionic fragments (yellow balls)
provides the molecular orientation, which reveals the laser phase at the dipole-allowed transition tc
for laser-coupled dissociation. Due to the momentum conservation, the electron momentum can be
deduced from the ion sum-momentum (yellow arrow) psum = −pe

strate the power of this technique for studies of molecular processes. The enabling
technology for this route of attosecond science is COLTRIMS [11, 12] (COLd Target
Recoil Ion Momentum Spectroscopy) which allows for the coincidence imaging of
momentum vectors of electrons and fragment ions.

As shown in Fig. 3.1, the circularly polarized laser field (solid red helix) drives
the freed electron. It acquires a final momentum approximately perpendicular to the
instantaneous laser field vector at themoment of ionization, which is termed “angular
streaking”. This maps the instant of tunnelling of the electron within one laser cycle
(Tp ∼ 2.6 fs at 790-nm) to the 2π interval of electron emission directionsφel (∼7.3as
for 1◦) in the polarization plane. Meanwhile, the laser field intensity at the instant of
ionization is encoded in the magnitude of the freed electron momentum. Therefore,
by measuring the momentum of the freed electron, including the emission direction
and magnitude, the phase and intensity of the laser field at the ionization can been
retrieved, which marks the time in the laser pulse with attosecond resolution. The
angular streaking has been used to probe the tunnelling interval of electrons from
atoms [8, 9] by measuring the momenta of the freed electrons (or the correlated
atomic ion) and adopting either the major axis of elliptically polarized pulse or the
carrier-envelope phase (CEP) of a CEP-stabilized pulse to provide the reference time.

As compared to strong field ionization of atoms, the molecular axis offers the
angular streaking a new coordinate to probe the ultrafast dynamics of electron in
the molecular frame. For circularly polarized laser pulse, following the ultrafast
ionization, the launched nuclear wave packet on the bound state of a molecular ion
may be photon-coupled to a dissociative state. The direction of dissociation gives the
laser field vector (phase) at the instant of the photon transition. The laser phases at the
ionization and transition thus act as two timemarkers of an ultrafast stopwatch, which
are mapped to the emission directions of the freed electron φel and ionic fragment
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φion , respectively. We therefore can probe the ultrafast dynamics of electrons in the
self-referenced molecular frame by coincidently detecting the ejected electron and
ionic fragments in circularly polarized pulses, an approach we name “coincidence
angular streaking” [10]. Experimentally, this coincidence measurement is performed
in a COLTRIMS reaction microscope [11, 12], where the intense femtosecond laser
pulses are focused onto a supersonic molecular beam. The photon ionization created
ions and electrons are accelerated by a weak homogeneous electric field (several
V/cm) and detected by two time- and position-sensitive microchannel plate detectors
[13] at the opposite ends of the spectrometer. A weak magnetic field (several Gauss)
produced by a pair of Helmholtz coils is used collect electron with 4π solid angle.
The three-dimensional momentum vectors of the correlated electrons and ions are
retrieved from the measured time-of-flights and positions of impact on the detectors
during the off-line analysis.

3.2 Phase-Dependent Directional Molecular Bond Breaking
in a Symmetric Laser Pulse

By steering the attosecond dynamics of a bound electron during dissociative ion-
ization, controllable directional chemical bond breaking has been achieved in phase
controlled asymmetric CEP-stabilized few-cycle [14–16] or two-color multicycle
laser pulses [17, 18], which is a significant step toward the control of chemical reac-
tion. In all these experiments the phase difference between the ionization event and
the dissociation was determined by breaking the symmetry of the light by optical
means. However for symmetric laser field, no directional molecular bond breaking
was expected until our recent experiments [10]. By resolving the laser phases at ion-
ization θi and dipole-allowed transitions between the bound and dissociative states
θc using the coincidence angular streaking, we demonstrated in this work that asym-
metricmolecular bond breaking indeed naturally exists even in symmetricmulticycle
laser pulses.

We study the dissociative single ionization of the simplest molecule of H2, i.e.
H2 + n�ω → H + p + e [denoted H2(1, 0)], which has been intensively explored
to understand directional molecular bond breaking observed in phase controlled
asymmetric laser pulses [14–18]. As schematically illustrated in Fig. 3.2, a circularly
polarized (Fig. 3.2 only shows the 1D projection) IR pulse is employed to singly
ionize H2 at time ti . The succeeding part of the laser pulse drives the motion of the
remaining bound electron in the H+

2 until it finally localizes during the dissociation
at one of the protons leading to H2(1, 0). By controlling (via measurement of the
streaking angle of the freed electron) the laser phase at ti , which is similar to the CEP
of an asymmetric laser pulse [14–18], the dynamics of electron localization can be
controlled with attosecond precision, leading to directional ejection of the proton p.
In addition to this intuitive picture, the directional bond breaking can be understood
as the coherent superposition of the dissociating nuclear wave packet moving on
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Fig. 3.2 An ultrafast stopwatch by coincidence measurement of two particles. The start (ti ) and
stop (tc) times of the stopwatch are retrieved by coincident detection of the emitted electron and
ion from a breaking molecular bond of H+

2 . The laser field (red curve), based on its instantaneous
direction, drives an electron (transparent sky-blue blob) up and down during the breaking of the
molecular bond. The electron eventually localizes at one nucleus when the laser field is too weak
to drive the electron over the barrier between the well-separated H+ nuclei (red dots)

two potential energy curves of different inversion symmetries [14–22]. By releasing
one electron from H2, a nuclear wave packet Ψ0 is launched on the 1sσ+

g bound
state of H+

2 at time ti . During the outward propagation of Ψ0, there are at least three
pathways: the wave packet can undergo (a) a dipole-allowed transition by single
photon absorption (denoted 1ω pathway) or (b) three photon transition to the 2pσ+

u
dissociative state and (c) the three photon transition to the 2pσ+

u can be followed by
a one photon transition back to the 2pσ+

g ground state (denoted net-2ω pathway).
The superposition of the dissociated nuclear wave packets along the 1ω and net-2ω
pathways results in directional ejection of proton, which is strongly linked to the
laser phases at the ionization and dipole-allowed transitions between the gerade and
ungerade states.

Regardless of the optical symmetry of the employed laser pulse, the laser phase-
dependent driven electron localization or coherent superposition of the dissociating
nuclear wave packet should naturally exit even in a symmetric single-color multicy-
cle laser pulse [10]. In all exist experiments where only a sole proton is detected this
localization is however hidden. Our coincidence angular streaking [10] by coinci-
dently measuring the ejected electron and proton provides us both “start” and “stop”
time markers to pump-probe this ultrafast electron localization dynamics within a
single multicycle laser pulse.
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el =
φ, Ek) − Nm(φmol

el = φ + 180◦, Ek)]/[Nm(φmol
el = φ, Ek) + Nm(φmol

el = φ + 180◦, Ek)] in the
molecular frame, where Nm(φmol

el , Ek) is the H+ yield at the proton kinetic energy Ek and the
emission angle of the correlated electron in the molecular frame φmol

el . A 35-fs, 800-nm, circu-
larly polarized laser pulse with a peak intensity of I0 = 2.3 × 1014 W/cm2 was employed in the
experiments. (adapted from [10])

We can either scan the “probe” time for a given “pump” time by testing the proton
ejection direction φion for a given electron emission direction φel in the laboratory
frame, or scan the “pump” time for a given “probe” time by testing the electron
angular distribution inmolecular frameφmol

el = φel −φion . It corresponds to the fixing
of the laser phase at the ionization θi and dipole-allowed transitions θc, respectively.
The former case is actually similar to the two-color XUV-attosecond-pump and IR-
femtosecond-probe experiment [19–22] where the electronwas controlled to localize
at either the left or right protons by adjusting the time delay between the pump
and probe pulses. Here we pump and probe this attosecond electron localization
dynamics in a single multicycle femtosecond laser pulse. Figure3.3 displays the
measured asymmetry βlab in the laboratory frame (and βmol in molecular frame)
as a function of the proton kinetic energy release (KER) and the φion (or φmol

el ) in
our counter-clockwise rotating circularly polarized field, which stands for the laser
phase-dependent directional breaking of the molecular bond. We note that the here
revealed asymmetry is about five time larger than the recent two-color pump-probe
experiment [22].

We experimentally confirmed our observations by switching the circular polarized
pulse from counter-clockwise to clockwise, whichmirrored theKER-φion (or -φmol

el )-
dependent asymmetries of βlab (or βmol ) [10]. It was also well reproduced by the
quantum and semi-classical simulations [10].

The two-particle coincidence angular streaking not only clearly reveals the natu-
rally exist laser-phase-dependent directionalmolecular bond breaking in a symmetric
multicycle laser pulse due to the electron localization, but alsomost interestingly pro-
vides us with a robust and powerful tool to study attosecond dynamics of molecules
in strong laser field without using of attosecond pulse.
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3.3 Electron Tunnelling Site in Electron
Localization-Assisted Enhanced Ionization

The electron localization also plays an important role in multiple ionization of mole-
cules. The molecular ion shows a significantly enhanced ionization rate compare to
an atomic ion with the same binding energy. The underlying so called enhanced ion-
ization scenario is illustrated in Fig. 3.4a. The enhancement is believed to result from
the electron localized at the up-field potential well [23–26]. It is generally observed
in multielectron ionization of molecules orientating along the laser field direction
[27–32]. After the removal of one or few electrons in the first ionization step, the
molecular ion stretches and near a critical internuclear distance the remaining elec-
trons localizes at the nuclei. When in the oscillating laser field this electron is on
the uphill site it only needs to tunnel through the narrow inner-barrier between the
nuclei to escape resulting in a significantly enhanced total ionization rate.

However, the underlying physical picture that it is the up-field electron which
boosts the total ionization probability had not been experimentally verified until our
recent work [33]. To probe it, the molecular orientation, the laser field vector at
the ionization instant, and the atomic core from which the electron is freed must
be simultaneously determined in one measurement. We test this scenario by using
the angular streaking of an elliptically polarized laser pulse and studying the double
ionization of a van der Waals (vdW) dimer of ArXe.

We start with randomly orientated molecules without pre-alignment. Themolecu-
lar orientation of the individual molecule at the instant of ionization is measured from
the relative momentum vector of the ionic fragments following Coulomb explosion
(CE) [34, 49] of a doubly ionized molecule. The angular streaking by the close-to-
circular polarized pulse maps the laser field vector at the instant of ionization to the
emission direction of the freed electron. Since the electron tunnelling probability
strongly depends on the field strength, as shown in Fig. 3.4a, the ionization mostly
occurs when the laser field points to ±y (the major axis of our elliptically polarized
pulse), leading to a final momentum of the released electron along∓z (∓pze). Due to
momentum conservation, the correlated ionic fragments receive a sum-momentum
recoil along ±z (±pzsum). Without direct measurement of the freed electrons, we
therefore can recover the laser field vector along+y or−y at the instant of ionization
from the sum-momentum of the ionic fragments [35]. Finally one knows that, for
two-site double ionization of ArXe dimer by an elliptically polarized pulse, the first
and second electrons are sequentially released, the first one from Xe (Ip,Xe = 11.9
eV) and the second one from the Ar (Ip,Ar = 15.9 eV) sites because of their largely
different binding energies. For the ground state of ArXe, the influence of the mole-
cular orbital on the ionization dynamics is avoided as the orbitals are close to the
atomic orbitals. The ArXe therefore provides us a “clean” target to probe the scenario
of the electron localization-assisted enhanced ionization.

Figure3.4b depicts the measured ion sum-momentum distributions (pzsum =
pz Ar+ + pzXe+ ) of the Ar+ + Xe+ breakup [denoted ArXe(1,1)], which can be
understood as the convolution of the momentum distributions of two sequentially
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released electrons with four possibilities of pzsum,i j = −(i pze1 + j pze2) (i, j = +
or− account for the electrons flying to±z, pze1 and pze2 are themomenta of the freed
first and second electron along z-axis). The overall ionization probability of randomly
orientated ArXe in symmetric multicycle laser pulse is the same for the laser field
pointing ±y, resulting mirror symmetric distribution of pzsum [gray open circles in
Fig. 3.4b]. However, an enhanced rate at −pzsum (or +pzsum) emerges by gating on
Ar+ flying to +y (or −y). Since there is no field direction-dependent ionization of
the first electron from Xe site, the observed asymmetric distribution of pzsum shown
in Fig. 3.4b for our counter-clockwise elliptical light indicates that the release of the
second electron from theAr site is favoredwhen the laser field points fromXe+ to Ar.
These data for the first time experimentally verifies [33] that the electron localized at
the up-field potential well is preferred to be released as compare to that at the down-
field, which is the cornerstone of the scenario of the electron localization-assisted
enhanced ionization [23–32] in multielectron ionization of molecules by strong laser
field.

3.4 Orientation-Dependent Single Ionization of CO Molecule

For molecules close to their ground state configuration the profile of the molec-
ular orbital plays an important role in strong-field single ionization of molecules.
As described by the molecular Ammosov-Delone-Krainov (MO-ADK) theory [36,
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37] or the strong field approximation (SFA) [38], the ionization is favored when
the laser field points to the direction opposite to the maxima of the orbital profile.
However, it was recently demonstrated that, for the polar molecule of OCS [39, 40],
the linear Stark effect reversed the orientation dependent ionization rate as compared
to the prediction of the traditional MO-ADK theory just mentioned. The influence
of the linear Stark effect on the orientation-dependent ionization of CO molecule
is still a controversial debate [41–46]. The MO-ADK indicates that the ionization
rate is maximal when the laser field points from nuclei C to O [36, 37]. However,
by considering the linear Stark effect, the MO-ADK and SFA predict the opposite
orientation-dependent ionization rates [45], i.e. the ionization is favored by laser field
pointing from nuclei O to C for Stark-corrected MO-ADK and from nuclei C to O
for Stark-corrected SFA, respectively.

To resolve this controversy we experimentally probe [47] the orientation-
dependent ionization rate of CO by measuring the molecular-frame photoelectron
angular distribution (MFPAD) [48], i.e. φmol

el =φel -φion , of the dissociative single
ionization channel of CO + n�ω → C+ + O + e [denoted CO(1, 0)] using the angu-
lar streaking of a circularly polarized ultrashort laser pulse. It allows us to reveal
the orientation-dependent ionization rate of molecules without pre-orientation of the
molecules. As displayed in Fig. 3.5a (gray curve), the count rate of the MFPAD of
CO(1, 0) is higher at φmol

el = 90◦ as compared to φmol
el = 270◦, where the C+ orients

along 0◦. For the counter-clockwise circular polarized light used in this experiment,
it indicates that the CO is favored to be ionized by laser field pointing from nuclei
C to O. This implies that the linear Stark effect plays a minor role, if any, in strong
field ionization of CO in the present experiments, and in contrast the ionization is
ruled by the geometric profile of the ionizing orbital.

As shown in Fig. 3.5b, there is a broad KER distribution of CO(1, 0). Interest-
ingly, as plotted in Fig. 3.5a, a larger asymmetry in MFPAD of CO(1, 0) is observed
at high KERs (KER> 0.75 eV, red curve) than that at low KERs (KER< 0.75
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eV, blue curve). Since the single ionization of CO in the present experiments is
dominated by the geometric profile of the ionizing orbital, the different asymme-
tries of the MFPADs indicate the contribution of various orbitals. As illustrated in
Fig. 3.5c, the ionization of the highest occupied molecular orbital (HOMO) and the
next lower-lying orbital of HOMO-1 populate the X2Σ+ and A2Π states of CO+,
followed by photon-coupled dissociation into CO(1, 0) fragments [50, 51] with high
and low KERs (KER ≈ UX (A) −U∞), respectively. As expected from the geometric
profile of the HOMO and HOMO-1 [insets of Fig. 3.5b], a smaller asymmetry of
MFPAD at low KERs is observed by ionizing the HOMO-1 than that at high KERs
originating from the ionization of the HOMO. Although the binding energy of the
HOMO-1 is about 2.5 eV higher than that of the HOMO, about 30% contribution of
the HOMO-1 to the CO(1, 0) is observed. The multiorbital contribution beyond the
HOMO is actually quite general in strong field ionization of molecules [50, 52–54].

3.5 Sequencing Multiple Ionization of a Multicenter
Molecular Cluster

The vast majority of molecules are nonlinear and polyatomic. For all these molecules
the molecular geometry plays an important role in the complex ionization dynamics.
It might overrule the effects of the binding energy and the profile of the molecular
orbital. Here, by taking the vdW dimer of N2Ar as a simple yet rich example, we
demonstrate [55] that the angular streaking of an elliptically polarized ultrashort
laser pulse can be used to sequence the releasing order of electrons from a complex
molecule.

The T-shaped N2Ar dimer [56, 57] contains a weak vdW bond (RAr−N2 ≈ 3.7Å)
between Ar and N2 and a orthogonally orientated strong covalent bond in N2
(RN−N ≈ 1.2Å). The electrons mostly localize around the centers of Ar and N2
[55]. In our experiment we study in which order and from which center the electrons
are sequentially released during a multielectron ionization by strong laser fields.

To learn about the ionization sequence of the first two electrons, we start with
the coulomb exploding two-site double ionization of N2Ar +n�ω → N+

2 + Ar+ +
2e [denoted as N2Ar(1,1)] with the breakage of the vdW bond, which is favored
when the vdW bond is along the major axis (y-axis) of the elliptic light [55]. As dis-
cussed above,we study the ionization dynamics by analyzing the ion sum-momentum
pzsum of the ionic fragments, instead of direct measurement of the freed electron.
Figure3.6a shows the measured pzsum of the N2Ar(1,1) channel. The symmetric
three-peak structure of pzsum (gray circles) reflects the overall equal probability
of the electrons freed by laser field pointing to ±y in the multicycle symmetric
laser pulse. Interestingly, by gating the departing direction of Ar+ to ±y, notice-
able enhanced rate at ∓pzsum is observed, as shown in Fig. 3.6a. It indicates a laser
field direction-dependent ionization rate, which is most likely a result of the sec-
ond ionization step since there is no real molecular orbital between N2 and Ar. The
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respectively. (adapted from [55])

vdW bond orientation-dependent asymmetric distributions of pzsum indicate that the
second electron is favored to be freed when the laser field points from Ar to N2.

One possible underlying mechanism could be the electron localization-assisted
enhanced ionization [33] when the vdW bond is along the laser field. In this case,
the first electron should be freed from Ar site and then the second electron from the
N2 site when it is on the up-field site. Although the binding energy of Ar is similar
to N2, the Ar shows a higher single ionization rate at the laser intensity we used here
[58]. The single ionization probability of N2 is about 3 times lower for a molecule
orientedperpendicular to the laser field than that parallel to it [59]. TheT-shapedN2Ar
therefore increases the difference of the ionization probability of N2 and Ar, where
the axis of N2 is orthogonal to the laser field when the vdW bond is along the laser
field. Due to the different ionization potentials, the first and second ionization steps
occur at different intensities in the laser pulse, which is encoded in the magnitudes
of the final momenta of the freed electrons. We obtain the momenta of the first and
second electrons to be pze1 = 0.77 a.u. and pze2 = 1.09 a.u., respectively using the
following fitting procedure. The ion sum-momentum distribution is the convolution
of the the momentum distribution of two sequentially released electrons [33], i.e. it
is given by

pzsum,12(pz) = 1√
2π

∑

i, j=+,−

A12i j

σ12i j
exp[−0.5(pz − pzsumi j )

2/σ2
12i j ]. (3.1)

Here, the momentum distribution of each electron is assumed to have a Gaussian
shape, i.e. Ak/(σk

√
2π) × exp[−0.5(pz − pzek)

2/σ2
k ], A12i j = A1i × A2 j , σ2

12i j =
σ2
1i + σ2

2 j , and pzsumi j = −(i pze1 + j pze2) accounts for four possible ion sum-
momenta. Therefore, by sequentially releasing the first electron from Ar and the
second electron from N2, the two-site double ionization in producing N2Ar(1,1) is
dominated by the orientation of the vdW bond owing to the mechanism of electron
localization-assisted enhanced ionization [33].
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Following two-site double ionization, the third electron could be freed either from
the Ar+ or the N+

2 sites, leading to the N+
2 + Ar2+ [denoted as N2Ar(1,2)] or the

N2+
2 + Ar+ [denoted as N2Ar(2,1)]. As shown in Fig. 3.6b, c, enhanced count rate

at ±pzsum are observed for both N2Ar(2,1) and N2Ar(1,2) channels when the Ar+
or Ar2+ depart to ∓y. This indicates that the third electron is favored to be freed
by laser field pointing from Ar+ to N+

2 . The electron localization-assisted enhanced
ionization therefore also plays an important role in producing N2Ar(2,1) by releasing
the third electron from N+

2 when it is up-field. On the other hand, for the N2Ar(1,2),
the multielectron effect with intramolecular electron transfer [60] from Ar+ to N2+

2
may play a role after the third ionization from the N+

2 site.
Another interesting question to ask for the T-shaped N2Ar is how the electrons are

released when both the vdW and covalent bonds are broken leading to the three-body
breakup channel of N++N++Ar+ [denoted as N2Ar(1,1,1)]. As shown in Fig. 3.7a,
b, the measured angular distributions of the (N+,N+) pair and Ar+ indicate that
the N2Ar(1,1,1) is most likely to be produced when the covalent bond in N2 is
along the major axis of our elliptical light and the vdW bond is perpendicular to
the polarization plane (see Fig. 3.7c). Here, the breakage of the covalent bond in
N2 occurs around the equilibrium internuclear distance of N2, where the molecular
orbital plays an important role. It is much shorter than that generally observed in
the strong field exploding double ionization of N2 monomer [23, 24, 26] where the
electron localization-assisted enhanced ionization plays an important role at a large
internuclear distance. The production of N2Ar(1,1,1) channel is therefore dominated
by the orientation of the covalent bond by firstly releasing two electron from the N2,
followed by the third ionization from the Ar site.

The multielectron ionization dynamics of a nonlinear polyatomic molecule with
increased geometry is governed by the collective effects of the binding energy, the
geometric profile of the ionizing orbital, and the orientation-dependent electron
localization-assisted enhanced ionization. The angular streaking of an elliptically
polarized pulse allows us to sequence the complex ionization dynamics and distin-
guish the various mechanisms.
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3.6 Conclusions

Following the strong field ionization of molecules, the rotating electric field of a
close-to-circular polarized ultrashort laser pulse drives the motion of the freed elec-
tron and maps the laser phase and intensity at the ionization instant to the emission
direction and magnitude of the final momentum of the released electron. By coinci-
dently measuring the ejected electrons and ionic fragments, the ionization dynamics
can be studied in the molecular frame. This “coincidence” measurement can fur-
ther be achieved by solely detecting the ionic fragments in the experiments, where
the momenta of the sequentially released electrons are encoded in the ion sum-
momentum and can be retrieved by fitting the ion sum-momentum distribution. The
coincidence angular streaking therefore provides us with a powerful and robust tool
to probe the complex dynamics of molecules in strong laser fields. Beyond what we
have demonstrated here, we believe that there are much more surprises await us in
the near future.
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Chapter 4
Control of Ultrafast Electron Dynamics
with Shaped Femtosecond Laser Pulses:
From Atoms to Solids

Matthias Wollenhaupt, Tim Bayer and Thomas Baumert

Abstract In this chapter, we present an introduction to the fundamentals of
femtosecond pulse shaping and review recent demonstrations of coherent control
by pulse tailoring. We portray control of three-dimensional free-electron wave pack-
ets, strong-field control by selective population of dressed states (SPODS) and con-
trol of ionization processes in dielectrics. Prototypical spectral phase masks such
as polynomial- and sinusoidal functions are discussed and concepts of polariza-
tion shaping such as the instantaneous frequency and the instantaneous polarization
state are introduced and illustrated on representative examples. In addition, experi-
ments on coherent control are reviewed. Coherence transfer from light to matter is
studied on the interference of free-electron wave packets. We analyze control and
adaptive optimization of three-dimensional designer free-electron wave packets by
polarization shaping. Strong-field control via SPODS is introduced and elucidated
on specific realizations via rapid adiabatic passage and photon locking. This con-
cept is extended to strong-field control of the concerted electron-nuclear dynamics in
molecules. Finally, we present recent experiments on control of ionization processes
in dielectrics.
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4.1 Introduction

In coherent control shaped femtosecond laser pulses are used as a tool to steer the
ultrafast light-induced dynamics of a quantum system from a given initial state to a
predefined target state, preferably with high selectivity and high efficiency. Progress
in this fast expanding research field is reported in recent text books [1–3], review
articles [4–23] and special issues [24–29]. In this review, we focus on advanced con-
trol of ultrafast electron dynamics with shaped femtosecond laser pulses investigated
by photo-ionization. In the studies presented, the role of photo-ionization is twofold:
on the one hand, the details of the photo-ionization dynamics are explored, whereas,
on the other hand, photoelectron spectra are employed as a powerful tool to monitor
the controlled neutral dynamics.

A deeper understanding of the principles of pulse shaping and the ability to gener-
ate shaped femtosecond pulseswith high precision in the laboratory are two important
prerequisites to successfully carry out coherent control experiments. Therefore, we
start this chapter with an introduction to the theoretical and experimental fundamen-
tals of pulse shaping and elaborate on control of the time-dependent polarization
profile of a femtosecond laser pulse, in addition to its temporal envelope and phase.
Before we present some recent applications, we will clarify the essential concepts
of polarization shaping including a characterization of the instantaneous frequency
and the instantaneous polarization state and present several prototypical examples.

Because the emphasis of this review is placed on understanding the physicalmech-
anisms of coherent control, we mainly focus our attention on isolated model systems
in the gas phase. Since the physical basis of coherent control is the manipulation of
the interferences of matter waves by laser radiation, we will start by investigating the
transfer of the coherence properties from laser pulses to matter waves. To this end,
we study the photoionization of potassium atoms with a phase-coherent double pulse



4 Control of Ultrafast Electron Dynamics with Shaped … 65

sequence. Building on this simple example we discuss creation and measurement of
three dimensional designer free electron wave packets as an example for complex but
still comprehensible control by polarization-shaped pulses. In addition, two exam-
ples of adaptive optimization of photoionization processes by polarization-shaped
femtosecond laser pulses are reported. New physical mechanisms to exert efficient
control become available when intense femtosecond laser pulses are used. The non-
perturbative interaction with shaped pulses entails novel dynamics such as com-
plete population transfer, Rabi-oscillations or Photon Locking (see below) which
are unavailable in weak fields and thus opens numerous novel control scenarios.
We will portray some prototype examples highlighting specific control mechanisms
such as non-resonant dynamic Stark shifts and bipolar energy shifts through resonant
excitation. We introduce the concept of control by selective population of dressed
states (SPODS) which is particularly suited to describe strong field interactions and
provides a unified perspective on adiabatic techniques and ultrafast switching by
phase jumps. Applying these techniques to selective excitation of molecules opens
the fascinating subject of coherent control of the concerted nuclear and electronic
dynamics which concludes the section on strong-field control. Finally, we present a
short overview on recent work on control of ionization processes in dielectrics with
applications in nano-materials processing.

4.2 Fundamentals of Femtosecond Pulse Shaping

In this introductory section we present the fundamentals of femtosecond pulse shap-
ing in view of the applications discussed in this chapter, such as photo-ionization
of atoms and molecules as well as material processing. In this theoretical section a
mathematical description of femtosecond pulse shaping is presented alongwith basic
definitions and relevant equations. Special emphasis is placed on polarization shap-
ing which plays a central role in the creation of designer electron wave packets. In
addition, the closed loop approach to find optimal laser pulses by adaptive feedback
learning is summarized and a brief description of the experimental implementation
of a liquid crystal based 4f pulse shaper used in these experiments is given.

4.2.1 Theoretical Description

In this section we introduce the basic physical quantities of the laser electric field
which are required to understand the properties of shaped pulses [20, 30, 31]. We
will concentrate on pulse shaping by spectral phase modulation with applications
to control of ultrafast electron dynamics. Polynomial phase functions such as GDD
and TOD and pulse trains created by sinusoidal phase modulation are investigated
in some detail. In addition, we discuss spectral phase functions resulting from the
combined action of twodifferentmodulation functions. The pulse duration is a central
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quantity to characterize femtosecond pulses and to classify the interaction in terms
of the relevant physical time scales. Therefore, we generalize this concept towards
shaped laser pulses and introduce statistical quantities based on the moments of the
temporal pulse intensity distribution as a quantitative measure for the duration of a
shaped pulse. A practical analytic expression for determining the pulse duration in
frequency domain only using the spectral phase function is given. As a reference,
analytic expressions for the temporal field envelopes and the corresponding pulse
durations of the relevant shaped pulses are provided.

4.2.1.1 Definition of the Physical Quantities

We start by considering the linearly polarized real-valued time-dependent pulsed
laser electric field (in units of Vm−1)

E (t) = A (t) cos [ω0t + ζ (t)] (4.1)

oscillating with the carrier frequency ω0. Here A (t), is the real valued envelope of
the field and the temporal phase function ζ (t) denotes slowly varying temporal phase
changes. Physically, the temporal phase function is responsible for variations in the
instantaneous frequency, for instance frequency sweeps or phase discontinuities in
pulse sequences. Defining the time-dependent detuning�(t) by the derivative of the
temporal phase function

�(t) = dζ (t)

dt
(4.2)

the instantaneous frequency ω (t) is given by the sum of the laser central frequency
and the time-dependent detuning

ω (t) = ω0 + �(t) (4.3)

Defining the slowly varying—and in general complex valued—function

E(t) = A (t) eiζ(t) (4.4)

which is called the complex pulse envelope, (4.1) can be rewritten as

E(t) = Re
[
E(t) eiω0t

]
= 1

2

[
E(t) eiω0t + E∗ (t) e−iω0t

]
, (4.5)

where the symbol (*) denotes complex conjugation.
In general, the analytic signals E+ (t) and E− (t) are introduced to characterize

ultrashort shaped laser pulses [30]. However, since the SVEA (Slowly Varying Enve-
lope Approximation) applies for the pulses considered here, the envelope function
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E (t) defined by (4.4) is sufficient to describe the electric field. Combining (4.3) and
(4.5) provides a useful expression to derive the instantaneous detuning directly from
the complex envelope without resorting to inverse trigonometric functions and hence
avoiding phase ambiguities [32]

�(t) = i

2

ε (t) d
dt ε

∗ (t) − ε∗ (t) d
dt ε (t)

ε (t) ε∗ (t)
= − Im

[
ε (t) d

dt ε
∗ (t)

]

|ε (t)|2 , (4.6)

where Im denotes the imaginary part and hence, �(t) is always a real quantity. The
spectrum Ẽ (ω) (in units of Vsm−1) of the laser electric field E (t) is obtained by
Fourier transform of E (t)

Ẽ (ω) =
∫ ∞

−∞
E (t) e−iωt dt . (4.7)

Because the field E (t) is real-valued and oscillates with the carrier frequency ω0, its
spectrum is Hermitian Ẽ (−ω) = Ẽ∗ (ω) and has non-vanishing contributions only
around ω = +ω0 and ω = −ω0. Analogously, the Fourier spectrum Ẽ (ω) (also in
units of Vsm−1) of the complex valued envelope E (ω) is given by

Ẽ (ω) =
∫ ∞

−∞
E (t) e−iωt dt (4.8)

and has only non-vanishing components around ω = 0. For instance, the Gaussian

E (t) = ε0

2
e−ln 4( t

�t )
2

(4.9)

is a typical example of an unmodulated pulse envelope with an intensity FWHM
(Full Width at Half Maximum of the intensity envelope I (t) ∝ E2(t)) of �t . The
corresponding spectrum of the amplitude reads

Ẽ(ω) = ε0�t

2

√
π

ln4
e− ln 4( ω

�ω )
2
, (4.10)

where the intensity FWHM of the spectrum is

�ω = 4 ln 2

�t
(4.11)

in accordance with the FWHM-bandwidth product for a Gaussian laser pulse

�ν �t = �ω �t

2π
= 4 ln 2

2π
≈ 0.44. (4.12)
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4.2.1.2 Spectral Modulation

Because femtosecond laser pulses are too short to be directly shaped in the time
domain they are modulated in the frequency domain by applying a linear spectral
transfer function M̃(ω) (see Sect. 4.2.2 for the experimental implementation of this
approach). The modulated spectrum Ẽmod(ω) of the shaped pulse is obtained bymul-
tiplication of the spectral modulation function M̃(ω) with the initially unmodulated
spectrum

Ẽmod (ω) = M̃ (ω) Ẽ (ω) . (4.13)

Inverse Fourier transform of (4.13) shows that the modulated complex-valued tem-
poral field envelope Emod(t) is obtained by convolutionwith the temporalmodulation
function

Emod (t) = M (t) ⊗ E (t) , (4.14)

where the modulation functionsM(ω) and M̃(ω) are a Fourier pair and ⊗ denotes
the convolution. Inmost cases, however, it ismore practical to evaluate the expression
for the modulated spectrum Ẽmod(ω) in (4.13) and derive the shaped pulse in time
domain directly from Ẽmod(ω) by inverse Fourier transform

Emod (t) = 1

2π

∫ ∞

−∞
Ẽmod (ω) eiωt dω. (4.15)

In general, the spectralmodulation function can be decomposed into a spectral ampli-
tude modulation function R̃(ω) and a spectral phase modulation function ϕ(ω) by

M̃ (ω) = R̃ (ω) e−iϕ(ω). (4.16)

Some pulse shapes—such as double pulses [33–35]—require amplitude modulation
leading to an attenuation of the laser beam. In all conventional implementations of
pulse shaping the amplitude modulation function fulfils the condition |R̃(ω)| ≤ 1
because linear spectral filters only allow for attenuation of spectral components.
For pure phase modulation by optically transparent spectral filters, when none of
the spectral amplitudes is attenuated (R̃(ω) ≡ 1), one obtains the basic relation of
spectral phase modulation

Ẽmod (ω) = Ẽ (ω) e−i ϕ(ω). (4.17)

Physically it is clear, that in the case of pure phase modulation the pulse energy
is conserved. Formally, this also follows by applying Parseval’s theorem (see for
example [36]) to the modulated field
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∫ ∞
−∞

|Emod (t)|2 dt = 1

2π

∫ ∞
−∞

∣
∣
∣Ẽmod (ω)

∣
∣
∣
2

dω = 1

2π

∫ ∞
−∞

∣
∣
∣Ẽ(ω)

∣
∣
∣
2

dω =
∫ ∞
−∞

|E (t)|2 dt

(4.18)

where we made use of the relation |Ẽmod(ω)| = |Ẽ(ω)| for pure phase modulation.
It is remarkable that in the case of phase modulation, besides the conservation of the
pulse energy shown in (4.18), the modulus of the pulse area |θ | = ∣

∣μ
�

∫ ∞
−∞ E (t) dt

∣
∣

which is relevant to strong field excitation (see Sect. 4.3.3 and for example [37–39]),
is also conserved. This is seen by considering

θmod =
∫ ∞

−∞
Emod (t) dt = Ẽmod (0) = Ẽ (0) e−iϕ(0) = e−iϕ(0)

∫ ∞

−∞
E (t) dt = e−iϕ(0)θ,

(4.19)

where θ and θmod denote the pulse area of unmodulated and the modulated pulse
respectively. Note that for simplicity both the dipolemomentμ and Planck’s constant
� were set to unity here.

4.2.1.3 Combined Spectral Phase Modulation

If a sum of multiple spectral phase functions ϕi (ω) is applied, the combined action of
the linear combination of those phase functions can be decomposed into subsequent
executions of the corresponding individual phase functions:

M̃ (ω) = e−i[ϕ1(ω)+ϕ2(ω)] = e−iϕ1(ω)e−iϕ2(ω) = M̃1 (ω)M̃2 (ω) . (4.20)

In the time domain, the multiplication of spectral modulation functions leads
to a convolution of the temporal modulation functions. For example, combining
sinusoidal- and quadratic spectral phase modulation yields a sequence of chirped
pulses [40] as illustrated in Fig. 4.2c. In general, it is not always easy to predict the
outcome of combinations of spectral phase functions on the temporal pulse shape
due to intra-pulse interference effects of the subsequent modulations.

4.2.1.4 Pulse Durations

The pulse duration determines the relevant physical time scale for the light matter
interaction and is therefore an important experimental parameter. For an unmodu-
lated femtosecond pulse the intensity FWHM is often used as a quantitative measure
for the pulse duration. However, the shape of phase modulated pulses is gener-
ally very complicated. For instance, shaped pulses can be temporally asymmet-
ric, have several maxima or even consist of several distinct sub-pulses. In these
circumstances, the FWHM—which is generally employed to characterize simple
bell-shaped distributions—may no longer be a meaningful parameter to describe
the shaped pulse. A general way to characterize the shape of a pulse by statistical
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methods is based on the moments of its intensity distribution. To this end, we define
the shape function f (t) of the pulse by

f (t) = E (t)
√

∫ |E (t)|2 dt
(4.21)

which is independent of the pulse energy such that f (t) is a normalized distribution
function with

∫ ∞

−∞
| f (t)|2 dt = 1. (4.22)

The nth-order moments of the modulus squared of the shape function read

〈
tn 〉 =

∫ ∞

−∞
tn | f (t)|2 dt. (4.23)

With the above definition of the moments, one might in principle evaluate all of
the higher order moments of the distribution to fully characterize the pulse. For our
purpose it is sufficient to define the variance σ 2 of the function (t)

σ 2 = 〈t2〉 − 〈t〉2 . (4.24)

which is a convenient measure of the statistical pulse duration of a shaped pulse. For
simple unmodulated pulse shapes the calculation of the variance is straightforward.
For example the variance of the (normalized) Gaussian shaped laser pulse is

σ 2 = �t2

8 ln 2
. (4.25)

This relation between the variance and the pulse duration will also be applied as a
definition for the pulse duration from the variance of a modulated pulse

�tmod = σmod
√
8 ln 2. (4.26)

However, the analytic expression of the time profile of phase modulated pulses may
be overly complicated or even unknown precluding the analytic calculation of the
variance. In this case numerical techniques can be used to determine the pulse dura-
tion. It is more insightful to calculate the variance directly in the spectral domain
only by referring to the spectral phase function ϕ(ω). To this end, we assume the
shape function of the modulated pulse to be generated by spectral phase modulation
in analogy to (4.17)

F̃mod (ω) = F̃ (ω) e−iϕ(ω). (4.27)
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If we further assume that the spectrum of the unmodulated function f (t) is real-
valued, i.e. it has no additional temporal phase, and the first moment of the unmod-
ulated function f (t) vanishes (which is always the case for an even unmodulated
shape function and could be achieved by time-shifting of the unmodulated pulse oth-
erwise), we obtain a convenient expression for the variance of the modulated pulse
in the frequency domain

σ 2
mod = σ 2 + 1

2π

∫ ∞

−∞

[
F̃ (ω)

]2 [
ϕ′ (ω)

]2
dω −

{
1

2π

∫ ∞

−∞

[
F̃ (ω)

]2
ϕ′ (ω) dω

}2

(4.28)

where σ 2 denotes the variance of the unmodulated pulse (see for example [41, 42]
for a derivation). Equation (4.28) illustrates that the group delay function ϕ′(ω)

determines the pulse duration and provides a powerful tool to calculate the statistical
pulse duration even in cases where the pulse shape function is unknown.

4.2.1.5 Examples of Spectral Phase Functions

We now consider some examples of spectral phase modulation (GDD, TOD, sinu-
soidal modulation and combinations thereof) which are relevant to the experiments
on control of electron dynamics with shaped femtosecond laser pulses presented in
this chapter.

Polynomial Spectral Phase Modulation Functions

Asimple approach to understand the physical significance of a spectral phase function
ϕ(ω) with respect to the temporal pulse shape is based on its Taylor series resulting
in a sum of polynomial phase functions

ϕ (ω) = φ0 + φ1 · ω + φ2

2! · ω2 + φ3

3! · ω3 + . . . . (4.29)

The absolute phase, which relates the carrier oscillation to the envelope, is modulated
if the first term φ0 is non-zero. Although this type of modulation can be important for
coherent control experiments [43] and plays an important role for experiments with
Carrier-Envelope-Phase (CEP) stabilized femtosecond laser pulses [44–49], it does
not influence the pulse envelope and is therefore not considered here. In accordance
with the Fourier shift theorem, the linear term in the spectral modulation function
φ1 ·ω is responsible for a time shift of the pulse envelope by t = φ1 with respect to the
unmodulated pulse.However it should be noted that, unlike the case in interferometric
setups, the envelope is shifted rather than a copy of the pulse implying a change of
the CEP phase.
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Second order spectral phase function

Quadratic phase modulation—also termed Group Delay Dispersion (GDD)—using
the spectral phase function

ϕGDD (ω) = φ2

2! · ω2 (4.30)

plays a major role in coherent control (see for example [50–56]). Often both the
group delay dispersion function

GDD (ω) = d2

dω2 ϕ (ω) (4.31)

and themodulation parameterφ2 are referred to asGDD.However, only in the special
case of polynomial spectral phase modulation up to the second-order both quantities
are identical. By applying ϕGDD(ω), the modulated spectrum reads

ẼGDD (ω) = Ẽ (ω) e−iϕGDD(ω). (4.32)

As a consequence, the pulse duration of the laser radiation is modified and a linear
frequency sweep is introduced. Assuming a bandwidth limited Gaussian input pulse
with a pulse duration �t (see (4.9)) the chirped pulse remains Gaussian shaped and
reads

EGDD(t) = ε0

2

1

γ
1
4

e− t2
4βγ ei

(
α t2−ε

)
, (4.33)

where

α = φ2

8β2γ
, β = �t2

8 ln 2
, γ = 1 + φ2

2

4β2 and ε = 1

2
arctan

(
φ2

2β

)
(4.34)

featuring an increased variance of

σ 2
GDD = σ 2 + 2 ln (2)

(
φ2

�t

)2

= σ 2 + δ2GDD, (4.35)

where δ2GDD describes the additional lengthening due to GDD. The frequency sweep
is characterized by a linear change of the instantaneous detuning

�(t) = 2αt, (4.36)
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where the parameter α

α =
{
2φ2 + �t4

8φ2 [ln 2]2

}−1

(4.37)

describes the chirp rate. A positive value ofφ2 leads to an “up-chirp” characterized by
an increase of the instantaneous frequency, whereas a negative φ2 implies a decrease
of �(t), known as “down-chirp”. With increasing chirp parameter φ2, the pulse
duration increases according to (4.35) accompanied by a reduction in intensity (see
Fig. 4.1a). Equation (4.37) shows that the chirp rate is a non-monotonic function of
the chirp parameter φ2.

Third order spectral phase function

Third Order Dispersion (TOD) given by the spectral phase function

ϕT O D (ω) = φ3

3! · ω3 (4.38)

results in an asymmetric pulse shape and is analytically described by a damped Airy
function [30, 57]. The analytic expression for the temporal profile reads

ET O D (t) = ε0

2

√
π

2 ln 2

�t

|ϑ |e
ln 2
2

2
3 τ−t
τ1/2 Ai

(
τ − t

ϑ

)
(4.39)

with ϑ = 3

√ |φ3|
2

sign (φ3) , τ = �t4

32φ3 (ln 2)2
and τ1/2 = 2φ3 (ln 2)2

�t2
, (4.40)

where Ai(z) is the Airy function and the substitutions for ϑ, τ and τ1/2 are so chosen
as to describe meaningful physically quantities in units of time. Equation (4.39)
shows that the modulated temporal pulse shape ET O D(t) is given by the product
of an exponentially decaying function with a half-life time of τ1/2 and the Airy
function shifted by a delay of τ and scaled by ϑ . Figure4.1b shows an example of
a pulse subjected to third order dispersion. TOD leads to a quadratic group delay
ϕ′(ω) = φ3

2 ω2. Therefore, for a positive value of φ3, the central frequency of the
pulse arrives first, while frequency bands on either side of the central frequency arrive
later. The two frequency bands which are symmetrically detuned cause beats in the
temporal intensity profile explaining the oscillations after (or before if φ3 < 0) the
main pulse. The beating is also responsible for the phase jumps of π which occur at
the zeros of the Airy function. Most of the relevant properties of TOD modulation
are determined by the parameter ϑ which is proportional to 3

√|φ3|. The ratio of ϑ/�t
determines whether the pulse is significantly modulated. As a rule of thumb, only
if |ϑ/�t | � 1 a series of sub-pulses and phase jumps are observed. Also, the time
shift of the most intense sub-pulse with respect to the unmodulated pulse and the
FWHM of the sub-pulses are in the order of ϑ . The highly asymmetric TOD pulse is
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a good example to see that the FWHM is not a representative quantity. Instead, the
statistical definition of the pulse duration (4.28) yields a formula similar to (4.35)
for the chirp to describe the duration of the TOD modulated pulse

σ 2
T O D = σ 2 + 2[ln (2)]2

(
φ3

�t2

)2

= σ 2 + δ2T O D . (4.41)

For the applications in materials processing (see Sect. 4.4) the remarkable features
of TOD are (i) temporal symmetry-breaking of the envelope implying control on the
time-dependent energy flux onto the sample and (ii) the ability to produce a short
intense pulse accompanied by a weak long pulse train. It has been demonstrated
that this type of modulation is well suited to control basic ionization processes to
manipulate the ablation dynamics [20, 58, 59].

Combined second and third order modulation

An example for the application of combined GDD and TOD modulation along with
a derivation of the analytical expression for the field envelope EGDDTOD (t) can be
found in [32]. Here we report the result of the derivation

EGDDTOD (t) = ε0

2

�t

|ϑ |
√

π

2ln2
e

8
3�6φ23

− 2t
�2φ3 Ai

( 2
�4φ3

− t

ϑ

)

(4.42)

with
1

�2 = ln 4

�ω2 + i
φ2

2
(4.43)

andϑ defined in (4.40). Equation (4.42) shows that the GDD/TOD-modulated field is
again a product of an exponential function and an Airy function. However, since� is
complex valued both the exponential function and the Airy function have in general
complex valued arguments. If φ2 → 0, i.e. in the case of pure TOD modulation,
the modulated field converges to the exponentially damped Airy function described
above. Likewise, the chirped pulse is reproduced if φ3 → 0. Combined modulation
by GDD and TOD results in complicated pulse shapes with an asymmetric tempo-
ral intensity profile as well as a temporally asymmetric instantaneous detuning (see
Fig. 4.1c). Coherent control by combined GDD and TOD spectral modulation was
reported in a study on the enhancement of the three-photon absorption probability
of iodine [60]. More recently, GDD/TOD modulation was used to exert efficient and
robust strong-field control on the population transfer in a sensitizer dye [32]. In addi-
tion, coherent control of the fluorescence of colloidal semiconductor nanocrystals
with combined GDD and TOD modulation has recently been reported [61]. In that
publication, it was demonstrated experimentally that GDD/TOD modulated pulses
are a versatile spectroscopic tool to probe and to control multi-photon processes.
The analytical analysis of the higher-order spectrum reported in [61] revealed that
combined GDD and TODmodulation allows to scan the second-order spectrumwith
a preselected narrow bandwidth by varying φ2 at a given value of φ3. Despite the
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Fig. 4.1 Examples of a spectrallymodulated 20 fs (intensity FWHM) pulse. For reference the inten-
sity envelope I (t) of the unmodulated pulse is depicted as black dashed line. The intensity profile
I mod (t) of the modulated pulse is shown in red. The blue line indicates the instantaneous detuning
�(t) = d

dt ζ (t) = ω (t) − ω0. a The second order spectral phase function ϕGDD (ω) = φ2
2! ω

2 with
φ2 = 750 fs2 generates a chirped laser pulse with a temporally symmetric intensity distribution and
linearly increasing instantaneous frequency. b Third Order Dispersion (TOD) ϕT O D (ω) = φ3

3! ω
3

with φ3 = 20,000 fs3 generates an asymmetric temporal intensity profile at the central frequency,
i.e.�(t) ≡ 0. Therefore, the temporal phase ζ (t) is plotted (magenta) rather than the instantaneous
frequency. c Combination of both spectral modulation functions ϕ (ω) = ϕGDD (ω) + ϕT O D (ω)

produces an asymmetric intensity profile with asymmetric instantaneous frequency evolution

complicated pulse structure, the pulse duration—calculated in frequency domain by
(4.28)—is obtained by summation over the contributing additional terms of GDD
and TOD suggesting that GDD and TOD modulation are somehow “independent”

σ 2
GDDTOD = σ 2 + 2 ln (2)

(
φ2

�t

)2

+ 2 [ln (2)]2
(

φ3

�t2

)2

= σ 2 + δ2GDD + δ2T O D .

(4.44)
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Periodic Spectral Phase Modulation

Periodic spectral phase modulation functions play an important role in coherent con-
trol. Numerous experiments and theoretical studies on coherent control by sinusoidal
phase modulation have been carried out on atoms [38, 39, 43, 62, 63] and molecules
[16, 17, 64–72]. Applying sinusoidal phase modulation

ϕSI N (ω) = A sin (ω T + φ) (4.45)

to the spectrum generates the modulated field envelope

ESI N (t) =
∑∞

n=−∞ Jn (A) E (t − n T ) e−inφ, (4.46)

where E(t) is the unmodulated field envelope, and Jn the Bessel function of the
first kind and order n. Equation (4.46) shows that sinusoidal phase modulation in
frequency domain produces a sequence of sub-pulses with a temporal separation
determined by the parameter T and well defined relative temporal phases con-
trolled by the absolute phase φ of the sine function. Provided the individual sub-
pulses are temporally separated, i.e. T � �t , the envelope of each sub-pulse is
a scaled and shifted replica of the unmodulated pulse envelope. The amplitudes of
the sub-pulses are controlled by the modulation parameter A via the Bessel function
Jn(A). If the temporal separation of the pulses is smaller than the pulse duration,
i.e. T � �t , the sub-pulses with different phases overlap giving rise to a compli-
cated temporal profile and variations of the instantaneous frequency (see Fig. 4.2c).
A more detailed description of the effect of sinusoidal phase modulation can be
found in [39, 63]. Experiments on coherent control of ultrafast electron dynamics by
intense sinusoidally modulated fields will be discussed in Sects. 4.3.3.4 and 4.3.3.5.

4.2.1.6 Polarization Shaping

A new degree of control became accessible with the ability to control the time-
dependent polarization state of a femtosecond laser pulse in addition to its tem-
poral structure [73]. The physical rational for the enhanced controllability is the
manipulation of the vectorial properties of the light-matter interaction. Polariza-
tion shaping was for instance applied to coherent control of atomic and molecular
dynamics [74–77], adaptive sub-wavelength control of nano-optical fields [78] and
non-linear microscopy [79]. In addition, polarization-shaped laser pulses have been
used to create polarization-shaped ultraviolet femtosecond pulses [80] and double
pulse sequences with zeptosecond precision [35]. In general, any polarization state
can be created by the superposition of two orthogonal linearly polarized fields with
appropriate phases. Therefore, in order to describe polarization-shaped pulses, we
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Fig. 4.2 Sinusoidal spectral phase modulation ϕSI N (ω) = A sin (ωT + φ) produces pulse
sequences with phase jumps between adjacent sub-pulses. a Sinusoidal phase modulation with
the parameters A = 1.2, T = 65 fs, and φ = π/3 leads to a sequence of separated pulses.
Note that in (a) the temporal phase ζ(t) is plotted (magenta) rather than the instantaneous fre-
quency. b Sinusoidal modulation with the parameters A = 2.0, T = 20 fs, and φ = π/3 leads
to overlapping sub-pulses. c Combination of sinusoidal and GDD modulation with the parameters
A = 1.2, T = 100 fs, φ = π/4 and φ2 = 250 fs2. This combination generates a sequence of
chirped pulses. The frequency sweep of each sub-pulse is seen in the instantaneous detuning �(t)

start by considering the time-dependent unmodulated field envelope perpendicular
to the propagation direction

�E (t) =
(Ex (t)
Ey (t)

)
. (4.47)

Independent spectral phase modulation of two orthogonal components of the spec-

trum �̃E (ω) =
(
Ẽx (ω) , Ẽy (ω)

)
by the two phase functions ϕx (ω) and ϕy(ω) using

( Ẽx,mod (ω)

Ẽy,mod (ω)

)
=

( Ẽx (ω) e−iϕx (ω)

Ẽy (ω) e−iϕy(ω)

)
(4.48)
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yields two linearly polarizedmodulated spectral light fields Ẽx,mod (ω) and Ẽy,mod (ω)

resulting in the polarization-shaped temporal field

�Emod (t) =
(Ex,mod (t)
Ey,mod (t)

)
, (4.49)

where the complex valued temporal envelope functions Ex,mod(t) and Ey,mod(t)
are obtained by inverse Fourier transform of the respective modulated spectra [76].
Although both components of the time dependent envelope of the modulated field
Ex,mod(t) and Ey,mod(t) fully describe the polarization-shaped femtosecond laser
pulse, we introduce the instantaneous polarization state and the instantaneous fre-
quency in order to better characterize its physical properties [73]. For a simplified
notation wewill momentarily suppress the indexmod in (4.49) and use instead (4.47)
to describe the modulated field as well. Similar to the linearly polarized case (4.5),
the real valued fast oscillating field is obtained by

�E(t) =
(

Ex (t)
Ey(t)

)
= Re[ �E(t)eiω0t ] = Re

[(Ex (t)
Ey(t)

)
eiω0t

]
. (4.50)

Instantaneous ellipticity

In order to characterize the instantaneous polarization state, we derive the parame-
ters to define the instantaneous ellipticity. To this end, the slowly varying envelope
function �E(t) is assumed to be constant over one optical period, thus the ellipticity
within this time interval is well-defined. In order to determine the ellipticity para-
meters at a given time t0 within the pulse, we start by considering the initial electric
field amplitudes A = |Ex (t0)| and B = |Ey(t0)| with the respective temporal phases
α = Arg [Ex (t0)] and β = Arg

[Ey (t0)
]
. The ellipse is constructed bymultiplication

of the initial complex valued electric field vector

�E (t0) =
(Ex (t0)
Ey (t0)

)
=

(
Aei α

Bei β

)
(4.51)

with the phase factor eiχ , where χ sweeps through the interval of (0, 2π).
Accordingly, the real valued field reads

�E (χ) =
(

Ex (χ)

Ey (χ)

)
= Re

[( Ex
Ey

)
ei χ

]
= Re

[(
Aei α

Bei β

)
ei χ

]
=

(
A cos (χ + α)

B cos (χ + β)

)

(4.52)

and hence �E(χ) describes an ellipse around the origin (see Fig. 4.3). If α = β ± nπ ,
the ellipse degenerates yielding linearly polarized light. Initially, the angle of the
electric field vector �E(0) is described by



4 Control of Ultrafast Electron Dynamics with Shaped … 79

Fig. 4.3 Instantaneous polarization ellipse for one optical cycle. The ellipse is generated by the
electric field vector �E(χ), where χ sweeps through the interval of (0, 2π). Initially, the electric
field vector starts at the position (Re[Ex ], Re[Ey]) with an angle ε0 and evolves in the direction
of the large arrow on the ellipse. The instantaneous polarization state is characterized by the semi
axes a and b and one of the corresponding angles εa and εb

ε0 = arctan

(
B cos (β)

A cos (α)

)
. (4.53)

The phases χ1 and χ2 of the two semi axes relative to the initial phases α and β are
given by

χ1 = 1

4i
ln (z) andχ2 = χ1 + π

2
, with z = A2e−2iα + B2e−2iβ

A2e2iα + B2e2iβ
(4.54)

being a complex numberwith themodulus of unity, i.e. |z| = 1 . Therefore, the phases
χ1 and χ2 are both real valued. Because χ2 = χ1+ π

2 , it is sufficient to specify one of
the two phases. The angle of both semi axes of the polarization ellipse is determined
by adding the phases χ1 and χ2 to the initial phases α and β respectively, i.e. α + χ1
and β + χ1 for one semi axis α + χ2 and β + χ2 and for the other. The angles of
both axes read explicitly

εa = arctan

(
B cos (β + χ1)

A cos (α + χ1)

)
and εb = arctan

(
B cos (β + χ2)

A cos (α + χ2)

)
. (4.55)

The modulus of the vector �E(χ) describing the ellipse reads

∣
∣
∣ �E (χ)

∣
∣
∣ =

√
E2

x (χ) + E2
y (χ) =

√
A2 cos2 (χ + α) + B2 cos2 (χ + β). (4.56)
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A convenient way to derive the relative phases χ1 and χ2 of the two semi axes is
based on determining the extreme values of the modulus of the field as a function of
the phase χ . Equipped with the two relative phases of the extreme values, the length
of the two semi axes is calculated by

a =
∣
∣
∣ �E (χ1)

∣
∣
∣ =

√
E2

x (χ1) + E2
y (χ1) and

b =
∣
∣
∣ �E (χ2)

∣
∣
∣ =

√
E2

x (χ2) + E2
y (χ2). (4.57)

The instantaneous polarization state is defined by the two semi axes a and b along
with the respective rotation angles of the ellipse εa and εb. Since the two semi axes
of the ellipse are at right angle, one of the angles εa and εb is sufficient for the
construction of the ellipse. Note that the mapping of a and b to the major and minor
semi axis is not unique. However, the mapping is directly related to the initial field
parameters by

c = a2 − b2 = A2cos [2(χ1 + α)] + B2cos [2(χ1 + β)] . (4.58)

If c > 0, then a is the major semi axes, otherwise, if c < 0, b is the major axis. The
instantaneous polarization is circular if c = 0. In all figures showing polarization-
shapedpulses, the ellipseswith the two semi axesa andb rotated by the corresponding
angle were used to represent the instantaneous ellipticity for the shaped pulses. The
color coding for the ellipses is derived from the instantaneous frequency.

The above analysis yields explicit values for both semi-axes and the corresponding
rotation angle. Alternatively, the vectors of both semi axes �a and �b can be derived
employing singular value decomposition (SVD) of a matrix M, which represents
the ellipse defined in (4.52):

�E (χ) =
(

A cos(χ + α)

B cos(χ + β)

)
.

Starting from the above representation we define the vectors

�A =
(

A cos (α)

B cos (β)

)
(4.59a)

and
�B =

(
A sin (α)

B sin (β)

)
(4.59b)

so as to obtain

�E(χ) = �A cos(χ) − �B sin(χ) = M
(
cos(χ)

sin(χ)

)
(4.60)
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with the matrix

M =
(

A cos(α) −A sin(α)

B cos(β) −B sin(β)

)
. (4.61)

Through SVD, the matrix M is decomposed into

M = T �S† (4.62)

where T and S† are unitary rotation matrices and � is a diagonal matrix containing
the singular values of M . The two semi axes �a and �b are then obtained by

�a = T ��e1 (4.63a)

�b = T ��e2. (4.63b)

Instantaneous frequency

In order to provide a unique color for each ellipse, we determine a single time
dependent instantaneous frequency � (t) for the polarization-shaped pulse which is
in general composed of two components with different time dependent instantaneous
frequencies ωx (t) and ωy (t). We strive to obtain an expression for the instantaneous
frequencywhich is derivedwithout ambiguities from inverse trigonometric functions
and which is physically plausible. To this end, we need to slightly generalize the
ansatz made in (4.50) by writing

�E (t) =
(

Ex (t)
Ey (t)

)
= Re

[(Ex (t) eiωx t

Ey (t) eiωy t

)]
(4.64)

in order to allow for two different frequencies ωx and ωy . Here, we assume that the
two frequencies ωx and ωy are time independent over one optical cycle and have
already been determined from the complex fields, for example with the help of (4.6).
By evaluating the real part in (4.64) and again assuming that A, B, α and β are
constant over one optical period, we see that

�E (t) =
(

A cos (ωx t + α)

B cos
(
ωyt + β

)
)

(4.65)

and hence, we obtain for the modulus of �E(t) similar to (4.56)

∣
∣
∣ �E (t)

∣
∣
∣ =

√
E2

x (t) + E2
y (t) =

√
A2 cos2 (ωx t + α) + B2 cos2

(
ωyt + β

)
.

(4.66)

During one optical cycle the electric field vector sweeps twice through the apex
giving rise to twomaxima. Therefore, the time dependentmodulus of the electric field
oscillates with double the instantaneous frequency (see Fig. 4.4). The instantaneous
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frequency is determined by applying again (4.6) to the analytic signal corresponding
to | �E(t)|2

1

4
A2e2i(ωx t+α) + 1

4
B2e2i(ωy t+β) (4.67)

and subsequent division by two. Ignoring the oscillatory terms, we obtain

�(t) = A4ωx (t) + B4ωy(t)

A4 + B4 , (4.68)

i.e. the instantaneous frequency of the polarization-shaped laser pulse �(t) is the
weighted average of the instantaneous frequencies ωx (t) and ωy(t) of the two elec-
tric field components where the weights are determined by the field amplitudes A4

and B4. Equation (4.68) displays the physically expected properties for the limiting
values, for example � = ωx = ωy if both instantaneous frequencies are equal.
If one component vanishes (say B = 0) the frequency is determined by the other
component � = ωx and if both field components have the same amplitude A = B,
the frequency is the arithmetic mean � = ωx +ωy

2 of both frequencies.
Figure4.4 shows the oscillations of | �E(t)|(thick black line) which are used to

define the instantaneous frequency of a polarization-shaped femtosecond laser pulse.
For clarity, ωx and ωy have been chosen time independent in this illustration. The
comparison with the sinusoidal oscillation with the frequency �(t) shows good
agreement. Because the field has two different instantaneous frequencies ωx and
ωy , the field vector �E(t) describes only approximately an ellipse during one optical

Fig. 4.4 The field �E(t) (upper panels) with the two components Ex (t) and Ey(t) (lower panel) with
different instantaneous frequenciesωx andωy describes only approximate ellipses. The comparison
between the oscillations of | �E(t)| (thick black line) and the sinusoidal oscillation with a frequency
of �(t) (middle) shows good agreement. Red dots indicate the positions of the major semi axis
whereas the blue dots show the positions of the minor semi axis
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cycle, i.e. the ellipses are “open”. Due to the difference in frequency the semi axes
change their length and orientation. The red dots in Fig. 4.4 indicate the positions of
the major semi axis whereas the blue dots show the positions of the minor semi axis.
Note that the field | �E(t)| has twomaxima and twominima for each oscillation as seen
by comparison of | �E(t)| with Ex (t) and Ey(t) in Fig. 4.4. Figure4.5 shows a gallery
of prototypical polarization-shaped laser pulses generated by the above procedure.

4.2.2 Experimental Implementation

Various experimental laser pulse shaping techniques are reviewed in the literature
[9, 30, 31, 81–83]. Recently, precision pulse shaping down to the zeptosecond regime
has been reported opening the route to control electron dynamics with unprece-
dented precision [35]. A spectral phase modulator generating quasi-arbitrary spec-
tral phase functions ϕ(ω) can be experimentally implemented employing a 4 f -setup
(see Fig. 4.6). In the setup shown in Fig. 4.6, the ultrashort laser pulse is spatially
resolved in its spectral components by a grating and imaged onto a liquid crystal
display (LCD) situated in the Fourier plane of the 4 f -setup. In the Fourier plane the
spectral phase shaping is achieved by space-selective phase modulation via the LCD.
Behind the LCD, the spectral components of the pulse are merged again by another
grating. For highest possible throughput reflective optics are preferred. Especially the
efficiency of gratings in terms of spectrally resolved reflectivity and/or transmittance
of the laser radiation should be uniform over the laser spectrum. The LCD should
feature a high damage threshold for optimal throughput and a large number of pixels
(implying high spectral resolution) allowing for the production of complex shaped
pulses ranging from the femtosecond to several tens of picoseconds. A design of a
compact and robust spectral phase modulator was presented in [82] and extended
towards a polarization shaper with reflective optics and transmission gratings [76].

4.2.3 Adaptive Optimization

Modern pulse shaping devices with typically 640 pixels for the modulation of both
individual spectral polarization components make available a huge number of laser
pulse shapes. Therefore, it is in practice very difficult to find an optimal laser pulse
which guides the quantum system most efficiently from the initial state into a pres-
elected final target state. If the relevant physical mechanisms are already identified,
optimal light fields can be found byfine tuning the parameters of physicallymotivated
pulse shapes [40, 64, 69, 84–86]. However, if the systems are too complex, adaptive
feedback learning loops [87–93] provide a solution to this high dimensional search
space problem. Genetic algorithms are often employed to carry out the optimization
procedure [87, 88, 90, 91, 94]. In this iterative procedure the shape of the laser
pulse is described by a set of parameters, similar to the genetic code of a biologic
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Fig. 4.5 Gallery of polarization-shaped laser pulses represented by ellipses with the semi axes a
and b rotated by the respective angles εa and εb. The color represents the instantaneous frequency
according to (4.68). The spectral phase functions are a ϕx (ω) = φ2

2! ω
2 and ϕy (ω) = φ1ω + φ3

3! ω
3

with φ1 = 500 fs, φ2 = 5000 fs2 and φ3 = −32, 000 fs3, b ϕx (ω) = sin(ωT ) and ϕy(ω) =
cos(ωT ) with T = 125 fs, c ϕx (ω) = τ |ω| and ϕy(ω) = π

2 sign(ω) with τ = 375 fs, d ϕx (ω) =
φ2
2! ω

2 and ϕy(ω) = sin(ωT )with φ2 = 5000 fs2 and T = 250 fs, e ϕy(ω) = − 1
4 arctan

(
ω+δω
�ω

)
and

ϕy(ω) = − π
2 + 1

4 arctan
(

ω−δω
�ω

)
with δω = 1 mradfs−1 and �ω = 1.25 mradfs−1, f ϕx (ω) =

τ |ω − δω| and ϕy(ω) = τ |ω − δω| + π
4 sign(ω − δω) with τ = −250 fs and δω = 5 mradfs−1
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Fig. 4.6 Schematic setup of a compact and robust spectral phase modulator based on a Liquid
CrystalDisplay (LCD) situated in theFourier plane of a 4f zero dispersion compressor. The incoming
laser beam is diffracted and spatially dispersed by the first reflection grating (RG). A Cylindrical
Mirror (CM) images the spectral components into the Fourier plane, where each component is
individually retarded by the different pixels of the LCD. The group delay which a certain pixel
introduces is computer-controlled by the voltage applied to the pixel. The whole setup is built
symmetrically with respect to the Fourier-plane, so that a second pair of CM and RG reconstructs
the laser beam spatially. Interference of the phase-modulated spectral components in space and time
yields a shaped temporal laser pulse at the output of the pulse shaper

individual. The fitness, i.e. some measure for the adequacy of the pulse shape with
respect to a certain optimization target, is measured in the experiment. Via selection
of the best individuals and creation of new pulse shapes being offspring of those
best individuals, optimally adapted pulse shapes are found analogous to evolution in
biology based on “survival of the fittest”. Also other optimization procedures such
as the covariance matrix adaption evolutionary strategy (CMA-ES) [95] have been
implemented in coherent control [96].

4.3 Isolated Model Systems

In the first part of this review we focus on coherent control of Resonance Enhanced
Multiphoton Ionization (REMPI) of isolated model systems in the gas phase using
shaped femtosecond laser pulses. We discuss the interaction of well-defined shaped
pulses with simple prototype systems such as atoms or dimers in order to allow for
a detailed analysis of the underlying physical mechanisms by comparison of experi-
mental results with simulations. In addition, on the femtosecond time scale, atoms or
molecules in the gas phase are unaffected by perturbations of the environment such
as de-coherence processes due to collisions or interactions with a solvent. Because
the coherence of matter waves is the prerequisite for coherent control, we begin our
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analysis by studying the coherence transfer from light to matter waves on isolated
model systems. Specifically, we investigate the transfer of the coherence properties of
a two pulse sequence to free electron wave packets. Building on this simple example,
the physical mechanism of three-dimensional coherent control of free electron wave
packets by polarization-shaped laser pulses is investigated in some detail. A novel
experimental tool to measure these three-dimensional photoelectron distributions by
tomographic reconstruction is introduced and sample results including the measure-
ment of so-called designer electron wave packets are shown. Then, two examples
of adaptive optimization of ionization using polarization-shaped femtosecond laser
pulses are presented. The first one demonstrates maximization of the ionization yield
in potassium dimers whereas in the second example the projection of a designer free
electron wave packet is optimized. The last part of this section is devoted to strong-
field control of coherent electron dynamics in atoms and the coupled electron-nuclear
dynamics in molecules. Intense laser pulses, entailing non-perturbative interactions
of the light field with the atoms or molecules, open new physical mechanisms for
efficient coherent control. Prominent strong-field control schemes are presented and
discussed with regard to efficient switching of electronic excitation on the ultrafast
timescale.

4.3.1 Coherence Transfer from Light to Matter

In order to better understand the physical mechanisms of coherent control and, in
particular, coherent control of electron dynamics, it is essential to consider the quan-
tum physical wave nature of the electron. In photo-ionization, for example, the wave
picture describes the detached electron as a somehow localized free wave packet con-
sisting of the superposition of many plane waves. Their amplitudes are manipulated
by controlling the constructive and destructive quantum mechanical interference by
coherent light sources such as ultrafast lasers. Therefore, the transfer of the coherence
properties of light to matter waves is crucial to controlling ultrafast coherent dynam-
ics of matter waves. Experimentally, coherence transfer from shaped laser pulses to
matter waves was demonstrated on the interference of free electron wave packets by
the photo-ionization of atoms with a coherent double pulse sequence [97]. Besides
this fundamental aspect of photo-ionization with coherent radiation, interferences in
the photoelectron spectrumhave become an established tool to characterize ultrashort
femtosecond and attosecond laser pulses [98–101].

4.3.1.1 Interference of Free Electron Wave Packets

In the experiments on the interference of free electron wave packets photoelectron
kinetic energy spectra were measured to probe the coherence properties of the matter
waves. To elucidate the physical picture of the creation, propagation and observation
of a coherent free electron wave packet we first consider single pulse ionization
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and subsequently discuss the transfer of the coherence properties in a double pulse
scenario.

Single pulse ionization

In the above experiment, potassium atoms have initially been prepared in the excited
state by using the second harmonic (2hv) of an 800nm femtosecond laser pulse in
order to study one photon ionization (see energy level scheme in Fig. 4.7a). After the
ionization from the excited 5p state with the fundamental laser radiation at time T1,
a localized electron wave packet with an average kinetic energy of Ekin = 3hv− I P
is launched from the interaction region, where I P denotes the ionization potential.
The calculated time evolution of the wave packet is depicted in Fig. 4.7b. Due to
the quadratic dispersion relation of matter waves in vacuum E(k) = �2k2

2m the wave
packet broadens during its further propagation (T2 and T3)—a textbook example
of the dispersion of a quantum mechanical matter wave packet (see for example
[102, 103]). It turns out that the wave packet evolves into its own momentum distri-
bution [22, 99] as observed with a TOF (time-of-flight) photoelectron spectrometer.

Double pulse ionization

As depicted in Fig. 4.7c, d, the ionization with a coherent double pulse illustrates
how a structured electron wave packet is created by the interference of the two
partial wave packets. Since the alkali metal potassium possesses only a single outer
electron, in the weak-field using infrared pulses at most one electron can be detached
from a single atom during the light matter interaction. There is a certain probability
amplitude for ionization by the first laser pulse and the same probability amplitude
during the second pulse. The corresponding double peaked wave packet at the time
T1 is described by the probability density |ψ(x, t = T1)|2 shown in Fig. 4.7d. Due to
the aforementioned dispersion of matter waves both partial wave packets spread in
space and start to overlap. The interference of both partial wave packets—effectively
the interference of the electron with itself- is responsible for the subsequent transient
interference pattern shown at T2. At some later time (T3) a quasi stationary wave
packet appears which still broadens in space but does not change its qualitative
shape. Again, the wave packet evolves into its momentum distributionwhich consists
of a series of equidistant interference fringes. Those interferences observed in the
photoelectron time-of-flight spectrum reveal the transfer of coherence in the double
pulse sequence to the electron waves.

4.3.1.2 Analogy to the Double Slit Experiment

The analogy of the interfering matter waves in coherent control to the interference of
classical waves in the celebrated Young’s double slit experiment has been pointed out
already in the early days of coherent control by Brumer and Shapiro [104]. The close
analogy of the two interfering free electron wave packets demonstrated in the above
experiment to the Young’s double-slit experiment is particularly enlightening. In this
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Fig. 4.7 In order to study the coherence transfer from light to matter waves in single photon
ionization the initial 5p state is prepared by excitation with the second harmonic (2hv) of an
infrared femtosecond laser pulse. a Level scheme for the ionization from the potassium 5p excited
state with a single femtosecond laser pulse (E1(t)) leads to a broad spectrum of photoelectron
kinetic energies Ekin = 3hv − I P (photoelectron spectra above the ionization potential I P). b
During the time evolution the wave packet broadens in coordinate space as shown for the subsequent
time steps T1 < T2 < T3. c Ionization scheme for double pulse ionization. d Due to the coherent
light matter interaction, the ionization by a coherent double pulse (E2(t)) leads to an interference
of the two coherent matter waves in the continuum. At T1 both electron wave packets are separated
whereas transient interference structures appear at T2. The long term evolution (t > T3) gives rise
to a stationary interference pattern that is observed in the photoelectron spectrum

spirit, the interference of the free electron wave packets is regarded as a “Young’s
double-slit in the time domain” [97, 98] because the visibility of the interference
pattern is complementary to the “which way information” on the photo-ionization
process, i.e. the information whether the ionization took place during the first or the
second laser pulse. By analyzing the interaction of an intense two pulse sequence in
the dressed states basis (see also Sect. 4.3.3 for a discussion of the dressed states),
the double slit analogy was extended to strong field ionization [105].

4.3.2 Control by Polarization-Shaped Laser Pulses

By controlling the vectorial properties of the light-matter interaction, polarization
shaping gives access to the three-dimensional temporal response of atomic andmole-
cular systems [75]. In this section we start by discussing the physical mechanism
of the creation of shaped free electron wave packets by multiphoton ionization with
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elliptically polarizedpulses. This example serves as a prototype for three-dimensional
control with polarization-shaped laser pulses [22, 106] which is described in a sub-
sequent section.

4.3.2.1 Physical Mechanisms

In the double pulse experiment, the momentum distribution was shaped by the inter-
ference of the two ionization pathways provided by the two pulses [97, 99]. In
general, much more versatile manipulation of a quantum system may be attained by
controlling the interference of multiple quantum pathways. In order to illustrate the
interferenceofmultiple quantumpathways,we consider the 1+2REMPIof potassium
atoms with polarization-shaped 800nm femtosecond laser pulses. For the analysis,
we decompose the REMPI process into an initial step, i.e. control of the amplitudes
of superposition states during the interaction via multiple quantum pathways with
a time-dependent ellipticity of the pulse (see Sect. 4.2.1.6 on polarization shaping),
and the subsequent interference of multiple partial waves during their propagation
in the continuum.

Polarization control of multiple pathways

We start by considering the bound and free quantum states characterized by the
angular momentum quantum numbers l = 0, 1, 2, 3 = s, p, d, f and m = −l, ..., l
ignoring the spin for simplicity [76, 107]. For the absorption of the three required
light quanta in a 1+2 REMPI process, three different l-quantum pathways (ladders)
are allowed due to the �l selection rules, i.e. s → p → d → f, s → p → d → p
and s → p → s → p (see Fig. 4.8). As a consequence, the final continuum states
consist of superposition states with f and p character. In multiphoton ionization
with linearly polarized laser pulses the �m = 0 selection rule applies in addition
and therefore the initial m = 0 state is exclusively connected with final m = 0 states
(not shown). In contrast, multiphoton ionization using elliptically polarized light—
being a superposition of left and right handed circularly polarized light fields entailing
the selection rules �m = ±1—creates superposition states in the continuum with
different values of m. For example, three photon ionization of potassium atoms
with elliptically polarized light creates superposition states consisting of four f
states with m = −3,−1, 1, 3 and two p states with m = −1, 1 (see Fig. 4.8).
Linear combinations of those states with different amplitudes and phases include for
example all electron wave packets which are rotated by an angle θ about the z-axis
(see left panels in Fig. 4.10 for linear polarization) and, in addition, the non-cylinder
symmetric states (right panels inFig. 4.10 for elliptical polarization) [76].Because the
absorption of each elliptically polarized photon alters the quantum number by�m =
±1 there are 18 discernible quantum pathways available to excite a superposition
state. Using the notation l(m) for a state with the quantum numbers l and m we can
write down the involved pathways explicitly: there are eight pathways for the s →
p → d → f ladder, i.e. s(0) → p(−1, 1) → d(−2, 0, 2) → f (−3,−1, 1, 3),
six for the s → p → d → p ladder, i.e. s(0) → p(−1, 1) → d(−2, 0, 2) →
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Fig. 4.8 Allowed pathways for multiphoton ionization with elliptically (i.e. a superposition of left-
and right-handed circularly) polarized light. The six specific accessible states f (−3,−1, 1, 3) and
p(−1, 1) above the ionization potential (IP) interfere to create the designer electron wave packets.
Their contributions are determined by the interplay between the time-dependent instantaneous
polarization of the laser pulse and the amplitudes and phases of the transition matrix elements. For
simplicity, the electron spin is not considered

p(−1, 1) and additional four pathways s(0) → p(−1, 1) → s(0) → p(−1, 1) for
the s → p → s → p ladder. The probability for a specific transition is controlled
by the corresponding matrix elements and the time-dependent ellipticity of the laser
polarization. The amplitudes and phases of a single continuum state (say for instance
f (m = −1)) are determined by the interference of all allowed pathways (in this case
three) for multiphoton ionization. The initial shape of the electron wave packets after
the interaction with the pulse is controlled by the amplitudes and phases of all six
contributing specific continuum states shown in Fig. 4.8.
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Interference in the continuum

In addition to the above mentioned interference effects during the creation of the
superposition states in the continuum, the propagation of the electron wave packet
will alter the radial shape of the wave packet on its way to the detector. Analogous
to the two interfering partial wave packets in the double pulse experiment shown in
Fig. 4.7 many different partial wave packets generated by the shaped laser pulse will
interfere during their coherent time evolution. For example, wave packets composed
of different angular momentum states which are initially separated radially will mix
during the propagation giving rise to the complex wave packets observed in the
experiment (see Fig. 4.12).

Determination of transition matrix elements

In the above experiments the instantaneous ellipticity of the pulse (see Sect. 4.2.1.6)
was used as a control parameter to manipulate the electron wave packet. For the
theoretical description of this interaction one needs to have complete knowledge of
the involvedmatrix elements. Because the interference of all those pathways is deter-
mined by the different amplitudes and phases of the matrix elements, we can turn
the tables, and use the measurement of a shaped free electron wave packet to achieve
a complete description of the photo-ionization process in terms of transition ampli-
tudes and phases [108]. In a recent theoretical study incorporating the intra-pulse
electronic dynamics a full set of ionization matrix elements for potassium atoms was
extracted from extensive experimental data sets on the ionization of potassium atoms
with elliptically polarized light [107]. In addition, in that work, three-dimensional
photoelectron angular distributions (3dPADs) generated from the extracted matrix
elements were compared to experimental, tomographically reconstructed 3dPADs.
This technique provides a route to “complete” photo-ionization experiments. Most
likely, the technique to determine matrix elements can be refined by employing
polarization-shaped pulses which are specifically adapted to this purpose.

4.3.2.2 Tomographic Reconstruction

In this section we will portray a novel technique to measure the three-dimensional
shape of free electron wave packets based on a combination of VelocityMap Imaging
(VMI) and tomographic reconstruction. Numerous highly differential schemes for
the detection of 3dPADs have been developed (see for instance [108] for a topical
review) because they contain detailed information on the intra molecular dynamics
and the photo-ionization process. A novel application of photoelectron angular distri-
butionmeasurements is devoted to probing control of atomic andmolecular dynamics
[56, 109–112].

Velocity Map Imaging (VMI)

An efficient and yet relatively simple method to measure 3dPADs is to project
the complete photoelectron distribution onto a two-dimensional detector plane. An
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Fig. 4.9 A cylindrically symmetric photoelectron distribution can be reconstructed by the Abel-
inversion provided its symmetry axis lies in the detector plane. a In case of a linearly polarized laser
pulse the 3dPAD is cylindrically symmetric about the polarization vector �E of the light field and
hence �E needs to be in the detector plane. b The PAD is cylindrically symmetric about the �k-vector
if the light field is circularly polarized. For the Abel inversion, the �k-vector needs to be parallel to
the detector plane

example for this technique is the Velocity Map Imaging (VMI) method [113, 114].
In this scheme photoelectrons created in the interaction region are accelerated in the
electric field of a parallel-plate capacitor towards a two-dimensional MCP detector.
The detector maps the transversal momentum distribution of the 3dPAD. In the quan-
tum mechanical description, the classical motion of an electron in the spectrometer
is replaced by the time evolution of a three-dimensional electron wave packet and
thus themeasurement of a 3dPAD on the two-dimensionalMCP detector is described
by the Abel transform of the 3dPAD [114, 115]. If the photoelectron distribution is
cylindrically symmetric a single measurement of a two-dimensional distribution is
sufficient to reconstruct the 3dPAD via Abel-inversion provided its symmetry axis
lies in the detector plane. The two scenarios for which this condition applies are
depicted in Fig. 4.9. For ionization with linearly polarized light it is required that the
polarization vector �E of the light field lies within the detector plane (Fig. 4.9a). By
contrast, the symmetry axis of a wave packet created with circularly polarized light
is the �k-vector. Therefore, in this case the �k-vector needs to be oriented parallel to
the detector plane (Fig. 4.9b).

Electron wave packets arising from photo-ionization with linearly polarized light
being rotated about the z-axis are rotated out of the y − z-plane (see left panels in
Fig. 4.10 for linear polarization) and therefore, the Abel-inversion is no longer feasi-
ble. In addition, wave packets created with elliptically polarized light are no longer
cylindrically symmetric (right panels in Fig. 4.10 for elliptical polarization) violat-
ing yet another prerequisite for the Abel-inversion. In general, polarization-shaped
pulses will lead to complicated 3dPADs without the required symmetry properties
necessitating a novel ansatz for reconstruction.
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Fig. 4.10 Three-dimensional photoelectron angular distributions (3dPAD) are tomographically
reconstructed from measured VMI images. The polarization vector of the ionizing femtosecond
laser pulse is rotated about the z-axis by θ = 0◦, 25◦, 45◦, 70◦ and 90◦ using a λ/2 plate. Left
3dPADs from three-photon ionization of potassium atoms with a linearly polarized femtosecond
laser pulse creates an f -type electron wave packet with little p contribution. The tomographically
reconstructed 3dPAD measured at θ = 0◦ is compared to the Abel-inverted result (red surface),
showing excellent agreement [109]. Right 3dPADs from elliptical polarization
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Three-dimensional tomography

Recently, such a novel approach to measuring 3dPADs of arbitrary shape by com-
bination of VMI with tomographic techniques was reported [21, 22, 106, 109].
The idea is based on multiple measurements of two-dimensional projections of the
3dPAD at different angles. To this end, the incoming femtosecond laser pulse—and
hence the 3dPAD—is rotated employing a λ/2 plate. Depending on the complexity
of the electron wave packet only a relatively small number of projections need to be
recorded for the reconstruction. In the experiments reported in [22, 109] typically
36 projections to cover an angle interval from 0◦ to 180◦ were measured. Some rep-
resentative VMI images measured for the rotation angles θ = 0◦, 25◦, 45◦, 70◦ and
90◦ are displayed in Fig. 4.10 along with the reconstructed 3dPAD.

Based on the measured data set a tomography algorithm [116] is used to recon-
struct the 3dPAD from the measured projections. For the reconstruction no assump-
tions on the symmetry of the 3dPAD or on details of the ionization mechanism are
required. Because a λ/2 wave plate at an angle of θ/2 rotates any polarization-
shaped pulse by an angle of θ this technique is capable of reconstructing electron
wave packets from ionization with polarization-shaped laser pulses as well. To see
this, we consider the effect of a λ/2 wave plate at an angle of θ/2 on a polarization-
shaped pulse described by (4.49)

Jλ/2 (θ)

( Ex,mod (t)
Ey,mod (t)

)
= R (θ/2) Jλ/2R−1 (θ/2)

( Ex,mod (t)
Ey,mod (t)

)
= R (θ)

( Ex,mod (t)
−Ey,mod (t)

)
,

(4.69)

where

R (θ) =
(
cos θ − sin θ

sin θ cos θ

)
and Jλ/2 =

(
1 0
0 −1

)
(4.70)

denote the matrix of an active rotation about the angle θ and the Jones-matrix for
a λ/2-wave plate, respectively. Note that the y-component changes it sign upon the
insertion of the wave plate (Ey,mod(t) → −Ey,mod(t)). However, since this change-
of-sign applies to all rotation angles θ , the tomographic method is unaffected. By
insertion of another λ/2-wave plate at a fixed angle of 0◦ the change-of-sign could
be compensated

J (λ/2) R (θ/2) J (λ/2) R−1 (θ/2)

( Ex,mod (t)
Ey,mod (t)

)
= R (θ)

( Ex,mod (t)
Ey,mod (t)

)
, (4.71)

to yield the rotated modulated field. Figure4.11 shows the effect of the rotation of
a polarization-shaped laser pulse about the propagation axis. Note that in general,
if the rotation angle is not a multiple of 90◦, the projections look more complicated
and thus the underlying spectral modulation function is not easily identified.
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Fig. 4.11 Rotation of a polarization-shaped laser pulse created by GDD and TOD in the two
different polarization directions (ϕx (ω) = φ2

2! ω
2 and ϕy (ω) = φ1ω + φ3

3! ω
3 with φ1 = 500 fs,

φ2 = 5000 fs2 and φ3 = −32, 000 fs 3). The rotation angles about the z-axis are 0◦, 30◦, 60◦ and
90◦ from a to d. As described above, the rotation could be implemented experimentally by using a
λ/2 plate. In general, rotation of the pulse leads to projections (black shadows) which appear more
complicated

The electron wave packet generated by ionization with a linearly polarized laser
pulse was used to validate this procedure [109]. The two iso-surfaces in the left
upper panel of Fig. 4.10 at an angle of θ = 0◦ show a comparison of the Abel-
inverted results (red iso-surface) with the full tomographic reconstruction (bluish
iso-surface). The excellent agreement between both techniques confirms the valid-
ity of the approach. Lately, this tomographic technique for reconstruction of the
three-dimensional momentum distribution has been implemented to study strong-
field multiphoton ionization of argon [117], the alignment of naphthalene molecules
[112] and the photoelectron angular distributions from rotationally state-selected
ammonia [118].
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4.3.2.3 Designer Wave Packets

In the previous section, we have discussed the physical mechanism of multiphoton
excitation with polarization-shaped femtosecond laser pulses and an experimental
technique to reconstruct three-dimensional free electron wave packets. We now turn
to experiments devoted to the creation of particularly complex shaped electron wave
packets in the continuum—so-called designer electron wave packets [22, 106]—by
making use of the electronic structure of atoms together with polarization-shaped
laser pulses. The bluish iso-surface shown in Fig. 4.12a is an example for such a
designed electron wave packet in the continuum. This complex electron wave packet
was created by REMPI of potassium atoms employing combined “V”-shaped spec-
tral phasemodulation and polarization shaping (Fig. 4.12b). The “V”-shaped spectral
phase advances the intense red spectral band and retards the weaker blue spectral
band [20, 55]. Due to the additional phase jump, the first red detuned pulse is lin-
early polarized along the x-axis whereas the second blue detuned pulse is circularly

Fig. 4.12 Designer free electron wave packet. a Three-dimensional tomographic reconstruction of
the electron wave packet. b “V”-shaped phase in the frequency domain. The central wavelength of
the pulse is 790 nm, the FWHM pulse duration 30 fs and the peak intensity about 4×1012W/cm2.
c Cut through the distribution along with the electron distributions in the three central planes
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polarized. The cut through the distribution in Fig. 4.12c shows the interior of the
complex three-dimensional distribution. In addition, the energy calibrated electron
distributions in the three central planes are projected out.

4.3.2.4 Adaptive Optimization by Polarization Shaping

As discussed above, adaptive optimization is a powerful tool to find suitable laser
pulses for coherent control. In most applications reported in the literature so far,
linearly polarized femtosecond laser pulseswere used for the optimization procedure.
In this section we discuss two examples of coherent control by adaptive optimization
of polarization-shaped laser pulses.

Diatomic Molecules

Soon after the introduction of polarization shaping by Brixner et al. [73] this tech-
nique was applied to coherent control of two-photon absorption in atomic rubidium
by investigating the atom’s fluorescence [74]. The maximization of the ion yield in
the REMPI of potassiummolecules was the first demonstration of adaptive optimiza-
tion of molecular dynamics using polarization-shaped femtosecond laser pulses [75].
In that work it was established that polarization-shaped laser pulses increase the ion-
ization yield beyond that obtained with an optimally shaped linearly polarized laser
pulse. Figure4.13a shows comparative optimizations of the K +

2 yield proving that
polarization shaping is superior to phase-only shaping. The inset to Fig. 4.13a shows
an example of an optimal laser pulse—shaped in phase and polarization—along
with the two orthogonal polarization components represented by black shadows.
The physical rationalization of this observation is related to the adaptation of the
vectorial electric field to the time evolution of the relevant vectorial transition dipole
moments. In particular, the different multiphoton ionization pathways in K2, involv-
ing parallel

(
A1 ∑+

u ← X1 ∑+
g

)
and perpendicular

(
21�g ← A1 ∑+

u

)
dipole

transitions (Fig. 4.13b) favor different polarization directions of the exciting laser
field during the interaction.

Designer Electron Wave Packets

The two-dimensional projections of the electron wave packets shown in Figs. 4.10
and 4.12 are quite varied and complex. However, recently it was shown experi-
mentally that it is even possible to manipulate the three-dimensional electron wave
packet such that an arbitrarily shaped target projection (which is compatible with
energy conservation and the symmetry of the photo-ionization process) can be
obtained by suitable optimization of the shaped ionization pulse [21]. To this end, the
two-dimensional dumbbell-shaped target projection shown in Fig. 4.14 was defined
(the boxed target image is labeled with T in Fig. 4.14). During the optimization the
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Fig. 4.13 a Comparative adaptive optimizations of the K +
2 yield and an example of an optimal laser

pulse—shaped in phase (lower panel) and in phase and polarization (upper panel). b The excitation
scheme shows that differentmultiphoton ionization pathways involve parallel

(
A1 ∑+

u ← X1 ∑+
g

)

and perpendicular
(
21�g ← A1 ∑+

u

)
dipole transitions

target is iteratively approximated by adaption of the spectral phases of the laser pulse.
The sequence (1–5) in Fig. 4.14 shows the evolution of the measured projections
towards the target (T) during the optimization procedure. While the measurements
of the first generation (1) have some similarity with the projection of an f -electron
wave packet, see for example Fig. 4.10a for linear polarization, in (2–3) the outer
maxima of the dumbbell start to emerge. In the course of the optimization proce-
dure the inner part of the dumbbell is filled (4–5) such that eventually the measured
projection converges to the target function. For the optimization, the spectral phase
modulation function was parameterized by piecewise linear functions in order to
delay different spectral bands with respect to each other and, in addition, a relative
phase between both polarization components was applied in order to control the
ellipticity of individual spectral bands.

4.3.3 Strong Field Control

The use of intense laser fields is a prerequisite for efficient atomic and molecular
excitation. Strong-field interactions beyond the perturbative regime offer a rich vari-
ety of laser-induced excitations and enable new physical mechanisms to control the
ensuing dynamics. In particular, strong fields alter the potential energy landscape
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Fig. 4.14 Adaptive optimization of photoelectron angular distribution (PAD) measured by veloc-
ity map imaging (VMI) from REMPI of potassium atoms with polarization-shaped femtosecond
laser pulses employing an evolutionary algorithm. The pulse parameters are: central wavelength of
790 nm, FWHM pulse duration of 30 fs and peak intensity of about 3×1011W/cm2

of an atom or a molecule by means of the dynamic (AC) Stark effect. The new
light-induced potentials form the stage for non-perturbative quantum dynamics and
open new excitation pathways to target channels which are inaccessible in weak
laser fields. In this section we focus on strong-field control experiments on model
systems which allow the analysis of the underlying physical mechanisms by com-
parison with simulations. Physical mechanisms to direct the strong-field induced
quantum dynamics comprise—in addition to the interference of multiple excitation
pathways discussed in Sect. 4.3.2—resonant and off-resonant Dynamic Stark Shifts
(DSSs) [56, 119–121], Adiabatic Passage techniques such as RAP (Rapid Adia-
batic Passage) and STIRAP (Stimulated Raman Adiabatic Passage) [122–124] and
multi-pulse scenarios like Photon Locking (PL) [9, 105, 125–128] being the optical
analogue of Spin Locking [129, 130] known from NMR. A common basis for all of
these mechanisms is the Selective Population of Dressed States (SPODS) [67, 105].
In the following we will review these techniques and highlight their potential for
efficient ultrafast switching of population transfer among different target states.
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4.3.3.1 Dynamic Stark Shifts

A general characteristic of strong-field laser-matter interactions are energy shifts
of quantum states due to the dynamic Stark effect. Precisely timed dynamic Stark
shifts can be used as a tool to open or close certain excitation pathways during the
interaction and hence steer the population flow into preselected target channels. The
off-resonant dynamic Stark effect for instance, which acts on the time-scale of the
intensity envelope of the laser pulse, was exploited to control the branching ratio of
a non-adiabatic photodissociation reaction in IBr molecules [121]. In cases where
undesired dynamic Stark shifts impede the excitation of the target state ultrafast
pulse shaping techniques can be employed to counteract the effect and optimize the
transition probability [120]. For example, ultrafast efficient switching of population
transfer among different target states in Na atoms using intense chirped laser pulses
was demonstrated [56]. It was shown that the physical mechanism governing the
control was based on the interplay of RAP (cf. Sect. 4.3.3.3) and DSSs. Figure4.15a
shows the excitation and ionization scheme of Na interacting with intense �t = 30
fs FWHM, λ0 = 795nm laser pulses.

Fig. 4.15 a Scheme for simultaneous excitation and ionization of Na atoms by ultrashort chirped
laser pulses. Red horizontal bars indicate the first, second and third order laser spectrum, respec-
tively. Red and green arrows indicate the predominant REMPI channels. Photoelectron wave pack-
ets from these channels are characterized by distinct symmetries illustrated by the spatial electron
density distributions on top. b Measured photoelectron spectra from strong-field REMPI of Na by
intense chirped laser pulses. The Insets showAbel inverted PADs for distinct values of φ2 and angu-
lar sections at three kinetic energies corresponding to the three main ionization channels around
0.76eV (5p), 1.0 eV (6p/5 f ) and 1.2eV (7p/6 f ) , respectively. The weak f -type contribution
observed around 0.2eV in the middle PAD has been discussed in terms of two-photon ionization
from the transiently populated “virtual” state 3p [56]
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Red and green arrows highlight the most relevant REMPI channels. The domi-
nant pathway is (2+1+1) REMPI involving the strongly driven two-photon resonance
4s ←← 3s and ionization via the high-lying target states 5p, 6p, and 7p. Photoelec-
trons from this ionization channel are characterizedby a combined s- andd-symmetry
and kinetic energies of 0.76eV (5p), 1.0 eV (6p) and 1.2eV (7p), respectively. A
competing pathway is the (3+1) REMPI process which proceeds via the high-lying
target states 5 f and 6 f . This ionization channel gives rise to photoelectrons wave
packets with combined d- and g-symmetry and kinetic energies of 1.0eV (5 f ) and
1.2eV (6 f ). Since all excitations are driven coherently by the same laser pulse,
photoelectron wave packets launched with the same kinetic energy interfere in the
continuum. PADsmeasured in the experiment unambiguously reflect the symmetries
of the photoelectron wave packets and thus provide direct information on the under-
lying ionization channel. Figure4.15b shows photoelectron spectra from strong-field
excitation and ionization of Nawith linearly polarized chirped laser pulses (cf. (4.30)
and see Fig. 4.1a) as a function of the spectral chirp parameterφ2 ranging from−2000
to +2000 fs2. The intensity of the input pulse was I0 = 1× 1013 W/cm2. For clarity
all spectra are presented with energy-resolution. Selected spectra shown in the insets
are presented with angular resolution in addition. The experiment demonstrates that
a single control parameter, i.e. the chirp, can be sufficient to switch the atomic exci-
tation between different target states. For the bandwidth limited pulse, i.e. φ2 = 0,
three contributions appear in the spectrum with similar intensity. Due to its com-
bined s- and d-symmetry the signal at 1.2 eV is assigned to ionization from target
state 7p . The signal at 1.0 eV exhibits a pronounced g-symmetry and thus originates
from target state 5 f . The d-symmetry of the signal at 0.76 eV finally suggests ion-
ization from target state 5p. For large negative values of φ2 the contribution from
the p-channel at 1.2 eV is considerably enhanced whereas the 1.0eV contribution is
strongly suppressed and the 0.76eV contribution has essentially vanished from the
spectrum. This observation indicates the selective excitation of the target state 7p
by down-chirped laser pulses. Upon inversion of the chirp however, the p-channel
is largely suppressed. For large positive values of φ2 the PAD is dominated by the
contribution from the f -channel at 1.0 eV, indicating the selective excitation of the
target state 5 f by up-chirped laser pulses. A third prominent region opens up for
small positive values of φ2. Here the low energy contribution at 0.76 eV assigned to
excitation of and ionization from target state 5p is most pronounced. This target state
is completely non-resonant with the (third order) laser spectrum and therefore utterly
inaccessible in the weak-field regime. Its efficient excitation requires a strong DSS
resulting from the interaction with short and intense laser pulses, but is optimized by
application of a moderate up-chirp.

In order to gain insights into the physical mechanisms behind the observed popu-
lation control, quantum dynamics simulations were carried out by solving the Time-
Dependent Schrödinger Equation (TDSE). For simplicity the Na atom was modelled
by a five-state-system considering only the p-channel. A selection of numerical
results is shown in Fig. 4.16a–c. The middle row shows the energy scheme of the
five-state-system in a quantum mechanical frame rotating with the instantaneous
laser frequency. In this frame, the eigenenergies of the two-photon resonant states
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Fig. 4.16 Calculated neutral excitation dynamics of Na atoms interacting with intense chirped
Gaussian-shaped laser pulseswith chirp parameters of (a)φ2 = −2000fs2, (b)φ2 = 2000fs2 and (c)
φ2 = 500fs2. The laser pulses are shown in the top frames, decomposed into their temporal envelope
E(t) (red background) and detuning �(t) (blue line). In the middle frames grey and coloured lines
display the time-dependent bare states of the Na five-state-system. Black lines indicate the adiabatic
or dressed atomic states resulting from diagonalization of the system. The black dots mark the
respective initial conditions while arrows serve to trace the major population flow. The bottom
frames show the population dynamics of the relevant target states under the different excitation
conditions. Note the different time-axis in (c)

3s and 4s (grey lines) are chirped due to both the linear detuning �(t) (cf. 4.36)
of the pulse and pronounced DSSs induced by the non-resonant intermediate state
3p. These time-variations give rise to various level crossings (dynamic resonances)
with the target states 5p, 6p and 7p during the course of the interaction. For exam-
ple, in the case of down-chirped pulses with φ2 = −2000 fs2 shown in Fig. 4.16a
a three-state bow-tie crossing between states 3s, 4s and 7p around t = −130 fs
(light-red circle) is responsible for the efficient excitation of the target state 7p.
Because the interaction is adiabatic (cf. Sect. 4.3.3.3) the interacting system follows
the upper adiabatic state (upper black line) starting at the ground state 3s and reach-
ing the upper target state 7p after the avoided crossing. For up-chirped pulses with
φ2 = +2000 fs2 shown in Fig. 4.16b the energy scheme is time-reversed. In this case
the avoided crossing between ground state 3s and target state 6p around t = 50 fs
(light-green circle) is crucial to the excitation. Again adiabatic interaction determines
the course of the population flow steering the system into the intermediate target
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state 6p. In the third case, moderately up-chirped pulses with φ2 = 500 fs2 shown in
Fig. 4.16c, the laser pulse is much shorter and more intense. This results in stronger
and more rapid dynamic Stark chirps creating non-adiabatic, impulsive excitation
conditions. The population flow is governed by a Stark chirp induced dynamic reso-
nance between the dressed ground state 3s and the target state 5p around t = −25 fs
(light-blue circle). Here adiabaticity is broken leading to an efficient population trans-
fer among the adiabatic states, and eventually into the lower and far off-resonant target
state 5p.

In conclusion, the results presented on strong-field REMPI of Na atoms demon-
strate that in strong-field control multiple pathways involving different physical
mechanisms are generally at play simultaneously. Here an interplay of adiabatic pas-
sage and dynamic Stark shifts induced by a strongly driven two-photon resonance
was identified to control the population transfer along different excitation pathways
using the chirp as a single control parameter.

4.3.3.2 Selective Population of Dressed States

The essence of strong-field coherent control is themanipulation of dressed state ener-
gies and populations [67, 105]. In order to unravel the physical mechanisms under-
lying dressed state control we start by an analysis of the interaction of intense shaped
femtosecond laser pulses with a simple well-defined model system. Two-state atoms
serve as an approximation to suitably chosen real systems, which is particularly justi-
fied in the case of resonant excitation. The advantage of one-photon resonances—as
compared tomulti-photon resonances (cf. Sect. 4.3.3.1) or non-resonant excitation—
are the strong laser-induced couplings enabling highly efficient excitation. Even at
moderate laser intensities non-perturbative dynamics are readily achieved. More-
over, in the resonant case the dynamic Stark effect gives rise to energy splittings
rather than unidirectional energy shifts. These so-called Autler-Townes (AT) split-
tings [131] allow controlled bipolar energy shifts in the order of several 100meV [67].
As an example, we consider the excitation of K atoms by ultrashort near-infrared
laser pulses, as sketched in Fig. 4.17. The laser resonantly couples the states 4s and
4p, and simultaneously ionizes the atom in a non-resonant two-photon process. In
the weak-field limit (a) this (1+2) REMPI gives rise to a single peak in the photo-
electron spectrum mapping the energy and the population of the 4p bare state into
the ionization continuum. Since the interaction is perturbative the ground state pop-
ulation remains essentially unaltered and the population transfer to the continuum
is negligibly small. In the strong-field regime however, Rabi-cycling in the resonant
two-state system causes a splitting of the photoelectron peak into the AT doublet.
The origin of this splitting is readily understood in the dressed state picture. In the
presence of an intense resonant laser field E(t) the dressed states of the strongly
driven two-state atom repel each other. This repulsion results in an energy splitting
of ��(t) = μE(t), where �(t) denotes the Rabi frequency and μ is the electric
dipole moment of the transition 4p ← 4s. Photoionization maps the interacting sys-
tem, i.e. the dressed states, into the photoelectron spectrum [39]. As a result, two new
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Fig. 4.17 Resonant excitation and simultaneous ionization of a two-state atom (K) by a bandwidth-
limited laser pulse. a In the weak-field limit the atom is photoionized in a (1+2) REMPI process
giving rise to a single peak in the energy-resolved photoelectron spectrum. b In the strong-field
regime this peak splits into the Autler-Townes (AT) doublet due to Rabi-cycling in the strongly
driven neutral system. Here, photoionization maps the dressed states rather than the bare states into
the ionization continuum and acts as a sensitive probe for the dressed state energies (AT splitting)
and populations (AT contrast)

channels open up in the continuum with energies corresponding to the dressed state
energies, and a branching ratio determined by the dressed state populations. Hence,
the photoelectrons act as a sensitive probe for the strong-field induced dynamics of
dressed states in terms of both energy (AT splitting) and population (AT contrast).

While the manipulation of the dressed state energies is rather straight forward
as their splitting follows the temporal envelope of the laser field E(t), controlling
the populations of dressed states is somewhat more sophisticated. The semiclassical
spatiotemporal descriptionof the interactionof the atomwith an intense resonant laser
pulse provides an intuitive physical picture of dressed state population control. The
rapidly oscillating laser field E(t) couples to the valence electrons, distorts the spatial
electron distribution and induces an oscillating electric dipole moment 〈μ〉(t). Under
resonant excitation conditions the induced dipole follows the driving field with a
phase shift of−π

2 , in full analogy to a classical driven oscillator. Hence the interaction
energy 〈V〉(t) = 〈μ〉(t) · E(t) of the dipole in the external driving field vanishes
on the time average. Recalling that quantum mechanically the dressed states are the
eigenstates of the interacting system, i.e. of the interaction operatorV(t) = −µ·E(t),
a vanishing interaction energy implies equal population of upper and lower dressed
state (no selectivity). In order to accomplish the selective population of a single
dressed state, the interaction energy needs to be either maximized (upper dressed
state) or minimized (lower dressed state). This requires (i) the preparation of a dipole
〈μ〉(t) oscillating with maximum amplitude and (ii) suitable phase matching of the
induced charge oscillation and the driving laser field E(t). In-phase oscillation of
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laser and dipole leads to a minimization of 〈V〉(t), whereas out-of-phase oscillation
of both maximizes 〈V〉(t).

In summary, the key to the control of dressed state populations is the interplay of
the optical phase of the laser and the quantummechanical phase of the induced charge
oscillation prepared in a state of maximum coherence. The next sections present two
different ways to realize these conditions in order to achieve the Selective Population
of Dressed States (SPODS).

4.3.3.3 SPODS via Rapid Adiabatic Passage

In this section we follow up on Sect. 4.3.3.1 and discuss the resonant excitation of
two-state atoms by intense chirped laser pulses. Again the K atom is analysed as
a prototype of a two-state system interacting with chirped pulses [54]. Figure4.18
shows energy-resolved photoelectron spectra measured by simultaneous excitation
and ionization of K atoms with ultrashort near-infrared laser pulses (�t = 30 fs,
λ0 = 795nm, I0 = 4× 1011W/cm2) chirped according to (4.30). The spectra show
the AT doublet for different values of the spectral chirp parameter φ2 ranging from
−1600 to 1600 fs2 (see also Fig. 4.1a). For the unmodulated pulse, i.e. φ2 = 0, the
spectrum exhibits both AT components—the slow electrons at Ekin = 0.30eV and
the fast electrons at Ekin = 0.45eV—with nearly the same intensity. The resonant
bandwidth-limited pulse populates both dressed states in equalmeasure, achieving no
selectivity. For φ2 > 0 however, the asymmetry of the AT doublet shifts towards the
low energetic component. Already at moderate chirp values of around φ2 = 500 fs2

the high energetic component has vanished completely from the spectrum, indicating
the selective population of the lower dressed state by the up-chirped laser pulse. The
overall decrease in photoelectron yield is due to the lowered peak intensity of chirped
pulses,which impairs the two-photon ionization probability. For down-chirpedpulses
aroundφ2 = −500 fs2 thewhole picture is inverted.Here theATdoublet is dominated
by the fast photoelectrons whereas the slow electrons are completely suppressed. In
this case the upper dressed state is populated selectively.

In order to analyze the physical mechanism the TDSE is solved numerically for a
two-state atom interacting with intense resonant chirped laser pulses, including two-
photon ionization from the 4p state [39]. Figure4.19 shows calculation results for the
case of an up-chirped laser pulse. The pulse is shown in frame (a). Frame (b) displays
the population dynamics of the ground state |s〉 (dashed black line) and excited state
|p〉(dashed-dotted grey line), along with those of the corresponding lower dressed
state |l〉(solid blue line) and upper dressed state |u〉(solid green line). The induced
dipole 〈μ〉(t), i.e. the expectation value of the dipole operatorµ, is shown in frame (c)
and compared to the driving electric field E(t) (grey line), and finally frame (d) shows
the expectation value 〈V〉(t) (black line) of the interaction operatorV(t) = −µ·E(t)
together with the eigenenergies εl(t) of the lower dressed state (blue line) and εu(t)
of the upper dressed state (green line). Snapshots of the spatiotemporal electron
density dynamics � (r, t) are shown on top of the figure to visualize the relation of
the induced electric dipole (blue arrows) and the driving electric field (red arrows).
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Fig. 4.18 Energy-resolved photoelectron spectra from simultaneous excitation and ionization of
K atoms with intense resonant chirped femtosecond laser pulses. The spectra show the AT doublet
as a function of spectral chirp parameter φ2. For large positive chirp values (up-chirped pulses)
exclusively slow photoelectrons are detected, which indicates the selective population of the lower
dressed state in the neutral atom. Upon inversion of the chirp, the photoelectrons switch from
the lower to the upper ionization channel. Down-chirped laser pulses promote the fast electrons,
indicating the selective population of the upper dressed state

Initially the atom is in the ground state|s〉 characterized by a spherically symmetric
-wave. The dipole moment of this electron distribution vanishes exactly and so does
the interaction energy. Therefore, the dressed states are equally populated prior to the
interaction. Excitation of the atom gradually launches the coherent charge oscillation
which follows the driving field strictly in-phase due to the initial red-detuning of the
up-chirped pulse with respect to the atomic resonance. Because the variation of
the field in terms of amplitude and instantaneous frequency is sufficiently slow, the
dipole follows the field adiabatically so that the initial phase relation is maintained
throughout the entire interaction. Thus the phasematching condition is automatically
fulfilled. As the dipole gains amplitude the interaction energy is successively lowered
and the equal population of dressed states is lifted in favour of the lower dressed
state. However, it is not before the dipole oscillation reaches maximum amplitude
that full selectivity is attained. This condition is fulfilled around t = 0 where the bare
states approach the state of maximum electronic coherence. In this time window the
interaction energy 〈V〉(t) is minimized and its time average coincides exactly with
the energy of the lower dressed state.

According to the semiclassical picture this indicates selective population of the
lower dressed state which is in fact verified by the quantum mechanical population
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Fig. 4.19 Selective population of the lower dressed state via RAP using a chirped laser pulse. a
Electric field E(t) of the up-chirped pulse. b Calculated population dynamics of the bare states
(dashed lines) and dressed states (solid lines) of the neutral two-state atom. c Induced electric
dipole moment 〈μ〉(t) (blue line) driven by the external laser field (grey line). d Eigenenergies of
the dressed states (blue line lower, green line upper) and interaction energy 〈V〉(t) of the induced
dipole in the driving field (black line). The top of the figure shows snapshots of the spatiotemporal
electron dynamics during selected cycles of the laser field. The coherent charge oscillation (blue
arrows) is strictly in phase with the optical oscillation (red arrows), which is the basis for the
selective population of the lower dressed state
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dynamics in (b). Subsequently the pulse continues to excite the atom, steering it adia-
batically towards the upper state |p〉. Because the (permanent) dipole moment of the
-wave vanishes as well, the amplitude of the induced dipole decreases continuously
and converges asymptotically towards zero. As a consequence also the interaction
energy returns to zero indicating a successive loss of selectivity among the dressed
states. By the end of the pulse the dressed state populations are again fully equalized.
The adiabatic inversion of a two-state system due to adiabatic following of the field-
induced charge oscillation is the spirit of Rapid Adiabatic Passage (RAP) originally
developed in NMR [130] and demonstrated in the optical regime on atoms [9, 54,
123, 132, 133] and molecules [32, 134, 135]. With the phase matching condition
‘built-in’, RAP entails the transient realization of SPODS during the excitation stage
of maximum electronic coherence. To conclude, driving quantum systems adiabati-
cally is one distinct method to control the populations of dressed states.

4.3.3.4 SPODS Via Photon Locking

Adiabatic scenarios such as RAP generally rely on long interaction times and large
pulse energies. In practice, it is often desirable to act on the fastest possible time
scale in order to outperform intramolecular energy redistribution or decoherence
processes. A different, non-adiabatic approach to realize SPODS is based on phase-
locked sequences of ultrashort pulses. The basic mechanism behind this approach
is Photon Locking (PL) [9, 105, 125–128] analogous to Spin Locking in NMR
[129, 130]. An experimental demonstration of SPODS via PL on K atoms using
multi-pulse sequences from sinusoidal spectral phase modulation (cf. (4.45) and
Fig. 4.2a) is shown in Fig. 4.20. The experimental conditions are the same as in
Sect. 4.3.3.3 except for the laser intensity which was set to 7 × 1011W/cm2. The
sine-amplitude was set to A = 0.3 rad, the sine-frequency to T = 120 fs.

This parameter combination results essentially in a triple-pulse sequence of
an intense main pulse preceded by a much weaker prepulse and succeeded by a
likewise weak postpulse, with a pulse-to-pulse separation of 120 fs. The temporal
phase of the pulse sequence, and hence the interplay between optical and quantum
mechanical phase, is controlled by the sine-phase φ of the spectral phase func-
tion ϕSI N (ω) = A sin (ωT + φ) as shown in Fig. 4.2a. Figure4.20 shows energy-
resolved photoelectron spectra as a function of φ varied over two optical periods. As
φ scans through one optical cycle the photoelectrons switch back and forth between
the two ionization channels. For instance at φ = π

2 the AT doublet shows predomi-
nantly fast electrons at Ekin = 0.50eV while slow electrons at Ekin = 0.25eV are
strongly suppressed.

Here the upper dressed state is populated selectively. In contrast, half an optical
cycle later φ = 3π

2 at the AT doublet is inverted. Here the slow electrons dominate
the spectrum while the fast electrons have essentially vanished, indicating selective
population of the lower dressed state. The physical mechanism behind the impulsive
realization of SPODS was discussed in terms of the bare states [63, 105, 136],
the dressed states [63, 67, 105] and the Bloch vector [39]. Here we focus on the
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Fig. 4.20 Energy-resolved photoelectron spectra from simultaneous excitation and ionization of K
atoms with intense resonant multi-pulse sequences from sinusoidal phase modulation. The spectra
show the AT doublet as a function of the sine-phase φ which controls the temporal phases of the
individual subpulses. As φ scans through one optical cycle (2π ) the photoelectrons switch back and
forth between the two ionization channels. At φ = π

2 the spectrum is dominated by fast electrons,
indicating the selective population of the upper dressed state. Selective population of the lower
dressed state occurs at φ = 3π

2 , i.e. half an optical cycle later, where predominantly slow electrons
are detected. The physical mechanism behind the impulsive realization of SPODS via sequences of
ultrashort pulses is found to be Photon Locking

interaction of a resonant double pulse sequence with the two-state atom. Figure4.21
shows simulation results for this case. The assignment of quantities is the same
as in Fig. 4.19. The pulse sequence in (a) consists of a weak prepulse followed by
an intense main pulse. The prepulse has a pulse area of θ = π

2 (see (4.19)) and
therefore steers the atom from its groundstate |s〉 into a state of maximum electronic
coherence (see (b)). The oscillating electron density is illustrated on the top left side
of the figure. The coherent charge oscillation launched by the prepulse corresponds
to a dipole moment 〈μ〉(t) oscillating with maximum amplitude (shown in (c)).
Since the dipole is driven on resonance, it follows the external driving field with a
phase shift of−π

2 . As a result the interaction energy 〈V〉(t) displayed in (d) vanishes
on the time average indicating equal population of the dressed states during the
prepulse. Indeed the population dynamics in (b) confirm that no selectivity is obtained
throughout the prepulse. The main pulse however, being phase-shifted by �ζ = π

2
with respect to the prepulse, oscillates anti-phase with the induced dipole. With its
onset the interaction energy is maximized abruptly. Throughout the main pulse its
time average coincides with the energy of the upper dressed state indicating the
selective population of the upper dressed state. This is confirmed by the dressed state
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Fig. 4.21 Selective population of the upper dressed state via PL using a sequence of resonant laser
pulses. The assignment of the displayed quantities is the same as in Fig. 4.19. The weak prepulse
prepares the neutral atom in a state ofmaximumelectronic coherence.Due to the resonant excitation,
the induced charge oscillation follows the driving field with a phase shift of− π

2 as illustrated on the
top left side of the figure. The intense main pulse, however, is phase-shifted by π

2 with respect to the
prepulse and hence oscillates in anti-phase with the dipole. Therefore the interaction energy 〈V〉(t)
is maximized during the main pulse, which is equivalent to the selective population of the upper
dressed state. Note, that the bare state populations are frozen and the charge oscillation remains
unaffected by the interaction with the intense resonant main pulse
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population dynamics shown in (b). Remarkably, the bare state populations remain
constant, i.e. locked, during the entire interaction with the main pulse—despite the
presence of the strong resonant laser field. The phase configuration of field and dipole
inhibits further excitation. Instead only the quantum mechanical phase of the two-
state system is driven clockwise (not shown) resulting in the described enhancement
of the interaction energy. On the other hand, shifting the main pulse by�ζ = π

2 with
respect to the prepulse leads to in-phase oscillation of field and induced dipole. By this
means the interaction energy is minimized and the lower dressed state is populated
selectively. Because photoionization is triggered predominantly by the intense main
pulse, only the selected dressed state is projected to the continuum resulting in the
highly asymmetricATdoublets observed in Fig. 4.20. In conclusion, driving quantum
systems by phase-locked sequences of ultrashort laser pulses with carefully adjusted
relative phases provides a means for efficient and ultrafast switching between the
dressed states.

4.3.3.5 Efficient Control of Concerted Electron-Nuclear
Dynamics In Molecules

In this section we extend the principles of SPODS as discussed in the previous sec-
tions from atomic prototype systems to the strong-field control of coherent electron
dynamics in molecules. The basic physical mechanism behind SPODS realized by
shaped femtosecond laser pulses can be summarized as follows: The initial part of
the shaped pulse excites a coherent charge oscillation of maximum amplitude which
is exploited by a later part of the pulse to either increase or decrease the interaction
energy by tailoring the optical phase to the phase of the induced dipole oscillation.
In general, the situation in molecules is more complicated than in atoms, due to the
coupling between electronic and nuclear degrees of freedom. Vibrational dynamics
launched along with the electronic excitation affect both the amplitude and the phase
of the induced charge oscillation. A maximum amplitude of the electric dipole oscil-
lation, required for complete selectivity, is obtained only for a maximum overlap of
the nuclear wave packets in the ground and excited state. The propagation of nuclear
wave packets may thus impede the build-up of the dipole oscillation. Moreover, the
wave packet propagation leads to a continuous variation of the electronic resonance,
changing the frequency of the electric dipole. This results in an additional phase drift
which the laser field has to adapt to in order to maintain a defined phase relation to
the dipole. Therefore, simple pulse shapes such as doublepulse sequences or linearly
chirped pulses are not expected to be optimal for the efficient control of coupled
electron-nuclear dynamics in molecules.

In [69] complex shaped pulses from sinusoidal phase modulation were used for
ultrafast switching of electronic excitation between different target channels in a
neutral molecule K2. In this work the potassium molecule was chosen as a model
system because it can be treated on a highly accurate level both experimentally and
theoretically. The ground state transition A1�+

u ← X1�+
g is near-resonant with

the spectrum of typical infrared (IR) femtosecond lasers, and the molecule exhibits
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Fig. 4.22 Two-color excitation and ionization of K2 molecules. a Potential energy scheme of K2
excited by infrared (IR) pump pulses and post-ionized by visible probe pulses. The short blue and
green lines indicate the dressed states of the X-A-subsystem, arising under strong-field excitation
of K2. b Two-color photoelectron spectrum recorded with the bandwidthlimited IR pulse. The
choice of the probe wavelength ensures background-free detection of molecular signals from the
target states 21�g and 51�+

g . (c) Intensity study of the neutral excitation by the bandwidth limited

IR pulse. In the weak-field regime only the lower target state 21�g is excited. Above a threshold
intensity of 0.5×1012W/cm2 the upper target state 51�+

g becomes energetically accessible as well
and is populated efficiently

a set of high-lying neutral target states for selective excitation. Figure4.22a shows
the potential energy scheme of K2 excited by λ0 = 790nm laser pulses with an
intensity FWHM of 25 fs, and photoionized by a second delayed laser pulse cen-
tered at λp = 570nm. The probe pulse maps the final population of the target states
21�g and 51�+

g into the photoelectron spectrum. Its central wavelength was chosen
to ensure background free detection of the relevant two-color photoelectron signals
(cf. Figure4.22b). In the weak-field regime only the target state 21�g is excited
by a resonant two-photon absorption process from the ground state X1�+

g via the
intermediate state A1�+

u . The corresponding two-color photoelectron spectrum is
displayed at the front of Fig. 4.22c. It shows a weak contribution from the 21�g state
around Ekin = 1.0eV and almost no electrons from the 51�+

g state. All spectra in
Fig. 4.22c are recorded using a bandwidth-limited IR pulse. Only with increasing
IR laser intensity the upper target state 51�+

g becomes accessible as well due to the
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Fig. 4.23 Control of coupled electron-nuclear dynamics in K2 by sinusoidally phase shaped laser
pulses. a Two-color spectra indicating efficient and selective population of the lower target state
21�g (left frame) and upper target state 51�+

g (right frame), respectively. The two cases differ
only in the applied sine-phases φ, which changes by π from left to right. b Simulated quantum
dynamics behind the right spectrum in (a). The lower frame shows the neutral population dynamics
of the relevant molecular states. The middle frame shows the shaped laser pulse decomposed into
its amplitude (red background) and phase (blue line). The top frame illustrates the induced dipole
moment (blue line) and its phase relation to the real-valued, i.e. fast oscillating laser electric field
during the relevant switching time window

increased dressed state energy splitting in the resonant X -A -subsystem. Hence the
steep rise of the 51�+

g -contribution around Ekin = 1.25 eV observed in Fig. 4.22c
as the IR intensity grows. At the intensity I0 = 8.5 × 1011W/cm2 the 51�+

g signal
already dominates the spectrum indicating more efficient population of the upper
target state as compared to the lower target state 21�g by the unshaped pulse. The
reason for this asymmetry is a slight blue-detuning of the IR laser spectrum with
respect to the X -A-resonance. Due to this detuning the induced dipole tends to oscil-
late in anti-phase with the driving laser field already upon creation, favouring the
upper dressed state and thus biasing the system towards the upper target channel.
However, by specific tailoring of the IR excitation pulse using, e.g., sinusoidal spec-
tral phase modulation (cf. (4.45)) the influence of the detuning can be compensated
effectively. The two-color spectrum shown on the left side of Fig. 4.23a was recorded
with the same pulse energy but making use of sinusoidal spectral phase modulation
with A = 0.8 rad, T = 45 fs and φ = 1.8 rad. The 21�g contribution is strongly
enhanced at the expense of the 51�+

g contribution, indicating the efficient and selec-
tive population of the 21�g state by the shaped IR pulse. The dashed lines represent
calculated photoelectron spectra based on quantum dynamics simulations described
in detail in [29].
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The simulations confirm, that the shaped pulse not only breaks the anti-phase
relation to the induced charge oscillation but succeeds to establish an in-phase oscil-
lation to steer themolecule efficiently into the lower target channel.On the other hand,
changing the sine phase φ by approximately π results in the spectrum shown on the
right side of Fig. 4.23a. Here the 51�+

g signal is strongly enhanced even beyond that
obtained with the bandwidth limited pulse. The corresponding simulation results for
the neutralmolecular dynamics driven by the shaped pulse are presented in Fig. 4.23b.
In the relevant time window between t = −100 and 0 fs the pulse steers the X -A
-subsystem into a coherent superposition and launches the charge oscillation (blue
line in the top frame). The dipole is initiated almost in anti-phase configuration to
the laser field. This phase relation is further optimized during the rising edge of the
shaped pulse until both oscillate perfectly out-of-phase, maximizing the interaction
energy. Therefore, as soon as the most intense part of the pulse opens the upper target
channel energetically (around t = 0) the population flows efficiently and selectively
from the X -A-subsystem into the upper target states. Finally a total population yield
of 75% is obtained in the upper target channel while the lower target channel receives
only 8% of population. A detailed analysis of the vibrational dynamics during the
build-up of the coherence and the switching of population into the upper target chan-
nel reveals an increase of the internuclear distance by 8% which corresponds to a
change of the Bohr frequency in the X -A -subsystem of 100meV.

In conclusion, specific shaping of the temporal amplitude and phase of an intense
ultrashort laser pulse enables efficient control of the coupled electron-nuclear dynam-
ics in molecules. Tailoring the intricate interplay between the driven charge oscilla-
tion and the driving laser field, by adapting the optical phase to the induced charge
dynamics and introducing directed energy shifts via the field amplitude, provides an
avenue to steer the system selectively into predefined target channels that may even
be completely inaccessible in the case of weak-field excitation.

4.4 Control of Ionization Processes in Dielectrics

In this last chapterwe shortly highlight the extension of experimental controlmethod-
ologies to ultrafast laser control of incoherent processeswith an emphasis on process-
ing of dielectrics on the nanometer scale.Here, primary processes inducedbyultrafast
laser radiation involve nonlinear electronic excitation where electron-electron colli-
sions at high excitation densities (in the range 1021 cm−3 for ablation of dielectrics)
destroy any coherence imprinted by the light field. In general, the electronic excitation
is followed by energy transfer to the lattice and phase transitions that occur on fast
(femtosecond to picosecond) but material dependent time scales [137, 138]. Opti-
mal energy coupling with the help of suitably shaped temporal pulse envelopes gives
thus the possibility to guide the material response towards user-designed directions,
offering extended flexibility for quality material processing [20].

Prototype studies in the abovementioned spirit havebeenperformedondielectrics,
water and metals. For dielectrics a microscope objective was used to obtain a focal
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(b)(a)

Fig. 4.24 a In thematerials processing platform, a femtosecond laser pulse is focusedwith amicro-
scope objective. The Zeiss LD Epiplan 50x/0.5 NA objective delivers a calculated and measured
spot diameter of 1.4 μm (1/e2 value of intensity profile). Due to the nonlinear interaction the laser
induced plasma is highly localized. b Diameters of ablation structures measured by scanning elec-
tron microscopy (SEM) for fused silica for zero, positive and negative TOD modulations (black
circles for φ3 = 0 fs3, red triangles for φ3 = +6× 105 fs3 and blue triangles for φ3 = −6× 105 fs3)

spot with a calculated and measured diameter of 1.4 μm (see Fig. 4.24a). Differ-
ent thresholds for material processing with temporally asymmetric pulse shapes
were observed (see Fig. 4.24b) which is attributed to control of different ionization
processes i.e. multi photon ionization (MPI) and avalanche ionization (AI) [58, 59,
139, 140].

An exemplification of the transient free electron dynamics for unshaped andTOD-
shaped pulses used in this experiment is shown in Fig. 4.25. The free electron density
ne is modeled by a single rate equation dne/dt = σk I k + αne I implementing
MPI with coefficient σk and AI with coefficient α. MPI is a k-photon process and is
therefore most efficient at high intensities (e.g. unshaped pulses in the middle row
of Fig. 4.25). AI on the other hand needs an initial free electron population and time
to work efficiently. Negative TOD results in a train of sub-pulses with increasing
intensity. Up to the last few sub-pulses the intensity is too low for efficient MPI and
the transient free electron density is insufficient for efficient AI (see Fig. 4.25 top). On
the other hand positive TOD gives a train of sub-pulses with decreasing intensities
which leads to efficient MPI at the beginning and therefore a sufficient initial free
electron density which is efficiently amplified by AI (see Fig. 4.25 bottom). Note that
for laser pulses with the same energy the free electron density exceeds the critical
value for material ablation nc for a positive TOD but not for negative TOD. This
observation has been discussed in a seed and heat mechanism based on a refined
ionization model employing a multiple rate equation approach [58].

The resulting nanometer scale structuresweremeasured byAFMandSEMand are
one order ofmagnitude below the diffraction limit (seeFig. 4.25).Recently the studies
on the dynamics of the free electron plasma created by femtosecond pulses in a thin
water jet [141, 142] were extended to a direct observation of the free electron density
after excitation with temporally shaped laser pulses by using spectral interference
techniques [143, 144]. Employing this technique allowed to directly confirm control
of the two ionizationmechanisms in the low excitation regimemaking use of a Drude
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Fig. 4.25 Control of ionization processes in fused silica via asymmetrically shaped femtosecond
pulses for three TOD parameters (top row negative TOD with φ3 = −6× 105 fs3, middle row zero
TOD with φ3 = 0 fs3, and bottom row positive TOD with φ3 = +6× 105 fs3) at the same laser pulse
energy. The left column shows the temporal profile of the pulse intensity envelope (solid black line)
and the transient free electron density (light blue contribution from multiphoton ionization (MPI)
only, dark blue contribution from avalanche ionization (AI) in combination with MPI). The critical
electron density nc = 1021 cm−3 resulting in ablation is marked with a dashed line. The middle
column shows scanning electron microscope (SEM) micrographs including a dashed circle for the
calculated and measured spot diameter of 1.4 μm (1/e2 value of intensity profile) and the right
column shows the corresponding atomic force (AFM) micrographs (note the different z-scaling for
the middle row)

model and the justified assumption of homogenous excitation within the laser excited
volume. The high excitation regime is in the focus of current research.

Regarding the nanoscale structures created with temporally shaped laser pulses
in solid dielectrics, the physical picture is still not conclusive [140]. On a first glance
the small structures might be attributed to filamentation processes as observed in
bulk fused silica under similar excitation conditions [145] as well as on surfaces of
dielectrics [146, 147] and reviewed in [148]. However, as filamentation usually needs
propagation to occur, the lack of observed propagation structures especially for the
TOD shaped pulses may rule out filamentation as the only explanation. While the
seed and heat model explains the threshold dependence on the temporally asymmet-
ric pulse shapes, the spatial observations require further extensions to the simulation
model. The motivation stems from the simple picture that an initial part of the pulse
structure may create free electrons in a spatially very confined region well below the
damage threshold via MPI and the remaining pulse exploits AI to reach the critical
energy also in a very restricted area. In that simulations rate equations were solved



4 Control of Ultrafast Electron Dynamics with Shaped … 117

for a Gaussian spatial beam profile taking MPI, AI and recombination into account
as a function of various temporal profiles. So far, these simulations did not arrive at
a conclusive picture. Currently it is speculated in addition, to what extent nanoplas-
monic effects [149] like for example near field effects from a spatially confined region
of high electron densities created by a part of the temporally structured laser pulse
can also be responsible for part of the observations. Within the context of near field
enhancements it has been shown, that by exploiting polarization dependent near field
effects [78] nanoscale material processing of dielectrics can be achieved [150–152].

As mentioned above shortly, laser electron excitation with ultrashort laserpulses
is followed by electron thermalization on a femtosecond time scale and coupling to
the lattice on a femtosecond to picosecond time scale. Finally a free ablation plume
is observed on a picosecond to nanosecond time scale that contains spectrochemi-
cal information on the ablated material. This laser-induced breakdown spectroscopy
(LIBS) is a well-established technique for spectrochemical element analysis in vari-
ous applications [153, 154]. Although LIBS does not achieve the sensitivity of other
methods, as for example mass spectrometry, to date it offers a wide range of different
advantages: No special sample preparation is needed and the analysis can be done
in air under atmospheric conditions. Usually nanosecond lasers are used in these
applications. Femtosecond laser pulses on the other hand offer due to different abla-
tion processes a more precise ablation with less thermal damage and with a higher
reproducibility compared to nanosecond pulses [155]. Furthermore the femtosecond
laser-induced plasma features a faster temporal decay and a reduced background
[156], enabling to work at a higher repetition rate without any gate for data acqui-
sition. On this basis femtosecond laser pulses are suitable to improve the spatial
resolution and spectrochemical sensitivity in comparison to ns-LIBS and facilitate
fs-LIBS for biomedical applications [157], such as chemical mapping [158] and
depth profiling of complex biological systems [156]. In order to minimize the spatial
structure and at the same time maximize the spectrochemical sensitivity for fs-LIBS
temporal pulse tailoring was exploited for material processing: by applying double
pulses an increase in line specific emission was observed, and spatial resolution of
few μm and below have been achieved [159].

4.5 Summary and Conclusion

In this review we have presented an overview on recent work on control of ultrafast
electron dynamics using shaped femtosecond laser pulses with applications ranging
from the manipulation of a single electron in order to create a designer electron
wave packet to macroscopic control of electron densities in femtosecond materials
processing.

Shaped femtosecond laser pulses are an outstanding tool to manipulate mole-
cular dynamics. Therefore, an introduction to the fundamentals of femtosecond
pulse shaping including polarization shaping was presented in view of the appli-
cations discussed in this review. Because the physical basis of coherent control is the
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manipulation of the interferences ofmatterwaves, the coherence transfer from shaped
pulses to matter waves was discussed in some detail. As an example for three-
dimensional control with polarization-shaped pulses we have studied the creation
and detection of designer electron wave packets. It turned out that the underlying
physical mechanism is based on the creation of superposition states in the contin-
uum by the interplay between the time-dependent polarization of the laser pulse and
the respective complex-valued transition matrix elements as well as the subsequent
interference of the partial electron wave packets in the continuum.

Non-perturbative interaction with shaped intense laser fields enables new control
scenarios and allows efficient population transfer to the target states.We have consid-
ered prototypical examples of strong-field control which highlight specific physical
mechanisms of non-perturbative control, such as Dynamic Stark shifts (DSS) and
Selective Population ofDressed States (SPODS). The analysis of dressed states popu-
lations and energies proved to be particularly suitable to analyze strong-field control.
We showed that the concept of SPODS provides a unifying framework to describe
adiabatic techniques such as Rapid Adiabatic passage (RAP) and non-adiabatic con-
trol enabling ultrafast switching. As a topical example for strong field control we
have discussed the manipulation of concerted nuclear-electron dynamics in mole-
cules by shaped intense laser pulses. Tailoring the laser field to the induced charge
oscillation in a molecule turned out to be a general theme in coherent control of
electron dynamics.

The enduring progress in the refinement of femtosecond laser sources in terms of
tunability, pulse-width (associated with increasing bandwidth) and Carrier Envelope
Phase (CEP) stabilization opens new perspectives for coherent control of ultrafast
dynamics. For instance, due to the decrease of the pulse duration, faster and faster
processes such as electron dynamics will come to the fore. In addition, control by
the CEP will become increasingly important in this regime—especially for highly
non-linear processes. Along with the trend towards shorter pulses goes the broad-
ening of the laser bandwidth promising a much higher degree of attainable control
because all molecular degrees of freedom become accessible simultaneously. Fur-
thermore, ultrafast light sources being tunable over a wide spectral band will broaden
the range of applications by tailoring the laser central frequency with respect to the
application rather than selecting the application based on the available frequencies.
Extending recent efforts on the generation and characterization of shaped femtosec-
ond laser pulses in the ultraviolet towards XUV- and X-ray sources should in princi-
ple be feasible by combining dispersive elements with absorbing targets. Due to the
Kramers-Kronig relation for dielectric functions the insertion of absorbing targets
will also include dispersive effects enabling amplitude and phase control. Based on
these innovative developments we anticipate a huge variety of novel experiments and
applications in coherent control.
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Chapter 5
XUV Attosecond Photoionization
and Related Ultrafast Processes in Diatomic
and Large Molecules

Victor Despré, Alexandre Marciniak, Thomas Barillot, Vincent Loriot,
Arnaud Rouzée, Marc. J.J. Vrakking and Franck Lépine

Abstract New means of inducing and probing in real-time charge dynamics and
energy flow in molecules have evolved with progresses made in laser technology and
secondary sources. One significant example is the light source based on high har-
monic generation (HHG). Such a source typically allows the production of extreme
ultraviolet (XUV) radiations temporally confined in very short pulses down to a
few tens of femtoseconds and even attosecond duration. This naturally offers new
opportunities to study extremely fast processes in very excited molecular species
and to track dynamics down to the ultimate time scale of electronic motion. This
chapter summarizes recent results obtained in simple and complex molecular species
using these short XUV pulses. It demonstrates the potential impact of pump-probe
XUV science in molecular physics, chemistry, plasmonic or astrochemistry. Hints of
dynamics below 1 fs in pump-probe experiments are already observed in increasingly
large systems showing the way to chemistry on attosecond time scale.
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5.1 Introduction

Understanding photo-induced phenomena in molecules require detailed knowledge
of all structural and dynamical processes that underlie the complex interplay between
all electrons and nuclei in the molecule. Following the advent of widely available
femtosecond lasers, new tools and experimental strategies have been developed to
observe and control molecules on the picosecond and femtosecond timescale, i.e. the
timescale of nuclear motion. Since the beginning of this century, the development of
high harmonic generation (HHG) that allows for the production of attosecond XUV
pulses enables the investigation of the chargemotion inmolecules, that typically takes
place on the attosecond to few fs time scale [1]. While femtochemistry dealing with
resolving nuclear dynamics is now a mature field of research, experiments accessing
attosecond timescales are still in their infancy [2]. Attosecond physics experiments
in molecules have evolved through two complementary strategies.

The “strong field” approach is based on HHG spectroscopy (HHGS), and uses a
molecular target to convert infra-red (IR) or low frequency field, delivered by fem-
tosecond laser source, into energetic extreme ultra-violet (XUV) photons through
a highly non-linear process. Because it depends on the initial molecular wavefunc-
tion, propagated electron wavepacket and its overlap with the molecular electronic
structure at the instant of the recombination, the HHG conversion process encodes
structural and dynamical information about the molecule in the properties of the
emitted XUV light [3, 4]. Consequently, by studying harmonic spectral, phase and
polarization properties it becomes possible to perform spectroscopic measurements
using HHGS and to follow in real-time a process that has been initiated by a time-
delayed first pump laser pulse.One of the advantages of theHHGS is the possibility to
access sub-optical cycle time scale thanks to the time/energy relationship that exists
between the instant of electron recombination and energy of the emitted photon.
Such timescale is still hardly accessible in a pump-probe approach simply because
no experiment using both attosecond pump and probe is currently available.However,
benchmark experiments are emerging [5].

The second approach is a pump-probe approach that uses short XUV pulses syn-
thesized by mean of HHG. This pulse is used in a sequence of two pulses to perform
pump-probe experiments in a fashion similar to traditional femtochemistry experi-
ments. In femtochemistry, the common approach is to use a first laser pulse to reso-
nantly excite the molecule to a specific electronic state whose dynamics is followed
in real time. A typical example is the time resolved investigation of the relaxation
dynamics of low excited states accessed by the π− > π* transition in the UV.
When the pulse duration crosses the femtosecond limit, laws of propagation of elec-
tromagnetism waves compel the wavelength in the XUV domain. Because typical
molecular ionization thresholds are in the UV, VUV domain, molecular photoioniza-
tion of inner and outer valence shell is a common process in these experiments with a
number of fundamental consequences. Threshold ionization of largemolecules corre-
sponds to the removal of an electron fromwell-definedmolecular orbitals. Assuming
a non-correlated ground state, the ionization process can be described in terms of
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single electron mechanism. For higher photon energies, in the VUV/XUV domain,
deeper states become accessible and electron correlation and multielectron dynam-
ics becomes increasingly important. Obviously correlation effects are also present in
visible or UV photoabsorption but in short pulse XUV physics these processes are
inherent to the excitation process leading to the excitation of multiple electrons with
a single photon. As a result, photoionization of a complex molecule by a short XUV
pulses reveals the multielectronic nature of the molecular wavefunction as demon-
strated by Cederbaum et al. [6]. Following the excitation process, charge dynamics
can be triggered and relaxation through electronic or vibronic couplings occurs. In
the last few years it has been demonstrated that exploring these mechanisms may
require attosecond resolution and experiments on few femtosecond timescales show
that attosecond dynamics could be soon accessible in experiments on largemolecular
species [7].

In this book chapter we present examples of recent results utilizing XUV pulses
to investigate molecular processes on attosecond and femtosecond timescales. The
chosen examples cover several aspects of light-matter interaction, from the initial
electron dynamics when the molecule is dressed by a NIR laser pulse, to attosecond
charge localization, attosecond photoemission and non-adiabatically driven internal
energy relaxation. In these experiments an XUV pulse can be used either to trigger
or to probe dynamics in a molecule. We discuss that the first attosecond pump-
probe experiment in a molecular target now has been extended to multi-electronic
molecules and to larger polyatomic systems. We also discuss predictions for future
attosecond experiments in large molecular structures and nanoscale systems such as
fullerenes.

5.2 The First Attoseconds of the Light-Matter Interaction:
Attosecond Control of Molecular Ionization

When a light pulse interacts with a molecule, the interaction can either be resonant
or non-resonant. In the latter case, if the light frequency remains below any resonant
transition, themolecule behaves like a driven oscillator and the electrons adiabatically
follow the light electric field, creating a time-dependent dipole that vanishes when
the pulse ends, i.e. in the absence of resonances there is no population transfer to
excited states and this can be regarded as a quasi-static polarization mechanism. This
constitutes one of the most fundamental aspects of light-matter interactions and,
at the commonly used near-infrared wavelength from available Ti:Sapphire lasers
(800nm), this leads to sub-cycle electron dynamics on the attosecond timescale.

Experimentally, laser-induced polarization of molecules has been extensively
exploited within the last decade, for instance in the process of dynamic molecu-
lar alignment [8]. Here, the interaction of a molecule with a moderately intense laser
pulse forces the most polarizable axis of the molecule into alignment along the laser
polarization axis. The interaction of the resulting dipole with the laser electric field
induces a torque on the molecule that leads to the observed alignment. Recently
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Fig. 5.1 Attosecond molecular ionization control. Attosecond variation of C2H4 ionization yield
using the combination of an XUV attosecond pulse train and IR pulse. Yield oscillations occur at
twice the period of the IR field showing the sub-cycle dependency of the XUV ionization. The IR
laser intensity is kept low enough than no molecular ionization is observed from the IR only

we have observed the sub-cycle polarization dynamics in molecules by performing
pump-probe experiments on several small to midsize molecules, using the combi-
nation of a moderately intense (∼1012 W/cm2), NIR femtosecond laser pulse and
an XUV attosecond pulse train, overlapping in time and synchronized with attosec-
ond precision [9]. The time-dependent molecular dipole induced by the NIR pulse
was probed by attosecond XUV photoionization. The ionization yields of N2, CO2
and C2H4 were monitored as a function of the XUV-NIR delay. Figure5.1 shows
clear experimental modulations of the ionization yield on the attosecond timescale
and shows that the XUV ionization depends on the instantaneous NIR electric field.
Because the attosecond pulse train contains one XUV pulse per half NIR cycle, the
ionization yield oscillates with a period that is half the period of the NIR driving
field. Interestingly, the effect was found to scale with the averaged molecular polar-
izability and with the molecular size. Therefore, the experiment raises the prospect
that attosecond laser pulses can be used to probe the occurrence of time-dependent
variations in electronic charge densities in larger molecules. In that respect, it is
already striking that two-color XUV-NIR pump-probe experiments are showing
dynamical effects in relatively complex systems such as C2H4 below 1 fs timescale.
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Fig. 5.2 TDDFT
calculations of the XUV+IR
ionization yield in the case of
N2 molecule. Like in the
experiment, ionization
attosecond oscillation (a)
occurs at twice the period of
the IR field oscillations (b).
These oscillations also
depend on the molecular
alignment with respect to the
light polarization (b). α
corresponds to the molecular
axis along and β

perpendicular to the laser
polarization

Depending on the photon energy of the XUV pulse, dissociative ionization channels
can be reached. For instance, in the case ofN2 not onlyN2

+ butN+ ions are observed.
As discussed in the next section (see Sects. 5.2 and 5.3) dissociation reactions are
also influenced by the IR field but due to couplings of ionic states. In our analysis,
we consider the total ionization yield, which means that both ions are following the
same oscillations in phase with the NIR electric field (i.e. there is a maximum and
a minimum yield in both channels for the same delays) which means that in the
present case, the IR field modulates the instantaneous total ionization efficiency of
the neutral species.

One of the challenges in attosecond molecular science is to obtain abinitio pre-
dictive theoretical description able to describe the observed dynamics. The later
experiment is a typical example that contains all ingredients that make a relevant
computational approach hardly accessible. First of all, the experiment considers
molecular species for which, a priori, interacting many-electrons and nuclei has to
be taken into account. Moreover, the molecule interacts with a relatively strong NIR
field, preventing a description in terms of linear response theory or perturbation the-
ory. On the contrary, the XUV pulse is weak enough then the molecular response
can be treated linearly. However, the photon energy range corresponds to photo-
excitation above the ionization threshold meaning that the ionization continuum
has to be described. The cumulated constraints of a many-particle system interac-
tion with both non-linear and ionizing laser fields restraints the possible theoretical
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treatment. We used real time - real space time-dependent density functional theory
(TDDFT) to study the pure electron dynamics (Fig. 5.2). Using the exact experimen-
tal pump-probe configuration, the time-dependent electron dynamics were computed
in a series of molecules: N2, CO2, C2H4. Calculations were performed in molecules
that were fixed in space and with frozen nuclei. The ionization was defined as the
loss of charge leaving the discretized calculation box. The calculations were able to
reproduce the experimentally observed ionization oscillations as a function of the
XUV-NIR pump-probe delay. A closer examination of the time-dependent valence
electron distribution shows noticeable changes induced by the NIR light, which cor-
responds to a modification of the probability to find the electron on one side of the
molecule. This was illustrated by plotting the time-dependent Kohn-Sham potential
that demonstrates how the molecule is dynamically altered by the laser electric field.
When the probe pulse interacts with valence electrons, the XUV field is screened
by the light-dressed molecular potential and the photoionization cross sections is
modulated due to a modification of the coupling, i.e. dipole matrix element, to the
ionization continuum. We note that because the ionization is driven by high ener-
getic photonswith a correspondinglyweak laser field energetic electrons are removed
from the molecules that cannot efficiently be driven back to the ion core neither by
the XUV or IR field. The size of the box can therefore be maintained to a limited
size. The TDDFT approach used to describe our experiment has been also validated
by the algebraic diagrammatic construction-Stieltjes-Lanczos method [10]. Let us
notice that polarization effects were also predicted in the case of polar molecules,
inducing a phase shift in a streaking trace [11].

This first experiment demonstrates that dynamics occurring on sub-femtosecond
timescale can be controlled and observed in a polyatomic molecule using a pump-
probe configuration. It is also remarkable that ionization can be controlled on the
attosecond timescale in molecular systems such as N2, CO2 or C2H4 that are elec-
tronically so different. Because this observation is not confined to one specific atom
or molecule, it makes it a general tool for ultrafast attosecond molecular science.
However, to reach an abinitio description of this experiment, a number of questions
remain to be elucidated. First of all, the role of the electronic excited states that are
populated either by the NIR or the XUV field needs to be investigated. For a NIR
laser field, it is clear that Rabi-oscillations would influence the ionizationmodulation
on various timescales that depend on the laser intensity. Similarly, coherent superpo-
sition of states will also induce oscillations on a different period than 2ω, determined
by the energy splitting between states. These effects will lead to a global decrease
of contrast of the attosecond oscillations. In our experiment the XUV spectrum is
located several eV above the ionization threshold of the molecules. Considering the
XUV photo-excitation, although ionization of the outer valence states is dominating,
the population of excited states in the neutral can vary by either absorbing or emitting
IR photons. The probability of such processes is weak but certainly plays a role for
some of the molecules that we have studied. Disentangling the role of the the NIR
and XUV fields requires, for instance, performing molecular frame measurements
to identify the contribution of specific orbitals. The experiment would also benefit
from the use of electron-ion coincidence techniques in which bound and dissociative
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channels can be separated. In current state-of-the art experimental set-ups, this
remains very challenging, especially considering the weakness of the attosecond
oscillation signal. Interestingly the driving field could also be transposed to longer
wavelength for which the quasi-static approximation is even more valid, in order to
investigate the wavelength dependent polarization effect.

5.3 Photo-Dissociation: Attosecond Control
of Dissociation Pathways

In the experiment discussed in Sect. 5.1, the induced dipole resulted from a cou-
pling of electronic states, or quasistatic modification, of the neutral molecule by the
NIR laser field. Prior to these experiments, other investigations were performed by
our team on molecular hydrogen, revealing a similar coupling taking place in the
molecular ion. As in the afore-mentioned experiment, the ionization was performed

Fig. 5.3 a Slice through the 3Dmomentum distribution of theH+ fragments formed by dissociative
ionization ofH2 molecules by a combinedXUV+NIR laser pulse.bRelevant potential energy curves
of the H2 molecule and the molecular cation. The position of the harmonics composing the XUV
pulse are shown as horizontal dotted lines whereas the vertical dash lines indicates the Franck
Cordon region. c Time evolution of the H+ ions kinetic energy distribution as a function of the time
delay between the attosecond pulse train and the NIR laser pulse. d Ions yield as a function of the
XUV-IR delay for fragments with final kinetic energy centered around 7 and 3 eV



132 V. Despré et al.

in a combined fields composed by the an attosecond pulse train and a moderately
intense (1013 W/cm2), co-propagating NIR field and high energy H+ fragment ions
resulting from dissociative ionization were measured as a function of the XUV-NIR
time delay [12].

Dissociative ionization of H2 at XUV wavelengths is commonly understood in
terms of excitation to (i) the 1sσ g ground electronic state (producing low energy
(Ek <1 eV) H+ fragments that arise from the Franck-Condon overlap of the neutral
ground state with the inner turning point of the 1sσ g potential well), (ii) the Q1
doubly-excited state of the neutral molecule (producing intermediate energy (Ek =
1–5 eV) H+ fragments that result from auto-ionization in the course of dissociation
of the Q1 state), and (iii) the 2pσ u first excited state of the molecular ion. This state
is repulsive, and leads to the production of high energy H+ fragments (Ek>5 eV).

Experimentally, a modulation of the yield of the high energy fragments was
observed as a function of the XUV-NIR delay, with a period that, like in the induced
polarization experiments, was half the period of the NIR field. Coupling of the 1sσ g
and the 2pσ u ionic states was thought to be responsible for this observation (see
Fig. 5.3). As a result of this coupling, the quasi-static laser-dressed eigenstates of
the molecular ion in the intense laser field are linear combinations of the field-free
1sσ g and 2pσ u eigenstates, implying that excitation to the higher energy channel
(corresponding to zero laser field strength to the 2pσ u state) can benefit from the
much larger cross section for ionization to the 1sσ g state.

The experiment revealed strong analogies to the RABBITT(Reconstruction of
Attosecond Beating By Interfering Two-photon Transitions [13]) scheme that is com-
monly used for the characterization of attosecond pulse trains. In a RABBITT mea-
surement, photoelectron sidebands are measured at energies corresponding to the
absorption of an even number of NIR photons. These sidebands result from the
absorption of an XUV high-harmonic photon (with a photon energy that is an odd
multiple of the NIR laser frequency) and absorption or stimulated emission of an
NIR photon. Since each sideband energy can be reached by two interfering path-
ways (involving the adjacent higher and lower harmonics, RABBITT measurements
can be used to extract the relative phase of a comb of XUV harmonic frequency
components, and therefore to characterize the XUV pulse in the time-domain. In a
“traditional” RABBITT measurement, the NIR field couples photoelectron contin-
uum states that are connected to the same ionic threshold. In contrast, the experiment
reported in H2 can be understood as a RABBITT experiment where the NIR laser
couples the 1sσ g continuum and the 2pσ u continuum, thus providing amore efficient
pathway for population of the repulsive, 2pσ u electronically excited state than would
be available in the absence of the NIR field.

A similar work was performed on the, electronically more complex, O2 molecule
where we have demonstrated that dissociative ionization of O2 can as well be con-
trolled by the relative delay between an attosecond pulse train and a co-propagating
NIRfield [14].Our experiments have revealed adependenceof both thekinetic energy
distribution and the angular distribution of the O+ fragments that are produced on
the extreme ultraviolet (XUV) to IR time delay. As in case of the H2 molecule, an
IR-induced coupling between electronic states in the molecular ion is very likely to
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be responsible of the observed modulation. However, whereas a static picture was
sufficient to describe the oscillation observed in the fragment kinetic energy distrib-
ution of the H+ fragments, i.e. the modulation could be well explained in terms of a
variation of the ionization probability in one channel with respect to the others due
to two path interferences involving two ionization continuums, we cannot rule out
in case of O2 the possible role of additional sequential dissociation pathways that
are induced by the IR field after XUV ionization that can as well present sub-cycle
oscillation. One has therefore to consider the role of additional coupling between
electronic and nuclear degree of freedom by the NIR laser field on the propagation
of the coherent superposition of electronic states initially launched by theXUVpulse.
Such dynamical theoretical treatment is still nowadays very challenging but with the
tremendous development of modern ab-initio quantum chemistry methods allow-
ing for electron correlations, very high electronic excitations and ultrafast nuclear
dynamics all to be accurately accounted for, we should be able to fully disentangled
the complex dynamics occurring on attosecond and few femtoseconds timescale in
molecules having strong multielectronic character exposed to XUV+NIR pulses.

5.4 Attosecond Control of the Charge Localization

The experiment reported in [12] was preceded by another attosecond experiment on
hydrogen, in this case involving the combination of an isolated attosecond pulse and
a few-cycle NIR pulse [15]. This experiment is considered as the first ever experi-
mental realization of and attosecond pump-probe experiment on molecular target. It
addressed elementary charge dynamics in the H2

+ molecular ion, i.e. preferred lab-
oratory frame localization of the single remaining electron in the H2

+ ion on either
(left or right) of the two protons. The electronic wavefunctions of the 1sσ g and 2pσ u
electronic states of H2

+ can be viewed as linear combinations of atomic states that
have the electron localized on the right or the left proton, i.e.

Ψg = 1√
2
(Ψleft + Ψright)

Ψu = 1√
2
(Ψleft − Ψright)

The “+” sign expresses thatΨ g is a bonding orbital, whereas the “−” sign signifies
that Ψ u is an anti-bonding orbital, consistent with the bound character of the 1sσ g

potential energy curve and the strongly repulsive nature of the 2pσ u potential. These
equations can be rewritten to obtain expression for Ψ left and Ψ right :
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Ψleft = 1√
2
(Ψg + Ψu)

Ψright = 1√
2
(Ψg − Ψu)

Hence the breaking of the parity of the electronic wavefunction that accompanies
electron localization on the right or left proton requires that the two-color XUV+NIR
excitation brings the molecule into a superposition of the 1sσ g and 2pσ u states. Ion-
ization of the molecule by the XUV attosecond pulse, although capable of reach-
ing both the 1sσ g and 2pσ u states, cannot do this by itself, since both ionization
events are accompanied by distinguishable photoelectrons (in a state with odd angu-
larmomentum for ionization producing the 1sσ g state, and in a statewith even angular
momentum for ionization producing the 2pσ u state). Note that single-photon XUV
ionization can produce a molecular frame asymmetry of the electron, i.e. a correla-
tion or anti-correlation between the direction in which the photoelectron is ejected
and the location of the bound electron [16]— these two types of electron localization
are not to be confused.

In the pump-probe experiments reported in [15], two mechanisms could be iden-
tified for the electron localization under the influence of the XUV+NIR excitation
(see Fig. 5.4). In the first of these the NIR acts on the H2

+ molecular ion as it is dis-
sociating along the 2pσ u potential energy curve, and promotes part of the population
downward onto the 1sσ g potential. This mechanism is very similar to a mechanism
that was observed previously in experiments on carrier envelope phase (CEP) control
of electron localization, the main difference being that in that case an electron-ion
re-collision with a laser-accelerated photoelectron promoted the molecular ion to the
2pσ u potential energy curve, instead of the direct XUV photoionization process. The
dynamics of electron localization under the influence of the NIR laser field can be
well understood within a description using quasi-static laser-dressed potential curves
[17, 18]. In fact, it is within such a description that Ψ left and Ψ right appear as eigen-
states in the limit that the coupling by the laser exceeds the energy gap between the
field-free states. A second mechanism was really unique to the pump-probe experi-
ments reported in [15]. Here, as before, one contribution to the mechanismwas XUV
ionization launching a wavepacket on the 2pσ u potential energy curve. This contri-
bution interfered with a contribution related to the afore-mentioned auto-ionization
of the Q1 state, which produces a continuum vibrational wavepacket on the 1sσ g
potential. This wavepacket overlaps the continuum vibrational wavepacket emerg-
ing from the 2pσ u state in energy. Now, the role of the NIR laser field is to act on the
photoelectron that accompanies the ionization process. Similar to theNIR-driven for-
mation of sidebands in a RABBITT experiment, the NIR laser can change the energy
and angular momentum of the outgoing photoelectron, thereby creating an overlap
between the photoelectron wavepackets accompanying the two ionization processes
described above, which otherwise would overlap. Thus, intriguingly, this mechanism
shows how the correlation between the wavefunction of the outgoing photoelectron
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Fig. 5.4 Electron localization has proven itself as a useful observable in some of the early attosec-
ond pump-probe experiments. In the experiment of Sansone et al. [15], electron localization was
measured by monitoring the asymmetry in the formation of charged atomic fragments in two-
color dissociative ionization H2 → H+ + H (a). The dependence of the normalized asymmetry

A = Pleft (Ekin,�t)−Pright (Ekin,�t)
Pleft (Ekin,�t) + Pright (Ekin,�t) of the proton fragment kinetic energy distribution on the kinetic

energy Ekin and the time-delay between the attosecond XUV and few-cycle IR laser pulse �t
allowed to infer two mechanisms for electron localization on the attosecond to few-femtosecond
scale, relying, respectively, on coupling of the electronic and nuclear degrees of freedom (b) and
coupling between the bound and the continuum electron (c) (see text for details)

and that of the molecular ion can control the localization of the bound electron in
the H2

+ molecular ion. Clearly, in attosecond experiments one has to be very careful
that one does not prematurely seek the explanation of results by looking only at a
specific segment of the wave-function, but it is often the total (ion+photoelectron)
wavefunction, containing correlations between the photoelectron and the ionic parts
that needs to be considered.

5.5 Ultrafast XUV Physics Extended to Large Molecular
Species: Case of PAH and Femto-Astrochemistry

One of the factors that prevent coherent control of electron dynamics in poly-
atomicmolecules is the existence of efficient couplings between electron and nuclear
degrees of freedom followed by internal vibrational energy redistribution that leads
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to energy flow and coherence loss. Such sequence is initiated by the breakdown of
the Born-Oppenheimer approximation. The possibility to extend the investigation of
XUV-induced charge dynamics in large molecular species is therefore intimately
linked to our understanding and controls of the interplay between electrons and
nuclei. A step in that direction was proposed in a recent experiment on PAH mole-
cules where we have investigated multi-electronic photoionization and non-Born
Oppenheimer dynamics for this category of molecules [19]. We have identified a
general mechanism where a short XUV pulse ionizes a neutral PAH molecule in
a spectral region where electron correlation effects are prominent. The ionization
step leaves the molecule in excited cationic states that further relax through very fast
non-adiabatic couplings. Within a few tens of femtoseconds the cationic molecule
reaches a steady state. This process was probed by a weak NIR probe pulse that can
further ionize the molecule leading to stable doubly-charged molecular ions. The
time-dependent signal of the doubly charged parent ions was followed in real time
revealing for the first time the relaxation of these excited PAH radical species. In this
experiment it was possible to show that the measured dynamics was independent on
the NIR probe intensity, meaning that clearly the experiment revealed a property of
the XUV excited molecules themselves rather than a 2-color process.

Although we have considered a complex situation where both electron correlation
and non-adiabatic processes in large molecules are acting in tandem, we have been
able to tackle this problem also on the theoretical side. This was possible because the
experiment was performed on stable ions where no fragmentation occurred. Con-
sequently, it provides a benchmark example for multi-electronic and non-adiabatic
process in XUV excited molecules. The XUV photoinduced mechanism has been
investigated by using the combination of a multi-electronic, algebraic diagrammatic
construction and non-adiabatic effective Hamiltonian calculation. In the lines of L.
Cederbaum’s investigations [20], it is especially remarkable that already at photon
energy of 10 eV, multielectronic effects cannot be neglected and on the contrary
photoexcitation by a single XUV photon involves several electrons. More specifi-
cally, the spectral range corresponds to shake-up mechanisms where 1 photon leads
to ejection of 1 electron from the molecule and 1 electron is excited, creating 2 holes
in the electron density. Another important finding for these excited states is that non-
adiabatic relaxations occur on very short timescale. Obviously, vibrational bending
or stretching modes involving H atoms can be very fast (for instance C–H bend-
ing modes are found at 1500cm−1). Moreover relaxation can occur on timescales
that are inferior to the vibrational period of the considered modes if energy curve
crossings occur near the minimum energy of the electronic state. The efficiency and
timescales of the electronic relaxation is intimately linked to the exact geometry of the
potential energy surfaces, i.e. of the crossing between the multi-dimensional space
determined by the vibrational modes, creating seams where the electron wavepacket
can propagate from one to another electronic state. The global topology of the seams
determines how quickly themolecule relaxes. This implies that only an explicit deter-
mination of the electronic excitation and geometry of the potential energy surface
allows predicting the relaxation dynamics and therefore designing control strategies.
We have demonstrated that the radical excited species relax within a few tens of fs
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depending on the size of the molecule. In fact the size dependency is very smooth
and it appears that even for much larger systems, the relaxation would remain in the
few 10s or 100s of fs range. The reason for this is that the relaxation implies slight
global distortions of the molecular structure which are similar for all PAHmolecules.
When the molecular size increases the electron density of states is also increasing but
the distribution of excited cations following XUV ionization remains similar. There
exists extremely fast relaxation below few femtosecond timescale but the population
remains always trapped in specific bottlenecks where the dynamics occurs on a few
10s of fs.

Beyond the fundamental aspects of molecular science and ultrafast dynamics
discussed above, these results have direct implications in other fields. One striking
implication is the relation with astrochemistry. One of the current mysteries in the
investigation of the so-called “molecular universe” [21] remains the identification
of absorption and emission bands that have been measured by several telescopes.
IR emission bands have allowed to speculate that radical PAH molecules could be
responsible for more than 10% of the carbon in the entire universe, combined with
their known reactivity, it is very tempting to consider that radical PAHs are the initial
building blocks that lead to increasingly complex aromatic molecules eventually
leading to the appearance of life in the universe. In molecular clouds where radical
PAHs are assumed to be present, telescopes have also observed remarkable bands
that could tentatively be assigned to these molecular species. However, the width
of these bands is compatible with extremely short lifetimes of the corresponding
excited states, in the range of 100 fs. However, it is generally admitted that low
lying excited states have a too weak quantum efficiency to explain these bands,
and that higher excited states would decay almost directly faster than predicted by
the linewidth (because of the rapid increase of the electronic states density in such
complex molecules). In fact, in our experiment it appears that the complex quantum
mechanical entangled electron-nuclear dynamics confines the relaxation within a
time window of several tens of fs, which is in a very good agreement with linewidth
in astrophysical observation. In this context, ultrashort XUV pulses are very versatile
tools that can produce excited radical species and follow the subsequent dynamics
on very short timescale.

5.6 The Ionization Step: Attosecond Delay in Photoemission
in the C60 Surface Plasmon Resonance

Although fundamental couplings in the molecule limit attosecond charge dynamics
in large systems, theory predicts processes on the attosecond timescale in very large
systems. In the following we discuss the C60 molecule that is a model system to
investigate processes on various timescales [22].

The mechanism described in Sect. 5.1 constitutes a transient process that only
occurs during the interaction between the molecule and the NIR pulse. It enables
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Fig. 5.5 Photon energy
dependence of the beta
parameter characterizing the
photoelectron angular
distribution from the HOMO
in C60 (blue dots). TDLDA
calculation of the beta
parameter as a function of
photon energy including
correlation effects (black
curve) or without correlation
(dash line)

the control of the XUV ionization step with attosecond resolution deciphering the
nature of the complex interaction between light electric field and electrons in a mole-
cule. The ionization process, in its simplest form, is certainly the most fundamental
mechanism arising on attosecond time scale. As an illustration, the time that an elec-
tron takes to reach the ionization continuum has been experimentally investigated in
atomic cases [23] and for simple molecules [24], and latter was theoretically investi-
gated for atoms embedded in fullerenes [25]. Quantummechanically, photoemission
delay can be intuitively understood within the basic concepts of scattering theory in
terms of phase shifts of the electron wavefunction induced by an external potential.
The derivative of this phase shift with respect to the energy can be formally associ-
ated to a photoemission time delay through the concept introduced by Wigner [26].
Although, most of the photoionization time delay investigations were carried out in
simple atomic system, we have taken a first step towards large molecules by con-
sidering the case of the surface plasmon in C60 [27]. A surface plasmon resonance
(SPR) is an archetype of collectively interacting electrons and therefore it is the ideal
case in which microscopic multielectronic effects on photoionization delays can be
investigated (Fig. 5.6).

In a recent synchrotron experiment, we have used electron momentum imaging to
investigate the photoelectron angular distribution of photoionized C60 in the vicin-
ity of its surface plasmon resonance around 20 eV. We observed a variation of the
photoelectron angular distribution as a function of the photon energy that is asso-
ciated to electron correlation effects (see Fig. 5.5). Quantum mechanically, this can
be expressed in terms of a phase shift in the outgoing electron wavefunction that is
responsible for a variation of the 1-photon radial transition dipole matrix element
subsequently modifying the angular distribution.

This phase modification of the electronic wavefunction with photon energy can
be interpreted in terms of variation of the photoemission time delay induced by the
plasmon resonance. During the photoionization process, electron correlation affects
the electron ejection process and depending on the excitation frequency, the plasmon
can either act as a potential well or barrier, that either accelerates or decelerates the
electron leading either to a decrease or increase of the photoemission time delay (see
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Fig. 5.6 Around the C60 SPR, the many-electron potential (a) acts as a screening potential that
modifies both the angular distribution and photoemission time delay (b). This can be described
semi-classically with a good accuracy using an effective potential

Fig. 5.6). Remarkably, a retardation or acceleration of several tens of attoseconds
was predicted, showing not only that the plasmon, and more specifically electron
correlation, strongly influences the ionization time delay but also that it does it on a
time scale that could be accessible in experiments. TDLDA calculations show that
electron correlation indeed determines both the variation of angular distribution and
photoemission time-delays. Moreover, an analytical model based on first principles
also predicts attosecond variations of the delay around the plasmon resonance in the
case of confined electrons in a jellium-like potential. This shows that effect should
be observed in other large molecular systems or in metallic nano-sized materials
exhibiting a plasmon resonance.

Probing the timescale of the electron ejection gives an accurate measurement
of the influence of its surrounding environment and is therefore a sensitive probe of
electron correlation. In our investigation of the photoionization of C60 molecules, the
many-electron interaction clearly influences the ejection dynamics on a timescale that
is measurable in current attosecond pump-probe experiment. In the previous example
where molecular photoionization was influenced by the time-dependent polarization
of the molecule, it is expected that photoemission time-delay will also be affected by
the transient dynamics. In general, the measurement of the angular distribution and
delay in photoemission could serve as a probe of the electron dynamics in molecules
and nano-sized objects in a 4-D (angularly resolved energy/photoemission delay)
electron spectroscopy approach.

5.7 Conclusion

We have discussed several aspects of ultrafast mechanisms in molecules induced
or probed by short XUV pulses. In these experiments, electron correlation plays
a crucial role and large bandwidth required to support the short duration of these
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pulses offers new possibilities to induce and control charge dynamics. Traditional
protocol in femtochemistry experiments uses selective photo-excitation of individual
electronic states. On the contrary, ionization of a neutral molecule by a broad pulse
results in the formation of an electronicwavepacket in the cation that can be expressed
as a coherent superposition of electronic states. Each populated electronic state of
the system can yield a given product, such as a stable molecular ion or single and
multiple neutral and ionized fragments.Without an external perturbation, control over
the final product ratio is impossible. However, when ionization is taking place in a
dressed electric field with an optical period that is long with respect to the attosecond
XUV pulse, such as provided by a femtosecond NIR laser pulse, one has to consider
possible new pathways involving the coupling of the different electronic excited
states of the molecules by the additional electric field. In this scheme, the XUV pulse
can prepare a coherent superposition of electronic “intermediate” states that can be
connected to a final state by the NIR laser field, enabling therefore interferences
between pathways involving different intermediate states that are sensitive to the
phase between the NIR laser field and the XUV pulse. By controlling the XUV-NIR
delay will therefore results in a modulation of the branching ratio of the various
products formed. We have shown that such attosecond control can be performed
in experiments in the dissociation of several molecules like H2, N2, O2. Subcycle
dynamics below 1fs has also been observed experimentally in diatomic molecules
and it is remarkable that attosecond dynamics has also been observed in polyatomic
systems such as CO2 and C2H4 and these observations allow us to be optimistic
that attosecond control of molecular ionization could be performed in increasingly
large systems. We have shown that C60 can serve as a model system for attosecond
investigations with an example of the correlation-induced delay in photoemission at
the surface plasmon resonance. Complex systems such as PAH molecules have also
been discussed in the context of multielectronic excitation followed by non-adiabatic
relaxation. This clearly demonstrates that attosecond and ultrafast XUV molecular
physics is just at its infancy and that crossing below 1 fs, there remains an entire
world of phenomena to explore in molecules.
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Chapter 6
Attosecond Electron Spectroscopy
in Molecules
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Abstract Electron motion in matter occurs on a temporal scale of a few hundreds of
attoseconds, a time scale shorter then an optical period of the visible light. Attosecond
science is nowadays a well-established research field and several techniques based
on the use of attosecond pulses have been developed to investigate and control the
electron dynamics initiated by photo-ionization in atoms, molecules and condensed
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matter. In this chapter we will review progress in attosecond technology and in the
application of attosecond pulses to the investigation of ultrafast electron processes
in molecules.

6.1 Introduction

High-order harmonic generation in gases is now the standard method used for the
generation of attosecond pulses, in the form of train of pulses or isolated pulses [1–3].
Themain objective of attosecond science is real-timeobservation anddirect control of
electronic motion in atoms, molecules, nanostructures and solids. Various techniques
have been implemented for applications of sub-femtosecond pulses. Experiments
with attosecond temporal resolution present characteristics, which are completely
different with respect to the well-established and used femtosecond techniques,
where the probe pulse measures the changes of the optical properties of the sample
(i.e., absorption or reflection coefficients) induced by the pump pulse. Novel experi-
mental techniques to initiate and probe electron dynamics on an attosecond temporal
scale have been introduced in the last decade. In 2002, immediately after the first
generation of isolated attosecond pulses, Drescher and coworkers reported on the
real-time observation of Auger decay in Krypton [4]: 0.9-fs soft-X-ray pulses have
been used for excitation of Krypton atoms and sub-7-fs infrared (IR) pulses for
probing electron emission. The IR-induced ionization of shake-up states generated
by attosecond excitation has been measured with attosecond resolution, thus lead-
ing to real-time observation of electron tunneling in atoms (Neon and Xenon) [5].
Delay in electron photoemission from atoms has been investigated by using both
isolated attosecond pulses [6] and trains of attosecond pulses [7, 8]. The attosecond-
pump/femtosecond-probe technique has been also extended to condensed matter
systems: photoelectron emission from single-crystal tungsten, induced by isolated
attosecond pulses, has been probed by the electric field of a 5-fs light pulse, showing
a 100-as delay between the emission of photoelectrons that originate from localized
core states of the metal, and those that are freed from delocalized conduction-band
states [9]. The dynamics of electron localization initiated by attosecond excitation
has been studied in H2 and D2 molecules [10]. Control of photoionization of D2 and
O2 molecules has been obtained by employing attosecond pulse trains [11, 40].More
recently, attosecond pulses have been used to photoionize an amino acid, giving rise
to a complex and ultrafast electron dynamics [12].

In this chapter we will review progress in attosecond technology and in the appli-
cation of attosecond pulses to the investigation of ultrafast electron dynamics in
molecules. We will concentrate on the generation, characterization and application
of isolated attosecond pulses. Section6.2 is devoted to a very brief review of various
techniques implemented for the confinement of the harmonic generation process to
a single event, with particular emphasis on the temporal gating schemes. Tempo-
ral characterization of isolated attosecond pulses is analysed in Sect. 6.3, where a
recently proposed method for the measurement of the carrier-envelope phase of
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attosecond pulses is described. Application of isolated attosecond pulses to the
investigation of electron dynamics in diatomic molecules by using the velocity
map imaging spectroscopy is reviewed in Sect. 6.4. Electron dynamics initiated in a
biomolecule by attosecond pulses is discussed in Sect. 6.5.

6.2 Temporal Gating Techniques for the Generation
of Isolated Attosecond Pulses

Different approaches have been proposed and implemented to confine the harmonic
generation process to a single event, leading to the production of isolated attosecond
pulses. The first scheme used in 2001 for the generation of isolated attosecond pulses
was based on bandpass filtering of the highest energy region of the XUV emission
[13, 14]. This technique is based on the fact that the high-energy portion of the XUV
spectrum (cut-off region) is produced only near the peak of the driving field, thus
corresponding to light emitted only within one-half of the laser oscillation period.
This generation method requires the use of intense sub-5-fs driving pulses, with
stabilized carrier-envelope phase (CEP). Isolated attosecond pulses with a temporal
duration down to 80 as have been generated using this method [15] in 2008.

A very effective approach, named polarization gating (PG), is based on the strong
sensitivity of the HHG process to the ellipticity of the driving pulse: harmonic gen-
eration can be obtained only by using linearly polarized driving pulses. If the polar-
ization of the driving field is temporally modulated from circular to linear and back
to circular, the XUV emission is limited to the temporal window where the driving
pulse is linearly polarized, as first proposed in 1994 [16]. Two birefringent plates
can be used to generate a driving field characterized by almost linear polarization in
a temporal window shorter than the separation between two consecutive attosecond
pulses, as first proposed by Tcherbakoff et al. [17]. A first multiple-order quarter
wave-plate introduces a temporal delay, τ , between the ordinary and extraordinary
field components. The second plate is a zero-order quarter wave-plate which trans-
forms the linear polarization into circular and vice-versa so that a short temporal
gate of linear polarization can be obtained [18]. By applying this temporal gating
scheme, in combination with 5-fs driving pulses with stable CEP, the generation of
isolated attosecond pulses at 36-eV photon energy, with a duration of 130 as has
been demonstrated in 2006 [19].

ThePG technique requires few-cycleCEP-stabilized driving pulses. This is clearly
demonstrated in Fig. 6.1, which shows the evolution of the harmonic spectra gen-
erated in argon by 5-fs pulses with shaped polarization as a function of the carrier-
envelope phase of the driving field. A clear π periodicity of the emitted spectra can
be observed, as expected from symmetry considerations. The spectra are composed
of well resolved harmonics of the fundamental radiation for certain CEP values, that
evolves in a smooth structureless continuum upon a change of π/2. The measure-
ments indicate that the PG technique can effectively confine the emission both in the
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Fig. 6.1 Harmonic spectra
generated in argon by 5-fs
driving pulses with
modulated polarization as a
function of the CEP shift

plateau and in the cut-off region, leading to the generation of broadband continua.
The generation of XUV continuum corresponds to those CEP values that determine
the emission of an attosecond pulse at the center of the gate (around ε = 0, where
ε is the ellipticity of the driving electric field); the rapid variation of the ellipticity
strongly reduces the emission of adjacent attosecond pulses one half cycle before or
after the main pulse and therefore an XUV continuum is synthesized. Upon changing
the CEP by π/2, two attosecond pulses are generated, symmetrically located with
respect to the center of the gate, thus giving rise to a highly modulated spectrum.

It is worth to note that by using the polarization gating technique it is not possible
to obtain narrow temporal gates if the duration of the driving pulse is too long while
still preserving a high driving intensity in the temporal window of linear polarization.
In order to overcome this requirement Chang [20] proposed to add a second harmonic
field to the IR driving pulse in the PG scheme resulting in the introduction of the
double optical gating (DOG) technique. If the second harmonic is intense enough the
time interval between two consecutive attosecond pulses is increased from one-half
to one optical cycle, with two main consequences: neutral atom population depletion
is reduced and a wider temporal gate can be applied.

A different approach is based on the creation of the required temporal gate by
exploiting the laser-induced ionization of the generating medium (ionization gating,
IG). If the driving field is intense enough the plasma density rapidly increases on the
leading edge of the laser pulse, thus creating a phase mismatch responsible for the
suppression ofHHG for all later half-cycles. Even if the intensity of the driving field is
not enough to create a temporal gate as narrowas required to select a single attosecond
pulse, the IG can be used in combination with bandpass filtering to overcome this
problem [21, 22]. In 2010, isolated attosecond pulses with temporal duration down
to 155 as and an energy on target of 2.1 nJ have been generated using this method
[23].
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6.3 Streaking Spectroscopy and Carrier-Envelope
Phase of Attosecond Pulses

The first temporal characterization of trains and isolated attosecond pulses was
demonstrated by measuring the photoelectron spectra released in the continuum
by the combination of the extreme ultraviolet (XUV) waveform and a synchronized
IR field [14, 24]. In the case of trains of attosecond pulses, the photoelectron spec-
trum generated by the XUV-only pulses resembles the spectral distribution of the
harmonic radiation and it is characterized by discrete photoelectron peaks at ener-
gies E = (2n + 1)�ω0 − Ip, where ω0 indicates the fundamental frequency of the
driving field and Ip is the ionization potential of the target atom. In the presence of
an IR field, the photoelectron released by single XUV-photon absorption can either
emit or absorb an additional IR photon, resulting in a final kinetic energy given by
E2n = 2n�ω0 − Ip and E2n+2 = (2n + 2)�ω0 − Ip. These photoelectron peaks are
usually referred to as sidebands of the main harmonic peak. Two different pathways
can contribute to the same sideband of kinetic energy E2n , corresponding to the
absorption of a photon of the 2n +1 harmonic and emission of an IR photon or to the
absorption of a photon of the 2n−1 harmonic and absorption of and IR photon. These
two paths interfere leading to oscillations in the yield of the photoelectron emission
as a function of the delay between the harmonic comb and the IR field oscillations.
The relative phase of the harmonics (and therefore the temporal duration of the trains
of pulses) can be characterized by determining the relative phase of the sidebands
oscillations.

In the case of isolated attosecond pulses, the temporal characterization is still
based on the measurement of the photoelectron spectra in the two-color field but
the experimental outcome can be more directly interpreted in a classical picture.
Once in the continuum, the photoelectron released by the absorption of an XUV
photon is accelerated by the electric field of the IR field ending up with an addi-
tional final momentum that depends only on the value of the vector potential AI R(t)
at the ionization instant, t0. By changing the relative delay between the isolated
attosecond pulse and the IR field, the photoelectron spectra present modulations in
kinetic energy due to the oscillations of the vector potential. This method is known
as attosecond streak camera and it was used to derive information about the duration
of isolated attosecond pulses [25]. By using the Frequency Resolved Optical Gating
for Complete Reconstruction of Attosecond Bursts (FROG-CRAB) algorithm [26],
the complete electric field of the IR pulse and the temporal phase and amplitude of
the attosecond pulse were completely characterized, demonstrating the generation
of single cycle attosecond waveform at 36 eV [19].

The attosecond streak camera combined with the FROG-CRAB algorithm do not
provide access to the CEP of the attosecond pulses. In the visible/infrared spectral
range, effects of the CEP were first investigated in strong field processes driven by
few-cycle laser pulses [27–29]. At the same time experimental techniques for the
measurement of the CEP were developed [30]. In the case of few-cycle pulses in the
XUV spectral range, CEP effects have been discussed in the photoelectron spectra
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created by fields with intensity in the range of (IXUV ≥ 1014 W/cm2) in [31, 32],
evidencing a CEP-dependent asymmetry along the laser polarization due to the inter-
ference between a single and a two-photon ionization pathway. In this unexplored
regime, the strong-field electron dynamics is driven by the precise electric field of
the attosecond pulse rather than by its intensity profile. In order to relax dramatically
the requirement for the peak intensity of the isolated attosecond pulse, recently it
was shown that information on the CEP of isolated attosecond pulses can be obtained
by applying the attosecond streak camera method using a CEP-stable IR pulse with
an intensity higher than the one typically used for the temporal characterization of
attosecondwaveforms [33]. The attosecond streak camera principle assumes the pos-
sibility to neglect contributions of the photo-electron released by the IR field-only
through Above Threshold Ionization (ATI), or at least to separate the ATI electron
from those released by the absorption of a single XUV photon and then accelerated
(streaked) by the IR field. A typical spectrogram simulated in these conditions is
shown in Fig. 6.2a. For the considered IR intensity, the photoelectron spectra gener-
ated by ATI is negligible and therefore cannot be observed. Upon increasing the IR
intensity (see Fig. 6.2b), the amplitude of the energy modulation of the photoelectron
spectra increases and a complex structure appears when the photoelectron spectra
is shifted towards lower kinetic energies. Finally, for the highest IR intensity con-
sidered in Fig. 6.2c, the spectrogram is characterized by a rich modulation structure,
which strongly depends on the relative delay. In particular the modulation results to
be sensitive to the CEP of the attosecond pulse as shown in Fig. 6.3a, which presents
the cut at τ = 0 of the spectrogram shown in Fig. 6.2c for three CEPs of the XUV
pulse: (ϕXUV = 0,π/2 and π). The modulation presents a regular pattern that shifts
linearly upon changing the CEP of the XUV pulse (Fig. 6.3b).

The origin of themodulation and of the CEP-dependence is due to the interference
between two photoelectron wave-packets:
(1) The first one is released by ATI of IR-pulse only. As the influence of the XUV
field on this process is negligible, the characteristics of the ATI photoelectron spectra
does not depend on the relative delay τ between the two pulses. In particular, the
photoelectron spectrum emitted by the IR-only extends up to 10Up, where Up is the
ponderomotive potential of the IR field. The photoelectrons with energy E between
2Up (5.5 eV) and 10Up (27.3 eV) are due to a rescattering mechanism [34, 35].
Therefore the photoelectron wave-packet contributing to the interference between
11 and 27 eV is a rescattered photoelectron wavepacket.
(2) The second photoelectron wave-packet is released in the continuum by single
XUV-photon absorption and then streaked by the synchronized IR field. The energy
distribution of this wave-packet strongly depends on the relative delay between the
XUV and IR field, accordingly to the simple classical picture described above.
When the two photoelectron wave-packets overlap in energy (in the low energy
region for the IR-intensity shown in Fig. 6.2b and over the entire energy range for
Fig. 6.2c), the interference between the two amplitudes determines a modulation that
depends on the phase difference ΔΦ between the two wave-packets:

ΔΦ = ΦXUV(E, τ ) + ϕXUV − ΦIR(E) (6.1)
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Fig. 6.2 Simulated photoelectron spectra generated by an isolated attosecond XUV pulse (TXUV =
250 as, ϕXUV = 0, �ωXUV = 36 eV, IXUV = 1012 W/cm2) and a few-cycle IR field (TIR = 5 fs,
ϕIR = 0, �ωIR = 1.63 eV) with intensities a IIR = 1012 W/cm2, b IIR = 2 × 1013 W/cm2, and c
IIR = 4.5 × 1013 W/cm2. The vertical lines indicate the delay τ = 0. Reprinted from [33]

where ΦXUV + ϕXUV and ΦIR are the phases of the electron wave packets created
by the XUV and IR fields, respectively. For the delay τ = 0, this equation can be
approximated by:
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Fig. 6.3 a Simulated photoelectron spectra for τ = 0, for the CEPs ϕXUV = 0 (red solid line),
π/2 (blue dashed line), and π (green dash-dotted line). b Interference fringes as a function of the
electron energy in the CEP range [0; 2π]. Other parameters as in Fig. 6.2c. Reprinted from [33]

ΔΦ � p2

2
tresc + p

tresc∫

0

AIR(t)dt + ϕXUV + const. (6.2)

where p2/2 = E is the final electron energy and tresc is the rescattering time of
the most relevant contribution of the rescattered electrons. We have verified that
the first term of (6.2) dominates over the second one, leading to a phase difference
that depends essentially on the different times the electrons, with final momentum
p, enter the continuum (τ = 0 for direct XUV photoionization and t = tresc for
the re-scattered electrons). The value of tresc = 1.8 fs well matches with the time
δt = 1.95 fs extracted from the photoelectron modulation between 11 and 27 eV.
Equation (6.2) also clearly evidences the linear dependence of the position of the
interference fringes on the CEP of the XUV pulse.

6.4 Velocity Map Imaging Spectroscopy
of Diatomic Molecules

Themost conventional approach to performmeasurements with attosecond temporal
resolution is to use an isolated attosecond pulse in combination with a near infrared
femtosecond pulse. Due to the high photon energy of the attosecond pulses (ranging
from the extreme ultraviolet to the soft-X spectral region), the excitation of the sample
almost inevitably leads to inner valence or core photoelectron emission, followed by
a rearrangement of the electronic system. The electron reorganization gives rise
to Auger decay, shake-up processes, charge transfer and charge migration in large
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molecules. Among the different schemes proposed and demonstrated for attosecond
pump-probemeasurements, in this sectionwewill focus on the velocitymap imaging
(VMI)technique implemented to study the electron dynamics in small molecules.

Since the first development of the velocity map imaging spectrometer (VMIS)
by Eppink and Parker [36], this technique has become a popular tool for measuring
angle-resolved ion or electron momentum distributions that result from molecular
photo-ionization and subsequent photo-fragmentation [37]. The design of the VMIS
has been improved in 2009 by Ghafur [38] and co-workers by integrating the gas
injection system in the repeller electrode of the spectrometer. This design is effec-
tive at increasing the density of the gas target in the interaction region, thus being
particularly suitable for attosecond experiments due to the limited photon flux of the
attosecond laser sources.

In 2010 Sansone et al. performed the first pump-probe measurement, using a
VMIS, with isolated attosecond pulses to excite H2 and D2 molecules [10]. The
kinetic energy and angular distribution of H+ andD+ ionic fragments weremeasured
as a function of the delay between an isolated attosecond pump pulse (energy range
20–40 eV) and a 6-fs, CEP stable IR probe pulse. From the analysis of the kinetic
energies and angular distributions of the photo fragments with respect to the laser
polarization, it was possible to identify many contributions including dissociative
ionization of the 2Σ+

g and the 2Σ+
u states and autoionization of the Q1 state, shown

in the simplified scheme of Fig. 6.4a. The kinetic energy distribution of the D+ ions
measured as a function of the XUV-pump IR-probe delay is reported in Fig. 6.4b.
At kinetic energy <1eV, a bond softening mechanism [39] induced by the IR probe

Fig. 6.4 a Simplified scheme of the potential energy curves of H2 and H
+
2 . b Experimental kinetic

energy distributions of D+ ions as a function of the delay between the attosecond pump pulses and
the infrared probe pulses. Reprinted from [10]
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Fig. 6.5 Asymmetry
parameter for the formation
of D+ ions after attosecond
excitation as a function of
the kinetic energy and of the
temporal delay between
XUV and IR pulses.
Reprinted from [10]

pulse has been identified. The increase of the ion signal at kinetic energies around
8 eV has been associated to the IR-induced transition from the Q1 state to the 2Σ+

u
state and to the IR-induced coupling of the 2Σ+

g and 2Σ+
u states both resulting in an

increase of cross-section of the 2Σ+
u state.

The experiment revealed that dissociative ionization of H2 and D2 molecules by
using the combination of isolated XUV pulses and CEP-stable IR pulses inevitably
leads to electron localization. This process was identified through the asymmetry
parameter, shown in Fig. 6.5, and defined as:

A(Ek, τ ) = NL(Ek, τ ) − NR(Ek, τ )

NL(Ek, τ ) + NR(Ek, τ )
(6.3)

where NL(Ek, τ ) and NR(Ek, τ ) are the numbers of ions arriving on the left-hand
and right-hand sides of the detector, respectively. As can be seen in Fig. 6.5, in the
energy range 2–10 eV the asymmetry parameter exhibits sub-cycle oscillations as
a function of the delay between the XUV and the IR pulses. The asymmetry is the
result of a coherent superposition of gerade and ungerade states (in this case 2Σ+

g and
2Σ+

u ), and the relative phase between the two states results in electron localization
on one atom ore the other of the molecule. Two mechanisms have been identified
to be responsible for this charge localization: in the first mechanism asymmetry is
caused by the interference of a wave packet launched directly in the 2Σ+

u state (at
zero time delay) and a wave packet in the 2Σ+

g state resulting from autoionization of
the Q1 state. In the second mechanism asymmetry is caused by the interference of a
wave packet that is launched in the 2Σ+

u state by direct XUV ionization and a wave
packet in the 2Σ+

g state that results from stimulated emission during the dissociation
process.

A similar experiment has been performed in 2011 by Kelkensberg et al. by using
a moderately intense IR pulse (3 × 1013 W/cm2) in combination with an attosec-
ond pulse train (APT) [40]. While in the experiment described above the attosecond
pulses were used to initiate electron dynamics subsequently probed by the IR field,
in this case the IR pulse was used to influence the electronic states that are accessed
in photoionization of H2 by the APTs. The three-dimensional velocity distributions
of H+ and D+ were measured as a function of the delay between the APT and the
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Fig. 6.6 Kinetic energy
spectrum of the D+
fragments as a function of
delay between the APT and
the IR pulse for fragments
ejected at 0◦ (a) and at 90◦
(b). Reprinted from [40]

IR pulse. Also in this case, the ion spectrum is dominated by the channels discussed
for the previous experiment: dissociative ionization of the 2Σ+

g and the 2Σ+
u states

and autoionization of the Q1 state to the 2Σ+
g continuum. In Fig. 6.6a, b the kinetic

energy spectra for fragments ejected parallel and perpendicular to the laser polariza-
tion are shown as a function of the XUV-IR time delay. A clear delay dependence is
observed, and different portions of the kinetic energy spectrum oscillate with a period
that is half the period of the IR laser. These oscillations have been assigned to the
IR-induced coupling between the 2Σ+

g and the 2Σ+
u continua. Theoretical calcula-

tions performed in the experimental conditions suggest that, under the influence of
the IR pulse, the XUV ionization of the 2Σ+

u state is favored when this state is mixed
with the 2Σ+

g state resulting in electron localization and thus in a time-dependent
polarization of the molecule.

The use of APTs in combination with IR pulses has been also extended to the
study ofmulti-electrons diatomicmolecules such as N2. In the experiment performed
by Lucchini et al. [41], an attosecond pulse train with a spectrum extending up to
55 eV was used to photo ionize N2 molecules and the subsequent dynamics was
probed by a 15-fs IR pulse with a peak intensity of 3–4 × 1012 W/cm2. The kinetic
energy and the angular distribution of the N+ ions resulting from the dissociative
ionization and/or Coulomb explosion of the molecule were measured with a VMIs as
a function of the XUV-pump IR-probe delay. Figure6.7a shows a simplified scheme
of the potential energy curves of the electronic states of N+

2 and N2+
2 . The XUV

photons have enough energy to leave the molecule in a highly excited electronic
state of N+

2 or in a low-excited state of N2+
2 (double ionization threshold: 42.88 eV).

The kinetic energy spectrum of the N+ fragments created by the XUV pulse train
without (black solid line) and with the IR probe pulse (red dashed line) is reported in
Fig. 6.7b. As can be seen from this figure, the presence of the IR probe pulse strongly
affects the shape of the kinetic energy spectrum; in particular, the band peaked around
2.3 eV, which can be assigned to autoionization of a superexcited state of of N+

2 [42],
is shifted up to 3.7 eV.

The time-delay dependent kinetic energy spectrum of the N+ fragments ejected
at 0◦ ± 25◦ is reported in Fig. 6.8. The band at 3.7 eV created at zero time delay by
the presence of the IR probe pulse disappears after 120 fs. This temporal window
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Fig. 6.7 a Potential energy
curves of the relevant
electronic states of N+

2 and
N2+
2 . b N+ kinetic energy

distribution with only the
XUV pump pulse present
(black solid line) and with
both pump and IR probe
pulses at zero time delay (red
dashed line and shaded
area). Reprinted from [41]

has been assigned to the time required for the auto ionization mechanism to become
energetically favorable. Indeed for τ < 120 fs the molecule lacks the energy to
autoionize, and the absorption of one or more IR photons allows the transition to
the C1Σ+

u state of N2+
2 which gives rise to Coulomb explosion of the molecule. On

the other hand, for τ > 120 fs autoionization becomes allowed and the molecule
autoionizes. The pump-probemap clearly indicates when the autoionizing state inter-
sects the C1Σ+

u state and a time-to-internuclear distancemapping of the autoionizing
process was obtained.

Finally, it is worth mentioning that the same experimental approach described in
the previous paragraphs was recently applied to more complex molecules such as
a CO2 and C2H4 [43]. The XUV ionization efficiencies of these molecules were
measured as a function of the XUV-pump IR-probe delay, revealing the presence of
modulations with the periodicity corresponding to half the period of the IR laser.
This modulation of the total yield has been assigned to the time-dependent dipole
induced in themolecules by themoderately strong IRfield. These encouraging results
indicate that the attosecond technology, in combination with VMI-spectroscopy, is
now a mature field and ready to be applied to more complex systems.
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Fig. 6.8 N+ kinetic energy
distribution as function of
the delay between the APT
and the IR probe pulse for
fragments ejected at
0◦± 25◦. Reprinted
from [41]

6.5 Electron Dynamics in Biomolecules

Electron transfer within a single molecule is the fundamental step of many biological
processes and chemical reactions. It plays a crucial role in catalysis, DNA damage by
ionizing radiation, photosynthesis, photovoltaics, and for switches based on molec-
ular nano-junctions. The investigation of this process is of particular interest and it is
the subject of active research [44, 45]. In 2012 Belshaw et al. have performed the first
direct measurement of ultrafast electron dynamics in a biomolecular building block,
an aromatic amino acid, by using attosecond pulses [12]. An amino acid consists of
a central carbon atom (α carbon), linked to an amine (−NH2) group, a carboxylic
group (−COOH), a hydrogen atom and a side chain, specific for each amino acid.
Two amino acids were investigated, phenylalanine and tryptophan, whose molecu-
lar structures are shown in Fig. 6.9. In the case of phenylalanine the side chain is a
methylene (−CH2−) group terminated by a phenyl ring. In the case of tryptophan
an indole group is linked to the methylene group. These amino acids were chosen
as model molecules for charge transfer because they each have a radical cation with
two charge-acceptor sites at approximately the same binding energy located on the
phenyl and amine groups, separated by two singly bonded carbon. Clean plumes of
isolated, neutral molecules were produced by a laser induced acoustic desorption
(LIAD) technique [46]: a UV desorption laser was focused on the uncoated side of a
thin (thickness of 10 µm) tantalum foil, the acoustic wave produced by the UV laser
volatilized the sample on the other side of the foil, thus creating a molecular plume in
the source region of a Time of Flight (TOF) mass spectrometer. Compared to direct
laser desorption methods, LIAD leads to less energy coupling into the molecules,
thus giving the possibility to produce fragile neutral molecules with lower internal
temperature [46].

Tryptophan and phenylalaninemolecules were first irradiated byXUV attosecond
pulses produced by high-order harmonic generation in xenon,with a photon energy in
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Fig. 6.9 Three-dimensional
structure of tryptophan and
phenylalanine

Tryptophan Phenylalanine

Fig. 6.10 Mass spectra from
ionization of tryptophan by
XUV pulses. M is the parent
ion and R is the side chain
group

Fig. 6.11 Mass spectra from
ionization of phenylalanine
by XUV pulses. M is the
parent ion and R is the side
chain group

the range 16–40 eV. The parent and fragment ions produced were then extracted into
the TOF spectrometer for mass analysis. In order to have an estimate of the temporal
duration of the XUV pulses used in the experiment, we performed a numerical
calculation based on a three-dimensional (3D) propagation model, which takes into
account both temporal plasma-induced phase modulation and spatial plasma-lensing
effects on the fundamental beam. Due to the temporal gate induced by ionization,
the XUV emission is confined within a few recollision events thus giving rise to a
double pulse structure with an overall duration of about 1.5 fs.

Figures6.10 and 6.11 show the measured mass spectra obtained in the case of
tryptophan (Try) and phenylalanine (Phe), respectively. In both cases, the main con-
tributions correspond to the parent ion M+ (204 Da for Try and 165 Da for Phe), loss
of the carboxyl group yielding the immonium ion (M–COOH, at 159 Da and 120
Da, respectively), and breakage of the Cα–Cβ bond with the charge residing on the
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Fig. 6.12 Yields of ions
with mass/charge 65 (a), 77
(b), 91 (c) and 103 (d)
relative to the dominant ion
in the spectrum (M–R) as a
function of pump
(XUV)—probe (VIS/NIR)
delay. Dotted lines are
exponential fits to the data
with a time constant of 80 fs.
The inset in panel (c)
displays a magnified view
for data close to time zero

amine (M–R = 74 Da) or phenyl groups (R = 130 Da for Try, R = 91 for Phe). The
XUV pulse is capable of ionizing all valence and some inner shell orbitals, resulting
in a wide range of fragment ions.

Then, the temporal evolution of the ionic fragments produced in phenylalanine
has been investigated by two-color pump-probe measurements, using attosecond
pump pulses and 6-fs visible/near infrared (500–950 nm, VIS/NIR) probe pulses
at a variable temporal delay. The pump-probe measurements evidenced two main
ultrafast electronic processes. Fragments corresponding to charge residing on the
phenyl group (m/q = 65, 77, 91, 103) increase gradually for positive delays, as shown
in Fig. 6.12a–d. The time constants for each of these fragments are consistent and
give an overall weighted average of about 80 fs. This temporal evolution has been
attributed to an internal conversion process into the π1 state of the phenyl radical
cation following initial ionisation of a different orbital by the attosecond pulse [12].
It is known that the π1 state of the phenyl radical cation absorbs strongly in the visible
while the neutral phenyl and neutral and charged amine groups do not. Therefore,
increasing population of this state opens up absorption by the VIS/NIR pulse through
one or two photon transitions thus enhancing production of fragments corresponding
to charge on the ring. A faster process was identified from the yield of immonium
dications (m/q = 60), as shown in Fig. 6.13. The experimental data can be fitted by an
exponential function with a time constant of about 30 fs, which can be associated to a
charge transfer process, where shake-up states can play an important role. It has been
suggested that the doubly charged immonium fragment can be a particularly sensitive
probe for the dynamics of the charged electron wavepacket coherently generated by
the XUV excitation [12].

These measurements provided the first demonstration of an experimental pump-
probe scheme capable of studying ultrafast electron transfer, which will allow this
phenomenon, and its consequences for a range of biological processes, to be more
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Fig. 6.13 Yield of doubly charged immonium ion (mass/charge = 60) relative to the dominant ion
in the spectrum (M–R, mass/charge = 74) as a function of pump-probe delay. The dotted line is an
exponential fitting curve with a time constant of 30 fs

fully understood. In the future such dynamics could be coherently manipulated with
additional ultrashort pulses so that the final destination of the charge could be steered,
giving unprecedented quantum control over any subsequent chemical reactivity.
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Chapter 7
Controlling Atomic Photoabsorption
by Intense Lasers in the Attosecond Time
Domain

Xiao-Min Tong and Nobuyuki Toshima

Abstract In this chapter, we introduce the recent developments on the infrared
(IR) laser assisted photoionization and photoabsorption experiments and the theo-
ries briefly, then present a detailed theoretical method to simulate the IR assisted
dynamics by a single attosecond pulse or an attosecond pulse train in the extreme
ultraviolet (xuv) regime. The key steps to understand IR assisted atomic photoabsorp-
tion processes are (1) the IR laser fieldmodifies an atomic excited and continuumstate
as a dressed state or Floquet state, (2) the xuv pulse excites the atomic ground state to
a Floquet state through different Floquet components. The interference between the
transitions to a Floquet state through different components plays the center role to
understand the oscillatory structures or control the dynamics of IR assisted photoab-
sorption processes. Two examples, IR assisted photoionization and photoexcitation
of H atoms by xuv pulses, are presented. Existed and possible future applications are
also discussed.

7.1 Introduction

Advances of laser technology in the past ten years have opened a door to probe
the fast dynamics in femtosecond or even attosecond time domain [1], to advance
the femtochemistry [2, 3] towards attochemistry [4]. There are mainly two ways to
probe and control the dynamics on a sub-optical cycle time scale. One is to control
the wave-form of the intense infrared (IR) laser electric field and in turn to probe and
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control the dynamics of laser material interactions. In this category, one way is to
control the carrier-envelop phase (CEP) of an ultrashort IR laser [5–8] to investigate
the dynamics of laser material interactions, including atoms [9–11], molecules
[12–16], surfaces [17, 18], and solids [19]. The other way is to combine two-color
intense lasers by tuning the relative phase between the two to study and control the
dynamics of laser material interactions [20–24]. For the second category, one can
combine a moderate intense IR laser pulse with a single attosecond pulse (SAP) or
an attosecond pulse train (APT). Tuning the arriving time between the two pulses,
one has a knob not only to probe but also to control the dynamical processes, like
photoabsorption or transparency of materials, in an attosecond time domain. In this
category, the moderate IR laser field does not directly affect the ground state proper-
ties or in other words, the IR laser pulse itself does not induce excitation or ionization
without xuv pulses. Thus the IR field only modifies the structures of the excited and
continuum states. The IR field can steer the motion of the excited or continuum elec-
tron [25], or from the measured electron, one can get the wave-form of the ultrashort
laser [26] or measure the pulse duration of SAPs [27].

In this chapter, we focus on the IR-assisted atomic photoabsorption processes.
There are two kinds of experiment: one is to measure the ejected electron [28–30],
and the other is to measure the xuv spectra to obtain the apparent photoabsorption
cross sections [31–34]. To distinguish the two measurements, we call the first one as
photoionization and the second one as photoexcitation or photoabsorption although
there are also photoionization processes involved in the second kind of experiment.
Since the first kind of experiment can only provide the above-threshold-ionization
(ATI) electron information, the photoexcitation is missed in the measurement but the
detailed ATI electron momentum distribution can be obtained. For the second kind
of experiment, the photoabsorption probability can be measured directly at each xuv
photon energy but the detailed ATI momentum distribution is missed. The two kinds
of experiment complement with each other. Since the xuv (SAP or APT) pulses are
generated by the high-order harmonic generation of a driving IR laser, by merging
a second IR laser pulse, one can further study the xuv emission time [35] or relative
phase between the APT and the driving IR field [36]. The IR field can also serve as
a streaking field, which drives the ionized electron by the xuv pulse to measure the
time delay [37] in the photoionization process [38].

Although the applied IR field is moderate intense, the electron IR laser interaction
for excited or continuum states is still relatively strong and cannot be treated by a
perturbation theory. But we can treat the xuv pulse in a perturbation theory since
one-photon absorption is the dominant process. From the theoretical point of view,
we need to understand the mechanism of IR assisted atomic photoabsorption quali-
tatively and explain the available measurements and search for better way to control
the dynamics quantitatively. We proposed a mechanism which has explained most
of the measurements [28, 29, 35, 36]. In this theoretical frame, atomic structures in
an intense IR laser field are described by Floquet states and atoms can be excited or
ionized to a Floquet state by an xuv pulse through different Floquet components. The
interference of excitation or ionization through different Floquet components results
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in the oscillation of ionization yields as a function of arriving time of the xuv pulse.
Based on the mechanism, we have proposed a way to control atomic transparenc
in attosecond time scales by tuning the xuv arriving time. The proposal has been
realized in the experiment [39].

To explain each individual measurement and search an effective way to control
the IR assisted atomic photoabsorption process, we have to solve the time-dependent
Schrödinger equation numerically. For photoionization processes, all the detailed
ATI electron information in the outer region are needed so we have to treat the
boundary condition carefully [40]. For photoexcitation processes, the xuv photon
is absorbed in the inner region, and the processes can be described by apparent
photoabsorption cross section. The apparent photoabsorption cross section can be
calculated using autocorrelation function or response function [41–44], which does
not need the electron information in the outer region. In the following, we first
introduce our numerical method, which can treat the two processes in a same way,
then present two examples, one for photoionization and one for photoexcitation.

7.2 Theoretical Method

In most cases, only one electron (active electron) involves in the IR assisted atomic
photoabsortion and thus the effect of other electrons can be described by a static
screening potential [45]. For a many-electron system, a model potential [46] can
be used to study the dynamical processes. We choose H atoms as target atoms, but
the method can be easily applied to a many-electron atomic system by replacing
the electron-nucleus Coulomb interaction with a model potential. All the dynamical
information of IR assisted photoabsorption can be obtained by solving the following
time-dependent Schrödinger equation (TDSE) (atomic units � = m = e = 1 are
used unless otherwise stated)

i
∂

∂t
�(t) = [H0 + VIR(t) + Vx(t)]�(t) = H(t)�(t), (7.1)

with �(−∞) = ψg , the initial ground state wavefunction. Here H0 is the external
field free atomic Hamiltonian, VIR(t) and Vx(t) are the active electron interactions
with the IR laser and xuv fields, respectively. In the experiment, we know the IR
information, like the IR intensity, pulse duration and so on. We do not know the xuv
field intensity, but we know that the xuv field can be treated in a perturbation theory.
Thus to solve the above equation, we have to choose the xuv field strength carefully;
it is not too strong so that the high-order effects of the xuv field can be neglected and
the field strength is not too weak so that the one-photon absorption yield is larger
than the multi-photon absorption from the IR laser field. An alternative way is to
solve the TDSE in the integral form [11], as
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�(t) = −i

t∫

−∞
e
−i

t∫

τ
H(t′)dt′ [VIR(τ ) + Vx(τ )]e−iH0τψgdτ + e−iH0tψg. (7.2)

Mathematically the two equations, (7.1) and (7.2), are equivalent. Equation (7.2)
looks complicated but it provides better physical insights not only for intense laser
problem, but also for collision processes [47–49]. Equation (7.2) shows that the time-
dependent wavefunction can be separated into two parts, the dynamically related part
(the first term in (7.2)) and dynamically irrelevant part (the second term in (7.2)).
Since we focus on the photoabsorption process, a dynamical process, we drop the
second term in the following discussion to derive theworking equation for IR assisted
atomic photoabsorption processes.

7.2.1 Working Equation

Since our goal is to study the intense IR laser assisted photoabsorption, we need
to derive the working equations from the general TDSE. The characteristics of IR
laser assisted photoabsorption are (1) the xuv field strength is so weak that we can
treat it in a first order perturbation method; (2) the IR laser strength is so strong
that we cannot treat it in a perturbative way for excited or continuum states; (3) the
xuv photoabsorption yield is much larger than the one from the IR laser only. With
conditions 1 and 2, we can remove Vx(t) from H(t) in (7.2) and with condition 3, we
can removeVIR(τ ) from [VIR(τ )+Vx(τ )]. Therefore the time-dependent dynamically
related wavefunction can be approximated as

�d(t) = −i

t∫

−∞
e
−i

t∫

τ
[H0+VIR(t′)]dt′

Vx(τ )e−iH0τψgdτ . (7.3)

This is the working equation to study IR laser assisted atomic photoabsorption
processes. To check the validity of the working equation, we have compared the
ATI spectra obtained from the first term of (7.2) and (7.3) and confirmed that they
are almost identical. Although the numerical efforts to solve (7.2) and (7.3) are the
same, (7.3) provides a better physical insight. The physical interpretation of the equa-
tion is (1) the electron freely propagates to time τ and (2) the electron is excited or
ionized by the xuv field at time τ and then the electron propagates in the combined
atomic and IR laser fields. This also implies that the applied moderate intense IR
laser field can modify the atomic structures of excited or continuum states since
the electron is loosely bound by the atomic potential while the IR laser field cannot
perturb the ground state structure since the electron is tightly bound by the atomic
potential.
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7.2.2 Interpretation of the Working Equation

The transition probability to a final external-field-free state ψf can be rewritten as

Pf = |〈ψf |�d(∞)〉|2

= |〈ψf |
∞∫

−∞
e
−i

∞∫
τ

[H0+VIR(t′)]dt′
Vx(τ )|e−iH0τψg〉dτ |2

= |
∞∫

−∞
〈�f (τ )|Vx(τ )|e−iH0τψg〉dτ |2 (7.4)

with

�f (t) = e
−i

t∫

∞
[H0+VIR(t′)]dt′

ψf . (7.5)

Here �f (t) in (7.5) stands for a final state ψf propagating to time t from time t = ∞
inversely, and the transition amplitude from the ground state ψg to the final state ψf
at t = ∞ is expressed as the time-integral of the transition amplitude to the state
�f (τ ) at t = τ in the transformed expression in (7.4). This expression is analogous
to the photon-induced transition amplitude in the perturbation theory if we replace
�f (τ ) by e−iεf τψf with εf the final sate energy of ψf . �f (τ ) is an IR-laser dressed
state, which can be described by the Floquet theorem [50].

In the Floquet theorem, such a dressed state can be expressed as

�f (t) =
∑

n

ψf ,ne−i(εf +nω)t (7.6)

for a single color, infinitive long IR pulse. Here ψf ,n, a time-independent function,
is the Fourier component of the Floquet state . In the IR assisted photoabsorption,
the IR pulse duration is much longer than that of the xuv pulse. Thus, the IR assisted
photoabsorption can be explained as follows: A dressed state (Floquet state) is
formed when an atom is placed into the IR laser field as shown in Fig. 7.1. The
energy structure of the Floquet state looks like a multi-slit in the energy domain.
The xuv pulse excites or ionizes the atom into a Floquet state through different
Floquet components, and the interference between the excitations through different
Floquet components results in the oscillation of the absorption probability. From
the conservation of parity, even without any simulation, we can predicate that the
ionization yields oscillate twice per IR optical cycle as a function of the time delay
between the IR and xuv pulses. To understand the detailed measurements, we need
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Fig. 7.1 Scheme of the IR
assisted photoabsorption by
an xuv pulse

to solve the above TDSE numerically. To cope with the two kinds of measurements
(to measure the ATI electrons or xuv absorption spectra), we discuss the photoioniza-
tion and photoexcitation (photoabsorption) processes separately although we solve
the same working equation.

7.2.3 Photoionization

For photoionization, we need all the detailed photoelectron information so that we
solve (7.3) numerically using the split-operation method in the energy representation
[51] andproject the continuumwavefunction toVolkov states in the asymptotic region
as detailed in [11] to obtain the photoelectron momentum distribution. In this article,
we have refined the method in the following two aspects. (1) Instead of describing
the laser electron interaction in the length form, we also extended the method to the
velocity form to make a cross check of the numerical convergency. (2) Instead of
projecting the continuum states onto Volkov states, we project them to atomic Volkov
states, or Coulomb Volkov states [52–54]. In principle, the two modifications should
not change the results. In practice, thosemodifications speed up the simulation greatly
since we do not need a large space box in the simulation. Most of the details of the
numerical methods have been published in our previous works [11, 55, 56].
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7.2.4 Photoexcitation (Photoabsorption)

Once we obtained the time-dependent wavefunction in the study of photoionization,
we can calculate an autocorrelation function, and then obtain the apparent photoab-
sorption cross sections. Since we did not present minutely how to derive the apparent
photoabsorption cross sections from (7.3) in our previous works, we show the details
in this article. Supposeboth the IRfield andxuvpulse switchedon from time t = −∞,
the time-dependent wavefunction at time t → ∞, when all the time-dependent fields
are concluded, can be written as

�d(∞) = −i

∞∫

−∞
e
−i

∞∫
t
[H0+VIR(t′)]dt′

Vx(t)e
−iH0tψgdt

= −i

∞∫

−∞
U(∞, t)Vx(t)e

−iH0tψgdt, (7.7)

with

U(t′, t) = e
−i

t′∫
t
[H0+VIR(t′′)]dt′′

. (7.8)

Since the unperturbed initial state component e−iHotψg is removed in the wave
functions [(7.3) and (7.7)], the total photoabsorption probability when all the pulses
are over at time t → ∞ is given by

P = 〈�d(∞)|�d(∞)〉

=
∞∫

−∞

∞∫

−∞
〈ψg|Vx(t)U(t, t′)Vx(t

′)|ψg〉eiεg(t−t′)dtdt′

=
∞∫

−∞
E∗
0 (ω)

∞∫

−∞

∞∫

−∞
〈ψgr · ê|U(t, t′)Vx(t

′)e−iεg t′ |ψg〉ei(εg+ω)tdtdt′dω

=
∞∫

−∞
E∗
0 (ω)

∞∫

−∞
C(t)ei(εg+ω)tdtdω, (7.9)

with

C(t) =
∞∫

−∞
〈ψgr · ê|U(t, t′)Vx(t

′)e−iεg t′ |ψg〉dt′, (7.10)

Ex(t) =
∞∫

−∞
E0(ω)e−iωtdω, (7.11)
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and Ex(t) the time-dependent xuv electric field. Here ê is the unit vector of the xuv
polarization direction and εg the orbital energy of the ground state and U(t, t′) the
time propagator from t′ to t. Note that U(t, t′) depends on both t and t′, not only the
difference between the two because IR and xuv fields are pulses. The autocorrelation
function C(t) is the overlap of ψgr · ê with the time-dependent wave function �d(t)
of (7.7). Since ψg has a finite distribution in the coordinate space, only the inner part
of �d(t) is required accurately for the overlap integral. The expression of total pho-
toabsorption probability is valid when the depletion of the ground state is negligible
small, just as in the present case.

The conventional photoabsorption process can be described by the photoabsorp-
tion cross section, which does not depend on the photon field strength. Similarly
we can define an apparent photoabsorption cross section to describe IR assisted
photoabsorption processes. The photon density of xuv pulse with photon energy
ω is

J(ω) = c

4πω
E2
0(ω) (7.12)

with c the speed of light in vacuum, and the total photoabsorption probability

P =
∫

σ(ω)J(ω)dω. (7.13)

Comparing (7.9) and (7.13), the apparent photoabsorption cross section is
defined as

σ(ω) = E∗
0 (ω)

J(ω)

∞∫

−∞
C(t)ei(εg+ω)tdt

= 4πω

E0(ω)c

∞∫

−∞
C(t)ei(εg+ω)tdt (7.14)

Equation (7.14) works when both IR and xuv fields are pulsed fields and both are
concluded at time t → ∞. If there is no IR laser field or time-dependent field, the
above equation goes to the equation we used for photoabsorption in a static field
[57]. Here we assume that the xuv field has a phase relation with the applied IR
field. If the xuv and IR fields have no phase relation, we need to average over all the
phases between the IR and xuv fields from 0 to 2π as we did before in the paper [41],
in which the detailed derivations were presented. Note that although the apparent
photoabsorption cross section is a function of the xuv photon energy, it also depends
on the character of the xuv pulse and arriving time with respect to the IR laser. The
information is encoded in the autocorrelation function C(t).
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7.3 Results

Althoughmost of themeasurements are performed on the rare gas atoms, here we use
hydrogen atoms as an example to illustrate the physics. In the dipole approximation,
the electron external field can be written as

V (r, t) = Vx(t) + VIR(t) = −r · (Exuv(t) + EIR(t)), (7.15)

with the IR laser field

EIR(t) = êE0e−2 ln 2 (t−td)2/τ2IR cos(ω(t − td) + δ), (7.16)

with E0 the IR laser field strength, δ the CEP of the IR laser, τIR the IR pulse duration
of FWHM (full width at half maximum), and td the time delay between the IR and
xuv pulses. The xuv field

Exuv(t) =
∑

j

(−1)jESAP(t − jTh)e
−2 ln 2 t2/τ2x (7.17)

with Th the half cycle time of the driving IR used to generate APT and τx the APT
pulse duration of FWHM. Sum over j represents that the APT contains many SAPs,
with its field as

ESAP(t) = êExe−2 ln 2 t2/τ2SAP cos(ωxt). (7.18)

Here ωx is the center energy of the SAP, τSAP the SAP duration of FWHM, and
Ex the field strength of the xuv pulse. ê is the unit vector of IR laser polarization
direction and we assume that the xuv pulse also polarizes along the same direction.
To illustrate the physics of IR assisted dynamics by xuv pulses, we choose the IR
laser center energy of ω = 1.55 eV, with the wavelength of 800nm and the intensity
of 1013 W/cm2, the SAP pulse center energy of ωx = 10.0eV, which is lower than
the ionization threshold of H atoms, the pulse duration τSAP = 0.5 fs and intensity
of 1010 W/cm2. Under such conditions, the multi-photon process by the IR-only is
negligible small comparing the single photon process by the xuv pulse.

7.3.1 IR Assisted Photoionization

Now, let us first investigate the IR assisted photoionization. Figure7.2 shows the
total photoionization probabilities of IR assisted ionization of H atoms by the xuv
pulses from an APT (solid red curve) and an SAP (dashed green curve). When the
IR pulse arrives earlier than the APT (SAP) at time delay td = −10.0 o.c. (optical
cycle), the total photoionization yields are very small. For the APT, the ionization
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Fig. 7.2 Total ionization
yield of IR assisted
photoionization of H atoms
by an xuv pulse from an
APT (solid red curve) or an
SAP (dashed green curve).
The APT pulse duration
(FWHM) is 5.0 fs and the IR
pulse duration is 20 fs
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yield increases as the time delay increases and reaches a maximum at about td = 5
o.c. and then decreases again as the time delay increases further.When the two pulses
overlap with each other around td = 0.0, the yield oscillates twice per IR optical
cycle. For the SAP, similarly to that of the APT, the yield also increases as the time
delay increases and reaches the maximum at td = 0.0, and then slowly decreases as
the time delay increases further. The oscillation amplitude is about one order smaller
than the one by the APT and there is no sharp peak at time delay td = 5.0 o.c. Those
behaviors can be understood qualitatively as follows: Since the xuv center energy
is smaller than the ionization potential of H atoms, the xuv-only can mainly excite
the atoms with a small ionization yield. If the IR arrives much earlier than the xuv
pulse, it does not affect the xuv excitation. If the IR arrives much later than the xuv
pulse, it can further ionize the excited states populated by the xuv pulse. This results
in the asymmetry of ionization yields with respect to the time delay at td = 0. When
the IR pulse overlaps with the xuv pulse, atomic dressed states (Floquet states) are
formed being assisted by the IR field and the atoms can be ionized to dressed states
by the xuv pulse. The large oscillation amplitude of the ionization by the APT can be
attributed to the narrow energy distribution of the APT in which only a few Floquet
states are involved. While for the SAP, which has a broad energy distribution, the
atoms can be ionized to many Floquet states with different phases [58]. Therefore,
the total ionization yield is less sensitive to the IR laser arriving time.

To confirm the above interpretation, we also plot the excitation probabilities of H
atoms by the APT and SAP in Fig. 7.3. The excitation probability by the APT arises
first, then reaches the first broad peak at td = −5.0 o.c., and the second broad peak
at td = 0.0, and then decreases monotonically as the time delay increases further.
Since the energy structure of an APT looks like a comb with sharp energy peaks, the
xuv energy is off the resonant energy of the transition 1s → 2p without the IR field,
and hence the excitation probability is smaller when the IR arrives much earlier than
the APT. When the IR laser overlaps with the APT at td = −5.0 o.c., the APT can
resonantly excite the atoms owing to the ac Stark shift [59], and this results in the
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Fig. 7.3 Excitation probabilities of IR assisted photoabsorption of H atoms by an xuv pulse from
an APT (solid red curve) or an SAP (dashed green curve). The total absorption probabilities by
the APT (APT:Total, blue dashed curve) and the SAP (SAP:Total, pink dashed curve) are also
presented. The parameters for the IR laser and xuv pulse are the same as the ones used in Fig. 7.2

first broad peak. When td increases further to the overlap region at td = 0, the ac
Stark shift may move the 2p energy off the resonance again. Therefore the excitation
probability decreases as td increases and the probability reaches the second broad
peak when the two pulses overlaps at td = 0. As td increases further from td = 0,
the ac Stark shift may result in a resonant excitation again. For td > 0, the IR laser
arrives later and the early tail of the IR laser pulse helps the APT to excite resonantly
the atoms and the main part of the IR laser ionizes the excited states. Thus, the large
ionization peak appears at td = 5.0 o.c. while the excitation probability decreases
oscillating. Since the SAP has a broad energy distribution it can excite the atoms
without the IR and thus the excitation probability is large when the IR arrives much
earlier than the SAP pulse. As td increases and approaches td = 0, the IR pulse
ionize the excited states and the ionization probability increases while the excitation
probability decreases. As the time delay crosses the maximum overlap at td = 0,
then the ionization yield decreases and the excitation probability increases again.

We also plot the total absorption probability (ionization + excitation) in Fig. 7.3.
For the SAP, the total absorption probabilities are almost constant, insensitive to
the arriving time of the IR field. For the APT, the total absorption probabilities
are sensitive to the arriving time of the IR pulse. All these are consistent with our
interpretation. Interestingly, the total absorption probabilities are almost symmetry
with respect to the positive and negative time delay.

To support the above interpretations, let us look at the ATI electron energy spectra
as a function of the time delay between the IR and APT pulses in Fig. 7.4. In the
negative large time delay region, there are almost no high energy electrons since
the direct ionization by the APT is very small. When the IR and APT overlap with
each other around td = 0, there are many sharp ATI peaks. For the peak around the
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Fig. 7.4 ATI spectra of H
atoms by the APT pulse as a
function of the time delay
between the IR laser pulse
and APT. Other parameters
for the IR laser and xuv
pulse are the same as the
ones used in Fig. 7.2
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Fig. 7.5 ATI spectra of H
atoms by the SAP pulse as a
function of the time delay
between the IR laser pulse
and SAP. Other parameters
for the IR laser and xuv
pulse are the same as the
ones used in Fig. 7.2
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electron energy of ω, it bends to the lower energy side due to the ac Stark shift. At
this IR intensity, the ac Stark shift is about 0.6 eV, which is larger than the energy
needed to shift the 2p state into the resonant energy region byAPT. Thus, the resonant
excitation appears on both sides around td = −5.0 and 5.0 o.c. For the first resonant
region at td = −5.0 o.c., the IR laser does not have enough power in the later tail
to further ionize the excited states and there are no high energy ATI peaks. For the
second resonant regime at td = 5.0 o.c., the main part of the IR further ionizes
the excited states and there are several ATI strips as shown in the figure. Since the
excited states are not affected by the ac Stark shift, the ATI peak energies are almost
constant against the IR intensity (time delay) and their behaviors look like a Freeman
resonance [60]. In the overlap region around td = 0, the ATI peak yield oscillates
twice per o.c. and the oscillation for different ATI peaks are all in phase for the time
delay. Therefore, the total ionization probabilities also oscillate significantly.

For theATI electron spectra from the SAP, as shown in Fig. 7.5, the general pattern
is similar to that of theAPTpulse.One difference is thatwe cannot clearly identify the
ATI peaks since there are several peaks among one group, e.g. around the electron
energy of ω. Since the energy distribution of the SAP is very broad and the SAP
pulse can excite the atoms into many possible Floquet states. The phases between
the different Floquet states depend on the IR intensity and they may have no phase
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relation at all [58]. Therefore, the total ionization yield, the sum of ionization from
different Floquet states, changes moderately as a function of time delay. If we focus
on a specified ATI peak, it oscillates in a similar way as the one by the APT [55].

From above examples, once again, we can say that the IR laser field modifies the
atomic excited and continuum structures and the xuv pulse probes the structures.
Based on this mechanism, we can control the transparency of materials by tuning
the arriving time of the xuv pulse and the character of the xuv pulse as shown in
the recent experiment by Ranotovic et al. [39]. Since APT pulses are generated by
a driving IR, if we merge a second IR laser with the driving IR, we can extract the
emission time of APTwith respect to the driving IR field by analyzing the oscillation
of ATI spectra as shown in the measurement by Shivaram et al. [35].

7.3.2 IR Assisted Photoexcitation

In the previous section, we analyzed the IR assisted photoionization by monitoring
the ejected electron. Since the center xuv energy is lower than the ionization threshold
of H atoms, the excitation is the dominant process. Recently, instead ofmeasuring the
ejected electrons, one can also measure the apparent photoabsorption cross section.
In such experiments [33, 34], apparent photoabsorption cross section defined in
(7.14) can be extracted by comparing the xuv energy spectra before and after a gas
cell. Figure7.6 shows the apparent photoabsorption cross sections of H atoms in a
5 fs IR laser field by an SAP. We see there is a very strong absorption line around
10eV of photon energy, which corresponds to the transition from 1s → 2p. When
the IR laser overlaps with the SAP, the strength of the absorption line is reduced
significantly and there are several side bands appear. Hence, the IR field redistributes
the oscillation strength to different energies and modifies the atomic excited and
continuum structures. Unlike the convention photoabsorption cross section in a static
field, the Bethe sum rule [61] does not apply to the apparent photoabsorption cross
section.

Fig. 7.6 IR assisted
apparent photoabsorption
cross section as a function of
the time delay between the
IR and SAP pulses. The IR
pulse duration (FWHM) is
5 fs
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7.4 Summary

In this chapter we have briefly reviewed the recent developments of the IR assisted
photoionization and photoexcitation by an xuv pulse either from theAPTor SAP. The
IR laser field can assist the xuv photoabsorption by modifying the atomic structure
and steering the excited or ionized electron. Since the IR optical cycle is of the order
of femtosecond time scale, we can control dynamics in a fraction of one optical cycle
or in attosecond time domain. Once we understand the mechanism of the IR assisted
atomic photoabsorption , and the roles of the IR laser field, we can search a better way
to control the material transparency [39] by tuning the IR laser arriving time as well
as the character of the xuv pulse. By streaking the electron wavepacket generated by
an SAP, one may image atomic or molecular structures [62]. Differently from the
imaging in use ofmiddle IR lasers [63], thismethod givesmore freedom to control the
electronwavepacket. Since the xuv has a broad energy distribution and it may excite a
material intomany excited states, tuning the time delay between the pump (xuv pulse)
and the probe (IR laser pulse), one may resolve the detailed excited structures with
an energy resolution much better than the limitation from the uncertainty principle of
either the xuv pulse or IR pulse as shown in recent experiments [4, 64]. In this article
we focused on the xuv photon energy bellow the ionization threshold. For the xuv
photon energy well above the ionization threshold, the ejected electron by the xuv
pulse can be streaked into the momentum space in which both the xuv and streaking
IR fields information are encoded. From the streaking momentum distribution , one
can obtain the xuv pulse information, the wave-form of the IR field or fundamental
information of the time delay in the photoionization processes. Therefor, the IR
assisted xuv photoabsorption has opened a door for us to understand the electron
dynamics, control material properties and image molecular structures in ultrashort
(femtosecond or even attosecond) time domain.
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Chapter 8
Photoionization Time Delays

J. Marcus Dahlström, Morgane Vacher, Alfred Maquet,
Jérémie Caillat and Stefan Haessler

Abstract The material presented in this chapter is based on important advances
realized in “attophysics” which make feasible to follow the motion of electrons in
atoms and molecules with attosecond-level time resolution. In this context, time-
delays have been recently determined in the process of photoionization by extreme-
ultra-violet (XUV) pulses and the question of the significance of these measured
delays arises. Aswe shall outline here, numerical experiments show that they are inti-
mately related to the structure of the ionized species’ continuous spectrum. Another
point addressed here is that, in experiments, the measurements have the common
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characteristic to be performed in the presence of an auxiliary infra-red (IR) field,
used to “clock” the timing of the process. This implies to adapt the theory treat-
ment to handle such “two-color” photoionization processes. We review a systematic
analysis of these features that are characteristic of this class of electronic transitions,
when viewed in the time domain.

8.1 Introduction

“Attophysics” has emerged in the 2000s with the advent of a new generation of radi-
ation sources delivering attosecond pulses of Extreme Ultra-Violet (XUV) radiation
via the High-order Harmonic Generation (HHG) process [1–3]. These new sources
allow the photoionization process to be considered as taking place at a well defined
time within a brief time window with attosecond resolution. This opens up the pos-
sibility to achieve the real-time probing and control of electron (or hole) dynamics
on a sub-femtosecond time scales [4, 5]. It is in this very active context that several
different experiments have evidenced attosecond time-delays that are associatedwith
the photoionization process [6–12]. Complementary interpretations of these experi-
ments have been reviewed within the frameworks of both the time-independent [13]
and the time-dependent picture [14].

This set of results has been obtained thanks to the advances realized in both
the attosecond metrology and generation schemes of XUV pulses through HHG.
One has led to the generation of isolated pulses with duration down to 80 as [15],
while the other has resulted in the emission of attosecond pulse trains, with bursts of
XUV radiation having durations down to 63 as [16]. When recombining such XUV
pulses with an infrared (IR) laser radiation, one can realize two-color pump-probe
experiments, with sub-femtosecond temporal resolution. One important outcome
has been to study the photoionization of atoms in the time domain, thus evidencing
intrinsic time-delays associated with the process [6, 9–11]. As we shall show, the
physical significance of the delays so measured depends on the electronic structure
of the excited species, including the influence of resonant states. Regarding the input
of attophysics in this latter field, c.f. [17–19].

Before to proceed, we wish to make clear the distinction existing between the
attosecond scale relevant to intra-atomic electronic transitions and the much longer
time scale governing the detection of the wave packet created in the ionization
process. When the atom is irradiated by an attosecond XUV pulse, the width of
the energy content of the photoionized wave packet is governed by the time-energy
uncertainty principle.While traveling over amacroscopic distance towards the detec-
tor, the motion of the maximum of the density probability is essentially classical. In
parallel, all energy components of the electron wave packet (EWP) will spread so
that the spatio-temporal structure also reaches themacroscopic realm. This allows for
direct detection of the electron energy distribution as a function of time-of-flight to
the detector. The important point is that, although the electronic transition is taking
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place on an attosecond scale, in the presence of the IR clock a signature of the
time-development of the process can be extracted from the photoelectron spectrum.

The organization of the chapter is as follows: In Sect. 8.2, we will follow the wave
packet evolution using time-dependent simulations and extract the delays due to the
microscopic interactions that have occurred in the target. The results are directly
compared with theoretical delays obtained from time-independent scattering theory.
In Sect. 8.3 we provide an interpretation of the microscopic delays in photoionization
using a formalism designed to compute two-photon (XUV-IR) matrix elements. In
Sect. 8.4 we give a review of experimental work on photoionization delays using
two-color (XUV-IR) fields. Finally, in Sect. 8.5 we present our conclusions.

8.2 Phase-Shifts and Time-Delays

8.2.1 Formal Definition of a Photoionization Delay

The characterization of the dynamics of a photoelectron wave packet commonly
refers to the notion of scattering time-delay developed in the context of quantum
collision theory [20, 21]. A wave packet scattered by a potential experiences a delay
as compared to free motion. Wigner and his collaborators [20, 21] first pointed out
that this delay can be characterized through the spectral derivative of a phase shift η:

τ = �
∂η

∂E
(8.1)

where E represents the particle’s energy.1 A stationary-phase derivation shows that
this delay, evaluated at the energy of maximum amplitude, represents the delay
induced by the potential on the traveling particle, compared to the time it takes a
reference particle (typically a free particle) with the same energy to cover the same
distance: In (8.1), it is implicit that η is the phase difference (or phase shift) between
the scattered and the reference waves.2 It must be clear also that the reference has
to be chosen to match the scattering wave in the incoming region (usually far from
the interaction region). Moreover, since a collision treated quantum mechanically
is described with the help of wave packets, its dynamics can never be completely
represented by a unique delay: The group delays are representative quantities in
principle only for near Fourier-limited, ideally Gaussian distributions.

Extending Wigner’s formalism to photoionization processes is straightforward if
one admits that a photoelectron experiences a “half collision” as it is ejected, while
remaining under the influence of the ionic core [13]. Further, a group delay can
be assigned to the spectral phase that the photoelectron wave packet accumulates

1Other formal definitions can be invoked, see [22] for a comprehensive review.
2The stationary-phase approximation is discussed in e.g. [23].
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during and upon the transition. This comes in addition to the imprint of the driving
electric field phase exploited in standardXUVpulse characterization techniques such
as RABBIT [24, 25] or FROG-CRAB [26].

8.2.1.1 Scattering Delay

In the case of one-photon ionization, the only contribution to the phase of the EWP
is associated with the real-valued continuumwave function selected by the transition
[27]. Just as for collisions, that phase is actually a phase shift, the definition of which
comes with the choice of a reference.

When taking the free-particle as a reference, the overall scattering phase associ-
ated with photoionization decomposes as the sum of a short-range and a long-range
contributions,

η = ηsr + ηlr (8.2)

The long-range term, ηlr, is due to the asymptotic Coulomb tail associated with
any atomic or molecular ionic core potential and it depends logarithmically on the
electron position. The short-range term, ηsr, contains a signature of the detailed
interactions between the released electron and the remaining ones which constitute
the ionic core, as well as the multi-center nuclear structure in the case of molecules.

According to (8.2), the group delay associated with scattering upon photoioniza-
tion reads as the sum

∂η

∂E︸︷︷︸
τ sca

= ∂ηsr

∂E︸ ︷︷ ︸
τsr

+ ∂ηlr
∂E︸ ︷︷ ︸
τlr

(8.3)

of a long-range delay τlr and a short-range delay τsr. While τlr is everywhere
modified by the infinite-range influence of the Coulomb potential, τsr converges
after some finite distance representative of the size of the atom or the molecule,
i.e. beyond the influence of the short-range component of the potential. As already
mentioned, the implicit reference in (8.2) and (8.3) is the free motion.

Note that for practical reasons, scattering phase shifts and Wigner-like delays are
usually assigned to angular momentum components of the complete EWP expanded
on a partial wave basis. Partial-wave decompositions are essential in atomic calcu-
lations as they allow the use of angular momentum theory. Formal links between
the Wigner delay, the lifetime matrix, Q, and the scattering matrix, S, were first
derived by Smith [21]. In the present context, such constructions provide a way to
separate the total wave packet into partial wave packets in different ionic channels.
The dynamics of each of these can be properly characterized by a simpleWigner-like
group delay.

Besides, when choosing specific representations of the continuum, the scatter-
ing phase shift sometimes manifests as a contribution to the phase of a complex
valued wave-function. This occurs for example when treating the continuum with
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conventional scattering waves, initially developed in the S-matrix formalism to
represent a full collision. This phase then shows up as the argument of the asso-
ciated (otherwise real-valued) transition matrix element: One indeed often refers to
the scattering phase shift as the “phase of the dipole matrix element”. Similarly, it has
been shown recently that the one-photon dipole matrix element becomes complex
if correlation effects are included perturbatively on a basis of uncorrelated single
particle function products [28].

8.2.1.2 Beyond 1-Photon Transitions

The fact that the real-valued dipole operator itself does not bring any contribution
to the phase of the released EWP reflects the instantaneous nature of single photon
absorption (or its annihilation in the quantum-electrodynamics formalism). However,
inmultiphoton transitions associatedwith above-threshold ionization (ATI), i.e.when
intermediate states lie in the continuous spectrum, the transition operator (typically
the Green operator in a 2-photon transition) becomes complex, thus bringing an
additional contribution to the spectral phase of the released wave packet.

Following the line of reasoning developed for the scattering delay, this additional
phase can be used in the time domain to introduce a “transition delay” τ tra accounting
for the temporal shaping of the EWP as it builds up during the transition [29]. In
particular, it can be interpreted as a transition duration when the energy transferred
by one of the photons coincides with the excitation energy towards a resonant state
possessing a significant lifetime τ r: τ tra is then related to τ r and represents the time
spent by the system in this intermediate resonance before transiting toward the final
state.3 Experimentally, accessing this “transition phase” requires an interferometric
setup with two paths leading coherently to the same final continuum state. These
requirements are met by the RABBIT technique [31], a method initially designed
to characterize attosecond XUV pulse trains using an IR pulse as an external clock
[24, 25, 32, 33]. This technique was thus revisited in [7, 8, 29, 34] to investigate
XUV-IR 2-color photoionization in the time-domain, where two distinct 2-photon
transitions probe each other.

Furthermore, it was shown that the phase of the transition matrix element in
two-photon XUV-IR ionization through an intermediate continuum is related to the
short-range scattering phase shift (ηsr) of the intermediate state [10, 13, 35, 36]. It
was verified numerically for hydrogen that the intermediate scattering phase could
be recovered with high fidelity if a universal phase shift, called the continuum–
continuum phase, was subtracted from the two-photon matrix element [36]. This
reinterpretation of RABBIT measurements [10], which states that the one-photon
ionization delays can be experimentally obtained, has now been verified by diagram-
matic methods for both neon and argon atoms [37]. In this reinterpretation, the IR
pulse is seen as a probe used to characterize the dynamics of XUV-driven 1-photon

3See e.g. [30] for a comprehensive derivation and exploitation of transitions delays in the particular
context of resonant X-ray Raman scattering.
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ionization.4 The RABBIT setup shares fundamental similarities with the streaking
technique [14, 36, 38], which (i) also consists of HHG-based XUV-pump IR-probe
schemes, (ii) was initially conceived to characterize XUV pulses (using a FROG-
CRAB analysis), and (iii) had already been revisited to access photoionization delays
[9]. The main difference lies in the pulse properties: XUV pulse train and weak IR
field in RABBIT versus broad, single XUV pulse and moderate IR field for streak-
ing. Section8.3 of the present chapter is dedicated in more details to the specific
subject of probing one-photon ionization delays using dressing IR fields, but first we
turn to time-domain simulations of microscopic delays and compare the results with
scattering theory.

8.2.2 Ionization Dynamics in Numerical Experiments

The physical relevance of the scattering delay as defined above can be addressed in
simulations of photoionization, where the actual dynamics observed in numerical
experiments is compared to the delays evaluated from energy-dependent scattering
phase shifts, usingWigner’s formalism. To this end, we used simple models of atoms
allowing extensive numerical experiments where the formal delays are compared to
the exact (numerical) solution of the time-dependent Schrödinger equation (TDSE).

8.2.2.1 The Model Atoms

Our generic model consists in a single active electron (with position x) interacting
with an effective core through a symmetric potential in one dimension. We will
consider three different potentials defining three different systems: A, B and C.
Atom A is built on a simple soft-Coulomb potential,5

V (x) = − 1√
x2 + a2

(8.4)

where the regularizing parameter a is the main knob to control the energies of the
bound states. The potentials for atoms B and C read

V (x) = − 1√
x2 + a2

+ G(x) (8.5)

where G(x) represents two symmetric hyper-gaussian barriers, see Fig. 8.1. In such
models, the short-range barriers are adjusted to design shape resonances, accounting

4Note that the two reinterpretations of RABBIT in terms of transition or scattering delays are not
contradictory, but rather complementary.
5The equations are displayed in atomic units: � = m = e = 1/(4πε0) = 1.
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Fig. 8.1 Model potentials used in our simulations. The potential for model atom A (left) consists
in a simple soft-Coulomb term. The potentials for model atoms B (center) and C (right) contain
additional barriers inducing structures in the continuum. Horizontal lines represent discrete energy
levels: bound states (E < 0, yellow) and resonances (E > 0, red). The line styles indicate the parity
of each state: even (full) or odd (dashed). The energy (and life-time) of the states relevant for our
simulations are also indicated

qualitatively for the mean-field interaction between the active electron and the frozen
cores. The spectral positions of the shape resonances depend mainly on the barrier
separation, and their widths on the height and width of the barriers.

Note that because we use symmetric potentials, the discrete bound state wave-
functions are alternately even and odd (starting with an even wave-function for the
ground state) whereas degenerate even and odd continuum states are found for any
positive energy. This property is of first importance in the simulations since a dipole
transition between two such states is allowed only if their parity is opposite, allow-
ing for a direct treatment of the continuum in terms of real-valued wave-functions
[27, 29, 39], with defined parities. In the following, we denote φE,p(x) the contin-
uum eigenfunction associated with the positive energy E and parity p (+1 and −1
for an even and odd parity respectively). The potentials were adjusted to create a
relatively broad, odd resonance near threshold in atom B, and a narrower one, also
odd, in atom C (see Fig. 8.1).

The time evolution of the system’s wave-function ψ(x, t) follows the time-
dependent Schrödinger equation:

i
∂

∂t
ψ(x, t) =

[
−1

2

∂2

∂x2
+ i A(t)

∂

∂x
+ V (x)

]
ψ(x, t), (8.6)

where the interaction with light is treated in the velocity gauge (A · p) representation
of the dipole approximation. We solved it numerically using the Crank-Nicolson
algorithm [40]. The temporal dependence of the vector potential A(t) is defined by a
carrier frequency ω0 and a generic sin2-envelope centered at t = 0, with a duration
of 100 cycles FWHM. In the range of considered photon energies (15.8 eV < ω0 <

18.8 eV), it represents pulse durations of ∼25 fs, which lies between the lifetimes of
the resonances in atom B (1.7 fs) and in atom C (54.4 fs). The XUV pulse intensities
were kept low enough so that non-linear effects could be safely neglected.
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8.2.2.2 1-Photon Transition Dynamics and Scattering Delay

We present here results illustrating the relevance and limitations of the formal scat-
tering delay (8.3) as a characteristic time of 1-photon ionization dynamics. More
precisely, our study focuses on the short-range contribution to the delays, τsr: we
thus investigated the photoionization dynamics of atoms B and C, taking atom A as
a reference (see Fig. 8.1).

We first detail the procedure for a near resonant ionization of atom B, where the
resonance is short-lived enough to induce negligible distortions on the bell-shaped
temporal and spectral profiles, but where the delay is large enough to be visualized
on the wave packet temporal profile. We present afterwards the results obtained near
a sharper resonance and in a smooth continuum.

Near a broad resonance

Our analysis consists in merging temporal and spectral information retrieved from
photoelectron wave packets. Figure8.2a displays the spectral profile σ(E) of the
wave packet created by ionizing atom B initially in its ground state, with a pulse
of central energy ω0 = 17.55 eV. The spectrum was retrieved by using the spectral
analysis technique described in [41]. Thewave packet is centered close to the resonant

1.0 1.5 2.0 2.5 3.0
-1.0

-0.8

-0.6

-0.4

Electron energy E   [eV]

Sp
ec

tr
um

σ  
 [

ar
b.

 u
.]

0

1

E
−

Scattering phase shift
η

-1    [π  rad]

40 60 80

Propagation time t   [fs]

E
le

ct
ro

n 
fl

ux
j(
x d

) 
[a

rb
. u

.]

0

1

0

1

ToFToFref

(a) (b)

Fig. 8.2 Model atom B (ground state) @ 17.55 eV— a Full blue curve electron spectrum (the
vertical line indicates the mean energy under the peak Ē); dash-dotted green curve phase shift of
the odd scattering state (atom A as a reference); b full red curve electron flux j (x d) evaluated at
x d = 1000 a.u. versus propagation time; dashed red curve j (x d) evaluated at the same distance
when photoionizing the reference atom A with a pulse adjusted to obtain the same average energy
Ē ; vertical lines average times under the peaks, TOF (full) and TOFref (dashed) respectively. For
a better readability, the spectrum and flux data were normalized to 1 at their maximum values
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energy (ER =1.87 eV), within its width (ΓR = 0.383 eV). The associated mean
photoelectron energy computed as

Ē = 1

P ion

∫

peak

E × σ(E) dE (8.7)

where P ion is the total ionization probability, is equal to 1.86 eV. From the temporal
point of view, we characterized the wave packet dynamics by computing the electron
flux as a function of time at a position x d = 1000 a.u, beyond the short-range part
of the potential, as

j (x d, t) = Im
{[ψ(x d, t)]�ψ′(x d, t)

}
(8.8)

where ψ′ is the first order derivative of ψ with respect to x and � stands for complex
conjugate. From the flux, shown in Fig. 8.2b, we defined a numerical “time-of-flight”
as the average arrival time at the virtual detector,

TOF(x d) = 1

P ion

∫

peak

t × j (x d, t) dt. (8.9)

In the considered case, it amounts to 64.04 fs. That average value is indeed close
to the time it would take a free particle with a kinetic energy of 1.86 eV to travel
the distance of 1000 a.u (65.42 fs), and the difference evidences the influence of the
potential on the electron motion, all along the way to the detector.

To reveal the role of the short-range barriers on the release dynamics, and more
specifically on theTOFvalue value,we simulated the photoionization of the reference
atom A (with the interaction potential restricted to the soft Coulomb term) with a
central pulse frequency finely adjusted to create a wave packet with the same average
energy Ē = 1.86 eV. The flux computed at x d for this reference transition presents a
temporal profile similar to the near resonant transition in atom B (also displayed in
Fig. 8.2b). It is however clearly shifted towards shorter times: The associated average
time-of-flight, TOFref, is equal to 62.40 fs. The time-of-flight difference

ΔTOF = TOF(x d) − TOFref(x d) (8.10)

is equal to 1.64 fs. It is a numerical evaluation of the delay induced on the released
wave packet by the short-range barriers in atom B, seen from a time-dependent
perspective, to be compared to the formal scattering delay.

We thus numerically computed the real-valued continuum eigenfunctions selected
by the transition [39] φE,p(x) for atom B and φ ref

E,p(x) for the reference-atom A and

finally determined their relative phase shift ηp(E). The phase shift η−1(E) computed
in the energy range covered by thewave packet is shown as a dashed curve in Fig. 8.2a.
It undergoes a smooth �0.6π jump spread over the resonance width. Its spectral
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derivative evaluated at the average energy Ē , i.e. the formal scattering delay τ sca, is
equal to 1.65 fs, which is remarkably close to the value of ΔTOF.

The procedure was then repeated for a set of pulse frequencies near the resonance.
Figure8.4b compares the values of ΔTOF (circles) obtained in the time-dependent
treatment (8.8–8.10), to the group delays τ sca (full line) derived from the scattering
phase shifts and evaluated at the mean wave packet energies Ē . The two sets of
data follow a typical bell-shaped curve, with a maximum at resonance reaching
the resonance lifetime Γ −1

R = 1.7 fs. They are in very good agreement with the
most noticeable discrepancy at resonance (Ē�1.87 eV), i.e. where the wave packet
distorsion is expected to be maximum.

Near a narrow resonance

The situation is different when the transition reaches the vicinity of a resonance
narrower than the pulse spectral width. A representative case is given by the resonant
ionization of atom C taken in its ground state.

In the wave packet launched by a �ω0 = 17.55 eV pulse, the resonance now
manifests as a sharp, prominent, peak distorting the otherwise smooth, bell-shaped
spectral profile, as displayed in Fig. 8.3a. Furthermore, the electron flux shown in
Fig. 8.3b (still computed at x d = 1000 a.u.), now displays an asymmetric tail towards
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Fig. 8.3 Model atom C (ground state) @ 17.55 eV— a Full blue curve electron spectrum (the
vertical line indicates the mean energy under the peak Ē); dash-dotted green curve phase shift of
the odd scattering state (atom A as a reference); b full red curve electron flux j (x d) evaluated at
x d = 1000 a.u. versus propagation time; dashed red curve j (x d) evaluated at the same distance
when photoionizing the reference atom A with a pulse adjusted to obtain the same average energy
Ē ; vertical lines average times under the peaks, TOF (full) and TOFref (dashed) respectively. For
a better readability, the spectrum and flux data were normalized to 1 at their maximum values
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larger times—a direct signature of the resonance’s exponential decay. At this point, it
is already clear that such a structured wave packet cannot be accurately characterized
by a single energy (e.g. Ē), nor its elongated temporal profile by a single time
(e.g. TOF). Taking again atom A as a reference provides a time of flight difference
ΔTOF = 28.46 fs, while the formal delay derived from the scattering phase shift
η−1(E) (shown in Fig. 8.3a) at the average energy Ē is above 50 fs.

We again repeated the simulations by changing the central frequency, and reported
the delays in Fig. 8.4c. Although both sets of data display the same peaked shape
centered at the resonant energy ER = 1.86 eV, they present clear discrepencies.
In particular, the maximum value reached by ΔTOF is approximately twice smaller
than the actual resonance lifetime and theΔTOF peak is broadened by the light pulse
width, as compared to the τ sca peak.

In a smooth continuum

The formal scattering delay, validated before as representative of the ionization
dynamics near a broad resonance, is expected to be just as relevant in a smooth
continuum. To illustrate this, we simulated photoionizations of atom B, now initially
considered in its first excited state with odd symmetry. The pulse central frequency
was varied to end up in the same electron energy region, between 1 and 3 eV. Selection
rules are such that now, the odd resonance is transparent to one-photon transitions,
for parity reasons.

We followed the same time-energy analysis as for the two previous cases. The
delays, computed as the time-of-flight difference ΔTOF on the one hand and as the
phase shift derivative τ sca on the other hand, are compared in Fig. 8.4a. The delay
evolves monotonically, and the two sets of data are indeed in very good agreement.
The results presented above illustrate the validity of the formal scattering delay as
representative of the average one-photon ionization dynamics, at least when the
created wave packets are unstructured enough both in the energy and time domains.
We mention that the significance and relevance of the formal transition delay can be
evidenced in a similar manner in two-photon ionization simulations [29, 34].

8.3 Analysis of Two-Photon XUV +IR Ionization

A real-world time-of-flight spectrometer for detecting photoelectrons operates on
the basis of separating different energy (or momentum) components through macro-
scopic propagation [42, 43]. Indeed, this constitutes a frequency domain measure-
ment and information about microscopic time-delays cannot be resolved. However, if
the photoionization process is modulated by an IR laser field, it is possible to encode
some temporal information into the frequency domain by construction of a so-called
spectrogram over photoelectron kinetic energy (or momentum) and sub-cycle delay
betweenXUVand IRfields [26, 31, 44, 45]. This is done by repeating the experiment
as a function of the delay between XUV and IR fields. Still, timing information about
the one-photon process is not directly recorded and further theoretical calibration is
required, as we shall briefly discuss in this section.
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Fig. 8.4 Scattering delays
evaluated as a time-of flight
difference (circles) and as a
formal group delay (full
curves), as a function of the
mean photoelectron energy
Ē (see text). a Smooth
continuum: Ionization of
atom B compared to
ionization of atom A, both
from their first excited state
(the resonance is transparent
to the transition, for parity
reasons); b broad resonance:
ionization of atom B
compared to ionization of
atom A, both from their
ground state; c sharp
resonance: ionization of
atom C compared to
ionization of atom A, both
from their ground state
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In the presence of an IR laser field, the photoelectron released upon absorption
of one XUV photon can further absorb and emit IR photons, thereby changing its
energy. Provided that the IR field is weak, the energy of the electron will change
as the result of the exchange of only one IR photon at most, so that the overall
process amounts to a two-photon transition. These measurements are based on the
interference of several multiphoton pathways that lead to the same final continuum
state. The contribution from the final state scattering phase cancels out and the so-
called transition phase through the different pathways will determine the observed
delay in the measurement.

In the following, we will restrict the analysis to ATI in a smooth continuumwhere
the photoelectron interacts perturbatively with both the XUV and IR fields through
second-order perturbation theory. The two-photon process induced by the linearly
polarized field, E(ω), is expressed as an S-matrix:

S(2)
f i = 1

2πi

∫
dω′ M (2)

f i (ω′) E(ω′) E(ω′′), (8.11)

where the two-photon matrix element from the initial state |i〉 (with energy εi ) and
to the final state | f 〉 (with energy ε f ) is

M (2)
f i (ω′) = lim

ε→0+

∑

n

∫ 〈 f |z|n〉〈n|z|i〉
(εi + ω′ − εn + iε)

, (8.12)

with ω′ being the energy of the first absorbed photon and where the integral-sum
runs over intermediate states n (with energy εn). The integral over ω′ in (8.11) can
be seen as a sum over all quantum paths that lead from the initial state to the final
state with the energy-conservation requirement: ω′ + ω′′ = ε f − εi . In our two-
color case, the field has two different components at XUV and IR frequencies for
the pump and probe fields, respectively. The dominant contribution to (8.11) can
then be identified as the process with absorption of one XUV photon followed by
exchange of one IR photon. If both components have a broad bandwidth then there
is a broad range of photon-pairs available. However, the effects of this convolution
are negligible if one of the fields is quasi-monochromatic. We will assume that the
IR field is quasi-monochromatic with frequency ωIR = ω and with a bandwidth ΔIR
that is narrower than the bandwidth of the XUV field with frequencies Ω> and Ω<.
The two dominant quantum paths become:

S(a)
f i ≈ 1

2πi
M (2)

f i (Ω<)E(Ω<)E(ω)ΔIR

S(e)
f i ≈ 1

2πi
M (2)

f i (Ω>)E(Ω>)E∗(ω)ΔIR, (8.13)

corresponding to absorption (a) and emission (e) of a laser photon from the fields
as depicted in Fig. 8.5. Note that the intermediate XUV photon energy is different
in the two paths to ensure global energy conservation. For this class of multiphoton
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Fig. 8.5 Photon-diagrams for laser-assisted photoionization. Single XUV-photon absorption con-
tributes with a direct path (d) to the final state. The dominant two-photon processes involve the
absorption or emission of a laser photon indicated by paths (a) and (e). Higher-order processes
involve the exchange of more laser photons. Figure adapted from [35]

processes numerically exact computations can only be performed in one-electron
(hydrogen-like) and two-electron (helium-like) systems. In single-ionization events
the wave packet can be described as a single excited electron at a large radial distance
far from the ionic core. Within the single-active electron approximation, it is feasible
to derive a convenient approximation method designed to evaluate the time delay
induced by the IR-driven transition in the continuum. It has been demonstrated that
the main results from this analysis also hold for the delay in photoionization from
many-electron atomic systems [37, 46].

8.3.1 Asymptotic Approximation for ATI Transition
Amplitudes

In order to obtain an estimate for the phase of the two-photon matrix element, we
will rely on an approximation, which utilizes the asymptotic continuum forms of the
final state and of the first-order perturbed wavefunction. Specializing to the case of
a hydrogenic system with nuclear charge Z , the S-matrix in (8.11) can be evaluated
approximately, as shown in [36]. One notices that the phase of the two-photon matrix
element contains only phase-shifts that are governed by the angular momentum λ of
the intermediate state, i.e. a state that can be reached via single-photon ionization.
More precisely, for a given transition channel (characterized by the angular momenta
of the intermediate and final state: �i → λ → L), the phase of the matrix element
reduces to:

arg[S(L ,λ,mi )
f i ] = π + arg[YL ,mi (k̂)] + φ< + φ

− πλ

2
+ ηλ(κ) + φcc(k,κ, Z), (8.14)
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where φ< and φ are the phases of the XUV field, Ω<, and of the IR laser, ω, respec-
tively; and where the continuum–continuum phase is approximated by

φcc(k,κ, Z) ≡ arg

{
(2κ)i Z/κ

(2k)i Z/k

Γ [2 + i Z(1/κ − 1/k)] + γ(k,κ)

(κ − k)i Z(1/κ−1/k)

}
, (8.15)

where k and κ are the final and intermediate momentum, respectively; and Z is the
residual charge of the ion. The first term in (8.15), which only includes the effects of
long-range phase distortion due to the ionic potential, corresponds to the label (P) in
Fig. 8.6a. The additional term, γ(k,κ) in (8.15), is a correction term that arises from
amplitude effects due to the ionic potential,

γ(k,κ) = i Z
(κ − k)(κ2 + k2)

2κ2k2
Γ [1 + i Z(1/κ − 1/k)], (8.16)

which is shown with the label (P+A) in Fig. 8.6a. The result presented as (P+A′) in
Fig. 8.6 is a fit to the exact calculation for hydrogen by Taïeb [36]. We stress that the
final state scattering phase, ηL(k), cancels out and that it does not enter in (8.14). In
the next section we explain how the “delay in photoionization” can be constructed
using two-photon matrix elements.

(a) (b)

Fig. 8.6 a Continuum–continuum phases: ATI phase-shifts for absorption (a) of one 800nm laser
photon; and for stimulated emission (e) of one laser photon, in a Coulomb potential with Z = 1.
The asymptotic approximation (P) provides the correct qualitative behaviour, while the long-range
amplitude corrections (P+A and P+A′) lead to quantitative agreement, at high enough energy, with
the exact calculations in hydrogen (+ and ×). b Ionization delays: the Wigner delays for hydrogen
with a photoelectron of s, p, d or f -character (red, upper curves) plus the universal continuum–
continuum delay for the laser-probing process with Z = 1 and �ω = 1.55eV (blue, dashed curve),
yields the total delay in laser-assisted photoionization (black, lower curves). Figure adapted from
[35]
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8.3.2 Extracting Time-Delay Information from Laser-Assisted
Photoionization Signals

Having established the asymptotic approximation for the complex amplitudes of ATI
processes, we now turn to the probability for the emission of a photoelectron with
energy εk = εi + Ω , as depicted in Fig. 8.5. The probability is given by the square
of the sum of the amplitudes:

Pk ≈ |Sd + Sa + Se|2
= |Sd |2 + |Sa |2 + |Se|2
+ 2� {

S∗
d (Sa + Se) + S∗

a Se
}
, (8.17)

where d, a and e label the paths associated with the lowest-order processes: (d),
(a) and (e) in Fig. 8.5. The total probability depends on the relative phase of all
individual quantum paths. In experiments, the phase of the two-photon amplitudes
labelled (a) and (e) can be controlled by changing the sub-cycle delay, τ , between
the probe field and the attosecond pulses. More precisely, one controls the relative
phase of the IR field as compared to the XUV field, φ ≡ ωτ in (8.14). The probe-
phase dependence is Sa ∝ E(ω) ∝ exp[iωτ ] and Se ∝ E∗(ω) ∝ exp[−iωτ ]. This
implies that the cross-terms in (8.17) vary differently as a function of τ : (d)–(a) and
(d)–(e) are modulated with periodicity ωτ associated with the exchange of only one
IR photon [47]; while the cross-term (a)–(e) is modulated with periodicity 2ωτ due
to the two IR photons involved [31, 48]. The maximal probability for photoemission
in a RABITT sideband6 occurs when the amplitudes associated with paths (a) and
(e) are in phase, arg[Sa] = arg[Se], which, using the explicit phases of the relevant
two-photon matrix elements in (8.14) and assuming that one intermediate angular
channel (λ) is dominant, leads to:

τ =

τG D︷ ︸︸ ︷
φΩ> − φΩ<

2ωr

+ ηλ(κ>) − ηλ(κ<)

2ωr︸ ︷︷ ︸
τλ

+ φcc(k,κ>) − φcc(k,κ<)

2ωr︸ ︷︷ ︸
τcc

, (8.18)

where the momenta κ< and κ> correspond to absorption of an XUV photon Ω< and
Ω>, respectively. In (8.18), we observe that the XUV-IR delay, τ , that maximizes
the yield is a sum of three delays:

• τG D: the group delay of the XUV field is relative to the subcycle oscillations of
the IR probe field.

6It has been shown theoretically that the delay of the photoelectron spectrogram in an attosecond
streak-camera experiment, as compared to the time variation of the IR vector potential, is equal to
the shift of the corresponding RABITT sidebands, c.f. [14, 36, 38].
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• τλ: the Wigner delay is the “delay” in single-photon ionization (must be deduced
from the difference with the delay in a reference system, e.g. hydrogen).

• τcc: the continuum–continuum delay is a measurement-induced delay from the
interplay of the IR field and the long-range Coulomb potential.

The sum: τλ + τcc = τθ constitutes the so-called “atomic delays”. Its variation in
terms of the kinetic energy of the photoelectron are shown in Fig. 8.6b for the case of
hydrogen the angularmomentum,λ. A similar separation of the time-delays as shown
in (8.18) was reported by the group of Burgdörfer for streaking of single attosecond
pulses by solving numerically the time-dependent Schrödinger equation [49, 50].
Interestingly, they also showed that τcc (there called ‘Coulomb-laser coupling’) could
be calculated from a classical ensemble of electron trajectories.

The delays presented in (8.18) are calculated from the finite-difference approxi-
mations to the actual derivatives, τG D = ∂φΩ/∂Ω and τλ = ∂ηκ,λ/∂Ω . For these
approximations to be valid, we must require that the spectral phases vary slowly,
|ΔφΩ | ≡ |φΩ> − φΩ< | � 2π, with a small phase variation over the energy range
spanned by two laser photons, ΔΩ = 2ω. In this sense, “slow” reactions, such as
autoionization of a resonance discussed in Sect. 8.2.2, require a more detailed eval-
uation of the spectral integral in (8.11) [34, 51]. In this context, we wish to mention
the work that has been made also using the soft-photon approximation (SPA) where
Volkov solutions are used as approximate continuum states [52–54]. The advantage
of this approximation is that it allows for analytical solutions to non-perturbative
IR interactions with the photoelectron, however, because the electron–ion Coulomb
interaction is omitted neither the scattering phases nor the continuum–continuum
phases will be recovered by SPA. Prior to these successful demonstrations of the
separability of the τλ and τcc in (8.18), the influence of the short-range scattering
phase-shifts was identified by Yakovlev et al. [55] and the importance of the long-
range Coulomb tail was discussed by Zhang and Thumm [56].

The effects of electron–ion interaction for laser-assisted XUV ionization has also
been studied by Smirnova and coworkers using the Eikonal-Volkov Approximation
(EVA) [57]. With EVA it was possible to provide accurate results for the photoion-
ization delays from hydrogen [58]. More recently, (8.18) has been validated, not only
for hydrogen, but also for noble-gas atoms by diagrammatic methods [37]; effective
two-electron models [50]; and for the H+

2 molecule [59].

8.3.2.1 The Delay Paradox

Equation (8.18) opens up for the possibility tomeasure (i) τGD of the attosecond pulse
or (ii) τλ of the photoelectron. The former requires exact knowledge of τθ = τλ+τcc,
which then must be subtracted from the experimental data; while τλ requires exact
knowledge of τGD and compensation of the universal τcc. The above statements
contain a paradox because our ability to measure one of these quantities requires
exact knowledge of the other.
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(a)

(c) (d)

(b)

Fig. 8.7 a Theoretical partial photoionization cross-section for Ar3p−1 compared to the total
photoionization cross-sectionmeasurements by Samson and Stolte [60].bAtomic delay forAr3p−1

observed along the polarization axis of the fields. c Theoretical partial photoionization cross-section
for Ar3s−1 compared to partial cross-section measurements by Möbus et al. [61]. d Atomic delay
for Ar3s−1 observed along the polarization axis of the fields. The correlated orbitals in the RPAE
model are listed in the curly brackets. The IR photon is 1.55eV. SAE calculations are performed
using the potential proposed by Muller [62]. Figure adapted from [63]

The first observation of attosecond pulse structures in 2001 [24] relied on subtrac-
tion of τθ computed for argon within the single-active electron approximation (SAE)
using the potential proposed byMuller [62]. In Fig. 8.7awe show the cross-section for
ionization from the 3p subshell in argon by absorption of one XUV photon for both
theMuller potential (◦) and using the Random-Phase Approximation with Exchange
(RPAE7) for many-body screening effects (+,×, ∗) [63]. Each model reproduces a
Cooper minimum in the photoionization cross section [64] in qualitative agreement
with the experimental total cross-section determined by Samson and Stolte [60].
The RPAE result, which includes ground-state correlation, is in excellent agreement
with the measurement close to the ionization threshold. At higher energies the total
cross-section differs from the partial RPAE cross-section due to opening of other
ionization channels. In Fig. 8.7b we show the corresponding atomic delays (com-

7For details about the RPAE theory see [28].
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puted from two-photon matrix elements) for argon within the SAE (◦) and for RPAE
screened XUV photon (+,×, ∗). The SAE agrees qualitatively with the correlated
calculations, but it can hardly be used for calibration of the experimental data on the
attosecond time scale.

In Fig. 8.7c, d we show the partial cross-section and atomic delays for photoion-
ization from the 3s subshell of argon, respectively [63]. Inter-orbital correlation
effects (+, ∗) give rise to a minimum in the partial cross-section, as first pointed
out by Amusia [65], and to a large positive peak in the atomic delay [12] that is not
present for models which only include intra-shell correlation (×). In Fig. 8.7c the
experimental measurements of the partial photoionization cross section by Möbus
and co-workers [61] is in qualitative agreement with the RPAE result (+, ∗).8 By
subtraction of the data in Fig. 8.7b, d, an atomic delay difference of∼25 as is found at
sideband 24 (∼37.2eV) between the 3p and 3s subshells. Unfortunately, this value
does not agree well with the experimental measurements of ∼100 as performed at
Lund University [10, 12].

While the long-range phase, ηlr(x) in (8.2), is known from early quantum scat-
tering theory [66], the accurate determination of the short-range phase, ηsr, presents
a numerical challenge for complex systems due to correlation effects [67]. Multi-
electron screening effects on the delay in photoionization were first studied using the
state-specific expansion approach (SSEA) [9] and by the RPAE for absorption of a
single XUV photon [68, 69]. Further works have included the multi-configurational
Hartree-Fock method (MCHF) [51] and the time-dependent local density approxi-
mation (TDLDA) [70].

It was soon argued that the IR probe field should affect the photoionization delay
measurement due to coupling to the long-range Coulomb potential [10, 36, 38, 49,
58]. Correlation effects in two-color fields (XUV +IR) have been benchmarked for
helium [46]. Approximate methods for larger atoms include the time-dependent R-
matix [71], effective two-electron models [72], diagrammatic perturbation theory
[37, 63] and application of the B-spline R-matrix (BSRM) for inclusion of shake-up
processes [73].

Despite all this theoretical activity, the experimentally measured neon delay of
21± 5 as between the 2p and 2s subshell at an XUV photon energy of ∼100 eV [9]
remains larger than the simulated values. The experimentally measured argon delay
of ∼100 as between the 3p and 3s subshell at an XUV excitation energy of ∼37 eV
[10, 12] has been best reproduced by MCHF [51]. A further study of the correlation
effects by diagrammatic methods has evidenced that the sign of the 3s delay peak
depends on the details of the correlation model [63], but further work is needed to
pin-point important interactions beyond the RPAE that include virtual shake-up (two
holes and one electron) and knock-out (one hole and two electrons) processes.

We predict that in the coming years, the interpretation of attosecond experiments
will offer a new testing ground for many-body calculations. Future experiments will
provide interesting opportunities to test various theoretical methods for light-induced

8Surprisingly, the inclusion of correlation with the L-shell (∗) brings the calculation further away
from the experimental measurements.
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electron-electron interactions in connection to measurements of phases and delays in
complex atomic andmolecular systems. In the next sectionwe provide an overviewof
how the paradox of attosecond delays was overcome experimentally by performing
relative delay measurements from different initial states of the target.

8.4 Review of Experimental Delay Measurements

The first experimental observations of photoionization time delays were made with
the same experimental setups as those used for the characterization of attosecond
pulses, but with one important modification: In these relative delay experiments, two
photoelectron spectrograms were recorded simultaneously from two different initial
states of the target [6, 9–12]. Because it was the same attosecond pulses that triggered
ionization from both initial states, the unknown exact shape of the attosecond pulses
canceled out and the paradox of delays was circumvented. In these measurements
photoelectron ‘replicas’ of the attosecond pulses are generated at different average
kinetic energies corresponding to each initial state, say A and B. These replicas were
then characterized by using the IR-field as an ultrafast phase-gate so that the relative
atomic delay between the two states could be observed:Δτθ(A, B) = τθ(A)−τθ(B).
Alternatively, if the stability of the attosecond pulses is good enough, the relative
atomic delay can be studied sequentially in different target systems, thus revealing
differences in the atomic delays associated with the two systems [7].

The experimental work on photoionization time-delays has been carried out on
many-electron systems: condensed matter [6], noble gas atoms [9, 10, 74] and mole-
cules [7].

In the following, wewill proceedwith a brief overview of the current experimental
efforts, adapted and extended from the corresponding section out of [13]. We will
only review work on time-delay and phase measurements using attosecond pulse
trains (APT) where we have taken an active part.

8.4.1 Atomic-Delay Measurements Using Attosecond
Pulse Trains

In an experiment conducted by Klünder and co-workers using an APT with a photon
energy of∼35eV [10], twoRABITT scanswere recorded simultaneously by ionizing
both the 3p and 3s orbitals of argon. A schematic illustration of the experiment
is shown in Fig. 8.8. As explained above, the unknown temporal structure of the
attosecond pulses is subtracted without ever knowing the exact shape. The result is a
relative delay of ∼100 as between the ionization from the 3p and 3s subshells at the
same ionizing photon energy. A large part of this measured delay was attributed to
τcc, see Fig. 8.6b, due to the different final energies of the photoelectrons originating
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Fig. 8.8 Delay experiment for the 3s and 3p shells in Ar using APT: The APT is composed of
three odd harmonics, 2q + 1, that ionize (pump) electrons from either initial shell, 3s or 3p, into
the continuum. After absorbing one harmonic photon, the photoelectron can either absorb or emit
a laser probe photon in order to reach an even number sideband (SB) state, labelled by 2q. The
SB probability oscillates with the APT-IR delay, τ , due to interference between the two quantum
paths. Information about the attosecond timing is found in the relative modulation offset between
the same sideband numbers from different initial states [10]. Figure adapted from [35]

from the two different subshells. In this work, the high-order harmonic combwas first
passed through a thin chrome foil acting as a band-pass to select four odd harmonics
(21–27) of the 800-nm driving laser. In this way, only three sidebands, SB: 22, 24,
26, were produced when ionizing argon atoms from either orbital. This truncation of
the harmonic comb was made to prevent different sidebands from different orbitals
from overlapping in photoelectron kinetic energy.

The analysis of the experiment [10] was first carried out within the SAE approx-
imation using Hartree-Fock phase-shifts from the literature [75]. As shown in
Fig. 8.7c, d, the photoelectrons from the inner subshell, 3s, couple strongly with
the other electrons, and the corresponding dynamics is greatly altered due to corre-
lation. This important effect was identified by Kheifets by considering RPAE effects
in the absorption of a single XUV-photon [69].

The influence of a narrower atomic resonance has been observed experimentally
by Swoboda and co-workers [8]. Figure8.9 illustrates the principle of the experiment.
Here, an APT has the particular advantage that the discrete harmonics to which it
corresponds in the spectral domain can be tuned towards a specific energy region
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Fig. 8.9 Phase induced by the 1s3p state in He using APT: The phase in photoionization, δτ ,
depends on the detuning, δΩ , between the harmonic, (2q − 1)ω = 15ω, and the bound state,
1s3p. The effect arises from the π-jump that occurs in the two-photon amplitude, when passing
the resonance. The higher-lying sideband, SB:2q + 2, acts as an important “reference clock” in
this experiment, which is mostly insensitive to small frequency changes of the harmonic fields [8].
Figure adapted from [35]

of interest. The frequency of the harmonics from the HHG process can be tuned
naturally by changing the fundamental (driving) laser pulse frequency, ω + δω, so
that the high-order harmonic frequencies increase or decrease by δΩ = (2q +1)δω.
It was found that the phase of the modulation of the lowest-lying sideband in Helium
depended critically on the frequency of the harmonics.

The observed modulation-shifts were attributed to a phase jump occurring when
a below-threshold harmonic, 15ω < I (He)

p , was scanned over the intermediate “res-
onant” bound state, 1s3p 1P1. By tuning the harmonic over the sharp resonance, an
abrupt π-shift is expected. The experimental π-shift is “smoothed” due to the finite
duration of the laser probe field and of the APT (∼30 fs), which is much shorter than
the resonance lifetime. In order to fully resolve the abrupt rise of the delay due to
pure atomic effects, one needs harmonics that are narrower in frequency than the
atomic resonance, i.e. an APT which is longer that the resonance lifetime.

A similar situation was observed by Haessler and co-workers with a short-lived
complex continuum resonance in nitrogen molecules [7, 34] covered by harmonic
11 of the 800-nm pump laser. Its lifetime was more comparable to the duration of the
APT, implying that the observed modulation-shifts contain some information about
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the resonance lifetime. The experiment, very similar to the scheme shown in Fig. 8.9
but with the resonance situated just above the ionization threshold, compared ioniza-
tion from the HOMO and the HOMO-1 of nitrogen (corresponding to ions in their
ground or first excited state, respectively), with additional resolution of vibrational
states of the created ions, enabled by the relatively narrowband harmonics. As an
additional “external” reference, the corresponding measurements were also made
ionizing the 3p-orbitals of argon atoms, where the harmonic instead directly creates
a photoelectron, 11ω > I (Ar)

p , and where resonances do not contribute considerably.
The resonant channel involved in the nitrogen ionization starts by promoting

an electron from the HOMO-2 to a state of auto-ionizing character from where it
is ejected when its corresponding hole is filled by an electron from the HOMO.
At the resonant XUV-photon energy, ionization to the ionic ground state is thus
dominated by this resonant channel—at least in excited vibrational states, which are
less efficiently populated by direct ionization from the HOMO. In the experiment, a
large 0.9π-modulation-shift of sideband 12 was observed for a single detuning δΩ .
The accompanying theoretical study, including numerical TOF simulations like those
in Sect. 8.2, showed that the derivative of the modulation phase shift with respect
to the detuning would give a physically representative Wigner-like delay for the
two-photon XUV +IR ionization channel involving the resonance, reaching values
of several femtoseconds. Interestingly, it is close to the lifetime of the resonance,
suggesting a chronology (the electron spends a few femtoseconds in the intermediate
resonance before auto-ionization and interaction with the IR field) in an a-priori
non-sequential two-photon ATI transition. Note that this delay for the two-photon
transition naturally includes the continuum–continuum delay, which is here not to
be considered a “measurement-induced artefact” but part of the studied ionization
dynamics.

Recently, Månsson and co-workers studied non-sequential double-ionization of
xenon atoms [74]. They compare, at a total absorbed energy of 40.1eV (sideband 26),
the reference, single ionization of the xenon 5p state, with the non-sequential double-
ionization channel leading to the 1D2 excited state of doubly-charged xenon ions,
measured in parallel by detecting the two released photo-electrons in coincidence.
This experimental work is important because it represents a way to study the phase
of two-electron wave packets.

8.5 Conclusions

In this chapter, we have illustrated how subtle short-range distorsions in atomic and
molecular potentials can lead tovariations in photoionizationdelays on the attosecond
and femtosecond time scale. Such delays are nowadays measurable in experiments
using two-color (XUV-IR) laser fields. The time-domain perspective opened by such
studies provides possibly more intuitive physical pictures as compared to the ana-
lytical derivations of stationary state phase shifts. Thus, exploring the time domain
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brings a complementary view from the traditional frequency domain that prevails in
standard spectroscopy.

Acknowledgments We acknowledge that elements of this chapter are reproduced from [13, 63].
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Chapter 9
Ultrafast Nanoplasmonic Photoemission

Péter Dombi

Abstract The interaction of ultrashort laser pulses with plasmonic nanostructures
enables the extreme, unprecedented localization of electromagnetic fields in both
space and time. Ultrashort plasmonic fields can be bound to the closest nanoscale
vicinity of nanoparticles and thin films and this way, new aspects of fundamental
photoemission and other electron phenomena can be demonstrated. Here, we will
review these phenomena including strong-field nanoplasmonic photoemission and
keV electron acceleration on the nanoscale.

9.1 Introduction

9.1.1 Introduction to Surface Plasmon Enhanced Electron
Phenomena

Intense ultrashort pulses of laser light have been exploited in a number of fundamen-
tal interaction studies involving strong electromagnetic fields and atoms/molecules.
These interactions laid the foundations of, for example, femtochemistry and atto-
physics, representing prominent examples in this field. For all of these cases, the
femtosecond laser beamneeds to be focused onto a targetwhere theminimumachiev-
able interaction volume is limited by diffraction. When ultrashort pulses impinge
on atomic and/or molecular samples, this volume is typically some cubic microns.
This also caps the maximum achievable on-target intensity. If a free-space laser
beam could be confined to well below the wavelength scale, the benefit would be
an increased spatial resolution in applications, moreover, enhanced electromagnetic
fields at nanoscale interaction volumes could be achieved. A solution for this chal-
lenge is readily offered by surface plasmons induced by field-driven charge oscil-
lations in metallic nanolayers or nanostructures. The advantage offered by these
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configurations is twofold: (i) they offer the sub-wavelength confinement of the
electromagnetic field and (ii) this way substantial enhancement of the nano-localized
electric field can be achieved with respect to that of a focused laser pulse.

Several fundamental physical phenomena show new aspects when the interaction
is taking place in nano-localized fields. Here, we will review the recently discovered
new facets of electron emission from metals with the help of ultrashort laser pulses
and plasmonic nanostructures. The advancement of femtosecond laser technology
together with increased research on nanoemitters enabled these fundamental dis-
coveries. We will also show some routes towards the application of these unique,
ultrafast photoemission phenomena.

9.1.2 Surface Plasmons

It was observed early that the efficiency of many chemical and physical processes
involving laser-surface interactions can be significantly enhanced by the nanoscale
roughness of the metal surface involved. These processes and applications include
Raman scattering [1], plasmonic biosensors [2], and some nonlinear optical phenom-
ena such as surface-harmonic generation [3, 4] and optical rectification [5]. A rough
surface that can provide such a signal enhancement is a random, nanostructured,
metallic surface which facilitates an electric field enhancement and surface plasmon
coupling. It is both metal films and the nanoscale voids and protrusions of these
materials that can support plasmons. Therefore, it is important to introduce basic
phenomena related to the generation of these electromagnetic fields.

Surface plasmons are charge-density oscillations of conduction band electrons
found in thin metal films or nanoparticles (Fig. 9.1). For metal films, these oscilla-
tions can support propagatingwaves on themetal film (propagating surface plasmons,
(PSPs), whereas for nanoparticles the oscillations typically remain localized to the
nanoparticle vicinity (localized surface plasmons, LSPs). Surface plasmons are well
known to confine electromagnetic energy to nanoscale spatial domains [6] and thus
they can possess higher electric field strengths than that of the laser responsible for
their generation in both cases. This opens the possibility of usingultra-compact, table-
top, low-power lasers for inducing strong-field light-matter interactions in highly
confined surface plasmon fields.

The simplestmeans of producingPSPs is bywayof theKretschmann-Raether cou-
pling geometry (Fig. 9.1). A thinmetal film (ca. 40–70 nm thick) coats the hypotenuse
face of a right-angle prism. After satisfying the momentum-matching resonance con-
dition at a certain angle of incidence, the incoming laser field becomes evanescently
confined to a nanoscale surface layer (some 200–300 nm inwidth) at the surface of the
thin film. The electromagnetic near field at the metal-air or metal-vacuum boundary
decays exponentially away from the interface [6]. Even though lateral dimensions
of the PSP on the surface correspond to a diffraction-limited focal spot size, the
remaining one-dimensional field nanoconfinement is sufficient to induce both sur-
face plasmon enhanced photoemission and electron acceleration. These phenomena
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Fig. 9.1 Surface plasmon coupling of free-space electromagnetic waves in a Kretschmann-Raether
configuration at a specific resonant incidence angle θSP and with b metal nanoparticles where the
electron cloud can be seen moving collectively under the influence of the laser field. The generated
surface bound electromagnetic wave in (a) is called a propagating surface plasmon (PSP), whereas
in (b) localized surface plasmon oscillation (LSP) is induced. Arrows in (a) indicate the flow of
energy. In case of perfect PSP coupling, the reflected beam from the metal surface indicated by the
dashed arrow disappears

Fig. 9.2 a Electric field distribution of a propagating surface plasmon wave on a metal nanolayer
in the Kretschmann-Raether coupling geometry. b Depicts electric field vectors. Source [16].
c Illustrates the trajectories of photoemitted electrons in the PSP field and the ponderomotive,
cycle-by-cycle acceleration process in the inhomogeneous field for some sample electron trajecto-
ries

will be detailed below. Typical electric field distribution of a PSP is visualised in
Fig. 9.2a, b.

The other form of surface plasmon generation uses localized charge oscillations in
metal nanoparticles induced through the application of an external optical field, so-
called localized surface plasmons (LSPs, see Fig. 9.1b). Certain metal nanoparticles
can sustain LSPs, which exhibit a pronounced resonance behavior coming together
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with strongly localized, evanescent fields [7, 8]. The combination of the sharp optical
resonance condition and sub-wavelength field localization [6] renders these particles
ideal for various applications, including (bio)sensors [9], optoelectronics [10, 11]
and photovoltaics [12].

9.2 Novel Nanoplasmonic Photoemission Phenomena

The nanoconfinement property of plasmonic fields has remarkable consequences, as
already observed for some applications [1–4]. Moreover, enhancements in photo-
electron emission quantum efficiency by more than three orders of magnitude have
been observed in the presence of PSP excitation from noble metal films using the
Kretschmann-Raether configuration [14, 15] compared to non-plasmonic photoe-
mission yields frommetal surfaces. Other intriguing photoemission phenomena both
in PSP and LSP fields will be detailed below after reviewing basic photoemission
processes upon laser-solid interaction.

9.2.1 Linear Versus Nonlinear Photoemission
and Photocurrents

Electron emission from a metal can take place in various forms depending on the
intensity and wavelength of the interacting light. Here, we will introduce this process
from the point-of-view of its linearity. In the next section we will analyse different
types of nonlinear photoemission phenomena, as well.

In the linear photoelectron emission (in short, photoemission) regime, a single
photon interacts with an electron in the metal to excite it to the vacuum niveau. Pro-
vided that the energy of the photon is higher than the work function of the metal,
the photoemission process is linear, since one photoemitted electron stems from an
incident photon. Since typical metal work functions are a few electronvolts, linear
photoemission can be induced by ultraviolet photons, and the number of photoelec-
trons is directly proportional to the intensity of the incoming light.

On the other hand, for intense optical fields in the visible spectrum (when the
energy of each individual photon is lower than the work function of the metal),
nonlinear photoemission can still take placewhere the joint action ofmultiple photons
is needed to set one electron free. One example is when nonlinear photoemission
occurs in the form of the simultaneous, non-sequential absorption of several photons
by the metal film. In these cases, the number of photoelectrons no longer scales
linearly with the intensity of the light source. Some types of these phenomena will
be reviewed below, after introducing basic scale parameters of these interaction
processes.
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Photocurrents from metal surfaces can be generated with or without the presence
of surface plasmons. In the presence of plasmons, their electric field (and not that of
the laser pulse) must to be considered when describing the photoemission currents.

9.2.2 Scale Parameters in Photoemission Processes

Simple equation of motion considerations yield that the average oscillation energy
of a free electron in the field of an infinite electromagnetic plane wave is

Up = e2E2
l

4mω2 (9.1)

where the electron charge and rest mass are denoted by e and m, respectively. ω is
the angular frequency, and the amplitude of the electric field strength of the laser
light is given by El .

Fields that are inhomogeneous in space change this picture only slightly. For
example, in case of a laser pulse which is focused, Up can be generalized by taking
the spatial dependence into account: Up → Up(r) following the spatial variation of
the electric field amplitude, El (r). The generalizedUp(r) quantity is commonly called
the ponderomotive potential, as the cycle-by-cycle motion of an electron in such an
oscillating field follows the gradient of Up(r), (see Fig. 9.2c). The ponderomotive
potential determines the cycle-by-cycle motion and gradual energy gain of a free
electron in a spatially inhomogeneous laser field. In addition, this quantity also
proved to be very useful for the distinction between different regimes of nonlinear
photoemission from metals (as well as photoionization from atoms).

The analysis of Keldysh yielded a famous perturbation parameter, γ that is an
efficient scale parameter to describe bound-free transitions (e.g., photoemission, tun-
neling) in a general way that are induced by laser fields. This adiabaticity parameter
is defined as

γ 2 = W

2Up
=

(
ω

√
2mW

eEl

)2

(9.2)

where W is the work function of the metal. It can be shown that photoemission from
metals and photoionization mechanisms are distinctively different for γ >> 1 (low
laser intensities) and γ << 1 (high laser intensities), to be discussed below.

9.2.3 Mechanisms of Photoemission and Related Phenomena

The distinction between photoemission phenomena depends on the extent of dis-
tortion of the metal surface potential by the external laser field. Here, we will clas-
sify these processes in three different categories, making a distinction between (i)
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Fig. 9.3 Mechanisms of photoelectron emission for different laser intensities. a For low laser
intensity, the simultaneous action of multiple photons can set an electron free. b By increasing
the laser intensity, the metal surface potential becomes slightly distorted by the contribution of
the laser field (dashed line). The dominant photoemission mechanism is still the absorption of
multiple photons but in this case, more photons than the necessary minimum can interact with
the electron. This phenomenon resulting in higher final electron kinetic energies is called above
threshold photoemission. cWhen the laser field is strong enough to distort the potential substantially,
direct tunnellingof an electron from theFermi level is possible. This phenomenon is called tunnelling
or strong-field photoemission

multi-photon-induced photoemission, (ii) above threshold photoemission and (iii)
tunneling or strong-field emission, schematically illustrated in Fig. 9.3.

9.2.3.1 Multi-photon Induced Nanoplasmonic Photoemission
and Applications

When the value of the Keldysh parameter is γ >> 1, meaning low intensities
(i.e., where the field of the laser pulse is not sufficient to significantly distort the
binding potential), multi-photon-induced processes dominate at visible wavelengths
(Fig. 9.3a). These nonlinear processes can be described by a perturbative approach
since the incident laser field represents only a perturbation term in the Hamiltonian
describing the system. As such, the interaction of light with matter is predominantly
non-adiabatic and it is governed by the evolution of the amplitude of the laser field,
or, in other words, the intensity envelope of the laser pulse. In the case of metals
(4–6 eV work function), multi-photon-induced photoemission typically takes place
with visible or near-infrared light (1–3 eV photon energy) with 2–5 photons needed
to generate one emitted electron. The energy balance of this n-photon process can
be described by

n�ω = Ekin + W (9.3)
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Fig. 9.4 Examples of electron emission temporal profiles for a few-femtosecond laser pulse with
a duration of 3.5 fs (intensity full width at half maximum (FWHM)). The thick solid curve depicts
the field envelope evolution. The dashed curve is the photocurrent temporal distribution in case
of a three-photon-induced photoemission according to formula (9.4). The thin solid curve is the
photocurrent profile in case of tunneling electron emission from the surface, determined by the
Fowler-Nordheim equation (for further details, see text)

with Ekin being the kinetic energyof the photoemitted electron,W representing the
work function to be overcomeby the simultaneous action ofn photonswith�ω energy
each. In this case, we can assume that the evolution of the surface photocurrent j(t)
is proportional to the nth power of the intensity of the laser field:

j (t) ∝ I n(t) (9.4)

This relationship yields a very good approximation of the temporal profile for
multi-photon-induced photoemission, as confirmed by a full quantum mechanical
description of the process [17]. In this case, it is the instantaneous amplitude of the
field oscillation which determines the emission probability (illustrated in Fig. 9.4),
for a Gaussian laser pulse intensity profile, I(t), the electron emission curve, j(t),
has a full width at half maximum (FWHM) that is

√
n times shorter than the FWHM

of the original I(t) curve. Measuring the photocurrent as a function of laser intensity
and plotting this curve on a double logarithmic scale enables easy determination of
the exponent n by measuring the slope of this curve.

The inherent field enhancement of surface plasmons enables the generation
of significantly enhanced photocurrents from plasmonic samples. Since it is the
surface plasmon field that matters for determining the total photocurrent, (9.4) sug-
gests huge photocurrent enhancement even for moderate field enhancement factors.
Systematic studies with plasmonicAu, Ag, Cu, andAl thin films revealed photoemis-
sion yield enhancement factors of ×50…×3500 (or field enhancements of between
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Fig. 9.5 The enhancement of PSP-induced multi-photon photoemission yield as a function of the
intensity of the incident laser beam for four different surfaces plotted on double logarithmic scales.
The slope of each linear fit equals the nonlinearity of the photoemission process. The lower data
sets marked as “nonresonance” depict photoelectron yield from the same metal film without PSP
coupling but with a similar illumination geometry. The substantial increase of the PSP-enhanced
photoelectron yield is clearly illustratedwith the upper curves plottedwith solid symbols andmarked
with “SP”. Source [15]

×2 and ×8) [15] as depicted in Fig. 9.5. The curves show the intensity dependence
of the photoelectron yield on double logarithmic scales. Therefore, the slope of each
linear fit equals the degree of nonlinearity of the photoemission process. It can be
seen (since there is no deviation from the linear fits) that multi-photon-induced emis-
sion is the only contributing mechanism to the photoemission process. To estimate
the magnitude of plasmonic field enhancement, the PSP-induced photoelectron yield
was compared to nonlinear photoemission without PSP coupling in the same film.

The fact that the electron yield is much higher with PSP coupling than with direct
surface illumination without PSP coupling underlines a very important feature of
the process, namely that it is the field of surface plasmons that induces the observed
photocurrent.
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Fig. 9.6 Experimental scheme for time-resolved measurement of ultrashort surface plasmon
wavepackets. Laser pulses with 5 fs duration are entering the setup with 5nJ pulse energy. After
passing through an interferometer they can be either characterized by a beta-barium-borate (BBO)
crystal by second harmonic generation (SHG) autocorrelation. Alternatively, by removing the par-
abolic focusing mirror, the interferometer output is focused onto a prism to generate PSPs. Pulse
propagation in the prism material was pre-compensated for by introducing broadband chirped mir-
rors. Nonlinear autocorrelation of the PSP wavepacket is detected in vacuum by recording the
plasmonic photoemission current as a function of the delay in the interferometer. Source [19]

The nonlinearity of plasmonic photoemission offers an additional benefit for the
investigation of dynamical processes of PSPs. Because of the rather high, third or
fourth order nonlinearity, autocorrelation-type measurements can be carried out with
the help of photoemitted electrons. This provides valuable information on the dynam-
ics in the metal [18], moreover, if the multiphoton photoemission process is induced
by surface plasmon fields, such nonlinear dynamic measurements can reveal tempo-
ral information on PSP wavepackets [19]. Such a scheme is illustrated in Fig. 9.6.

The plasmonic sample is placed after an interferometer where the delay between
the arms can be changed. Plasmonic photocurrent is measured as a function of this
delay. This way, the setup acts a higher order autocorrelator, the nonlinearity of which
is dependent on the order of the multi-photon-induced electron emission process. It
is, however, the plasmonic field which induces photoemission, not that of the laser
pulse. This way, temporal characterization of ultrashort PSP wavepackets can be
performed, similarly to the autocorrelation characterization of an ultrashort laser
pulse.

This concept was recently implemented experimentally [19] and results are
depicted in Fig. 9.7. The photon order in the photoemission process was found to
be 4 and it is indeed a fourth order autocorrelation function of a short pulse that
is measured (Fig. 9.7a) with the method described above. This already indicates
the few-cycle nature of the PSP wavepacket. Further analysis and comparison with
calculated autocorrelation functions of the independently characterized laser pulse
(Fig. 9.7b) resulted in a retrieved PSP wavepacket length of 6.5 fs [19]. It also has
to be noted that such a broadband plasmonic wavepacket, of course, heavily spreads
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Fig. 9.7 a Measured interferometric time-resolved signal of PSP-enhanced photoemission induced
by few-cycle pulses. The reconstructed blue curve in b is calculated using the simulation of PSP
coupling on the actual, sputter-deposited metal film with 5-fs exciting laser pulses (see text for
details and also the inset of b for the illustration of a part of the modeling geometry with the prism
material in blue and the sputter-deposited silver film in green). The red curve in b is the calculated
fourth-order autocorrelation function of the SPP-exciting, 5-fs laser pulse, plotted for reference. The
inset of (a) illustrates the fourth-order dependence of the total PSP-induced, free-space photocurrent
on a double logarithmic scale. The slope of the fit is n = 4.05 ± 0.11. The curves in (c) are typical,
computed few-cycle SPP waveforms at different locations on the Ag surface exhibiting a 2.8nm
rms roughness. (Source [19])

upon propagation, the measured duration is only valid upon launching the PSP pulse.
Independent, first-principles simulations of the whole experimental scheme (includ-
ing a slight surface roughness of the metal film involved) was performed by solving
Maxwell’s equations for this problem. Results of this also confirm that the electric
field waveforms at all points of the rough surface is indeed a few-cycle oscillation,
hinting at the generation of few-cycle plasmonic wavepackets. They propagate along
the line where PSPs are generated. These calculated waveforms at some representa-
tive parts of the surface are depicted in Fig. 9.7c.

With these experiments not only PSP field enhancement could be quantified with
simple experimental methods, but time-resolved information could be gained on
PSP dynamics. Multi-photon induced photoelectrons proved to be helpful tools in
achieving both of these goals.

9.2.3.2 Above Threshold Photoemission with Nanoemitters

At slightly higher intensities than that needed for multi-photon-induced photoemis-
sion, it is also possible that a larger number of photons are absorbed than theminimum
required. Figure9.3b illustrates this case of above-threshold photoemission. This
process, the likelihood of which decreases with the increasing number of absorbed
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photons, is termed as “above-threshold photoemission” [20–24]. Above-threshold
photoemission (ATP) bears close analogy to the well-known above-threshold ion-
ization process taking place in atomic systems, discovered in 1979 [25].

In the decades since the discovery of above-threshold ionization, several efforts
were made to demonstrate its metal surface analogy, ATP. Direct evidence of this
process was not delivered since collective electron excitation, space-charge spectrum
broadening and other adverse effects are known to smear electron spectra of extended
surfaces illuminated by extended beams.

Eventually, one had to use nanoemitters to demonstrate such effects. Electrochem-
ically etched metal nanotips enabled several fundamental discoveries in recent years
[26–28]. The obvious demonstration of ATP for the first time was one of these [29].
Even though such nanotips do not typically exhibit plasmonic resonances, it is worth
introducing this experiment here.

The experimental scheme and the results are depicted in Fig. 9.8. The illumination
geometry of the sharp tungsten nanotip with a 8–10nm radius of curvature is shown
in Fig. 9.8a together with the whole experimental setup in Fig. 9.8b.

Measurement of the kinetic energy spectrum of the electrons emitted from a single
tip nanoemitter show features with clear signs of ATP. Steps in the electron spectra
in Fig. 9.8c are separated by exactly the photon energy (∼1.5 eV). Moreover, the
probability of the absorption of an additional photon decreases exponentially with
the photon number, as expected from a perturbative high-order process. This is also
evidenced by Fig. 9.8c. By increasing the intensity, higher-order processes become
more likely, as intuition also suggests for the ATP case. Up to 9th order ATP can be

Fig. 9.8 a Sharp nanotip illuminatedwith ultrashort laser pulses. b Shows the experimental setup in
which the kinetic energy spectrum of photoemitted electrons from a single nanotip can bemeasured.
OAP Off-axis parabolic mirror, MCP Microchannel plate. Measured electron spectra for different
incident laser intensities are shown in (c). Clear steps separated by the photon energy (∼1.5 eV)
can be observed in these spectra with the number of steps becoming higher with increasing laser
intensity. This delivers proof for the above threshold photoemission process. Source [29]
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observed for the highest intensities in this experiment, representing a clear advantage
of the nanoemitter geometry over all previously used experimental schemes. The only
disadvantage posed by non-plasmonic nanotips is the reduced field enhancement
factor up to some 6–8 times based solely on the tip effect. Together with the limited
set of shapes that can be realized with a nanotip, it is expected that future applications
will rather be driven based on plasmonic nanoparticles.

9.2.3.3 Introduction to Strong-Field (Tunnelling) Photoemission

At higher interacting laser intensities than that needed for multi-photon-induced
processes (including ATP), strong-field photoemission can also take place. This is
characterized by the scheme in Fig. 9.3c with the electron being able to tunnel out
from the metal. As opposed to the previous cases, where the photocurrent is typically
governed by the field amplitude of the laser beam, here, the interaction is determined
by the instantaneous field strength of the laser pulse (or, equivalently, of the surface
plasmon field). Photocurrent generated in this way follows the field evolution of the
pulse envelope instantaneously, without any cycle-averaging effects and without any
delay. Therefore, this process is also termed as adiabatic emission. This interaction
type is a well-known phenomenon that occurs within the context of photoionization
of atoms in intense laser fields, representing the first step, for example, in a high
harmonic generation process.

Field emission electron currents can be approximated by more complex formu-
lae than multi-photon-induced emission. Approaches to deliver a closed-form ana-
lytic expression are based on various quantummechanical tunnelling considerations.
The formula most commonly applied in the literature to metals (for both static and
oscillating laser fields) is the Fowler-Nordheim equation [30, 31]. The electric field
dependence of the tunneling current is described by

j (t) ∝ e3El(t)2

8πhW t2 (w)
exp

(

−8π
√
2mW 3/2

3he |El(t)| v(w)

)

(9.5)

whereEl(t) denotes the laser field strength, e and m the electron charge and rest mass
respectively, and h is Planck’s constant. W is work function of the metal, v(w) is a
slowly varying function taking into account the image force of the tunneling electron
with 0.4 < v(w) < 0.8 and the value of the function t (w) can be taken as t (w) ≈ 1
for tunneling emission with

w = e3/2
√

El/4πε0/W (9.6)

The rapidly varying, characteristic form of the j(t) curve following the field cycles
is illustrated in Fig. 9.4. Field emission/tunneling occurs primarily at those instants
when the field strength reaches its maximum value, notably, for photoemission from
metals excited with visible wavelengths. Experimental investigation of pure field
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emission (i.e., γ << 1) is not easily realizable, since the damage threshold of bulk
metal surfaces and thin films is around 1013 W/cm2, which is very close to the
intensity where the γ ∼ 1 condition is met.

In order to investigate these processes experimentally, a practical workaround is
necessary. The use of far-infrared sources has proved to be suitable for this purpose
where the γ ∼ 1 condition can be met at much lower intensities [31]. In addition,
plasmonic field enhancement on metallic surfaces can be exploited in the visible
spectral region so that the γ << 1 condition can be satisfied for metal films without
damage. This latter method is also more advantageous due to the lack of few-cycle,
ultrashort, laser sources in the far-infrared domain.

9.2.3.4 Strong-Field Photoemission Enhanced in Nanoplasmonic
Environments

Photoemission frommetals can be particularly well enhanced by plasmonic nanopar-
ticles and the corresponding LSPs (see Fig. 9.1b). The difference, with respect to the
already introduced PSPs is manyfold: (A) LSP electromagnetic fields are confined
not only along one spatial dimension, but in all three. Plasmonic fields are concen-
trated to nanoscale volumes as small as some thousand nm3, and they are typically
localized at the sharpest features of the nanoparticles (see Fig. 9.9). (B) As a result,
higher field enhancement factors can be achieved. In this case the field enhancement
can be several hundreds, whereas, for propagating surface plasmons it is typically
not more than twenty. This way, strong-field interactions can be induced at extremely
low laser intensities. (C) The spatial distribution of these electromagnetic fields can
be flexibly tailored by the nanoparticle geometry (for this, compare Fig. 9.9a, b). (D)
This way, the photoemission and electron acceleration processes, as well as spatial
electron distributions can also be controlled to a high degree. In order to demonstrate
these potentials, we will introduce recent experimental results on this topic here [32].

The concept of our experiment is schematically illustrated inFig. 9.10 and relies on
the electron beam lithographic fabrication of plasmonic gold nanoparticles on glass
substrates, illuminated by linearly polarized femtosecond laser pulses (95–110 fs
duration with a central wavelength of 805nm). These laser pulses were delivered by
a long-cavity Ti:sapphire oscillator with some 200 nJ pulse energy [33–35]. After
coupling the pulses into LSP oscillations of the nanoparticle sample placed in vac-
uum, strong-field photoemission and photoacceleration processes were investigated
by time-of-flight electron spectrometry. A core element of the experimental concept
was the fabrication of resonant and off-resonant nanorods with respect to the given
laser wavelength, as well as of resonant bowtie nanostructures with significantly
higher plasmonic field enhancement than for the nanorods. This way, both plas-
monic resonance and field enhancement effects can be effectively correlated with
photoemission spectra by switching between the different sample types.

Different sets of nanoparticle arrays were fabricated with 0.01mm2 surface area
each, comprised of approximately 80,000 rod-type nanoparticles on a conductive,
transparent substrate. The individual nanorods had a sufficient distance so that
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Fig. 9.9 Resonant surface plasmon generation and electron acceleration at metal nanoparticles. a
The colour-coded surface in three quadrants of the nanoparticle shows the absolute value of the
electric field enhancement on the nanoparticle surface. The upper part (above the dashed line)
depicts the electron trajectories for one quadrant of the nanoparticles, with colour coding according
to the final kinetic energies of the photoemitted and plasmonically accelerated electrons. b Same as
panel (a) but for a bowtie-shaped nanoparticle with higher field enhancement factors. Source [32]

Fig. 9.10 Experimental scheme for the nanoplasmonic photoemission experiment from metal
nanoparticles. Fs laser pulses are incident on a glass substrate on which arrays of metal nanopar-
ticles were fabricated with electron beam lithography. Photoemitted electrons (white arrows) are
analyzed by a time-of-flight spectrometer, the input opening of which is also depicted. Source [32]

they were not coupled electromagnetically. The nanorod height and width mea-
sured 40 and 87nm, respectively, and the length was 120, 152 and 183nm for
three different arrays, as shown by Fig. 9.11b–d with scanning electron microscope
(SEM) images. Measured optical resonances of the different nanoparticle geome-
tries are in Fig. 9.11a. Resonances are peaked between 732 and 877nm, representing
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blue-shifted, on-resonance and red-shifted nanorods, respectively, with respect to the
laser wavelength indicated with the dashed box.

Upon femtosecond illumination, electrons are generated from the nanoparticles.
The spectra of these electron beams are shown in Fig. 9.11f. Remarkably, high-
energy electrons with kinetic energies up to 19eV were observed, being well above
the photon energy of 1.55eV corresponding to the laser wavelength. This indicates
the presence of ponderomotive electron acceleration effects.

To confirm this hypothesis, we also carried out intensity scans of the input laser
beam and recorded multiple spectra this way for all nanoparticle types involved.
Results of this are shown in Fig. 9.12. It is clear from Fig. 9.12e that the cutoffs of
the electron spectra scale approximately linearly with the intensity of the exciting
pulses and that the highest photoemission yields and highest kinetic energies are
observed from plasmonically resonant nanoparticles. They are then followed by the
red-shifted and blue-shifted nanorods in this respect.

These observations are further corroborated by additional experiments performed
with resonant couplednanotriangle pairs (placed in a bowtie geometry). These closely
spaced nanoparticle dimers are known to exhibit a much stronger field enhancement
in the gap region between the nanotriangles. The gaps of the bowties are 20nm wide
with only a slight ±2nm variation throughout the array. The results of the bowtie
measurements, with the same experimental conditions as for the nanorods, together
with the particle geometries and optical resonance properties are shown in Figs. 9.11
and 9.12 with green curves.

It is clearly visible that for the bowtie case, significantly lower incident laser inten-
sities are sufficient to generate the same photoelectron yield and electron energies
than for the nanorods. Carrying out experiments with intensities above 25GW/cm2

were made impossible by optical damage of the nanoparticles, also indicating higher
electric field enhancement than in the case of nanorods. Similarly to nanorods, the
linear scaling of the cutoff electron energies can be observed here. This scaling
resembles the linear scaling of the ponderomotive energy with the intensity given in
(9.1). The reason for this phenomenon will be introduced in the next sections.

9.2.4 Electron Acceleration Phenomena in Plasmonic Fields

As previously shown, strong laser fields can change the fundamental nature of the
interaction of light with matter. It was also argued that strong fields need not neces-
sarily be induced by intense, amplified laser pulses, PSP/LSP field enhancement can
readily compensate for a substantial amount in focused laser intensity.

As already introduced, after an electron is set free by photoemission, it can
undergo ponderomotive-type, cycle-by-cycle acceleration along the gradient of
sharply decaying, nanolocalized electromagnetic fields. Figure9.2c shows such a
process. Here, we will analyze and show examples of this phenomenon.
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Fig. 9.11 Measured optical spectra and electron kinetic energy distributions for nanorods and
bowtie nanoparticles. a Measured extinction spectra for nanorods with dimensions of b 120 × 87
× 40nm3, c 152 × 87 × 40 nm3, and d 183 × 87 × 40nm3, which are blue-shifted, in resonance,
and red-shifted with respect to the excitation bandwidth centered at λexc = 805nm (see dashed
box). Spectra are offset for clarity. The bottom curve in panel (a) depicts the spectrum for a bowtie
structure shown in (e) with 90nm width, 40nm height, and 260nm length (20nm gap). f Electron
spectra for different particle geometries and for a laser peak intensity of 25.1GW/cm2. The data
below 3eV are of limited validity due to instrumental restrictions of the time-of-flight spectrometer.
Source [32]
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Fig. 9.12 Electron spectra as a function of peak intensity for a resonant rod, b red-shifted rod,
c blue-shifted rod, and d resonant bowtie structure. e Cutoff energies of the electron spectra, as
a function of laser intensity. The solid and dashed lines show simulation results for the resonant
rod and bowtie nanoparticle, respectively. The influence of different cutoff angles θcut = 6–10◦
(accounting for the acceptance cone of the electron spectrometer) on the cutoff energies is indicated
by the shaded areas. Source [32]
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Fig. 9.13 a Surface-plasmon-accelerated electron energy as a function of the photoemission instant
of the electrons (scatter plots). The electric field (with a maximum field strength of 3.4 × 1010

V/m) of the plasmon-generating 5-fs laser pulse is illustrated with solid and dashed lines. The pulse
has either a “positive sine” (solid line) or “negative sine” waveform (dashed line) under the same
pulse envelope. The corresponding electron energies for the “positive sine” waveform are depicted
as circles, whereas for the “negative sine” waveform, as squares. b Electron spectra calculated for
such pulses for different peak intensities of the laser pulse driving the PSP wave. Courtesy Péter
Rácz

9.2.4.1 Fundamentals of Plasmonic Electron Acceleration

Now let us analyze the ponderomotive plasmonic electron acceleration process along
a laser pulse, for different “instants of birth” of the electrons. It is obvious that the
final electron kinetic energy attained in the ponderomotive acceleration process will
be very highly dependent on the phase at which the electron is photoemitted and at
which it starts to run a classical trajectory in the PSP/LSP field. We analyzed the
final energy of electron trajectories in PSP fields by solving classical equations of
motions in the field. We disregarded electrons that rescatter from the surface or those
where the Lorentz force drives them toward the surface right at their “birth instant”.
Figure9.13a illustrates the temporal distribution of the remaining electrons’ final
kinetic energies as a function of the electron photoemission instant in a maximum
PSP field strength of 3.4×1010 V/m generated from a 5-fs-long optical pulse at
800nm central wavelength. In this analysis, these representative, emitted electrons
are collected from the central spot of the illuminated area on the metal film.

Overall, the corresponding electron kinetic energy distribution presented in
Fig. 9.13 exhibits a close similarity to that of atomic electrons accelerated by an ioniz-
ing laser field [36]. However, contrary to atomic electrons, only ∼1/4 of all emission
instants contribute significantly to the acceleration process in PSP field acceleration.
This is due to the electron recollision and reabsorption processes. Macroscopically
observable emission distributions and electron kinetic energy spectra can be numeri-
cally calculated after the assessment of a large number of trajectorieswith appropriate
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sampling representing the whole illuminated surface and the full PSP pulse. In case
of flat metal-dielectric surfaces, this method delivers a very good approximation
[37]. Figure9.13b shows full electron spectra for electron acceleration in PSP fields
calculated in the above manner. Important features such as the rapid decay after
the low-energy peak and the linear scaling of the spectral cutoffs with intensity (as
expected from the pondermotive scaling in (9.1)) is clearly visible. These findings
also highlight the mechanisms behind the spectra observed in case of LSP excitation
of nanoparticles e.g. in Fig. 9.12e. In the LSP case, the contributing phenomena are
completely analogous.

9.2.4.2 Experimental Results on Plasmonic Electron Acceleration

Apart from the enhancement of photoemission yield, PSP/LSP fields can also accel-
erate the electrons that are set free from the surface, thanks to the ponderomotive
electron accelerationmechanism. Examples of LSPfields accelerating electrons up to
20eV kinetic energy have been shown in Sect. 2.3.4. It was found, however, that PSP
fields are more efficient when it comes to accelerating electrons to keV kinetic ener-
gies on the nanoscale.

The strength, duration, and spatial extent of the PSP evanescent plasmonic field
determine the final kinetic energy gained by the electrons. Spectrally resolved mea-
surements of PSP photoemission delivered experimental confirmation of this pow-
erful particle acceleration mechanism several years ago [38–41]. The special feature
of these electron spectra is the scaling of cutoff energies already explained above.

The first experiment to demonstrate that energetic electrons can be generated
using surface plasmon waves was performed by Zawadzka et al. [38, 39]. They used
a Kretschmann PSP coupling configuration and laser pulse durations of between 100
and 150 fs. They demonstrated PSP-enhanced electron spectra reaching 400eV at
a laser intensity of 40TW/cm2. Instead of the Kretschmann PSP coupling method,
Kupersztych et al. employed a gold-coated diffraction grating to channel laser pulses
into PSP waves. With this method and using 60-fs-long pulses with an 8GW/cm2

focused intensity, they also demonstrated PSP electron acceleration [40]. However,
the highest electron energy obtained was ∼50 eV, indicating that grating coupling
and PSP enhancement are much weaker compared to the Kretschmann coupling
configuration.

Some 10years ago, Irvine et al. [41] reported an even more remarkable electron
energy gain by accelerating electrons in PSP fields up to 400 eV energy using merely
1.5 nJ pulse energy (focused to 1.8GW/cm2) delivered by a simple Ti:sapphire oscil-
lator. However, most interesting is the fact that the PSP-enhanced electron spectrum
became quasi-monoenergetic peaking at 300 eV with a FWHM of only ∼80eV.

Further experiments were also performed by spectroscopic characterization of
ultrafast plasmonic electron bunches generated and accelerated by few-cycle laser
pulses [19]. This is a particularly intriguing scheme as the driver pulse duration
(5 fs) was comparable to the surface plasmon lifetime. Figure9.6 also illustrates
the experimental setup used for this experiment with the only difference that the

http://dx.doi.org/10.1007/978-3-319-20173-3_2
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Fig. 9.14 a PSP-induced electron acceleration spectra at different incident laser intensities mea-
sured in a setup similar to that in Fig. 9.6. b Integrated photocurrent as a function of intensity. It
shows that within the intensity range of interest in these measurements, the dominant emission
mechanism changed from multi-photon-induced photoemission to tunneling emission at around
60GW/cm2 focused intensity

interferometer is omitted and few-cycle pulses hit the prism surface after dispersion
pre-compensation with chirped mirrors. The electron detector is transformed into a
retarding field spectrum analyzer by placing a grid between the prism surface and
the electron multiplier tube. By changing the electron retarding voltage on the grid
and measuring the signal as a function of this voltage, the integral of electron spectra
can be measured easily.

This way, it was demonstrated that plasmonic-field electron acceleration can be an
efficient electron energy gain technique even with few-cycle excitation. Figure9.14
depicts the measured energy distributions at different laser intensities (measured
at the surface without accounting for PSP field enhancement) where the highest
focused intensity of 1.35 × 1012 W/cm2 is slightly below the damage threshold
intensity of the Ag film (∼1.5 × 1012W/cm2, as measured). Remarkably, energy
levels approaching 1keV can be reached within the short-lived evanescent PSP field.

9.2.5 Surface Plasmon Induced Electron Acceleration
in the Mid-infrared

We have seen that in the strong-field regime, in which γ ≤ 1, the ponderomotive
energy becomes comparable to the electron binding energy. This regime requires
typical focused laser intensities of 1014 W/cm2 at 800nm central wavelength (e.g.
in case of a laser-atom interaction, without plasmonic field enhancement). Here,
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Fig. 9.15 Illustration of the concept of strong-field photoemission and electron acceleration in
nanolocalized surface plasmon fields generated on thin gold films by focusing 9-cycle laser pulses
in the Kretschmann-Raether coupling geometry (a). The advantage of using a long-wavelength
mid-infrared femtosecond source is evident by depicting electron trajectories for surface plasmon
excitation at (b) 800nm central wavelength, 4GW/cm2 focused intensity and 24-fs FWHM pulses
(∼9 optical cycles) and (c) 3μmcentral wavelength, 4GW/cm2 focused intensity and 90-fs FWHM
pulses (∼9 optical cycles). It can be seen that both the electron quiver amplitudes and the achiev-
able kinetic energies are substantially increased in the long-wavelength case, in accordance with
fundamental, ponderomotive scaling laws. Source [42]

we have shown how it is possible to achieve strong-field interactions at orders of
magnitude lower focused intensities (40–60 GW/cm2) by making use of PSP/LSP
field enhancement. Thus, the fundamental question arises that what is the lowest
intensity to attain strong-field phenomena and the corresponding electron kinetics.

Wewill show here that the transition betweenmulti-photon induced (perturbative)
and strong-field light-solid interactions canbe shifted to unprecedentedly low focused
intensities of below 1GW/cm2 with the help of femtosecondmid-infrared pulses and
strong nanoplasmonic field confinement. Thanks to both of these effects, electron
energies can be generated in a nanoscale plasmonic acceleration process that exceed
the photon energy of the PSP generating pulse by almost two orders of magnitude.
Accessing the strong-field regime at unprecedentedly low intensities is enabled by
the usage of a mid-infrared femtosecond source. This way one can exploit the 1/λ
scaling of the Keldysh-parameter and the λ2 scaling of the ponderomotive energy of
the electrons. The concept and the corresponding scalings are illustrated in Fig. 9.15
showing numerical, semi-classical simulations of the plasmonic photoemission and
electron acceleration phenomenon involving PSPs on a metal thin film.

For these experiments, we used a mid-infrared optical parametric chirped pulse
amplifier (OPCPA) source [43] delivering 90 fs pulses at a central wavelength of 3.1
μm. These pulses were loosely focused onto the hypotenuse face of a right-angle
CaF2prismwhere theywere efficiently coupled to PSPs on a 15nm thick film of gold.
Plasmonic photocurrent and surface plasmon enhanced photoemission spectra were
then measured with a retarding grid analyzer followed by an electron multiplier.
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Fig. 9.16 Focused laser intensity dependence of the total plasmonic photocurrent for two indepen-
dent exemplary scans (offset for clarity, black triangles and red squares). Spot sizes (FWHM) of
870 μm (black triangles) and 1400 μm (red squares) were used and the pulse energy was varied
as described in the main text. The slopes of the fits to the initial sections are 12.3 ± 1.8 and 13.1
± 0.6, respectively. The local slope of the second curve is also plotted (green circles) to illustrate
the gradual transition between multi-photon-induced and tunneling (strong-field) photoemission at
very low laser intensities. The electron multiplier gain of each measurement was set such that for
the maximum intensity the signal did not show a saturated trace on an oscilloscope. After that,
quantitative voltage signal was acquired with a lock-in amplifier. Source [42]

Two independent measurements of the intensity dependence of the plasmonic
photocurrent are depicted in Fig. 9.16 on a double logarithmic scale. We controlled
the intensity by varying the pumppower of the last amplifier stage in theOPCPA.This
procedure did not lead tomodifications of the temporal profile of the pulse. The curves
in Fig. 9.16 show that the total photocurrent first scales highly nonlinearly with the
intensity (according to a∼13th power law), as expected. Here, multi-photon induced
photoemission with a photon energy of 0.4eV takes place and the work function is
∼5.1eV for polycrystalline gold. The power-law scaling behaviour substantially
changes at around 0.6GW/cm2 focused intensity where the local slopes of the curve
start to become reduced. This is awell-known signature of the transition to tunnelling,
however, it takes place here at unprecedentedly low intensities, suggesting strongfield
enhancement of PSPs.

Todetermine themagnitudeof thefield enhancement responsible for this tunneling
transition, one can also measure the electron spectra for a number of incident laser
intensities and evaluate the spectral cutoffs, as shown in Fig. 9.17a. One can see that
whereas the ponderomotive energy of electrons according to (9.1) is only between
1.3 and 3.1meV for the incident laser intensities, orders of magnitude higher electron
energies can be achieved in the PSP field. Analyzing maximum kinetic energies of
the spectra, i.e. the cutoffs, we find cutoff values of up to 47eV.

With the same setup, independent measurements of the maximum (cutoff) kinetic
energy of the electrons as a function of intensity were carried out, without resolv-
ing electron spectra. This could be achieved by increasing the retardation field and
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Fig. 9.17 a Plasmonic photoemission electron spectra for intensities 1.4GW/cm2 (black),
1.7GW/cm2 (blue), 2.8GW/cm2 (green) and 3.5GW/cm2 (red) in the strong-field photoemis-
sion regime. The evaluated plasmonic field enhancement factors are between 28 and 34. Dashed
lines show the spectra calculated from the quantum mechanical model involving a plasmonic field
enhancement factor. Note that the respective spectra are offset along the y axis for clarity. b Max-
imum kinetic energy of plasmonically accelerated photoelectrons as a function of focused laser
intensity as an independent measurement. For a given intensity we increased the retardation field
until the noise level was reached, being equivalent to the signal without any beam incident on the
prism. The linear dependence of cutoff on intensity confirms the classical ponderomotive scaling
law. All measurements were carried out with a spot size (FWHM) of 870 μm and the pulse energy
was varied as described in the main text. Source [42]

monitoring the voltage where the electron multiplier signal reached the noise level.
These results (shown in Fig. 9.17b) confirm that the electron acceleration process
in the enhanced PSP field is governed by the classical ponderomotive scaling law.
According to (9.1), the maximum kinetic energy of electrons should be proportional
to Iλ2 and this linear scaling with the intensity is observed clearly in the same inten-
sity range as that of Fig. 9.16. Since the acceleration process is independent of the
photoemission mechanism, a linear intensity dependence is observed irrespective of
the multiphoton or strong-field nature of the emission process.

The experimentally determined cutoff values in Fig. 9.17a allow one to determine
the maximum field enhancement factor at the plasmonic thin film in the following
way. It is known that the highest energy electrons undergo rescattering on the surface
after a fraction of the light oscillation cycle [44–46]. Provided that the emission
and rescattering events take place at the most favorable phases of the oscillating
electromagnetic field, the electron can gain a kinetic energy amounting to as much
as ten times the ponderomotive potential [45, 46]. Thus, by evaluating the cutoffs of
the measured spectra, we can determine the maximum value of the ponderomotive
potential within the focal spot. The cutoff scaling law is universally valid irrespective
of the medium, i.e. atom, surface, etc., and thus it is applicable here, too. Since
rescattering takes placewithin a half cycle of the field and this initial phase of electron
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motion takes place within the closest nanoscale proximity of the surface (see e.g.
Fig. 9.15), one canmeasure the highest local field enhancement factor experimentally.

Carrying out this analysis with the measured cutoff values (see Fig. 9.17a), one
finds an increase of the cutoff by three orders of magnitude compared to the values
expected from the focused intensities (see (9.1)) and the mentioned 10 × Up cutoff
law. This shows that a high effective field enhancement factor is present, provided by
the plasmonic thin film. The observed cutoff increase corresponds to field enhance-
ment factors between 28 and 37 for the analysed spectra. It has to be noted that the
maximum field enhancement factor of a perfectly flat gold film with 15nm thick-
ness is 19 at this wavelength. We attribute the somewhat higher measured values to
additional surface roughness of the metal film [47].

In order to confirm these conclusions from a quantum mechanical point-of-view,
one can also carry out a theoretical analysis of the strong-field light-matter interaction
the results of which are shown in Fig. 9.17a with dashed lines. The theoretical model
used has already been described and employed for the calculation of the electron
photoemission from metal nanotips [48]. To match the cutoff energies of a given
experimental electron spectrum, one can use the experimental intensity and vary the
field enhancement factor in the simulation, representing the only fit parameter in
this case. The parameters used for the plots in Fig. 9.17a agree to within a factor of
two with the experimentally determined enhancement factors. Best-match modeled
electron spectra in Fig. 9.17a yielded field enhancement factors of between 60 and 70,
representing higher enhancement values than those gained by the cutoff evaluation of
measured spectra. This is, however, a satisfactory agreement on the magnitude of the
field enhancement in this particular configuration taking into account the limitations
of the quantum mechanical model used.

In conclusion, it was demonstrated that with the help of PSP field enhancement
and long excitationwavelengths, one can achieve strong-field light-matter interaction
at extremely low incident laser intensities, opening a new paradigm in strong-field
physics. High electron energies exceeding the ponderomotive energy in the incident
light field by several orders of magnitude were achieved in an all-plasmonic electron
acceleration scheme within the closest nanoscale proximity of the metal film.

9.3 Conclusions and Outlook

The generation of surface plasmons at metal-vacuum interfaces (PSPs) and in
nanoparticles (LSPs) is known to confine the electromagnetic energy to subwave-
length spatial dimensions either along one (PSPs) or along all three (LSPs) spatial
coordinates. This electric field confinement, along with the high field enhancement,
result in a number of intriguing phenomena including strong-field interactions at
unprecedentedly low intensities (some GW/cm2) and electron acceleration gradients
exceeding a few GeV/m. The generation of high-energy, ultrashort electron bunches
by using low-intensity, compact lasers can open the doorway for novel time-resolved
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investigations, aswell. The high plasmonic field confinement allows access to strong-
field interactions, which, until recently, has been the terrain of multi-TW lasers.

The detailed investigation of ultrafast plasmonic electron acceleration in PSP
fields brought important discoveries in recent years which involved a large number
of novel features such as all-optical, keV electron acceleration on the nanoscale or
strong-field plasmonic photoemission. In addition, photoemitted and photoacceler-
ated electrons can be used to characterize few-cycle surface plasmon wavepackets.
The findings discussed here, supported with experimental observations, focused on
the ultrafast physics phenomena involved in the photoemission mechanisms of elec-
trons in strong nanoplasmonic fields and acceleration of freely propagation electrons
on the nanoscale. By exploiting PSP/LSP field enhancement, plasmon-induced tun-
neling emission from the metal surface at low laser intensity was demonstrated.

Controlling localized surface plasmon fields via both the shape of the optical pulse
and the nanostructure geometry provide an additional method of optical control of
the interaction processes involved. By tailoring the nanostructures’ interaction with
the laser, ultrafast electron processes can be exploited for a number of applications
including extreme ultraviolet light generation [49] and the construction of nanostruc-
tured plasmonic photocathodes [50, 51]. The investigation of ultrafast strong-field
plasmonic phenomena can be viewed as a natural route that will ultimately take us to
the observation ofmany fundamental processes in nature involving biochemical reac-
tions, molecular, lattice and collective electron dynamics, as well as their coherent
control via shaping electric field evolution and distribution on the nanoscale.
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Chapter 10
Highly Nonlinear and Ultrafast Optical
Phenomena in Metallic Nanostructures
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K.E. Echternkamp and C. Ropers

Abstract This Chapter presents recent findings on nonlinear ionization and
photoemission processes at metallic nanostructures. A particular emphasis is placed
on processes which—due to the localized excitation in optical near-fields—exhibit
different properties and scalings from their counterparts in the gas phase or at pla-
nar surfaces. The Chapter is structured in two parts. The first part discusses various
regimes in highly nonlinear photoelectron emission from metallic nanotips, includ-
ing field-driven photoemission at near- and mid-infrared frequencies, and the con-
trol of localized photoemission using intense terahertz transients. In the second part,
multiphoton and strong-field ionization of atomic gases in plasmonic antennas and
waveguides is presented. It is demonstrated that local ionization is enabled by opti-
cal field enhancements in various types of structures. At the same time, fundamental
physical limitations preventing efficient high-harmonic generation in nanostructures
are discussed.
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10.1 Introduction

Throughout recent years, significant progress wasmade in the study of highly nonlin-
ear, ultrafast ionization and photoemission processes in nanoscale matter by employ-
ing the enhancement of ultrashort laser pulses in tailored metallic nanostructures
such as sharp needles, nanoparticles, resonant antennas or waveguides. Two impor-
tant optical features of these metallic nanostructures are their capability to localize
electromagnetic radiation at sub-wavelength scales and, at the same time, to enhance
incident light intensities in nanometric hot spots by several orders of magnitude. The
associated sub-wavelength localization allows for a detailed analysis and deeper
understanding of ultrafast ionization processes driven by highly inhomogeneous
fields.

In this context, nonlinear photoemission frommetallic and dielectric structures [6–
12] and nanostructure-enhanced atomic gas ionization causing extreme-ultraviolet
(EUV) light generation [13–19] were shown to exhibit scalings strongly deviating
from bulk behavior. In this Chapter, we discuss a set of our recent studies in this field
on photoelectron emission and atomic ionization in nanostructures [11, 12, 15, 17,
18].

In the first Section, experiments on nonlinear photoemission from sharp metallic
tips are presented. The emission and acceleration of photoelectrons with ultrashort,
intense laser pulses are examined for a variety of experimental conditions. Ultrashort
near- and mid-infrared laser pulses are used to induce photoemission, and electron
kinetic energy spectra are analyzed. In particular, a novel regime of strong-field
photoemission is found, inwhich the electrons are accelerated in the rapidly decaying
near-field within a fraction of the optical half-cycle. Furthermore, streaking-type
two-color experiments are carried out by additionally coupling delayed single-cycle
terahertz (THz) transients onto the tip, enabling a control of the photoemission current
and nanoscale electron trajectories.

The second Section covers recent findings about EUV light generation in plas-
monic nanostructures, induced by the plasmonic enhancement of atomic gas ioniza-
tion. Specifically, the feasibility of coherent high-harmonic generation in resonant
nanoantennas and tapered hollow waveguides, as reported previously [13, 14], is
critically revisited [15, 17, 18].

10.2 Photoelectron Dynamics at Sharp Metal Nanotips

In this Section, we investigate the effects of field-enhancement and localization on
photoelectron emission in optical near-fields. Sharp metal nanotips are employed to
locally enhance the incident optical fields at the tip apex. The excitation wavelengths
in our experiments span from near-infrared (NIR) to terahertz (THz) frequencies. As
demonstrated in the following, strong-field excitation at long wavelengths facilitates
access to sub-cycle electron dynamics in spatially confined electric fields [11, 20].
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10.2.1 Nonlinear Photoemission

Conventional photoemission, involving photon energies exceeding the electron bind-
ing energy (or work function) Φ, exhibits photoemission yields proportional to the
incident light intensity on a surface [21]. In contrast, nonlinear photoemission is
governed by the simultaneous absorption of multiple photons of an energy below the
work function, leading to the emission of a single electron in the perturbative process
of multiphoton photoemission. For higher intensities and at long wavelengths, in a
different conceptual picture, the optical electric field can bend the surface potential to
a barrier which allows for quantum-mechanical tunneling of electrons (optical field
emission). The transition between the multiphoton photoemission and optical field
emission regimes is characterized by the dimensionless Keldysh parameter, i.e., the
square root of the ratio of the work function and the ponderomotive energy Up [22]:

γ =
√

Φ

2Up
. (10.1)

Here, the ponderomotive energy Up = e2F2

4mω2 is the average kinetic energy of an
electron with mass m and charge e oscillating in an electric field of amplitude F with
the angular frequency ω. For moderate intensities or high frequencies, the pondero-
motive energy is negligible compared to the metal work function (γ � 1), and the
photoemission process can be described by multiphoton photoemission, as depicted
in Fig. 10.1a. At metallic nanotips, multiphoton photoemission was reported, e.g., in
[6, 8, 23]. In this regime, the photocurrent J scaleswith a power law in the intensity I ,
corresponding to the photon number n: J ∝ I n .

Under such conditions (γ > 1), multiphoton transitions of the lowest possible
photon order n0 dominate [24–26]. At ponderomotive energies comparable to the
photon energy (for higher intensities or lower frequencies), the absorption of excess
photons (n > n0) results in additional spectral peaks at multiples of the photon
energy (Above threshold photoemission [27, 28]), which was observed for metal
nanotips in [7]. For increasing intensity, the growing kinetic energy contained in the
quiver motion of the final state of the electron after photoemission (Volkov state)
eventually leads to the closing of photoemission channels of low order [29].

At even higher intensities and/or longer wavelengths (γ � 1), the emission
dynamics can be described by a field-driven instead of a photon-driven process.
In this strong-field regime, the emission is viewed as optically-induced tunneling
through a potential barrier, adiabatically following the applied electric field (see
Fig. 10.1b). The actual barrier height is lowered to an effective work function Φe f f

due to the Schottky effect (see, e.g. [30, 31]). Electrons are liberated via tunneling
through the potential barrier around the peak of the laser field (cf. Fig. 10.1b). In
this adiabatic regime, the current density j is described using the Fowler-Nordheim
equation from static tunneling [32], which in its simplest version takes the form:
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(a) (b) (c)

Fig. 10.1 Nonlinear photoemission processes.aMultiphotonphotoemission (top) leads to a slightly
modified photoelectric law for the electron kinetic energies (bottom). b Optically-induced tunnel-
ing (top) and subsequent field acceleration exhibits drastically different kinetic energy scalings.
c Components of the two-step photoemission model for one optical half-cycle: the photocurrent
(gray area) increases nonlinearly with the sinusoidal electric force (solid line). For direct (not
rescattered) electrons, the kinetic energy gain (dashed line) in the electric field reaches a maximum
value of 2Up . Rescattered electrons reach maximum energies up to 10Up

j (F) ∝ Θ(−F) · F2 · exp
(

−4

3

√
2m

�2

Φ3/2

e1F1

)

. (10.2)

Here, � is planck’s constant, and Θ(−F) is the Heaviside step function. Subse-
quent to photoemission, the electrons are exposed to the unscreened optical electric
field, which accelerates them to kinetic energies determined by the ponderomo-
tive energy [33]. The kinetic energy distributions resulting from this process can
be calculated within a modified simple man’s model, as previously employed to
describe scalings in strong-field atomic ionization and high-harmonic generation
[34, 35]. In a first step, electrons are generated by Fowler-Nordheim tunneling, and
in a second step, their respective kinetic energy is calculated via classical propagation
of point charges in the optical field. The resulting electron energy depends on the
phase of the electromagnetic wave at the moment of photoemission (see Fig. 10.1c),
and overall spectra are a result of weighting with the final kinetic energy after accel-
eration the instantaneous current density. Due to the rectifying nature of a metal-
vacuum interface, only half-cycles driving electrons out of the surface contribute to
the emission. For electrons emitted early in the optical half-cycle (increasing elec-
trical force on electrons), the final kinetic energy reaches a maximum value of 2Up,
while photoelectrons generated after the peak of the force curve are accelerated back,
with a fraction elastically rescattered at the metal surface and reaching final kinetic
energies of up to 10Up in the case of spatially homogeneous fields [34, 36, 37].
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10.2.2 Sub-cycle Electron Dynamics in Highly Localized
Electric Fields

The field-driven photoemission in localized fields, e.g., induced at the apex of metal-
lic nanotips, exhibits characteristic electron dynamics, which may strongly deviate
from the situation in diffraction-limited optical foci. In a far-field optical focus, pho-
toemitted electrons interact with the entire remainder of the oscillatory field after
the instance of emission. In contrast, this electron quiver motion may be suppressed
in confined near-fields, as the typical spatial extension of the enhanced near-field
(in the range of few to few tens of nanometers) can approach the dimensions of an
electron’s excursion path.

Generally, the kinetic energy change ΔE of a photoemitted electron in a space-
and time-dependent electric field F is described by the integral of the force acting
along its trajectory x(t), starting at the time of emission te:

ΔE = −
∫ ∞

te
eF(x(t), t)dt. (10.3)

Figure10.2 schematically depicts electron trajectories for a sequence of increasing
confinement in the driving field. When the photoelectrons are accelerated out of the
high-field region by multiple cycles of a pulse with long pulse duration, as depicted
in Fig. 10.2b, the electrons experience a focal intensity gradient which leads to a
ponderomotive force. As a result, the electrons gain an energy offset of 1Up in addi-
tion to the kinetic energy distribution in spatially homogeneneous fields (compare
Sect. 10.2.1) [38].

(a) (b) (c)

Fig. 10.2 Different regimes in the field-driven acceleration of photoelectrons. a In the quiver
regime, the optical pulse ends, before the electron has significantly moved out of the optical focus.
b For more confined fields, the effective interaction time of the electron with the field is limited to
few optical cycles. c In the sub-cycle regime, the electron escapes the highly confined field within
less than one optical half-cycle



238 L. Wimmer et al.

In photoemission experiments with very short pulses and diffraction limited foci,
the quiver amplitude is much smaller than the decay length of the field, and the
photoelectrons do not experience the spatial inhomogeneity during the pulse duration
(cf. Fig. 10.2a). Thus, theirmomentum changeΔp is given by the temporal integral of
the time-dependent electric field, which is proportional to the vector potential A [39]:

Δp = −
∫ ∞

te
eF(t)dt = eA(te). (10.4)

In this case, the photoelectron energy is shifted compared to the long pulse limit, a
phenomenon first observed in above threshold ionization spectra from atoms [40].

Photoemission in highly localized, sub-wavelengthfields allows for a third regime,
in which electrons rapidly leave the driving field, potentially within a fraction of
an optical half-cycle (see Fig. 10.2c). In the extreme, quasi-stationary limit of this
sub-cycle acceleration regime, the electron kinetic energy reflects the momentary
electrical field at the instant of emission:

ΔE = −
∫ ∞

xe

eF(x1te)dx, (10.5)

Where xe is the position of emission. Sub-cycle electron dynamics can be achieved at
long wavelengths, high intensities (corresponding to high ponderomotive energies)
and very short decay lengths of the field. The quiver regime (see (10.4)) and the quasi-
static regime (see (10.5)) represent two extreme cases of electron propagation in
temporally and spatially varying electric fields. The transition between these scenar-
ios can be characterized by a dimensionless spatial adiabaticity parameter δ, which
compares the corresponding length scales, namely the quiver amplitude lq = eF

mω2

of the photoelectrons and the decay length lF of the electrical field [11]:

δ = lF

lq
= lF mω2

eF
. (10.6)

This adiabaticity parameter for the acceleration (step two in the above-mentioned
simplified model) takes on a similar role as the Keldysh parameter does for the
emission (step one), as both parameters distinguish between cycle-integrated and sub-
cycle dynamics. For low spatial adiabaticity parameters δ � 1, the corresponding
quiver amplitude in a homogeneous field would be much larger than the field decay
length, leading to sub-cycle acceleration. Similar to sub-cycle emission conditions,
this acceleration regime can be reached at high intensities and long wavelengths.
However, the Keldysh parameter has a different frequency dependency as the δ-
parameter and also depends on the work function of the material, while the spatial
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adiabaticity parameter is a function of the field decay length. Thus, both parameters
are independently adjustable, and strong-field dynamics at nanostructures facilitate
ultrafast emission adiabatically following the electric field at γ � 1, with quasi-
instantaneous acceleration of the charges at δ � 1.

10.2.3 Photoemission from Gold Nanotips Induced
by Near- and Mid-infrared Femtosecond Pulses

In order to study strong-field electron dynamics in highly confined fields, we analyze
photoemission from single metal nanotips in the near- and mid-infrared range, inves-
tigating the effects of field-driven electron dynamics on the photoelectron energy
spectra [11]. The experimental setup is depicted in Fig. 10.3a. A Ti:Sapphire laser
amplifier system provides 30-fs pulses at 800nm wavelength, and tunable optical
pulses from the near- to the mid-infrared are produced via optical parametric ampli-
fication and difference frequency generation, resulting in an accessible wavelength
range between 0.8 and 10µm. This broad tuning range enables a detailed study
of the transition from ponderomotive electron acceleration to field-driven electron
dynamics. The laser pulses are focused onto an electrochemically etched gold nano-
tips with radii of curvature of few tens of nanometers. Photoemission is induced in
the enhanced field at the tip apex for polarization parallel to the tip axis. The kinetic
energy spectra of the photoelectrons are measured using a multichannel-plate (MCP)
detector combined with a retarding field analyzer.

Figure10.3b shows examplary spectra for increasing laser intensities at a fixed
excitationwavelength of 3.8µmfor two tipswith different radii of curvature. The tips
are moderately biased to −40 V to optimize the detection efficiency. In Fig. 10.3b,
the additional bias potential is subtracted from the final kinetic energy. For growing
intensities, we observe a strong increase in the maximum electron kinetic energy
up to several hundred electron volts. Corresponding to the absorption of about one
thousand photon energies by a single electron, it is clear that a description in terms
of multiphoton orders is no longer practical for this field-driven process.

10.2.3.1 Wavelength-Scaling of the Near-Field Electron Acceleration

We investigate the wavelength-dependence of the photoelectron dynamics by record-
ing kinetic energy spectra for varying excitation wavelengths at sub-100 fs pulse
durations as measured with interferometric photocurrent autocorrelations at the
nanotip (see Fig. 10.4b). In these measurements, an identical pair of pulses is inter-
fered on the tip, and the photoemission yield is recorded as a function of the relative
pulse delay.

Figure10.4a displays a set of electron energy spectra for excitation wavelengths
between 0.8 and 8.0µm at constant emitted charge per pulse. In adiabatic strong-
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Fig. 10.3 a Scheme of the experimental setup. b Electron energy spectra for increasing laser
intensity recorded at 3.8µm (adapted from [11]). The measured spectra from two tips with different
radii (tip radii: 12nm (solid circles) and 22nm (open circles)) were reproduced by a modified two-
step model (solid lines)

field emission, the photocurrent is determined by the field strength, and a constant
emitted charge at comparable pulse durations is an indication for nearly constant
local electric field strengths. In comparing these measurements, we find a saturation
in the maximum kinetic energy for long wavelengths, see Fig. 10.4a—in contrast
to the quadratic increase of kinetic energy as expected from pure ponderomotive
energy scalings (compare Sect. 10.2.1). This observation can be directly attributed
to sub-cycle electron acceleration in the optical near-field. According to (10.6), the
quiver amplitude of electrons in a homogeneous electromagnetic field increases with
the wavelength due to the longer acceleration periods. In the sub-cycle regime (see
Sect. 10.2.2), the quiver amplitude begins to exceed the decay length of the near-
field at the tip apex, which in a first approximation can be taken as a weak function
of wavelength. The resulting saturation of the maximum kinetic energy indicates
electron dynamics driven by the momentary electric field.

For a quantitative analysis of the wavelength-scaling, we evaluate the spectral
high-energy cutoff, represented by the energy exceed by the fastest 1%of the electron
distribution. Figure10.5a shows the cutoff energies as a function of wavelength for
two different intensities. At higher intensity, the transition to sub-cycle acceleration
dynamics is found to be steeper as a result of the increased quiver amplitude for
high intensities. The observations are reproduced by a modified two-step model for
the calculation of kinetic energy distributions, and the numerical cutoff energies are
presented in Fig. 10.5a. The gray shaded area is formed by the cutoff energies of
direct (lower curve) and of elastically rescattered (upper curve, 100% rescattering
probability) electrons. The experimental data are found within this corridor.

In homogenous fields, the cutoff energy of rescattered electrons typically exceeds
the cutoff of direct electron by a factor of 5 (compare Sect. 10.2.1). Here, we find
that with increasing wavelength, the cutoff energies of direct and rescattered elec-



10 Highly Nonlinear and Ultrafast Optical Phenomena … 241

0 20 40 60 80 100 120 140 160
10-5

10-4

10-3

10-2

10-1

 E
le

ct
ro

n 
sp

ec
. d

en
si

ty
 (

ar
b.

 u
ni

ts
)

(a) (b)

Fig. 10.4 a Electron energy spectra for varying wavelengths. The cutoff energy saturates for
wavelengths above 3.8 µm. b Photocurrent autocorrelation measurements for several wavelengths
(adapted from [11])
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Fig. 10.5 High energy cutoff in a spatially decaying electric field. aExperimental cutoff energies for
varying wavelength at two different local intensities (I1 = 5.4 TWcm−2 and I2 = 40 TWcm−2).
The gray areas are limited by simulations of the cutoff energy for complete rescattering (upper
bound) and without rescattering (lower bound). b δ-Parameter associated to the experimental data.
c Electron trajectories in a spatially homogeneous field. d Electron trajectories in an electric field
with a decay length in the order of the electron quiver amplitude. e Simulated maximum energy of
the directly emitted photoelectrons as a function of the δ-parameter (solid black line). Dashed line
Homogeneous case (δ → ∞) shown for comparison (a–d adapted from [11])

trons converge as a result of reduced back-acceleration towards the surface in the
sub-cycle regime. Figure10.5c, d illustrate the characteristic electron trajectories in
spatially homogeneous and highly inhomogeneous fields, respectively. Whereas in
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Fig. 10.5c, a large fraction of trajectories shows backscattering at the metal surface,
the same emission times result in trajectories for which the photoelectrons directly
leave the field in Fig. 10.5d.

Figure10.5e presents a calculation of the maximum energy of directly emitted
electrons as a function of the spatial adiabaticity parameter δ. Approaching the tran-
sition at δ = 1, the energy cutoff exceeds 2 Up due to the additional ponderomotive
energy from the gradient force in the near-field. In the limit of sub-cycle field-driven
acceleration (δ � 1), the energy cutoff decreases below 2Up and is finally propor-
tional to the electric field [20]. This scaling may be employed, e.g., to directly map
the time-dependent electric near-field at a nanostructure in a streaking scheme, as
demonstrated below.

10.2.4 Nanostructure Streaking with Ultrashort THz Pulses

In order to phase-resolve field-driven electron dynamics, we conduct streaking-type
experiments with phase-stable single-cycle THz transients and femtosecond NIR
pulses. All-optical streaking allows for the mapping of temporal information on,
e.g., the kinetic energy of photoelectrons [41, 42]. Numerous schemes and appli-
cations for nanostructure-based near-field streaking have been theoretically studied
(i.e., [43–46]), discussing the characterization of plasmonic near-fields with attosec-
ond XUV pulses. In these schemes, the attosecond pulses generate photoelectrons,
which experience a phase-dependent acceleration in the streaking near-field.

Here, we transfer this concept to longer wavelengths and present near-field streak-
ing of NIR-induced photoelectrons at the nanotip using THz frequencies [12]. The
experimental setup is sketched in Fig. 10.6. Both NIR and the THz pulses are focused
collinearly onto single gold nanotips (see Fig. 10.6b). The near-infrared pulses of
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Fig. 10.6 a Experimental setup for a streaking experiment at a single nanotip using NIR and THz
pulses. b Close-up of the streaking scheme (adapted from [12])
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Fig. 10.7 Near-field streaking at a very sharp nanotip (radius of curvature 10nm) (adapted from
[12]). a Spectrogram. b Photocurrent extracted from spectrogram (a). c Comparison between the
incident electric field and assembledwaveforms from the delay-dependent photocurrent and electron
kinetic energy. d Scanning electronmicroscope image of the nanotip employed in themeasurements

50-fs duration and 800nm centre wavelength generate photoelectrons, which are
subsequently streaked in the tip-enhanced THz electric field.

The THz transients are produced with the AC-bias method in a light-induced air
plasma [47, 48]. This method provides phase-stable THz pulses and the control of
pulse energy and carrier-envelope-phase. The air plasma is generated with infrared
pulses of up to 2 mJ pulse energy, a small fraction of which is frequency-doubled
and overlapped with the fundamental beam. The photoelectron spectra are detected
with a time-of-flight electron spectrometer or a retarding field analyzer. A series of
kinetic energy spectra, recorded as a function of the relative time delay between both
pulses, forms a spectrogram as shown, for example, in Figs. 10.7a and 10.8a. The
tip is moderately biased to draw the photoelectrons to the detector. We characterize
the incident THz transient in-situ at the position of the nanotip using electro-optic
sampling in a ZnTe crystal.

10.2.4.1 Experimental Observation of Field-Driven Streaking

A streaking spectrogram at a very sharp gold tip with a radius of curvature of 10 nm
is displayed in Fig. 10.7. This spectrogram shows the impact of the THz transient
on the electron kinetic energy: The THz electric field accelerates the electrons by
50 eV, resulting in the final energy of 80 eV (bias tip voltage: −30 V). At large
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Fig. 10.8 a Spectrogramwith broad initial energy spectrum and an effective decay length of around
40 nm. b Scheme for spectral compression and c broadening (adapted from [12])

negative delays, the 800nm pulse precedes the THz transient, and the photoelectrons
are not affected by the THz field. Thus, the electron energy is determined only by
the static bias voltage. Due to the rectifying effect of the field emission geometry,
the photocurrent is suppressed in the half-cycles of the THz electric force pointing
towards the tip.

The spectrally integrated photocurrent as a function of the delay is plotted in
Fig. 10.7b and shows the current suppression and enhancement depending on the
phase of the THz transient, with the enhancement induced by the impact of the THz
field on the effective work function (Schottky effect). The peak of the photocurrent
is in-phase with the maximum of the kinetic energy. This observation represents the
limiting case of acceleration by a momentary electric field. Electrons emitted at the
peak field are quasi-statically accelerated (δ � 1) and leave the enhanced near-field
with minimal temporal integration.

Due to the suppression of the photocurrent in half-cycles of negative electric
force, the spectrogram contains only information about the accelerating half-cycles
of the THz near-field. Thus, the THz transient with opposite polarity is measured
in addition, in order to characterize the entire continuous THz waveform. In the
experiment, the polarity of the THz transient can be inverted by a rotation of the BBO
crystal to obtain the complementary spectrogram [12]. The energy expectation value
of the assembled waveform1 is shown in Fig. 10.7c. This curve (black) represents the
local THz waveform. A comparison with the incident electric field, characterized via
electro-optic sampling (blue), reveals the time-domain response of the nanostructure.
We find subtle waveform modulations and a slight phase shift. These effects can be
attributed to the electromagnetic response of the nanotip and are reproduced in an
antenna circuit model [49, 50].

1The bias potential is subtracted and the spectrograms of opposing polarity are combined on a
common energy scale.
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10.2.4.2 Controlling Electron Trajectories in Time-Varying Near-Fields

At the transition to the sub-cycle acceleration regime, the electron dynamics sensi-
tively depend on the initial electron energy and the temporal slope of the electric
field. Figure10.8a shows a spectrogram at a nanotip with a decay length longer than
in the previous spectrograms, and with a broader initial energy spectrum induced by
the NIR pulse. Here, the width of the kinetic energy spectra is modulated by the slope
of the THz field. We observe that streaking by a temporally decreasing electric field
leads to a broadening of the kinetic energy spectra, whereas an increasing streaking
field causes spectral compression.

The initial energy of the photoelectrons at the instant of emission determines
the interaction time with the streaking field. Electrons with low kinetic energy are
accelerated over longer time intervals as compared to faster electrons. Therefore,
slow electrons are more sensitive to the temporal evolution of the streaking field. For
increasing electric fields, initially slower electrons gainmore kinetic energy than their
faster counterparts. As a result, the kinetic energy distribution can be compressed,
cf. Fig. 10.8b. Accordingly, decreasing streaking fields (see Fig. 10.8c) result in a
broadening of the initial spectra.

The dependence of electron trajectories on the slope of the streaking field enables
the control of electron spectra and electron pulse durations via the relative delay
betweenNIRandTHzpulses. The presented spectral compression could be employed
for the generation of optimized electron spectra for ultrafast optical-pump/electron-
probe experiments.

10.2.4.3 Modeling THz Streaking at a Nanotip

The streaking spectrograms are simulated by classical particle propagation in the
temporally and spatially varying THz streaking field as shown in Fig. 10.9. Due to the
different pulse durations of NIR and THz transients, quasi-instantaneously generated
electron spectra are propagated in the THz field as described in Sect. 10.2.3. The
electron trajectories in the temporally- and spatially-varying streaking near-field are
numerically integrated for different initial electron velocities. This model enables
a detailed reproduction of the main features of the spectrograms, especially the
modulation of the spectral width.

The basic principle of such spectral reshaping can be analytically described with
a model presented in the following. We derive the final kinetic energy E f inal of
a photoelectron propagating in an exponentially decaying near-field F(x, t) =
F0(t) exp(−x/ lF ) (field decay length lF ) and in the linear temporal slope of the
streaking transient. The final energy E f inal for a electron with the initial energy E0
at xe = 0 is given by the path integral over the spatially varying time-dependent
field:

E f inal = E0 −
∫ ∞

0
eF(t, x)dx . (10.7)
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Fig. 10.9 a Numerical Simulation of a spectrogramwith broad initial energy distribution and awith
a decay length of around 40 nm (adapted from [12]). b Spectral reshaping computed with analytical
model. Increasing and decreasing field strength lead to compression (red, E f inal,1) and broadening
(blue, E f inal,2) of the initial energy spectrum (black). The spectra are shifted to a common peak
energy for comparison

For the integration, we parametrize the time as a function of space:

t (x) = te +
∫ x

0

dx ′

v(x ′)
, (10.8)

where te is the timeof photoemission. In the first order, the velocity v(x) is determined
by the kinetic energy in the static electric field F(x) = F0(te) exp(−x/ lF ):

v(x) =
√

2

m

[
E0 − elF F0(te) + elF F0(te) exp

(
− x

lF

)]
. (10.9)

The temporal evolution of the electric field is introduced by the Taylor expansion of
linear order facilitating the integration:

F(t, x) =
(

F0(te) + (t − te) · ∂F0

∂t

∣
∣
∣
∣
t=te

)

exp

(
− x

lF

)
. (10.10)

This expression enables the analytical solution of the integral (10.7), yielding the
following term for the final kinetic energy:

E f inal = E0 − eF0(te)lF − e
∂F

∂t

∣
∣
∣
∣
t=te

√
2ml2F√

E0 − eF0(te)lF + √
E0

. (10.11)

The average velocity of the electron in the near-field is v = (√
E0 − eF0(te)lF +√

E0
)
/
√
2m. The energy gain depends on the initial energy and the width of an
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energy distribution is—under the present assumptions—proportional to the slope of
the THz transient, as illustrated in Fig. 10.9.

In this section, we discussed strong-field photoemission in the vicinity of nano-
structures and identified sub-cycle electron dynamics at near- and mid-infrared as
well as THz frequencies. The extreme case of field-driven electron acceleration is
characterized by a spatial adiabaticity parameter δ � 1. The field confinement affects
all relevant scalings, includingwavelength- and intensity-dependent cutoff behaviors
and the spectral reshaping of photoelectron spectra in streaking configurations. Some
of these features may be employed in the ultrafast and high-resolution characteriza-
tion of optical near-fields, while others, such as the THz trajectory control, may be
utilized in the temporal compression of ultrashort electron pulses for time-resolved
electron imaging and diffraction.

10.3 Extreme-Ultraviolet Light Generation
in Plasmonic Nanostructures

In recent years, nanoscale plasmonic light confinement in metallic nanostructures
has been extensively used to study numerous linear and nonlinear optical phenomena
in strongly-enhanced, inhomogeneous fields [51–53]. Specifically, high intensity
enhancements in tailored structures, such as sharp needles, resonant antennas or
waveguides, have enabled the investigation of highly nonlinear effects, including
strong-field photoemission and acceleration (see Sect. 10.2), in nanostructure-based
implementations.

Another prominent example for this development is the generation of extreme-
ultraviolet (EUV) light in gaseous media by utilizing bow-tie antennas and tapered
hollow waveguides [13–19]. Figure10.10 schematically illustrates the concept of
such approaches. In particular, ultrashort low-energy laser pulses are enhanced in
nanometric hot spots leading to orders of magnitude higher local intensities, either
between the triangular tips (see Fig. 10.10a) or at the very end of the conical taper

Laser pulse

Gas flow

Waveguide

EUV
light

Laser
pulse

Bow-tie
antenna

Gas atom

Substrate

(a) (b)

Fig. 10.10 Schematic illustration of plasmon-enhanced gas excitation and EUV light generation
by using a bow-tie nanoantennas and b tapered hollow waveguides
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(see Fig. 10.10b). Noble gas atoms can be injected into these hot spots and get excited
in the strong near-fields, resulting in the emission of EUV photons.

The very first reports about a successful realization of these experimental schemes
[13, 14] suggested that the produced radiation originates from high-order harmonic
generation (HHG) [34, 54, 55] and, therefore, raised high expectations that such
compact sources could be harnessed for an eased and efficient generation of attosec-
ond EUV pulses [56–61]. If correct, this scheme would enable the integration of
attosecond science into the domain of nonlinear nano-optics, with potential benefits
for ultrafast spectroscopy [62, 63] or coherent nanoscale photonic imaging [64].

However, despite particular efforts to reproduce plasmon-enhanced HHG
[15, 17–19], an independent experimental verification of this effects was not reported
up to date. Recently, our studies revealed that the concept of HHG in nanostructures
is fundamentally flawed [15, 17, 18]. Specifically, the tiny nanostructure volume
displaying field enhancement is found to prohibit an efficient generation of coher-
ent radiation. Whereas local intensities high enough for the nonlinear excitation and
ionization of atoms are reached, we could show that the dominant radiation process
is not in fact HHG, but incoherent atomic and ionic fluorescence.

In the following, we present the main results of our comprehensive study on
EUV light generation in plasmonic nanostructures. Our experiments and spectral
analysis clearly evidence that the EUV emission seen under the reported conditions
is predominantly caused by incoherent fluorescence stemming frommultiphoton and
strong-field gas excitation and ionization.

10.3.1 Strong-Field EUV Light Generation from Gas Atoms

Currently, the key approach to obtain access to EUV and soft X-ray wavelengths on
laboratory scales is the conversion of intense visible or infrared laser radiation in
gaseous media. Two distinct excitation processes are responsible for the generation
of EUV light in gas atoms. In particular, ultrashort high-energy laser pulses can
cause the emission of highly-energetic photons via nonlinear excitation of gas atoms
accompanied by either high-order harmonic generation or fluorescence.

10.3.1.1 High Harmonic Generation

High-order harmonic generation—first realized in the late 1980’ [54, 55]—is the
frequency up-conversion of intense laser pulses in gaseous media and has paved
the way to lab-scale sources enabling coherent attosecond light pulses at EUV and
soft-X-ray wavelengths. In short, the physical mechanism of HHG in a single atom
picture can be summarized in a semi-classical simpleman’smodel [34]: (1)A linearly
polarized, ultrashort (pico- to femtosecond) laser pulse with sufficient peak intensity
(typically in excess of 1013 W/cm2 for visible or infrared wavelengths) ionizes a
gas atom, creating a quasi-free electron. A part of the electrons’ wavefunction stays
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in the remaining ion. (2) The electron is accelerated in the oscillating strong laser
field (with frequency ω0 and intensity I ), gaining additional ponderomotive energy
Up ∝ I/ω2

0. (3) The electron returns to its parent ion and causes the emission of
high-energetic photons upon re-collision. As a result of this coherent process only
radiation at odd multiples (harmonics) of the driving frequencies ω0 is generated
in each half cycle of the laser pulse [65]. The HHG process retains the optical and
temporal properties of the driving laser pulses and, thus, has the potential to enable
EUV attosecond pulses [66, 67].

Beyond these unique characteristics, it has to be noted that the HHG process is
rather inefficient due to a low re-collision probability of the electronswith their parent
ions [68]. In general, sufficient photon fluxes are only obtainable by considering
the coherent buildup of the harmonic radiation over a large propagation distance
in a mesoscopic (tens to hundreds of micrometers or even millimeters) generation
volume. Specifically, the high harmonic output scales quadraticallywith the pressure-
length product [55]. However, such a coherent radiation buildup is only obtainable
under ideal—phase-matched—conditions that are influenced by propagation effects
like dephasing between the driving and the generated radiation or absorption and
defocusing [65].

To date, state-of-the-art experimental concepts for efficient HHG typically rely
on exposing gas filled capillaries or hollow waveguides to ultrashort, intense laser
pulses, either by employing chirped-pulse amplification [69, 70] or enhancement
cavities [71, 72] at kHz and MHz repetition rates, respectively.

10.3.1.2 EUV Fluorescence

In addition to high harmonic radiation, the excitation of gas atoms in intense light
fields can also cause fluorescent light emission due to electronic transitions stemming
from multiphoton absorption, strong-field ionization and plasma formation [73–75].
The characteristic energy of a fluorescent photon is given by the transitions between
different atomic or ionic states. At EUV wavelengths, the photon energies are on
the order of several tens of electron volts (eV), which implies that, in the case of
excitation with infrared light frequencies (photon energies below 2 eV) multiple
photon absorption is required. Hence, the process exhibits an intensity threshold of
about 1013 W/cm2, which corresponds to the intensities required for HHG.

In contrast to HHG, the emission characteristics of fluorescence are governed by
the intrinsically incoherent nature of the generation process with long spontaneous
lifetimes of the excited energy levels. Therefore, the properties of the driving laser
pulses are lost, and the fluorescent radiation is temporally and spatially incoherent.
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Fig. 10.11 Scanning electron microscope images of the used nanostructures. a An array of bow-tie
nanoantennas fabricated on the smooth gold film of 100nm thickness deposited on a sapphire plate.
Inset shows a close-up view. b Tapered waveguides milled into a 10µm thick gold plateau at the end
of a conically etched gold wire. Inset shows a top-view of an individual waveguide with elliptical
cross section

10.3.2 Experimental Methods

The experiments conducted in this study are based on the excitation of rare gas atoms
by using plasmonic enhancement of ultrashort low-energy laser pulses in tailored
metallic nanostructures (see Fig. 10.10). The particular nanostructures used are reso-
nant bow-tie antennas on sapphire substrates and tapered hollow waveguides milled
into gold bulk supports (cf. scanning electronmicroscope images in Fig. 10.11). Both
types of structures are fabricated via focused ion beam (FIB) lithography. Compared
to other nano-fabrication techniques, such as electron beam lithography, the used
FIB milling represents a convenient method to produce prototype-like structures
with very high control during the fabrication process. Therefore, by using the FIB
technique and starting with high quality supports, i.e. smooth gold films on sapphire
for the antennas and smooth gold platforms for the waveguides, it is possible to opti-
mize the quality of the structures with respect to a high field-enhancement [56] and
thermal stability upon laser irradiation [76].

The experimental setup used to investigate the EUV light generation in the nano-
structures is schematically depicted in Fig. 10.12. It consists of a vacuum generation
chamber and a flat-field EUV spectrometer. Optical illumination is provided with a
78 MHz Ti:sapphire laser oscillator delivering 8-fs, nJ pulses at a centre wavelength
of 800 nm. The generated EUV radiation is collected within a solid angle of ±1.2◦
and spectrally resolved with a flat-field spectrometer. Detection of the EUV photons
is realized with an imaging microchannel-plate (MCP) detector in combination with
a CCD camera. The inset of Fig. 10.12a shows an exemplary flat-field image for a
measurement with xenon gas.

The excitation schemes for the measurements using arrays of bow-tie antennas
and single tapered hollow waveguides are depicted in Fig. 10.12b, c, respectively.
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Fig. 10.12 Experimental setup for plasmon-enhanced EUV light generation. a Schematic of the
vacuum setup consisting of a generation chamber and an EUV flat-field spectrometer. The spectra
(xenon fluorescence spectrum in the inset) are detected with a microchannel-plate detector (MCP)
in combination with a CCD camera. b, c Excitation schemes for the measurements using b resonant
bow-tie antennas and c tapered waveguides

In both cases, the low-energy pulses are tightly focused on the respective specimen,
enabling incident intensities in excess of 0.1TW/cm2.Noble gas atoms are exposed to
the plasmon-enhanced near-fields of the particular nanostructures and are efficiently
excited (seeFig. 10.10). In themeasurementswith the bow-tie antennas, the gas atoms
are supplied via a nozzle facing the structures, whereas the hollow waveguides are
placed in a purged gas cell with a small exit aperture (200 µm) for the collection of
the generated EUV radiation. Backing gas pressures up to 500 mbar were applied in
both scenarios.

10.3.3 Results and Discussion

Figure10.13 shows an exemplary plasmon-enhanced EUV spectrum (solid black
curve) obtained from argon using an array of bow-tie antennas (structure iv in
Fig. 10.14a). The most prominent spectral features (higher spectral resolution is pro-
vided in the second grating diffraction order; red curve) are identified to be fluo-
rescence from neutral and singly ionized argon atoms, with a signal-to-noise ratio
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Fig. 10.13 Extreme-ultraviolet spectrum from argon gas atoms excited via plasmonic field-
enhancement in an array of bow-tie nanoantennas (see Fig. 10.14a structure iv). Solid black/red
curves represent spectra taken in the frist/second diffraction orders of the used spectrometer grat-
ing. Fluorescence line positions for neutral/singly ionized argon atoms are indicated by filled/open
triangles. Upper scale indicates the positions for expected high-harmonic orders (H9–H19). Graph
adapted from [15]

larger than 103. The exact wavelength positions of expected atomic and ionic fluores-
cence lines are indicated by the triangles [77]. Although conditions for strong-field
ionization are clearly reached, evidenced by significant fluorescence signals from
singly ionized atoms, no coherent HHG signals were detectable at harmonic orders
(H9-H19 wavelengths indicated in the upper x-axis of Fig. 10.13) of the driving laser
frequency.

Figure10.14 shows an extended set of similar measurements for argon and xenon
gas, using several bow-tie geometries (see Fig. 10.14a) with different plasmonic
resonances. The resonances are determined by analyzing dark-field scattering spec-
tra, which are shown in Fig. 10.14b for the shortest and longest bow-tie antennas.
In agreement with the previous measurements, all spectra shown in Fig. 10.14c, d
exclusively originate from fluorescent emission without any signature of coherent
high harmonic radiation. Due to the characteristic energy transitions of xenon, the
spectral features shown in Fig. 10.14d are completely different compared to those
of the argon spectra. Whereas the overall spectral shape is qualitatively comparable
for measurements with the same gas species, the strength of the fluorescence signal
is governed by the plasmon resonances and the structural quality of the different
bow-tie antennas.

Further experiments with tapered hollow waveguides instead of bow-tie antennas
yield results which also indicate the dominance of fluorescent over high-harmonic
emission in plasmon-enhanced implementations. Figure10.15 presents the EUV
spectra from argon, xenon and neon gas, which were all obtained by using the
waveguide structure shown in the inset of Fig. 10.11b.Notably, here, the recorded sig-
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Fig. 10.14 Plasmon-enhanced EUV spectra from argon and xenon with bow-tie antennas. a Scan-
ning electron microscope images of individual bow-tie antennas. Color-coded scale bars 200 nm.
b Dark-field scattering spectra of two antenna arrays with different bow-tie arm lengths. c, d EUV
spectra recorded with different bow-tie antennas (indicated by the color code see scale bars in a)
for c argon and d xenon gas. Graphs and images adapted from [17]
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Fig. 10.15 Plasmon-enhanced EUV spectra from noble gases (argon, xenon and neon) using a
tapered hollow waveguide (cf. Fig. 10.11b). The argon and neon spectra are up-shifted for better
visibility. Dotted gray lines indicates the noise floor at 0.5 count/s/nm. The wavelength positions of
the expected fluorescence lines from neutral and singly ionized atoms are indicated by the triangles.
Graph adapted from [18]
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nal levels are about one order of magnitude larger than those in the bow-tie measure-
ments. This is mainly caused by the approximately 10 times larger field-enhanced
generation volume in the waveguide. Furthermore, even clear fluorescent signals
from neutral and singly ionized neon atoms are detectable, which is an indicator
for very high local field strengths, considering the ionization threshold of 21.5 eV
(corresponding to the energy of 13 infrared photons) of neutral neon.

The above results show that strong-field EUV light generation in plasmonic nano-
structures is generally possible under the examined conditions. However, the spec-
tra also clearly identify the origin of the EUV emission as incoherent fluorescence
stemming from multiphoton excitation and strong-field ionization of the gas atoms.
Previously reported high-harmonic emission in such implementations [13, 14, 16]
could not be observed, although the experiments were reproduced multiple times
using different nanostructure geometries, gas pressures and incident laser intensi-
ties. Accurate detection alignment with respect to an efficient collection of coherent
signals was proven by surface-enhanced low-order harmonic generation [17, 18,
78] in the bare nanostructures (without gas). Special care was also taken to rule out
insufficient local intensities as a possible reason for the absence of HHG signals. A
novel means to gauge local fields by employing intensity-dependent relative fluo-
rescence line strengths in the measured spectra was used to determine the intensity
enhancements within the nanostructures [17]. Therefore, local intensities of up to
60 TW/cm2, generally sufficient for HHG, were confirmed. Furthermore, the obser-
vation of significant fluorescence signals, in particular from singly ionized gas atoms,
over several hours of operation evidence that the structures remain intact upon inci-
dent laser intensities up to 0.15 TW/cm2 [17].

A physical reason for the lack of HHG in these experiments can be found by con-
sidering the nanometric generation volume in the used nanostructures. Specifically,
in implementations based on localized surface plasmons, the very small excited gas
volume prohibits an efficient coherent build up of the harmonic radiation. In other
words, the quadratic scaling of theHHGoutputwith the number of emitting dipoles—
or more generally with the pressure-length product—is diminishing the likelihood
to observe any significant coherent contributions in the generated EUV emission.

Taking this attribute of the coherent HHG process into account, estimates have
shown that the high-harmonic signal levels in these plasmon-enhanced implementa-
tions are expected to be several orders of magnitude below that of the simultaneously
excited incoherent fluorescence [17, 79]. Thus, it will be very difficult to discrimi-
nate potential coherent signals from the dominant fluorescence without employing
special detection procedures.

The findings in this Section constitute a clear setback for plasmon-assisted HHG,
but they also illustrate that other highly nonlinear effects, such as strong-field gas
ionization and fluorescence, or low-order harmonic generation, are present. As a
further example for such an effect, we have found a new kind of optical bistability
[80–82] in the waveguide experiments. In particular, an intensity-dependent hys-
teresis in the fluorescence signal strength indicates the formation of a nano-plasma
in the waveguides [18]. All of these effects warrant deeper investigation and could
help to determine the ultimate frontiers of highly nonlinear strong-field nano-optics.
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However, the severe limitations for HHG in such implementation calls for alternative
approaches to re-open this important research field with respect to coherent EUV
signal generation.
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Chapter 11
Attosecond XUV Pulses and Surface
Plasmon Polaritons: Two Case Studies

Mattia Lupetti and Armin Scrinzi

Abstract Surface plasmons are collective oscillations of the surface electrons in
resonance with an external driving field. In this chapter we investigate their combi-
nation with attosecond pulses in two distinct scenarios. First, a high harmonic source
using the enhanced field of a surface plasmon is analyzed and characterized in detail.
As typical for such sources, one finds high repetition rates and good coherence prop-
erties, however, at low photon yields. Conversely, an experimental technique for the
spatial and temporal imaging of plasmonic excitations on nanostructured surfaces is
presented. Here attosecond pulses allow to image plasmon buildup and localization.

11.1 Introduction

Attosecond pulses are ultrashort radiation bursts produced via high harmonic gen-
eration (HHG) during a highly nonlinear excitation of atomic or molecular systems
by a near infrared (NIR) laser pulse. Conversely, the attosecond pulses so generated
can be also used to probe the ultrafast electron dynamics in the transient regime
of the excitation process, with the unprecedented resolution of the attosecond time
scale (1as = 10−18 s). In this chapter we show that both the generation of attosecond
pulses (AS pulses) and probing of ultrafast processes by means of AS pulses, can be
extended to cases in which the respective driving and streaking fields are produced
by surface plasmons excited on nanostructured solid surfaces at NIR wavelengths.

Plasmonic excitations are surface optical modes generated by a collective surface
electron oscillation in resonance with an external driving source. From amicroscopic
point of view, they are a coherent superposition of all the possible electron transi-
tions with the samemomentum transfer induced by the pump laser. This microscopic
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oscillation gives rise to typical macroscopic features, most notably to an electromag-
netic field confined well below the diffraction limit and at the same time strongly
enhanced in proximity of the supporting surface. For these reasons, plasmons are
attractive for a number of technological application, ranging fromplasmonic circuitry
for plasmonic-based computer chips [34], to Surface Enhanced Raman Scattering
(SERS) for biological molecule sensing [44].

Here we illustrate the generation of AS pulses from a plasmonic field, and the
probing of plasmonic fields by AS pulses. First, we show how to generate AS pulses
from the plasmonic field enhancement of a NIR laser launched in a tapered hol-
low waveguide [28], secondly we introduce a scheme for imaging surface plasmon
polaritons in their transient generation stage by mean of AS pulses [27].

The idea of plasmonic generation of AS pulses was first reported in [36]. The
experimental concept is to couple the NIR laser pulse into a tapered nanoplasmonic
waveguide in such a way that the excited plasmon reaches its maximum ampli-
tude at the propagation turning point, where the field intensity is amplified up to
three orders of magnitude. Therefore, with a commercial 1011W/cm2 laser one can
generate harmonics well into the extreme ultraviolet (XUV) regime, while maintain-
ing the original high repetition rate of the commercial source. Thanks to the small
enhancement volume, the harmonics naturally add up coherently to generate single
AS pulses.

The otherworkwediscuss is an experimental proposalwhereASpulses are used to
photoionize surface electrons which act as probe of surface collective dynamics. This
concept constitutes an extension of the attosecond streak camera [20] to “Attosecond
Photoscopy” [27], which allows space- and time-resolved imaging of the excitation
of a surface mode, enabling access to its transient buildup dynamics.

11.2 Surface Plasmon Polaritons

Surface Plasmons Polaritons (SPP) are surface electron density oscillations coupled
with an external optical field. The electromagnetic field associated with the SPP is
described by a wave propagating along the metal/dielectric interface, with an ampli-
tude which decays exponentially with the distance from the surface. Such evanescent
waves are always present when dealing with materials discontinuities (see Weyl’s
expansion [53]). SPPs are a subset of the evanescent waves in the sense that they have
amplitudeswhosemagnitude exceeds that of the excitation source. This amplification
phenomenon occurs whenever the driving source satisfies a matching condition, a
relation involving frequency and angle of incidence [29]. From amicroscopical point
of view, a plasmon is pole of the polarization propagator �(k,ω), corresponding to
an eigenstate composed of the coherent superposition of all the possible electron-hole
transitions with the same momentum transfer k. This microscopic property allows to
identify plasmons not only in solid state system, but also in small clusters and even
in molecules [23]. SPPs are often viewed as resonances, because at macroscopic
level the fulfillment of the matching condition is typically associated with a peak
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(or dip) in the transmission (or reflection) spectrum of the supporting material. In
correspondence of the excitation of an SPP, a portion of the electromagnetic energy
is confined in the vicinity of the interaction interface.

This property of amplifying and spatially confining the electromagnetic field in
proximity of the surface is what makes SPPs so attractive for many physical, biolog-
ical and technological applications (see for example [4]). Some physical properties
of these modes can be inferred from the Fresnel reflection and transmission coeffi-
cients. Assume aTMpolarized planewave ofwavelength k impinging on a flatmirror
at incidence angle θ. The Fresnel reflection and transmission coefficients are given
by [5]:

r(α) = n2β − γ

n2β + γ
t = 2n2β

n2β + γ
(11.1)

where α = k‖ = k0 sin θ and β = k⊥ =
√

k20 − α2 are the wavevector components

in the vacuum side, while γ =
√
n2k20 − α2 is the component inside the material

perpendicular to the interface. If we assume for simplicity that n2 = εr is real,
n2 < 0 and γ becomes purely imaginary. Thus, analytically continuing the Fresnel
coefficients to the complex plane, poles appear in the denominator of (11.1), which
correspond to a resonance, i.e. a surface plasmon.

The condition n2β + γ = 0 is fulfilled by αspp = k0n/
√
1 + n2 from which we

get the dispersion relation of the mode:

k‖ = ω

c

√
ε(ω)

1 + ε(ω)
≡ kspp(ω). (11.2)

Equation (11.2) also provides the matching condition which needs to be satisfied by
the source for the excitation of an SPP. In fact, the right hand side is the plasmonic
wavevector supported by the material at the frequency ω of the source. This has to
be equal to component of the source wavevector parallel to the surface.

For gold at awavelength of 800nm thedielectric constant is εAu = −24.06+1.51i .
Neglecting the imaginary part, one obtains αspp/k0 > 1, with the relative βspp and
γspp purely imaginary. These coefficients describe a wave propagating on the surface
and evanescent in the orthogonal direction. Because of the evanescent behavior,
a field gradient perpendicular to the surface exists, such that ∇⊥E⊥ �= 0, which
means that the field lines close around the surface. However, since kspp ≥ k0, such
a resonance can never be excited by a plane wave. This is true for every material
displaying plasmonic properties, as illustrated in the dispersion relation graph in
Fig. 11.1. The dielectric function is assumed to be that of a perfect electron gas
ε(ω) = 1 − ω2

p/ω
2. The coupling never occurs as the dispersion curve always lies

out of the light cone. Thus, the fundamental problem is to overcome the situation of
a flat surface where kspp > k‖ for each value of ω.
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Fig. 11.1 Dispersion
relation of SPP on a flat
surface of a metal described
by the free electron model,
for which
ε(ω) = 1 − ω2

p/ω
2. The SPP

lies outside the light cone, so
no matching with a plane
wave can occur

11.2.1 Excitation of SPPs

To excite an SPP the strategy is to augment the parallel k-vector of the exciting source,
to achieve matching with the surface eigenmode wave vector. One way of “coupling”
a source to an SPP is to overlay a dielectric material on the metallic surface. Often
used are the Otto [33] and Kretschmann [24] configurations, which differ in the
dielectric position in contact or closely above the surface. In each case the SPP is
excited at the metal-vacuum surface, see Fig. 11.2. The additional k-vector needed to
satisfy the matching condition is provided by passage through the dielectric, which
enhances the parallel component by k‖ → ndielk‖, assuming that ndiel sin θ > 1.

Another way is the grating coupling: the source is shone on a diffraction grating
with lattice constant d. The additional k-vector here is provided by the periodicity
of the grating. In fact, the discrete translational invariance along the grating grooves
“folds” the SPP dispersion relation back into the first Brillouin zone (FBZ), making
thematching possible. Thematching condition in this setup is kspp = k‖+nq, wheren
is the diffraction order and q is the wave number associated to the grating periodicity.
Figure11.3 shows the effect of the discrete periodicity on the SPP dispersion relation.
Apart from the formation of Brillouin zones, it is interesting to notice the appearance
of plasmonic band gaps, originating from the resolution of the degeneracies of the
modes (n,−n) at the center of the FBZ, and (n, n ± 1) at the borders.

11.2.2 Standard SPP Imaging Techniques

For the experimental characterization of the electromagnetic field of the surface plas-
mon, the most ubiquitous technique is the Scanning Near-Field Optical Microscopy
(SNOM), see [18] for a review. The technique consists in placing a microscopic tip
(probe) in the vicinity of the surface field via a positive feedback technique, like
Atomic Force Microscopy (AFM). The probe tip, a tapered optical fiber, couples the
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Fig. 11.2 Schematics field
coupling into SPP modes:
(a) Otto configuration, (b)
Kretschmann configuration,
(c) grating coupling. In (d) is
shown the field decay over
the perpendicular to the
surface. Figure reproduced
from [54]

Fig. 11.3 Plasmonic band
structure produced in the
grating coupling mechanism.
The non-zero amplitude of
the grating grooves is
responsible for the gap
formation. Note that the gap
opening mechanism is the
same as in the band structure
theory: the grating groove
amplitude plays the same
role of the solid periodic
potential

tail of the evanescent plasmonic field with a propagating waveguide mode, allowing
the measurement of a photon current.

Another way of imaging plasmons is by fluorescence emitters as markers of the
plasmonic fields, as in [12]. Since the fluorescence signal is directly proportional to
the plasmon intensity at the place of the emitter, by covering the propagation range
of the plasmon one can retrieve information on its localization. Alternatively, one
can directly tailor the radiation losses of the plasmon into a dielectric substrate, by
exploiting the prism coupling mechanism [13]. This “leakage radiation” allows to
measure the spatial intensity profile of a plasmon, or, in different arrangements, to
directly observe the plasmon dispersion relation.
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It has been recently demonstrated [8, 25] that a non-invasive plasmon diagnostic
tool is provided by employing the photo-electron emission microscope (PEEM) for
the plasmonic near field.

A PEEM is based on the photoemission of electrons from the metal surface.
A voltage difference system collects the emitted electrons, which form an image
of the surface based on their spatial distribution. Since photoelectron emission is
increased because of the plasmonic field enhancement, it is possible tomap the spatial
distribution of the plasmonic field intensitywithout perturbing the system.Aproposal
for an attosecond pump-probe measurement combined with a PEEMwas reported in
[49], with the aim of creating a nanometer-scale attosecond-time resolution imaging
technique. The proposed technique is very complex and its demonstration is, to the
author knowledge, not yet been performed. In Sect. 11.4 we present a recent proposal
(see [27]) in which the temporal characterization of SPPs is performed using AS
pulses.

11.3 A Plasmon Enhanced Attosecond Extreme
Ultraviolet Source

Attosecond (AS) pulse sources are employed in the observation of electron dynam-
ics at the time scales of atomic valence electrons. Such sources are mostly based
on high harmonic emission from gases and are employed, for example, in attosec-
ond streaking experiments of photoelectrons ionized in atoms [14, 41], and solid
surfaces [6].

AS pulse generation is an extremely non-linear frequency up-conversion process
of the fundamental NIR driver pulse, which imprints its time-structure onto the
harmonic radiation. The core physical features of the process are captured by the
classical three-step re-collision model [10, 26]. It consists in separating the electron
dynamics in three phases: ionization, quiver motion and recollision. The first step
occurs by tunnel-ionization, where the tunneling barrier appears as a result of the
bending of the nuclear potential by the strong NIR laser field. Once ionized, the
electron is pulled away from the nucleus and then pushed back to collide with the
nucleus. If the collision results in the recombination of the electron with the ion,
high harmonic radiation is emitted up to a maximal photon energy of �ωc = Ip +
3.2Up, where Ip is the ionization potential of the gas and Up = e2

4me

E2
0

ω2 is the driver
ponderomotive potential of a laser of amplitude E0 and frequency ω.

The non-linearity of the process is such that the highest part of the harmonic
spectrum is produced only around the maxima of the NIR pulse, such that bursts of
high frequency radiation as short as 67as can be produced [55]. For photon-energies
�40eVwith Ti:sapphire NIR pulses at 800nmwavelength, intensities�1014W/cm2

are needed.
The radiation bursts are time-delayed relative to the maxima of the driver field by

∼0.2 optical cycles, i.e. emission occurs near the nodes of the driver field. The time-
locking of the AS pulse to the NIR pulse allows to perform pump-probe experiments
by controlling the relative time delay with a precision of 10as. With NIR driver



11 Attosecond XUV Pulses and Surface Plasmon Polaritons . . . 265

pulse of duration ∼20 fs, a short sequence of AS pulses is generated, separated from
each other by half the driver optical period TL . While generating trains of AS pulses
is relatively easy, using them for time resolution of processes longer than half the
optical period (∼1.3 fs) is difficult and requires deconvolution of the overlapping
signals from neighboring pulses.

For attosecond pump-probe experiments delays beyond the laser half-period, one
needs to use isolated single AS pulses. They are typically generated by using optical
pulses which are so short, that only one field maximum effectively contributes to
the generation of the desired photon energies [2]. Alternative techniques like polar-
ization gating [47], where the laser polarization is manipulated in order to suppress
high harmonic generation for all but one field peak, are rather complex to use in
spectroscopic experiments. In any case, while few femtosecond lasers at 80 MHz
repetition rate are commercially available [40], the amplification required to reach
the intensity of 1014 W/cm2 reduces the repetition rate to few kHz.

To overcome this difficulty, it was proposed in [36] to use directly the few cycle
pulses delivered by commercial oscillators and exploit plasmonic enhancement to
avoid the amplification chain and the consequent reduction of the repetition rate.
The “amplification” scheme consists in the excitation of Surface Plasmon Polaritons
(SPP) by focusing a laser pulse into a tapered waveguide. As the plasmonic field
propagates towards the narrow end of the waveguide, its wavelength decreases, while
the field intensity increases. With this enhancement mechanism [36] reported the
detection of extreme ultraviolet (XUV) radiation. The observation has been debated
in successive works, see Sect. 11.3.7. In a following theoretical study [7], attosecond
time structure was found in the response of an isolated atom to the plasmon field.

Here we present an analysis of the macroscopic XUV harmonic propagation to
determine whether the high harmonics emitted from the gas atoms add up to form a
usable beamwith time structure of an isolated AS pulse. We find indeed that the time
structure of the generatedXUV radiation is that of an isolatedAS pulse. Furthermore,
being generated by a single plasmonic mode, the pulse shows a very clean spherical
wavefront and a good collimation degree, besides being stable under variation of the
driver pulse duration and incidence angle.

On the other hand, the emission through the narrow end of the tapered waveguide
is severely diffracted, while a well collimated attosecond beam propagates in the
reverse direction. Moreover, the beam intensity of the generated AS pulses is several
order of magnitude smaller than what found in the original experiment in [36], in
agreement with what predicted theoretically in [30].

We compare the “plasmon enhanced attosecondXUVsource” (PEAX) to standard
AS pulses produced from gas harmonic sources. Despite the significantly lower yield
of the PEAX, the extremely clean spatial profile and the high repetition rate make it
an attractive alternative source to standard gas harmonics.

We perform our analysis by numerically solving the three-dimensional Maxwell
equations for the plasmonic response of the tapered waveguide to the driver NIR
pulse, the atomic time-dependent Schrödinger equation for the single atom high
harmonic response and then again the Maxwell equations for the propagation of the
high harmonics in the waveguide.
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11.3.1 Spatial Structure of the Plasmonic Field

For the solution of the boundary value problem on a metallic cylindrical surface
we refer to the derivation in [50], Chap. IX. The dispersion relation of the cylinder
cavity modes is obtained by setting to zero the determinant of the matrix of the
electromagnetic field amplitudes at the cylinder boundary:

[
1

u

I ′
m(u)

Im(u)
− 1

v

K ′
m(v)

Km(v)

] [
εd

u

I ′
m(u)

Im(u)
− εm

v

K ′
m(v)

Km(v)

]
= −m2n2

eff

(
1

u2 − 1

v2

)2

(11.3)

Here u = κ1R = Rk0
√

n2
eff − εd, v = κ2R = Rk0

√
n2
eff − εm, with neff = h/k0.

For a mode of order m it is not possible to isolate a transverse electric or magnetic
mode, except in the case m = 0, where we can speak of TE and TM mode. In this
case the dispersion relation simplifies to:

εd

κd

I ′
0(κdR)

I0(κdR)
= εm

κm

K ′
0(κmR)

K0(κmR)
(11.4)

which has an explicit solution [48]:

neff = 1

k0R

(
− 2εd/εm
log(−4εd/εm)/2 − γ

)1/2

, (11.5)

where γ = 0.57721 is the Euler-Mascheroni constant. It is interesting to notice that
this mode exists for any radius R of the cylinder and its propagation wavelength is
proportional to the cylinder radius. It is called the nanowire mode, since it is the only
mode that does not experience any cut-off for R → 0.

For modes with m �= 0 the right hand side in (11.3) is not zero, and couples TE
and TM terms. Thus, higher order modes have a cutoff radius after which propa-
gation is forbidden, and the cylindrical SPP is reflected back along the waveguide
axis. Since HHG requires a linearly polarized laser, the cylindrical symmetry of the
system is broken, and the first available mode is the m = 1, which cannot be focused
to arbitrarily small radius. This turns out to be favorable, because one can in prin-
ciple exploit the finite cutoff radius of the mode to separate the harmonic radiation
propagating through the waveguide’s smaller end from the NIR plasmonic field.

11.3.2 Geometry of the Tapered Nanoplasmonic Waveguide

One finds out that a tapered waveguide with elliptic cross section at fixed axis ratio
provides a higher field enhancement at the cone tip. The geometry is shown in
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Fig. 11.4 Geometry of the
tapered nanoplasmonic
waveguide. Figure
reproduced from [36]

Fig. 11.4. The ratio between the minor axis b and major axis a of the ellipse is
b/a = 0.25. Similar to [36], we chose for our simulations a 9µm long silver cone
andopening angles of 14 and3.5◦ along themajor (x) andminor (y) axis of the ellipse,
respectively. These parameters uniquely define the cone geometry. We assume a 5 fs
FWHMGaussian driver pulse atwavelengthλ0 = 800nm, beamwaistw0 = 2.5µm,
and focused intensity I0 ≈ 4× 1011 W/cm2. The focus is at the large opening of the
tapered waveguide (see Fig. 11.5).

One finds that coupling is rather robust with variations of the focus position by
±1µm causing intensity changes of less than 5% in peak plasmon intensity. An
enhancement factor of ∼500 in peak intensity is found for an eccentricity value of
ε = 0.25. For ε = 0.5, as used in [36], the enhancement reduced by about a factor
3. A similar dependence on ellipticity was reported in [7], where pulse durations
between 4 and 10 fs were investigated.

Since the peak field is reached at the surface, any surface roughness could intro-
duce modifications of the exact maxima. This however does not invalidate our analy-
sis, since harmonics produced in proximity of thewaveguide surfacewill be absorbed
in the metal, while the dominant contribution coming from the central region is less
subject to sub-wavelength structures of the waveguide.

Further optimization of the cone geometry allows for even weaker driver pulses,
keeping in mind that ultimately the field inside the cone is limited by thermoelec-
tric damage. Reference [36] claims that silver can sustain much higher fields than
expected, probably because of the few femtosecond duration of the employed pulse
[38]. In our work we neglect the incoherent radiation emitted by photo-ionized silver
atoms.
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Fig. 11.5 Plasmonic field distribution in the xz-plane at peak plasmon field of 2 × 1014 W/cm2.
The calculation is performed with the Finite-Difference Time-Domain (FDTD) method. The upper
panel shows the normal incidence case, the lower the oblique case. Polarization is in y-direction
perpendicular to the plane and independent of the incidence angle, which in the lower panel is of
7◦ in the zx-plane parallel to the inner cone surface. A remarkable property of PEAX is that the
XUV harmonic beam is emitted in the direction of the cone axis for any incidence angle. This is
due to the symmetry of the m = 1 mode which is excited, irrespective of the angle of incidence.
Figure from [28]

11.3.3 Wave-Guiding of XUV Pulses by the Tapered Waveguide

The plasmonic field generated by the driver NIR pulse is computed with MEEP [32],
an open source C++ library implementing the FDTD method [52]. In MEEP, the
dielectric function must be of the form

ε(ω) = ε∞ − ω2
p

ω(ω − iγ0)
+

∑

n

fnω2
n

ω2
n − ω2 + iωγn

(11.6)

for algorithmic reasons. In the visible region, the parameters which best fit the dielec-
tric constant of silver are taken from [39]. As for the XUV range, which is relevant for
the HHG process, the Drude-Lorentzian modeling reproduces the frequency depen-
dency of the dielectric function poorly. We gave preference to an accurate fit of the
imaginary part of the dielectric response against data taken from [17], since we found
that the real part of the dielectric response has little influence on the propagation of
the harmonic radiation inside the waveguide. By changing the real part of the fitted
dielectric function by a factor of 4 (cf. Fig. 11.6), we observed a change in the signal
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Fig. 11.6 Dielectric functions used for the simulation of high harmonic propagation. Imaginary
part of the experimental values (left, blue circles) are well approximated by a Lorentzian shape
(blue line). The fit (right, red line) of the experimental real values (circles) is comparatively poor.
The deliberately bad fit (dashed red line) was used for checking robustness of the simulation.
Experimental data from [17]

Fig. 11.7 Comparison of the
electric field amplitude
measured far from the
waveguide, in the backwards
direction, simulated using
different fit of the real part of
the dielectric function for the
XUV range. In both cases we
employed the same Zr filter

intensity by less than 15%, while the time-structure remained unaffected, as it is
shown in Fig. 11.7.

The high harmonics were let propagate in the same FDTD code used for the plas-
monic response, but with a sampling spacing of 2.5nm, well below the characteristic
wavelength of 800nm of the driver plasmon in the waveguide and below the relevant
harmonic wavelength of ∼27nm. The dipole responses of the gas atoms were cal-
culated by solving the time-dependent Schrödinger equation by the irECS method
[43] using a single-electron model with the ionization potential of Argon. In these
calculations we do not include fluorescence, which would contribute incoherently
to XUV radiation. The harmonic generation process is strongly dependent on the
driver pulse intensity: from 2× 1014 to 1× 1014 W/cm2 the harmonic yield near the
cutoff photon energy of ∼60eV drops by ∼3 orders of magnitude. For this reason
the region of calculation of the atomic dipole responses was limited to the volume
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Fig. 11.8 Comparison of the
electric field amplitudes
measured far from the
waveguide larger aperture in
the backwards direction, for
different wave-guiding
conditions. In all cases we
employed the same Zr filter

where the total field intensity exceeds 1014W/cm2, corresponding to an active volume
Va = �x × �y × �z ≈ 240 × 60 × 500 nm3.

The harmonic emission occurs also for coupling of the driver over a range of inci-
dence angles. Forθ = 7◦ around thepolarization (y) axis, the plasmonic enhancement
is reduced by a factor 4, which can be compensated by an increase of the input filed
intensity.

The far field distribution of the harmonic radiation was computed by means of the
Kirchhoff integral using as source the plasmonic field at the surface z = 2.5µm from
the smaller waveguide aperture. We recall the Kirchhoff formula for monochromatic
waves:

E(ξ, k) =
∫

S
d S

[
E(S)

∂

∂n

(
eik·s

|s|
)

− eik·s

|s|
∂E

∂n

]
, (11.7)

where S(x, y) is the 2D source surface cut from the FDTD simulation, ξ is the
observation point and s = ξ − x, with x ∈ S. We verified the validity of this
procedure by comparing the guiding effect of a wedge-shaped waveguide on the
harmonic propagation, where the translational symmetry reduces the problem to 2
dimensions.We found that beyond the distance of 2.5µm further guiding of theXUV
radiation is very small. On the other hand, a comparison with the “free” propagation,
where the waveguide has been artificially removed, shows that the XUV intensity is
enhanced by a factor 4, as shown in Fig. 11.8. We employed a Zirconium-like filter
in order to remove only the fundamental and lower harmonics from the generated
harmonic spectrum. Figure11.9 shows the angular distribution of harmonic emission
out of the wide side of the cone for a range of harmonic frequencies at oblique driver
incidence.

The incident intensity was adjusted to obtain a maximum plasmonic field near the
waveguide tip of 2×1014 W/cm2. As can be clearly observed in Fig. 11.9, the spatial
divergence decreases with increasing photon energy, were we define the divergence
as the full-width halfmaximum (FWHM) in theXUV intensity. The normal incidence
case with equally adjusted peak intensity gives similar results to oblique incidence.
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Fig. 11.9 Angular distribution of harmonic radiation for different photon energies reported in
the inset legend. At oblique incidence with driver polarization along y, the x-distribution of the
harmonics is asymmetric (left panel), while it remains symmetric in the y-direction (right panel).
The harmonics’ spatial profiles are taken in the far field, at 1mm distance from the waveguide
large opening in the backwards plasmon propagation direction. The black line is the sum of all the
harmonics above 45eV, and therefore gives a measure of the AS pulse collimation angle. Taking as
reference the FWHM of the XUV pulse intensity, the beam divergence is about 5◦ in both x- and
y-directions. Thus, the projection of the AS pulse on the plane orthogonal to the waveguide axis
is a circle centered on the axis, despite the elliptic cross-section of the waveguide and the oblique
incidence of the driver NIR pulse. Figure reproduced from [28]

Fig. 11.10 Beam divergence of the XUV pulse propagating through the funnel tip

The reason is to be found in the single mode nature of the plasmonic field, whose
topology in its maximal value region is insensitive to the angle of incidence.

Analysis of the attosecond beam propagation through thewaveguide smaller aper-
ture shows that in this case the funnel causes diffraction rather than a collimation.
The last point could be tested in the full three dimensional case by using the electric
field at the waveguide smaller aperture as source surface for the Kirchhoff diffraction
integral. The harmonics’ spatial profile is shown in Fig. 11.10.

Although the XUV power is comparable in forward and backward emission, the
beamdivergence is 35◦ in y-direction, such that the resultingharmonic beam is hard to



272 M. Lupetti and A. Scrinzi

focus for experimental use. In a simulation of theXUVharmonic propagationwithout
the waveguide, forward and backward beams are nearly identical, demonstrating that
diffraction and collimation is due to the of the waveguide presence, and not to the
plasmonic field topology induced by the waveguide shape.

11.3.4 PEAX Temporal Characterization

Since the active volume Va of HHG is smaller than the driving laser wavelength, the
phasematching of the harmonics is automatically guaranteed.Geometrically induced
phase shifts are automatically included in the simulation. With negligible dephasing
between driver and harmonics across Va , harmonic intensities grow quadratically
with the gas density. Atomic dispersion is also expected to remain small, and, if
needed, may be controlled by choosing a target gas suitable for a given harmonic
wavelength.

In Table11.1 the parameters of the XUV-AS pulses are obtained at gas pressure of
0.3 bar (density 7.8 · 1018 cm−3), a value typically used in standard HHG. To check
the influence of the atomic species on the spectrum of the HH radiation produced by
the plasmonic field, we considered Argon, Neon and Xenon.

Details of the spectral structures of the different atomic species are reported in
Fig. 11.11. Despite the peculiarity of the exciting inhomogeneous plasmonic field,
the spectra in Fig. 11.11 closely resemble the single-atom responses. For the driver
intensity of 2 × 1014W/cm2, Argon shows a cutoff similar to Neon, but an order of
magnitude larger spectral intensity, while Neon has a higher cutoff and lower spectral
intensity. These characteristics reduce the achievable high harmonic yield for both
Neon and Xenon, a feature which affects in the same way the PEAX and the standard
gas harmonic source.

The PEAX harmonics above 45eV form an isolated AS pulse. Because of the
rapid decay of the spectral intensity with harmonic energy, the AS pulse central

Table 11.1 Harmonic beam characteristics for oblique incidence PEAX and a standard harmonic
source using a Gaussian beam (see text for parameters)

PEAX Gauss

Gas Ne Ar Xe Ar

ωγ (eV) 53 45 45 45

�t (as) 250 300 250 300

Rep. Rate 80MHz 3kHz

γ/pulse 0.94 · 10−3 6.7 · 10−3 0.94 · 10−3 3 · 104
γ/s 7.6 · 104 5.4 · 105 6.5 · 104 9 · 107
Divergence 5◦ 1◦

Va (µm3) ∼4×10−3 ∼16

Yields and photon flux are integrated over the beam divergence angles
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Fig. 11.11 Spectrum of the harmonic radiation produced by different atomic species in plasmonic
waveguide. The thicker lines show the part of the spectrum which must be kept to produce an
isolated AS pulse with maximum photon yield

frequency nearly coincides with the lower cutoff frequency of the harmonics. The
pulse contrast, defined as the energy ratio between the main pulse and any satellite
pulses, is satisfactory with 85% of the energy in the main pulse.

11.3.5 PEAX Spatial Properties

The AS pulse emerging from the backwards propagation direction has a perfectly
spherical wavefront (cf. Fig. 11.12). The deviation from the spherical shape remains
below the central XUV wavelength over the whole front. This can be ascribed to
the very small and well-defined generation volume, which is a consequence of the
excitation of the single plasmonic mode corresponding to m = 1.

Differently from standard gas harmonics, this attosecond source distinguishes
itself for the clean wavefront, which allows to focus the pulse without compromising
its time structure. Moreover, the AS pulse is emitted on the cone axis, while the
reflected driver and lower harmonics are emitted into wider angles with a modu-
lated intensity profile (cf. Fig. 11.9). This is particularly useful because it allows a
simple geometric separation of the incident driver pulse from the harmonic pulse.
The remaining on-axis reflected driver pulse and low harmonics can be filtered out
by standard multilayer mirrors. Furthermore, a shorter driver pulse of 4 fs brings no
extra advantage: the AS pulse duration and divergence remain the same, while the
pulse intensity is ∼20% less. Similarly, the pulse parameters are not improved by
exciting the cylinder plasmon at normal incidence, because the higher field enhance-
ment is compensated by a reduction of the active volume Va , as it can be observed
in Fig. 11.5.
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Fig. 11.12 Spatial shape of the XUVAS pulse wavefront. The color map shows the part exceeding
half the peak intensity. The black line indicates the position of a circle having as center thewaveguide
tip, and radius the distance of observation. The inset figures show sections of the wavefront taken
for two different radii. The dashed lines show position of the cuts and the spherical front, in the
color map and in the insets, respectively. Figure reproduced from [28]

11.3.6 Comparison with Traditional Gas Harmonics

In Table11.1, the rightmost column contains the pulse parameters for a traditional
harmonic source, simulated with our numerical techniques for benchmarking the
PEAX. We used a Gaussian beam with 4 fs FWHM pulse duration and tight focus
of w0 = 1µm in a gas jet with peak intensity equal to the peak plasmonic intensity
of 2 × 1014W/cm2. The HHG active volume, given by the prolate ellipsoid with
w0 as minor axis and the Rayleigh length zr = 3.9µm as major axis, is three
orders of magnitude bigger than with PEAX. In our configuration, the PEAX source
produces slightly longer pulses with larger beam divergence. For photon energies of
∼45eV and at the given gas pressure, the photon yield per shot is almost 7 orders of
magnitude larger compared to PEAX. This corresponds to a difference of a bit more
than 3 orders of magnitude in field strength, which is consistent with the ratio of the
active volumes of the two sources.

Since no amplification chain is required for a PEAX source, the repetition rate
remains that of the oscillator, near 100MHz, reducing the difference in the photon
fluxes with the standard source to less than 500. With an active volume of sub-
wavelength dimension, the gas density can be increased bymany orders ofmagnitude
before phase matching and coherence problems arise. Assuming tenfold pressure for
the PEAX, photon flux could be boosted by 2 orders of magnitude, basically equaling
the standard harmonic source performances.Moreover, a further increase of theXUV
pulse power could be achieved by using a rasterized arrangement of many PEAX
sources as in [35], which is possible thanks to the high quality of the attosecond pulse
spatial profile.

On the other hand, the volumes for coherent gas harmonic generation in the stan-
dard configuration, and consequently the power of the AS pulses, can be significantly
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Table 11.2 Attosecond beam parameters for state-of-the-art standard harmonic generation [16],
compared to the parameters obtained in our numerical benchmark case

Experimental Theoretical

Atom Neon Argon

I0 (W/cm2) 5 × 1014 2 × 1014

ωγ(eV ) 80 45

� t (as) 100 250

Rep- Rate 3KHz 3KHz

γ/s 1011 9 × 107

Power PXU V ∼1µW 0.65nW

Va ∼10−1 mm3 16µm3

larger than what was assumed in our comparisons. It is demonstrated (see [16]) that
phase matching can be maintained over about 1mm propagation length at a beam
cross section of few hundredµm2, giving an active volume, and thus an output power
of about 3–5 orders of magnitude larger than our reference values. In Table11.2 we
give the parameters provided by experimental results from [16] and compare them
with our simulation.

This last consideration can be generalized to all the proposed high harmonic
generation schemes based plasmonic enhancement: since the required intensity is
achieved in an active volume of sub-wavelength scale, the amount of obtainable
photon fluxes is limited compared to the much larger diameters and phase matching
length which can be realized in the standard generation scheme.

11.3.7 Discussion and Experimental Issues

We illustrated in our discussion the advantages of PEAX sources in term of beam
collimation, pulse front quality, and high repetition rate, which can be used for spatio-
time-resolved surface spectroscopy [49].

From an experimental point of view, PEAX sources should be quite feasible, no
pulse amplification chain is needed. Moreover, the intrinsic geometrical separation
of higher from lower harmonics can be exploited to simplify the experimental setup.
The main difficulty is the rather low yield to be expected from a PEAX source. Also,
the high harmonic generation for the bow-tie shaped nano-devices reported in [21],
has not so far seen independent verification.

A first severe criticism was formulated in 2012, when in [45] it was shown that
the observed XUV emission was not a coherent process, but rather a multi-photon
atomic line emission (ALE) process. The main criticism was related to the conver-
sion efficiency of the laser power into harmonics: in [21] it is reported to be of the
same order of magnitude as in standard harmonic generation, where however the
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conversion volume is 8 orders of magnitude bigger. It was argued that the ratio
between the conversion efficiency of nano-HHG and gas HHG should scale as:

Cnano

Cconv
= Rnano

Rconv

(
Vnano

Vconv

)2 (
Fnano

Fconv

)2

∼ 10−8. (11.8)

where Rnano/Rconv = 105 is the repetition rate ratio, Vnano/Vconv = 10−8 is the
volume ratio, and as phase matching factor F2

conv = 10−3 is used, while in the
plasmonic case is set to F2

nano = 1.
In the response in [22], it was agreed that bow-tie HHG is not a viable technique,

and the focus should be shifted to the funnel technique discussed here, where the
enhancement volume is 2 orders of magnitude bigger than in the bow-ties case.

Following a reasoning similar to what leads to (11.8), in [30] it was further shown
that by comparing the conversion efficiencies in [21–24, 26–29, 31–36] with those
achievable in the cavity-enhancement HHG framework [9], it is possible to extrap-
olate the absolute power of the high harmonic radiation.

In Table11.1 we compared the PEAX characterization obtained with Xenon,
which is used in [30], and Argon, which is used in our work [28]. Comparing the
values of the PEAX characterization with Xenon to what obtained in [30], we notice
that the value for Xenon is correct within one order of magnitude. The difference is
probably due to the small guiding effect provided by the waveguide in the backward
direction. What is puzzling is that our theoretical prediction and the one in [30] are
5 orders of magnitude smaller than what extrapolated from the experimental results
reported in [36]. As a final remark, during the review for [28], in [46] it was estab-
lished that in the bow-ties case the HHG signal is a factor 10−3 weaker than the
signal from multi-photon ALE.

Since the bow-tie plasmonic device and the nanoplasmonic tapered waveguides
investigated in our work are closely related, the perspectives of this last technique are
not very encouraging at the moment. However, the higher enhancement volumew.r.t.
bow-ties structures and the guiding effect in the backward direction may narrow the
gap in terms of power with standard harmonic generation. If we add to this the excel-
lent spatial properties, the weak dependence on the incidence angle in the waveguide,
and the absence of any amplification chain, the PEAX sources can compete with the
standard ones in term of practicality and affordability.

11.4 Attosecond Photoscopy of Surface Excitations

From using SPPs for AS pulse generation we now proceed to a scheme for probing
SPP dynamics by AS pulses. Surface plasmons are widely used in many cross-
disciplinary fields for their properties of light confinement in the vicinity of metallic
supports. In this context, the nanoplasmonic branch is a promising candidate for the
development of plasmonic based all-optical processors, since the field confinement
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property can combine the high operational speed of photonics (PHz scale) with the
miniaturization provided by electronics (nm scale). For a comprehensive review see
for instance [34]. In this sense, it is interesting to investigate the temporal transient
properties of the surface electron excitation. Although the plasmon lifetime can be
deduced from the plasmonic resonance width observable in the reflection or trans-
mission spectrum, the formation process of the resonant oscillation cannot be studied
in the framework of frequency analysis.

Here we discuss an experimental proposal to image the transient dynamics of a
plasmonicmode, based on the so-called attosecond streak camera [20]. The technique
was already successfully applied to solid surfaces in [6] for the measurement of time
delays among photoelectrons ionized from different bands of a tungsten surface. The
attosecond streak camera is a two-color pump-probe scheme, where a weak XUV-
AS pulse ionizes electrons from the solid, and a collinear, few-cycle (∼5 fs FWHM)
NIR pulse serves as the probe, which accelerates the XUV photo-electrons after their
escape from the solid.

We study the excitation of two counter-propagating SPPs on a grating structure.
A time-delay controlled arrangement of NIR and XUV beams is used to excite the
SPPs and to emit photoelectrons which move in the plasmonic field. The temporal
structure of the plasmic field is reflected in the photoelectron spectrum. In principle
it is possible to spatially separate the pump and probe beams, allowing the imaging
of plasmonic modes in different surface regions, thus providing spatio-temporal
information. To distinguish this arrangement from standard attosecond streaking
experiments, we named our setup “Attosecond Photoscopy”.

11.4.1 Experimental Setup

Isolated AS pulses are produced from high harmonic radiation emitted by noble
gases irradiated with few-cycle carrier envelope phase (CEP) stabilized NIR laser
pulses [1, 6, 10, 19]. The generated high harmonic radiation co-propagates with the
NIR pulse. The pulses are focused onto the grating structure with a two part mirror
composed of a XUV multilayer mirror in the inner part, designed to reflect only the
highest parts of the harmonic spectrum, and a broadbandNIRmirror in the outer part.
This arrangement allows to produce an isolated AS pulse, timed with a precision of
�10as to the NIR pulse.

The experimental setup is illustrated in Fig. 11.13. The NIR and XUV beams
propagate along the direction orthogonal to the grating plane, which we refer to as
y-direction, with polarizations along the grating grooves, in the x-direction. In the
NIR focus two SPPs are excited, counter-propagating along x with polarizations
along y. Although at normal incidence only one of the two plasmonic branches,
the bright mode [3], is visible with plane waves, the tight focusing of about 5◦ of
angular dispersion allows the coupling with the second branch, the “dark” mode (cf.
Fig. 11.19).
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Fig. 11.13 Proposed experimental arrangement for performing attosecond photoscopy of surface
plasmon excitations. A cloud of photoelectrons ionized by the XUV AS pulse are accelerated in
the SPP fields, which is in turn excited by a short NIR pulse. Attosecond precise control of the
time delay between the NIR and XUV pulses enables the determination of SPP transient properties.
Figure reproduced from [27]

The photo-electrons emitted by theXUV-AS pulse are then collected by a detector
in the y-direction. Following [6], the resulting spectrogram offinalmomenta recorded
as a function of the time delay between NIR and XUV pulses, is a convolution of the
photoemission process with electron acceleration by the surface fields. Depending on
the time delay between the driving NIR pulse and the XUV-AS pulse, the plasmonic
field recorded by the emitted photoelectrons differs in amplitude and phase, leading
to a modulation of the kinetic energy distribution in the photoscopic spectrogram.
We will show in Sect. 11.4.2 that the plasmonic field at the time and position of the
photoelectron emission contributes to the final electron energy.

With this technique, it is possible to resolve in the time domain the energy gap
between dark and bright plasmonic modes, which appears in the spectrogram as a
“transition” from the bright ωb to the dark ωd mode frequencies. This feature is
measurable in our setup thanks to the attosecond resolution.

In the following we study the properties of the photoscopic spectrogram using a
classical analytical model andwe compare its predictionswith numerical solutions of
the electron dynamics in the plasmonic field together with a Monte Carlo simulation
of the photoemission process. In the end, we show how the plasmonic field at the
surface can be recovered from the spectrogram analysis.

11.4.2 Theory of Attosecond Photoscopy

Typical streaking setups in attosecond metrology use atoms or molecules, which
can be considered point-like electron sources on the scale of the laser wavelength.
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Hence it is possible to use the dipole approximation: A(r, t) � A(t). The canonical
momentum along the pulse polarization is conserved, P(t) = Pi , which can be
rewritten as p(t) + e

c A(t) = pi + e
c A(ti ), where |pi | = √

2m(Exuv − W f ) is the
initial momentum of the electron released at time ti .

As A(t → ∞) = 0, the measured final momentum is

p f = pi + a(ti ), (11.9)

where we absorbed the constants into the new variable a = e
c A.

The spectral width of the XUV-AS pulse is reflected in a momentum-broadening
of the initial electron distribution ne = ne(pi , ti ). For simplicity we assumeGaussian
distributions, both in time and momentum, centered around momentum p0 and time
t0, respectively. With t0 we label the time of XUV peak intensity on the target. The
time-integrated final momentum distribution is

σ(p f ) =
∫ ∞

−∞
dti ne(pi , ti ) =

∫ ∞

−∞
dti ne(p f − a(ti ), ti ), (11.10)

where we inserted (11.9) into the initial electron distribution dependence over pi .
The spectrogram at varying time delay τ becomes:

σ(p f , τ ) =
∫ ∞

−∞
dti ne(p f − a(ti ), ti − τ ). (11.11)

From this, theNIRpulse can be reconstructed via aCenter-Of-Energy (COE) analysis
of the average momentum of the streaking spectrogram:

〈p〉(τ ) =
∫ ∞
−∞ dp f p f σ(p f , τ )
∫ ∞
−∞ dp f σ(p f , τ )

. (11.12)

If the detector collects only the photoelectrons emitted along the laser polarization,
the vector quantities in (11.12) become scalar. Taking ne(pi , ti ) = N (p0, dp) ×
N (t0, dt) as initial distribution, where N (a, b) is a Gaussian distribution of mean
value a and variance b, the integral to solve reads:

〈p〉(τ ) =
∫ ∞

−∞
dti e

− (ti −t0+τ )2

2�t2xuv

∫ ∞

−∞
dp p e

− (p−p0−a‖(ti ))
2

2σ2p

=
∫ ∞

−∞
dti (p0 − a‖(ti ))e

− (ti −t0+τ )2

2�t2xuv �︸︷︷︸
�txuv�2π/ωL

p0 − a‖(t0 − τ ), (11.13)

where we defined p = p f,‖.
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From (11.13) is clear that averaging the streaking spectrogram yields the vector
potential of the NIR pulse. The vector potential reconstruction is possible only if
�txuv is much smaller than the optical period of the NIR, which is guaranteed by the
ultrashort duration of the AS pulse.

The streaking technique can be generalized to systems involving inhomogeneous
fields. Previouswork of attosecond streaking onmetal nanoparticles [51] showed that
for increasing radius, the photoelectron spectrogram is smeared out by the overlap of
photoelectron trajectories ionized by the XUV in different plasmonic field configu-
ration. Therefore, the field retrieved with (11.13) is distorted by the local plasmonic
field acting on the photoelectrons. It is thus clear that if we want to apply this method
to plasmonic excitations on extended objects, we have to consider that the surface
plasmon acting as the streaking field not only is spatially inhomogeneous but also
propagates along the surface. Thus, we need to include the position dependence
into our initial electron distribution: ne(pi , ti ) → ne(ri , pi , ti ). From the Liouville
theorem, we know that the evolution of the distribution function is governed by

D

Dt
ne(ri , pi , ti ) = 0, (11.14)

where D/Dt is the convective derivative, i.e. the derivative along the particle trajec-
tories Dt = ∂t + pi

mi
·∇i . Equation (11.14) is formally solved by ne(ri (t), pi (t), t) =

ne(ri , pi , ti ), i.e. the photoelectron distribution function is constant along the photo-
electron trajectories. Thus, the problem reduces to solving each single photoelectron
trajectory in the plasmonic field. In order to find the trajectory, we need the momen-
tum of the electrons accelerated in the plasmon field, which is given by

p(t) = pi − e
∫ t

−∞
E(r(t ′), t ′) dt ′. (11.15)

11.4.3 Low-Speed Approximation

Wedevelop an approximationwhich allows to easily solve (11.15). The carrier photon
energy of the XUV-AS pulses considered here is 80 eV, thus the average initial speed
of a photoelectron can be estimated to be vi ∼5nm/fs. For a driving NIR laser
pulse of 4 fs duration and 5µm focal spot, the excited plasmonic field duration can
be assumed to not exceed a few tens of femtoseconds. In this time interval, the
photoelectrons move in the plasmonic field by less than 100nm. Since the additional
velocity change due to the acceleration in the plasmonic field is small compared to
the initial velocity, and the plasmonic evanescent field extension is of the order of
the NIR wavelength (800nm), we can approximate r(t ′) � ri in (11.15) and write
E(r(t ′), t ′) � E(ri , t ′), where ri = r(t = ti ). This is the zero order approximation
of the Taylor series:
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E(r(t), t) � E(ri , t) + ∂E
∂r(t)

∣
∣
∣
∣
r(t)=ri

(r(t) − ri ) + . . .

It is equivalent to neglecting the transport effects in the vector potential time deriva-
tive:

d

dt
A(r(t), t) = (v · ∇r + ∂t ) A(r(t), t) � ∂t A. (11.16)

The integral equation (11.15) now reads:

p(t) = pi + e

c
[A(ri , t) − A(ri , ti )] . (11.17)

Assuming A(ri , t → ∞) → 0, we get a position corrected version of (11.9):

p f = pi + e

c
A(ri , ti ). (11.18)

Since the photoelectron detector does not provide spatial resolution, the photoscopic
spectrogram is the integral over time and space covered by the XUV spot on the
grating surface:

σ(p f , τ ) =
∫

R3
d3ri

∫ ∞

−∞
dti ne(ri , p f − a(ri , ti ), ti − τ ). (11.19)

Since the spatial or temporal integral of a propagating pulse is negligible in this
case (exactly zero in free space, valid as long as the polarization is orthogonal to the
propagation direction), the average momentum is independent of the time-delay. For
extracting time information from the photoscopic spectrogram, we have to analyze
the momentum variance

S(τ ) =
∫

dp f |p f |2 σ(p f , τ )
∫

dp f σ(p f , τ )
− |〈p f 〉|2, (11.20)

where 〈p f 〉 was defined in (11.12).

11.4.4 Approximation of the Photoelectron Distribution
Function

We consider the photoemission process as instantaneous, because the XUV pulse
duration is short compared to the NIR period and its interaction with the solid is
weak.

Moreover, we discard any possible effect of electron transport in the solid and take
into account only the photoelectrons coming from the first few layers of material, an
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assumption consistentwithwhatwas reported in [31]. Furthermore, the photoelectron
spatial distribution along the grating surface is a replica of the XUV pulse intensity
profile. Thanks to these considerations we can factorize ne as:

ne(ri , pi , ti − τ ) � gx(xi )ne(pi )δ(yi − ys)δ(ti − τ − t0), (11.21)

where ys is the grating surface average position and gx is the shape function of width
wx of the XUV focal spot.

The last point needingdiscussion concerns the nature of the photoemission angular
dependence. We take into consideration only the two extremal cases where the initial
momenta are either all orthogonal to the grating plane, or are all emitted in random
directions. The conjecture behind this reasoning is that the true situation falls between
the two cases of unidirectional or isotropic photoemission, and has to be determined
in a measurement without NIR field. We will show later that the unidirectional case
can be “filtered out” from the isotropic one by choosing a proper measurement
geometry, and that for either distribution, the reconstructed times closely reproduce
the actual dynamics.

11.4.4.1 Unidirectional Distribution of the Photoelectrons

A unidirectional initial distribution can be expressed as ne(pi ) = ne(pi n̂s), where
pi = |pi | and n̂s is the direction perpendicular to the grating plane. Substitution into
(11.19) gives

σ(p f , τ ) =
∫ ∞

−∞
dxi gx(xi )ne

(
p f − n̂s · a(xi , t0 − τ )

)
,

where n̂s indicates the surface normal. In proximity of the grating, the plasmonic
field is mostly perpendicular to the surface, hence the quantity n̂s ·a = ay is approx-
imately equal to the entire potential aspp. Computation of the variance in (11.20) for
a Gaussian distribution of the initial electron momenta yields

S(τ ) = �p2 +
∫ ∞

−∞
dxi gx(xi )a2spp(xi , t0 − τ ). (11.22)

11.4.4.2 Isotropic Distribution of the Photoelectrons

For the case of isotropic XUV photo-electron emission, the initial distribution can
be written as: ne(pi ) = 1

π ne(pi ) = 1
π ne(|p f − a|), where we used pi = |pi |. We

further assume that |a| � |p f | to approximate |p f − a| � p f − a · θ̂, where θ is the
angle between the final momentum and the surface normal. The spectrogram can be
then cast into
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σ(p f , τ ) = 1

π

∫ ∞

−∞
dxi gx(xi ) ne(p f − a · θ̂). (11.23)

A lengthy but straightforward calculation for the angular integrations leads to the
expression

S(τ ) = �p2 + 1

π

∫ ∞

−∞
dxi gx(xi )|a(xi , τ )|2. (11.24)

In any case, measuring the variance of the photoscopic spectrogram by use of
(11.22) or (11.24) provides direct access to the space-averaged vector potential a2

at the surface in the direction of the photoelectron detector. The vector potential
|a|2 = a2x + a2spp also includes ax , the NIR field incident on the grating surface.

11.4.5 Numerical Simulation of the Photoscopic Spectrogram

As in Sect. 11.3, simulations of the plasmonic fieldwere performed usingMEEP [32].
Theproperties of the gratingmaterialwere includedbymodeling the optical constants
with Drude and Lorentz response functions as given in (11.6), with parameters taken
from [39]. We assumed a NIR pulse of temporal Gaussian profile, with 4 fs FWHM
duration at a central wavelength of 800nm. The grating parameters were optimized
for maximal absorption of the NIR pulse. Beam waists of NIR and XUV were 5 and
10µm, respectively.

The XUV photoemission process is modeled by aMonte Carlo process, where the
random ejection time, position and momentum are assigned according to the appro-
priate unidirectional or isotropic probability distribution described in Sect. 11.4.4.
The electrons final momenta are calculated solving the Lorentz equations in the plas-
monic field, for the corresponding initial conditions generated in the Monte Carlo
simulation.

The key point is to understand whether the result of the low-speed approximation
contained in (11.24), is accurate or not. Since we are able to directly access the
simulated plasmonic field, we can check if the variance of the numerically simulated
photoscopic spectrogram is in good agreement with (11.24) computed using directly
the FDTD field. The spectrogram variance obtained by Monte Carlo simulation is
compared in Fig. 11.14 with the space integral of the squared vector potential along
the y-direction from the FDTD simulation. We assumed isotropic initial momentum
distribution and a time-of-flight (TOF) detector of acceptance angle 5◦ centered
around the direction perpendicular to the grating.

It is worth noting that the variance calculated from the Monte Carlo simulation
directly images the integral of the surface plasmonic field squared, without further
assumptions or approximation from the theory.

The results are analogous for the unidirectional emission, meaning that the agree-
ment is robust with respect to the angular distribution of the photoelectrons. There-
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Fig. 11.14 The figure shows a comparison of the momentum variance calculated from the spec-
trogram in the filtered isotropic emission case of photoelectron streaked by the FDTD field, and the
integral of the superficial potential squared

∫ |ay |2 calculated directly from the FDTD field dataset.
The offset of the momentum variance is due to the XUV pulse bandwidth. The perfect overlap of the
curves proves the validity of our theoretical model and in particular of low-speed approximation,
cf. Sect. 11.4.3. Figure reproduced from [27]

fore, knowledge of the precise photoelectron spectrum of the grating is not crucial
for the proposed experiment.

In Fig. 11.15 the calculated photoscopic spectrograms for a unidirectional and
isotropic initial electron distribution are compared. In the isotropic case the con-
tributions of both the parallel and perpendicular components of the total field are
captured. To identify their origins, we simulated the recording process by using a
time-of-flight (TOF) spectrometer placed respectively at normal and grazing inci-
dence incidence w.r.t. the grating surface. The resulting “filtered” spectrograms are
shown in Fig. 11.16. With an angular resolved TOF measurement, it is possible to
isolate the parallel component, dominated by the NIR pulse reflected at the surface,
from the perpendicular one, containing the excited plasmonic field. Note that the
unidirectional case, showing only the plasmonic contribution, can be obtained by
appropriate measurement also in the case of isotropic emission.

For these reasons, imaging of the fields in the isotropic case provides an in situ
diagnosis of both the plasmonic field and the driving NIR pulse at the surface, allow-
ing the possibility to investigate the distortion of the NIR pulse undergoing reflection
on the grating surface.

11.4.6 Analytic Model for the SPP Field on a Grating

We define a model for the excited plasmonic field in order to extract the buildup-
and life-times, as well as the bright and dark mode contributions to the pho-
toscopic spectrogram. The field envelope is assumed to be a Gaussian: aspp =
exp[iϕ] exp[−ϕ2/2ω2

sppT 2], with ϕ = ksppx − ωsppt . There are two
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Fig. 11.15 Photoscopic spectrograms obtained with a unidirectional (left) and isotropic (right)
photoelectron distribution, with solid lines representing the relative variances

Fig. 11.16 Photoscopic spectrograms at perpendicular (left) and grazing (right) electron emission.
The filtering is performed by simply setting a TOF detector at 90◦ and 0̃◦ with respect to the grating
plane. The solid lines are the relative momentum variances, with which one can retrieve plasmonic
and NIR field, respectively. Figure reproduced from [27]

counter-propagating SPP wave-packets, each containing a bright ωb and a dark ωd

frequency. In our configuration both the bright and the dark mode can be excited
at frequencies ωb and ωd , respectively. Here “bright” and “dark” refer to the cou-
pling properties of the modes: with plane waves only the bright mode would be
excited, and thus visible, but thanks to the k-vector dispersion of tightly focused
beam also the dark mode contributes to the spectrogram (cf. Sect. 11.4.7). As shown
in Fig. 11.17, the two frequencies are well separated. Each counter-propagating plas-
monic wavepacket contains both. In addition, we add a term describing the ringing
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Fig. 11.17 Fourier
Transform of momentum
variance of the photoscopic
spectrogram calculated
according to (11.24) on the
dataset obtained from the
FDTD calculation, with
parameters given in
Sect. 11.4.5

of a localized mode excited in the focus of the NIR pulse (see [15]). This term can be
the dominant one for very deep gratings, but in our configuration is smaller than the
propagating components. The contributions of each mode m = b, d to the plasmonic
wavepacket are

P(±)
m = eiϕ±m e

− ϕ2±m
2ω2m T 2

m , (11.25)

with the phase of the propagating plasmon

ϕ±m = ±km x − ω(t − tm) (11.26)

and

P(0)
m = cos(ωm(t − tm)) e−x2/2w2

nir , (11.27)

for the localized excitation.
Buildup and decay are assumed to obey a simple rate equation where a Gaussian-

shaped buildup of width σ is depleted by decay at a constant rate τ :

ḟ (t) = e− t2

2σ2 − 1

2τ
f (t). (11.28)

The resulting time-distribution is

f (t,σ, τ ) =
∫ t

0
e− t ′2

2σ2 e− t−t ′
2τ dt ′

= e
σ2−4τ t
8τ2

[
1 − erf

(
σ2 − 2τ t

2
√
2τσ

)]
. (11.29)
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With these assumptions, the complete field is parametrized by

ay(x, t) =
∑

m=b,d

f (t−tm,σm, τm)

×
{
am

[
P(+)

m −P(−)
m

]
+ cm P(0)

m

}
. (11.30)

In practice, we find that the bright mode decays so fast that its propagation can be
neglected in the spectrogram variance and we set ab ≡ 0.

The buildup time of each mode is defined as ξm = σm
√
ln(2), the half-width half-

maximum of the Gaussian function in (11.29), which allows for a direct comparison
with the NIR pulse FWHM duration.

We find that the dark mode plasmon duration T has a measurable effect only
during generation, when counter-propagating SPPs have not separated yet and form
a standing wave. Since this process is superposed by the bright mode, it cannot be
reliably retrieved from the fit. On the other hand, T is only weakly correlated with
the dynamical parameters ξm, τm and ωm . We can set a conservative lower bound
of T to the diameter of the NIR spot size, and upper bound to that size plus the
plasmon propagation during excitation. The dynamical parameters for variations of
T are shown in Table11.3 over the range of [10, 20] fs (FWHM).

The amplitudes of the respective plasmon modes are the remaining fitting para-
meters, which are not reported here, since the relevant free parameters in this study
are the excitation buildup times ξb, ξd , the plasmon decay times τb, τd and the plas-
mon frequencies ωb,ωd for the bright and dark modes, respectively. The result of
the fitting procedure for T = 15 fs (FWHM) is shown in Fig. 11.18.

Table 11.3 Buildup-, life-time, and frequency of the bright and dark modes as obtained by fitting
(11.24) with the parameterization (11.30), for a range of plasmon durations Tm

T 6 7 8 9 10 11 12 Var (%)

TFWHM 9.99 11.66 13.32 14.99 16.65 18.32 19.98

ξb 1.933 1.964 1.987 2.004 2.016 2.025 2.031 5

τb 3.285 3.137 3.031 2.964 2.924 2.903 2.896 13

ξd 5.941 5.649 5.430 5.286 5.202 5.160 5.149 15

τd 34.18 34.41 34.57 34.63 34.62 34.57 34.47 <1

ωb 1.613 1.615 1.616 1.617 1.617 1.616 1.615 <1

ωd 1.645 1.645 1.645 1.645 1.645 1.645 1.645 <1

Times in fs, frequencies in eV, TFWHM = 2
√
ln 2T
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Fig. 11.18 Best fit optimization of the model parameters against the variance of the photoscopic
spectrogram in the filtered isotropic case

Fig. 11.19 SPP excitation
mechanism on a gold grating.
When the excitation source
is an ultrashort Gaussian
beam, the wave-vector and
frequency broad bands allow
coupling with the dark mode
even at normal incidence.
The beam divergence for a
FWHM spot size of 5 µm at
800nm is about 5◦

11.4.7 Origin of Plasmon Dark and Bright Modes

Concerning the bright and dark mode frequencies, we find the values of �ωd =
1.62eV and �ωb = 1.65eV, which are consistent with the plasmonic band gap of
14nm given in [42].

It is interesting to comment the origin of the bright and dark frequencies. In
Fig. 11.19 the plasmonic band structure of the grating is displayed. A plane wave at
normal incidence would be able to couple only with the upper branch of the structure.
However, the NIR source pulse is a tightly focused Gaussian pulse having a non-zero
�k spectral width, besides the �ω bandwidth. Thus, the dark mode that would be
otherwise impossible to excite, becomes visible due to k-components non-orthogonal
to the grating plane. The coupling area is shown as a black rounded box in Fig. 11.19.

The result of the large beam divergence is that the excitation spectrum is not
simply a cut of Fig. 11.19 at θ = 0, but a convolution of the reflectivity with the
angular spectrum of the Gaussian pulse. Thus, also the dark mode becomes visible.
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Fig. 11.20 Comparison between the reflectivity spectra of the grating structure illuminated respec-
tively with a plane wave and Gaussian beam

In Fig. 11.20 is reported a comparison between the reflectivity spectrumof the grating
calculated for a normal incident plane wave and Gaussian beam of FWHM spot size
of 4 µm. The pulse duration is 4 fs FWHM for both cases. The extra peak appearing
in Fig. 11.20 is consistent with the dark mode frequency obtained from the best fit
optimization.

11.4.8 Results of the Plasmon Imaging

In Table11.4 we report the results for the buildup- and life-times, obtained with T =
15 fs (FWHM). The plasmon pulse extension T has little influence on the variance,
because of the spatial integration. Variations in the range of T = 10 and 20 fs have
only a small effect on buildup and decay times. With a variation of about 0.7 fs, the
effect is largest on the bright and dark mode decay times, due to their overlapping.
For any given value of T in this interval, the buildup and decay extracted from the
FDTD surface field and from the spectrogram variance are in good agreement.

The plasmonic field enhancement can be evaluated from the comparison of the
NIR versus the plasmonic field in the two spectrograms shown in Fig. 11.16. In the
present case, it is ∼1. From the spectrogram at grazing direction, we get a NIR pulse
duration of �tfwhm = 4.5 fs, in good agreement with the 4.6 fs from the FDTD code.
This measurement constitutes an in situ diagnosis of the distortions of the NIR pulse
while being reflected from the grating.

Summarizing, this method allows to image the plasmonic field of SPPs, using
only already existing equipment typical of attosecond metrology. The technique can
be easily extended to any kind of surface plasmonic excitation, by suitably reformu-
lating the model for the plasmonic field. Recent development of the experimental
apparatuses indicates the possibility to spatially separate the XUV and NIR pulse
while keeping the attosecond precise synchronization. In this scenario, our technique
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Table 11.4 Best fit of the carrier frequency ωm , buildup time ξm and lifetime τm to the numerically
simulated data

Filtered isotropic Unidirectional FDTD

ξb 2.07 2.06 2.01

τb 3.0 3.1 2.96

ξd 6.6 6.2 5.3

τd 32.5 33.3 34.6

ωb 1.61 1.62 1.62

ωd 1.65 1.65 1.65

The cases of isotropic emission with perpendicular detection (“filtered”), unidirectional emission,
as well as values extracted directly from the FDTD calculation are shown. (Times in fs. Frequencies
in eV), table taken from [27]

could provide time and space resolved imaging of virtually any surface phenom-
enon: by exciting a surface mode with the NIR pulse in some region, one can trace
the dynamics of the excitation along complex nanostructured components by simply
pointing the attosecond XUV pulse on the region of interest. The basic parameters
important for the chosen configuration can then be determined by controlling the
relative pulse delay. This allows the extraction of parameters such as buildup- and
life-times. Within the same experiment, also an in situ diagnostics of the driver NIR
pulse can be performed.

11.5 Conclusions

We have demonstrated how to extend the attosecond physics and metrology to appli-
cations involving surface plasmons. It is conceptually possible to generate isolated
AS pulses from high harmonic generation in gas mediated by plasmonic enhance-
ment of a NIR infrared laser pulse in a tapered hollow nanoplasmonic waveguide
[28]. AS pulses can also be used to probe the dynamics of surface plasmon excita-
tions in the time domain, allowing a retrieval of the buildup time of the excitation,
as well as other optical properties obtainable with traditional imaging methodolo-
gies [27]. In the latter case, it is shown how “attosecond photoscopy” is capable of
tailoring in situ the dynamics of plasmonic excitations on complex nanostructured
surfaces, a feature which is very attractive in view of the currently expanding field
of plasmon-based optoelectronics.

Speaking more generally, plasmonic phenomena are one obvious step for extend-
ing attosecond metrology from atoms and molecules to solid systems. In this frame-
work the study of a metal and its rather simple electronic properties, which can be
fully described within the linear response theory and the random phase approxima-
tion (RPA) [37], might be considered an overture in the imaging of the transient
dynamics of nonlinear systems or strongly correlated materials.
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Chapter 12
Ultrafast Control of Strong-Field
Electron Dynamics in Solids

Vladislav S. Yakovlev, Stanislav Yu. Kruchinin, Tim Paasch-Colberg,
Mark I. Stockman and Ferenc Krausz

Abstract We review theoretical foundations and some recent progress related to the
quest of controlling themotion of charge carriers with intense laser pulses and optical
waveforms. The tools and techniques of attosecond science enable detailed investi-
gations of a relatively unexplored regime of nondestructive strong-field effects. Such
extremely nonlinear effects may be utilized to steer electron motion with precisely
controlled optical fields and switch electric currents at a rate that is far beyond the
capabilities of conventional electronics.

12.1 Introduction

It has long been realized that intense few-cycle laser pulses provide unique conditions
for exploring extremely nonlinear phenomena in solids [1, 2], the key idea being that
a sample can withstand a stronger electric field if the duration of the interaction
is shortened. Ultimately, a single-cycle laser pulse provides the best conditions for
studying nonperturbative strong-field effects, especially those where the properties
of a sample change within a fraction of a laser cycle. The recent rapid development
of the tools and techniques of attosecond science [3] not only creates new opportu-
nities for detailed investigations of ultrafast electron dynamics in solids, but it also
opens exciting opportunities for controlling electron motion in solids with unprece-
dented speed and accuracy. Conventional nonlinear phenomena that accompany the
interaction of intense laser pulses with solids have already found a vast number of
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applications in spectroscopy, imaging, laser technology, transmitting and processing
information [4]. It can be expected that the less conventional nonperturbative nonlin-
earities may also find important applications [5, 6]. The main purpose of this chapter
is to review theoretical foundations and some recent progress in this field.

Most of the relevant physical phenomena are well known, such as interband tun-
neling, Franz–Keldysh effect, Bloch oscillations, and Wannier–Stark localization.
However, new experiments put these phenomena in a new context, which often leads
to nontrivial observations, such as the generation of nonperturbative high-order har-
monics in a solid due to Bragg-like scattering at the edges of the Brillouin zone
[7, 8], a nearly instantaneous change in extreme-ultraviolet absorptivity and near-
infrared reflectivity of a dielectric in the presence of a laser field as strong as several
volts per ångström [9], or the induction of electric current in an unbiased dielectric
by similarly intense laser pulses [10]. Several decades of research on strong-field
phenomena in solids and mesoscopic structures provide a solid ground for develop-
ing new theoretical models adapted for new experimental conditions. At the same
time, a description of extremely nonlinear processes that unfold during just a few
femtoseconds requires approximations that may be different from those established
for longer and less intense laser pulses. Both ab initio calculations that attempt to
capture all the complexity of many-electron dynamics and “toy models” designed to
deepen our understanding of basic phenomena are going to play an important role
in extending our ability to control the optical and electric properties of solids with
controlled light fields.

The key parameters that determine the regime of strong-field light–matter inter-
action with dielectrics and semiconductors are the Keldysh parameter

γK = ωL
√

m Eg

eFL
, (12.1)

the Bloch frequency

ωB = eFLa

�
, (12.2)

and the Rabi frequency

ΩR = dcvFL

�
. (12.3)

Here, FL is the amplitude of a linearly polarized electric field oscillating at an angular
frequencyωL, e > 0 is the absolute value of the electron charge,m is the reducedmass
of an electron and a hole (m−1 = m−1

e + m−1
h ), a is the lattice period in the polar-

ization direction of the electric field, and dcv is the dipole matrix element responsible
for transitions between valence- and conduction-band states. Conditions that have
to be fulfilled for perturbation theory to be applicable include γK � 1, ωB � ωL,
and ΩR � ωL. Correspondingly, the main physical effects that make the interaction
nonperturbative are interband tunneling (γK � 1), Bloch oscillations (ωB ≥ πωL),
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and carrier–wave Rabi flopping (ΩR � ωL), the last effect being particularly impor-
tant for resonant excitations (�ωL ≈ Eg). For a band gap of several electronvolts and
a laser frequency in the near-infrared spectral range (λL = 2πc/ωL ∼ 1 µm), these
effects become essential for FL � 1 V/Å, which corresponds to a laser intensity of
IL � 1013 W/cm2 [11].

12.2 Main Theoretical Concepts

For a theoretical description of phenomena that take place on a few-femtosecond
time scale, it is common (although not necessarily correct) to neglect dephasing. In
this case, the time-dependent Schrödinger equation (TDSE)

i�∂tψ(t) = Ĥ(t)ψ(t) (12.4)

fully describes nonrelativistic electron dynamics. In situations where phase and
energy relaxation processes are important, one has to use the more general for-
malisms of density matrices or nonequilibrium Green’s functions, which are beyond
the scope of this chapter. In the following, we review some theoretical concepts
developed for the case of a single charged particle moving in a periodic potential.
Furthermore, since the wavelength of visible or infrared light is much larger than the
size of a unit cell, and electron velocities are much smaller than the speed of light,
we can use the dipole approximation, which neglects the spatial dependence of the
laser field while solving the TDSE: FL = FL(t).

The first step to solve the TDSE is to choose a gauge and a basis. The exact solution
does not depend on this choice, but the chosen gauge and basis dictate approximations
that one may wish to make, and they influence the physical interpretation of results.
In the dipole approximation, the twomain options are the velocity and length gauges,
which, in the following, will be abbreviated as “VG” and “LG”, respectively. These
two gauges are related to each other by the following unitary transformation of the
respective wave functions ψVG and ψLG:

ψVG(t) = exp

[
− i

�
eAL(t)r

]
ψLG(t), (12.5)

where

AL(t) = −
∫ t

FL(t ′) dt ′ (12.6)

is the vector potential of the laser field.
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The Hamilton operators in these two gauges take the following forms:

ĤVG =
[
p̂ + eAL(t)

]2

2m
+ U (r), (12.7)

ĤLG = p̂2

2m
+ U (r) + eFL(t)r. (12.8)

A big advantage of the velocity gauge for numerical simulations is that a homo-
geneous external field does not destroy the spatial periodicity of the Hamiltonian,
so that the Bloch theorem applies even in the presence of the field. At the same
time, transformation (12.5) can be interpreted as a transition to a moving coordi-
nate system, in which electrons acquire an additional momentum −eAL(t). In order
to accurately account for such superficial dynamics in a time-independent basis, a
sufficient number of basis states and exact transition matrix elements are required.
Calculations in the velocity gauge are particularly problematic in the limit of a static
field (ωL → 0).

These problems are circumvented in the length gauge. The price for this is the fact
that the term eFL(t)r, which is responsible for the interaction with an external field,
destroys the spatial periodicity of the Hamiltonian. Also, when periodic boundary
conditions are applied in the length gauge, the interaction potential becomes discon-
tinuous at the boundaries of the unit cell. Nevertheless, once these difficulties are
addressed, the length gauge becomes an appropriate choice for numerical simulations
[12–16].

When the field of a laser pulse is nonresonant (�ωL � Eg) and strong, it is
frequently convenient to use a time-dependent basis of quantum states that adiabati-
cally “adapt” themselves to the external field. In the length gauge, such an adiabatic
basis is given by Wannier–Stark states. In the velocity gauge, this role is played by
accelerated Bloch states, also known as Houston functions [17]. The following two
subsections summarize the most important properties of these states.

12.2.1 Wannier–Stark Resonances

For simplicity, let us consider a one-dimensional problem. For a constant external
field parallel to the z-axis, the stationary Schrödinger equation reads

ĤLGψ ≡
(

p̂2

2m
+ U (z) + eFLz

)
ψ = Eψ. (12.9)

The potential here is periodic: U (z + a) = U (z) with a lattice period a. Leaving the
question of the existence of such eigenstates aside, one can ask which properties the
solutions of (12.9) possess if they exist. From the periodicity of the potential, we
immediately conclude that if ψ(z) is an eigenstate with an energy E , then ψ(z − a)
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is also an eigenstate with the energy E + eFLa. The additional term eFLa is the
energy required to move an electron against the laser field by one lattice period. This
suggests that the eigenstates ψ(z) should be localized functions. They are referred
to as Wannier–Stark states.

Wannier found approximate solutions to (12.9) by defining an auxiliary problem

(
p̂2

2m
+ U (z) + eFL

[
z + i

∂

∂k

])
bi (z, k) = Ei (k)bi (z, k), (12.10)

where i is a band index, k is the crystal momentum, and Ei (k) is the energy of the
unperturbed Bloch state. Wannier showed [18] that the solutions of this problem,
known as Wannier–Bloch states, decouple different bands. Specifically, knowing
bi (z, k) that satisfies the periodic boundary condition in reciprocal space bi (z, k +
2π/a) = bi (z, k), an approximate solution of the time-dependent Schrödinger equa-
tion with the Hamiltonian HLG can be written as

ψi (z, t) = bi

(
z, k0 − eFL

�
t

)
exp

[
− i

�

∫ t

t0
Ei

(
k0 − eFL

�
t ′
)

dt ′
]

, (12.11)

where the approximation consists in restricting the electron motion to a single band,
that is, neglecting interband transitions. Obviously, |ψi (z, t)|2 is a periodic function
of time, the period being equal to the period of Bloch oscillations: TB = 2π/ωB =
2π�/(eFLa). The Wannier–Stark states for a bulk crystal ψWS

i,	 (z) are defined via
the expansion

ψi (z, t) =
∑

	

ψWS
i,	 (z) exp

[
− i

�
EWS

i,	 t

]
. (12.12)

A state ψWS
i,	 (z) is localized at a lattice site 	. Explicit expressions for the Wannier–

Stark states and their energies are

ψWS
i,	 (z) = a

2π

∫ π/a

−π/a
dk bi (z, k)e−i	ak, (12.13)

EWS
i,	 = Ei + 	eaFL, (12.14)

where Ei is the mean energy of band i :

Ei = a

2π

∫ π/a

−π/a
dk Ei (k).

The energies EWS
i,	 form the so-called “Wannier–Stark ladder”—plotted against

FL, they are a set of straight lines, where the slope of each line dEWS
i,	 /dFL = 	ea is

determined by the lattice index 	.
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The localization length of a Wannier–Stark state is given by

LWS
i = 
i

e|FL| , (12.15)

where 
i is the energy interval covered by band i .
Our introduction to the Wannier–Stark states has so far followed the one given by

Wannier [19]. The existence of Wannier–Stark states had been a subject of numer-
ous disputes for three decades until they were experimentally observed in superlat-
tices [20]. The core of these disputes was the question whether the Wannier–Stark
states retain their physical significance when interband transitions are accounted
for [21–23]. According to modern treatments [24–27], Wannier–Stark states should
be viewed as resonances (metastable states) with lifetimes τWS

i = 1/Γi , and (12.14)
should be generalized as

EWS
i,	 = Ei +

(

	 − γ Zak
i

2π

)

eaFL − i�
Γi

2
. (12.16)

Here, Γi is the decay rate due to interband transitions, and

γ Zak
i =

∮

BZ
dk · ξi i (k) (12.17)

is called Zak’s phase [25, 28], where the integral is taken over a smooth closed path
across the entire Brillouin zone, and ξi i (k) is the Berry connection or geometric
vector potential [25–27]. An explicit expression for ξi j (k) is given by (12.26) in the
next section. Zak’s phase plays an important role in the “modern theory of polariza-
tion” [29]; it is equal to either 0 or π for crystals that possess inversion symmetry,
and it can assume any value for other crystals. Direct measurements of Zak’s phase
were performed for cold atoms in optical lattices [30].

Much of the mathematical complexity related to Wannier–Stark states is avoided
in finite systems, where the electron motion is restricted. In this case, it is common to
refer to the exact length-gauge eigenstates of ĤLG as Wannier–Stark states (without
neglecting interband transitions by evaluating Wannier–Bloch states). These states
have properties similar to those of the states introduced byWannier. One of the most
important differences is that the exact eigenstates of a Hamiltonian in one spatial
dimension may not be degenerate. While the states defined by (12.14) are strictly
linear functions of FL, and, for a certain value of FL, some of these energies EWS

i1,	1
and EWS

i2,	2
may be equal to each other, the corresponding exact energies of a confined

quantum system will have avoided crossings (anticrossings). An example of such a
Wannier–Stark ladder is shown in Fig. 12.5.
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12.2.2 Accelerated Bloch States

In Sect. 12.2.1, we saw that the instantaneous eigenstates of the length-gauge
Hamiltonian serve as a convenient basis for developing approximate solutions to
the TDSE. In situations where the difficulties related to the length gauge outweigh
its advantages, the velocity gauge may be a better choice for either numerical or
analytical approximations, and the instantaneous eigenstates of the velocity-gauge
Hamiltonian (12.7) may provide a more useful time-dependent basis.

Let φi,k be a Bloch state with a band index i and a crystal momentum k:

(
p̂2

2m
+ U (r)

)
φi,k = Ei (k)φi,k. (12.18)

In the coordinate representation, φi,k(r) is a product of a plane wave and a lattice-
periodic envelope function:

φi,k(r) = eikrui,k(r), (12.19)

where ui,k (r + R) = ui,k(r) for all R from the Bravais lattice. Let us now consider
the instantaneous eigenstates of ĤVG in the presence of a homogeneous external
field: ([

p̂ + eAL(t)
]2

2m
+ U (r)

)

ϕ(t) = Ẽ(t)ϕ(t). (12.20)

Since the Hamiltonian is periodic in space, the Bloch theorem is applicable. Equa-
tion (12.20) has the same form as (12.18), the momentum operator being substituted
with p̂ + eAL(t). The requirement that the solutions of (12.20) satisfy the Born–von
Kármán boundary conditions yields [31]

ϕi,k0(r, t) = exp

[
− i

�
eAL(t)r

]
φi,k(t)(r), (12.21)

Ẽi,k0(t) = Ei
(
k(t)

)
, (12.22)

where the time-dependent crystal momentum

k(t) = k0 + e

�
AL(t) (12.23)

satisfies the acceleration theorem: � dk/dt = −eFL(t). Here, k0 is the initial crystal
momentum, which the electron possessed prior to the interaction with the laser pulse.

The states ϕi,k0(r, t) are called accelerated Bloch states or Houston functions. We
note that there is a close analogy between these functions and Volkov solutions of
the TDSE [32], which are frequently used for describing the strong-field ionization
of atoms and molecules [33].
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To use Houston functions as a basis for solving the TDSE, it is convenient to make
the ansatz

ψk0(r, t) =
∑

i

αi,k0(t) exp

[
− i

�

∫ t

t0
dt ′ Ei

(
k(t ′)

)
]

ϕi,k0(r, t), (12.24)

which leads to the following system of differential equations [31, 34]:

d

dt
αi,k0 (t) = e

i�

∑

j

α j,k0 (t)FL(t) · ξi j
(
k(t)

)
exp

[
i

�

∫ t

t0
dt ′
Ei j

(
k(t ′)

)
]

. (12.25)

Here, 
Ei j (k) = Ei (k) − E j (k), and the matrix elements

ξi j (k) ≡ 〈i, k |i∇k| j, k〉cell = i

Ω

∫

Ω

d3r u∗
i,k(r)∇ku j,k(r) (12.26)

describe the optical transitions between bands, where the integration is performed
over the volume Ω of a unit cell.

The relation between ξi j (k) and the momentum matrix elements

pi j (k) ≡ 〈
i, k

∣
∣p̂

∣
∣ j, k

〉
cell = − i�

Ω

∫

Ω

d3r u∗
i,k(r)∇ru j,k(r) (12.27)

is given by

ξi �= j (k) = i�pi j (k)

m0
Ei j (k)
, (12.28)

where m0 is the electron rest mass. This expression can only be applied as long
as 
Ei j (k) in the denominator is not equal to zero. The case of degenerate bands
presents additional mathematical challenges [27, 35, 36]; in particular, the transition
matrix elements ξi j (k) are singular at degeneracies [36].

For reference, we also give the relation between ξi j (k) and the matrix elements
of the position operator between the Bloch functions [15, 37, 38]:

〈
i, k′ ∣∣r̂

∣
∣ j, k

〉
∞ =

∫

R3
d3r φ∗

i,k′(r)rφ j,k(r) = [
iδi j ∇k + ξi j (k)

]
δ(k − k′). (12.29)

In the case αi,k0(t0) = δi j , where an electron is in band j before the external field
is turned on, a simple approximate solution to (12.25) is [31]

αi �= j,k0 (t) ≈ e

i�

∫ t

t0
dt ′ FL(t ′) · ξi j

(
k(t ′)

)
exp

[
i

�

∫ t ′

t0
dt ′′
Ei j

(
k(t ′′)

)
]

, (12.30)

provided that the excitation probabilities are small (|αi,k0 |2 � 1 for i �= j).
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This equation is a good starting point for numerous analytical approximations.
In the case of a constant external field (FL = const), it is convenient to rewrite the
right-hand side as an integral over the crystalmomentum k. Alternatively, the integral
over time can be approximately evaluated using the saddle-point method, which is
especially useful in the case of a monochromatic external field. Such approximations
can be used to obtain analytical expressions for the rate of strong-field-induced
transitions between valence and conduction bands of a dielectric or a semiconductor.
These transitions belong to the most important strong-field effects in solids, and they
are discussed in the next subsection.

12.2.3 Nonresonant Interband Transitions

In 1928, Zener [39] used semiclassical arguments to show that a constant external
field F makes valence-band electrons of a dielectric tunnel to the conduction band
at a rate (per unit volume)

ΓZener = e|F |a
2π�

exp

[

−π

2

m1/2E3/2
g

e�|F |

]

.

The prefactor of the exponential function was found to be rather sensitive to a
chosen method of approximation, but all such methods yield the same argument of
the exponential function. For example, Kane derived [40] the tunneling rate to be
equal to

ΓKane = e2F2m1/2

18π�2E1/2
g

exp

[

−π

2

m1/2E3/2
g

e�|F |

]

,

while Keldysh obtained [41]

ΓKeldysh = 2|eF |5/2m1/4

9π2�3/2E5/4
g

exp

[

−π

2

m1/2E3/2
g

e�|F |

]

. (12.31)

It is common to state that such expressions for the tunneling rate have an “exponential
accuracy” [42].

If the external field is not constant but oscillating at a constant frequency, interband
transitions may also occur as a result of absorbing a number of photons sufficient
to overcome the band gap. It must be emphasized that there is no sharp distinc-
tion between nonresonant interband tunneling and multiphoton transitions. These
are two asymptotic cases of interband excitations, which are distinguished by the
Keldysh parameter (12.1): γK � 1 for multiphoton excitations and γK � 1 for
tunneling. Equation (12.31) is valid in the latter case, where the laser field is strong
and its frequency is small. In the intermediate regime (γK ∼ 1), it is impossible



304 V.S. Yakovlev et al.

to unambiguously distinguish between contributions from multiphoton absorption
and tunneling. This is reminiscent of the situation in atomic physics where the elec-
tron motion under the potential barrier (tunneling) is known to be important even
in the multiphoton regime [43]. Keldysh also derived a more general expression for
the transition rate averaged over a laser cycle, which is applicable in all the three
regimes [41]:

ΓGKF = 2ωL

9π

[
mωL

�β

]3/2
Q(γK, Ñ ) exp

[
−π�Ñ + 1� K (β) − E(β)

E(α)

]
, (12.32)

Q(γK, Ñ ) =
[

π

2K (α)

]1/2 ∞∑

n=0

exp

[
−πn[K (β) − E(β)]

E(α)

]

× Φ

{[
π2(2�Ñ + 1� − 2Ñ + N )

2K (α)E(α)

]1/2}

,

α = (1 + γ 2
K)−1/2, β = γKα, Ñ = Ẽg

�ωL
, Ẽg = 2E(α)

πβ
Eg, N = Eg

�ωL
.

Here, Ẽg is an effective ionization potential, the functions K (z) and E(z) are the
complete elliptic integrals of first and second kind,Φ(z) is the Dawson function, and
�x� denotes the integer part of x . We refer to (12.32) as the general Keldysh formula
(GKF).

Are these formulas, which were obtained decades ago for a monochromatic exter-
nal field, still useful in the case of few-cycle laser pulses? To address this question,
we present, in Fig. 12.1, the outcomes of a simulation where a 4-fs 800-nm laser
pulse interacts with a one-dimensional model medium that has properties resem-
bling those of α-quartz [44]: a band gap of Eg = 9 eV, a lattice period of 5 Å, and
a reduced mass of m = 0.38m0. To compare the numerically evaluated excitation
probabilities (solid curve) with the GKF predictions, we evaluated the excitation rate
ΓGKF(t) using the real-valued pulse envelope in the place of the electric field FL,
which enters (12.32) via γK. From ΓGKF(t), we estimated the excitation probability
as pGKF ∝ 1 − exp[− ∫

ΓGKF(t) dt] (thick dashed curve). The overall agreement
is surprisingly good, given the fact that the laser pulse is shorter than two optical
periods. Both the numerical and GKF results exhibit an oscillatory behavior, which
appears due to closing and opening of multiphoton channels. It is analogous to the
channel closing phenomenon in atomic physics [45–47]. The thin dashed curve in
Fig. 12.1 represents the excitation probability evaluated with (12.31). Since ΓKeldysh
is the tunneling rate for a constant field,we used FL(t) (rather than the pulse envelope)
to evaluate the excitation probability by the laser pulse. This procedure is known as
the quasistatic approximation [48]. In this example, the tunneling formula (12.31) is
inaccurate for FL � 1.2 V/Å, which corresponds to γK � 0.9.
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Fig. 12.1 The probability that a 4-fs laser pulse excites a valence-band electron of SiO2 to one
of the conduction bands. The laser pulse, shown in the inset, has a central wavelength of λL =
800 nm. The dashed curves show probabilities evaluated by integrating analytical excitation rates:
1 − exp[− ∫

Γ (t) dt]. For the curve marked as ‘GKF’, the general Keldysh formula (12.32) was
used as a cycle-averaged excitation rate; evaluating ΓGKF(t) we substituted FL with the envelope
of the laser pulse (dashed line in the inset). For the curve marked as ‘tunneling’, we used the
quasistatic approximation in the tunneling limit Γ (t) = ΓKeldysh(t) by substituting FL with the
electric field FL(t) in (12.31). The solid curve is a numerical result obtained by solving the TDSE
in a 1D model [44]. The transition rates (12.31) and (12.32) were multiplied with constant factors
to match the TDSE result for γK � 1

The pioneering work byKeldyshwas followed by numerous investigations. A few
that we would like to point out here are analytical results obtained using the adiabatic
approach, where parity selection rules were accounted for [34, 49], derivation of
expressions for arbitrary N -photon transition probabilities [50], and development of
the Keldysh-like theory for cosine-shaped bands [51].

12.3 Strong-Field-Driven Electron Dynamics in Crystals

12.3.1 A Numerical Example

A strong electric field drives interband transitions, it accelerates charge carriers,
and it can also cause transient changes in the optical properties of a medium without
necessarily exciting electrons to conduction bands. Combinedwith controlled optical
fields, these three classes of physical phenomena enable the manipulation of the
electric and optical properties of a medium over time intervals much shorter than a
period of optical oscillations. The main examples of such controlled fields are laser
pulses with the stabilized carrier–envelope phase (CEP) and optical waveforms [52].
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Fig. 12.2 The time-dependent population distribution of conduction-band electrons in the presence
of a few-cycle laser pulse. These plots were obtained by solving (12.25) for a 1D model of SiO2
with the same lattice potential as that used in [44]. The normalized conduction-band population
(max n(t, k) = 1) is plotted against time and crystal momentum k in the extended-zone scheme,
where the range of crystal momenta covered by the nth lowest conduction band is n − 1 ≤ |k|/
kmax ≤ n with kmax = π/a. The dashed curves show AL/kmax. aAnelectronwave packet is initially
placed in the lowest conduction band

(
αn0,k(t0) = exp[−10(k/kmax)

2]); an 8-fs laser pulse with
a central wavelength of λL = 1.6 µm and a peak field of FL = 0.7 V/Å is sufficiently strong to
accelerate the electrons out of the first Brillouin zone. b All electrons are initially in the valence
bands; a 4-fs pulse with λL = 800 nm and FL = 1.4 V/Å excites them to the conduction bands,
where they are accelerated by the laser field

We begin this section by illustrating such effects in a simulation where the TDSE
was solved in one spatial dimension for a periodic potential. In Fig. 12.2, we show
|αi,k(t)(t)|2 obtained by solving the Houston-basis equations (12.25) and represent-
ing the conduction-band populations in the extended-zone scheme, where the range
of crystal momenta covered by the n-th conduction band (n ≥ 1) is n − 1 ≤ |k|/
kmax ≤ n with kmax = π/a. According to the acceleration theorem, the ballistic
motion of an electron wave packet is described by �d〈k〉/dt = −eFL(t), where
〈k〉 is the mean crystal momentum. A continuous change of 〈k〉 at the borders
|k|/kmax = n corresponds to transitions between different conduction bands. Such
interband transitions are closely related to Landau–Zener transitions, as they occur
at crystal momenta where the energy gap between two adjacent bands is particularly
small. If a charge carrier remains within its current band as it crosses a Brillouin zone
edge, its crystal momentum changes abruptly. This can be interpreted as a Bragg-
like reflection of an electron wave off the crystal lattice. Figure12.2 shows that both
Bragg reflections and interband transitions play an important role when the electron
motion is driven by a near-infrared field.

In Fig. 12.2a, the electron wave packet is initially placed in the lowest conduction
band of the 1Dmodel of a solid, and even though the laser pulse with λL = 1.6 µm is
strong enough to accelerate electrons out of the first Brillouin zone, its amplitude is
insufficient to induce transitions between conduction and valence bands. The figure
illustrates the importance of transitions between different conduction bands, and
shows that they predominantly occur at k = πn/a, n ∈ Z.
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For the simulations presented in Fig. 12.2b, all electrons were initially placed in
the valence bands. The laser pulse had the same peak value of the vector potential
as in Fig. 12.2a, but it had a shorter wavelength λL = 800 nm, so that the electric
field of the pulse was twice as strong, and it was strong enough to excite electrons
from the uppermost valence band. One can see that the population of conduction
bands does not constantly increase with time, as one would expect from rate models
discussed in Sect. 12.2.3. Instead, there is a transient increase of the population at
the extrema of the electric field (at the zero crossings of the vector potential). Such
excitations are called “virtual” [53] because they only exist as long as the external
field is present. If a laser pulse is so weak that the final excitation probability can
be neglected, such virtual excitations represent the distortion of bound states of the
crystal—the distorted valence-band states have nonzero projections onto the field-
free conduction-band Bloch functions. In the strong-field regime, no clear distinction
between the “virtual” and “real” excitation can be made. Nevertheless, in both weak-
and strong-field regimes, the transient increase of conduction-band population has
an effect on experimentally observable quantities [53, 54].

Currently, there is no measurement technique that would reveal all the details
of strong-field-driven electron dynamics like those illustrated by Fig. 12.2. However,
time-resolvedmeasurement techniques do provide indirect access to this information.
Some evidence of subcycle dynamics in the strong-field excitation of electron in
SiO2 was presented in [55] by measuring the polarization rotation of an elliptically
polarized pulse transmitted through a thin glass plate, as well as in [56] using a
noncollinear pump–probe measurement scheme. Bragg-like scattering of electrons
was found to contribute to the generation of nonperturbative high-order harmonics in
solid samples [7, 8]. The reversible field-induced change of absorption in the extreme
ultraviolet spectral range was observed by probing the effect of an intense near-
infrared field on a thin silica plate using an attosecond pulse of extreme ultraviolet
radiation as a probe [9]. A subcycle turn-on of electric current in a dielectric and
its manipulation with CEP-stabilized pulses was demonstrated by measuring the
residual polarization induced by the laser light [10]. This last effect is most closely
related to the topic of this chapter, so it is discussed in more detail in the following
section.

12.3.2 Ultrafast Injection and Control of Current in Dielectrics

According to Fig. 12.2b, an optical field that is strong enough to excite valence-band
electrons of a dielectric to its conduction bands is also strong enough to significantly
accelerate the created charge carriers, thus driving electric current. One of the most
important findings in [10] was that such electric current can be turned on within
a fraction of a half-cycle of a short intense laser pulse. This was demonstrated by
irradiating a SiO2 sample placed between two gold electrodes with CEP-stabilized
laser pulses (see Fig. 12.3) and measuring the current induced by the pulses in an
external circuit. It was found that a short laser pulse with the electric field directed
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Fig. 12.3 A schematic
representation of the
experimental arrangement
used in [10]. An intense
few-cycle laser pulse induces
electric current in the
dielectric (SiO2) placed
between two gold electrodes.
The measured signal is
proportional to the net
charge displaced by the laser
pulse, and it is controlled by
the carrier-envelope phase of
the laser pulse

perpendicularly to the electrodes was able to leave the sample in a polarized state,
implying that a certain electric chargewas displaced by the pulse. By varying theCEP
of the pulse, it was possible to control the amount of the displaced charge. This fact
alone already suggests that the observed effect should be controlled by the electric
field (rather than the envelope) of the laser pulse, but themost convincing evidence for
the subcycle turn-on of electric current was provided by pump–probe measurements,
where the sample was irradiated by a pair of pulses: an intense “injection pulse”
polarized parallel to the electrodes and a relatively weak “drive” pulse polarized
perpendicularly to them.By observing how the displaced charge depends on the delay
between the two pulses, it was possible to conclude that the injection pulse makes
the SiO2 sample conductive within a time interval � 1 fs. These measurements were
well reproduced by simulations: the one-dimensional tight-binding simulations in the
original paper [10], a model that used a one-dimensional pseudopotential [44], and
recent ab initio three-dimensional simulations [57]. Nevertheless, these observations
permit several interpretations, which we present in the rest of this section.

12.3.2.1 Semiclassical Interpretation

The most intuitive interpretation is based on the observation that the strong-field-
driven motion of an electron wave packet in the conduction bands of a dielectric
largely obeys the acceleration theorem (see Fig. 12.2a)—apart from interband tran-
sitions and occasional Bragg scattering, which splits and reunites electron wave
packets, each wave packet moves as a classical particle with an effective mass that
depends on the mean crystal momentum. This suggests that the residual polarization
induced by the laser pulse may be interpreted in semiclassical terms. A rigorous
approach to this interpretation consists in writing the current density averaged over
a unit cell
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J(t) =
∫

BZ

d3k0
(2π)3

jk0(t) (12.33)

in the basis of Houston functions, where the contribution from an electron with an
initial crystal momentum k0 is given by

jk0(t) = −e
∑

i

∣
∣αi,k0(t)

∣
∣2 vi

(
k(t)

)

− 2e

m0

∑

i, j<i

Re

{
α∗

i,k0
(t)α j,k0(t)pi j

(
k(t)

)
exp

[
i

�

∫ t

t0
dt ′
Ei j

(
k(t ′)

)
]}

.

(12.34)

Here, k(t) is defined by (12.23), m0 is the electron rest mass, pi j (k) are the momen-
tum matrix elements (12.27), and vi (k) = ∇k Ei (k)/� = pi i (k)/m0 is the group
velocity in band i . The first sum on the right-hand side of (12.34) is responsible
for the current due to the ballistic motion of charge carriers. In the semiclassical
interpretation, the contribution from this term to the residual polarization (displaced
charge density)

P(tmax) =
∫ tmax

−∞
J(t) dt

is assumed to be much larger than that from the second sum, which describes effects
related to interband coherences.

In the tunneling regime (γK � 1), charge carriers are predominantly created at
the extrema of the electric field, each of which launches an electron wave packet.
For a wave packet launched at a time t0, it is convenient to introduce a semiclassical
displacement:

s(t0) =
∫ tmax

t0
v
(
k(t)

)
dt, (12.35)

where the group velocity v(k) should correspond to the most probable quantum path
of the wave packet in reciprocal space. As long as k(t) is not limited to the first
Brillouin zone, this approach is most useful if the probabilities of Bragg scattering
at the edges of the Brillouin zone are either negligibly small or close to 100%. The
contribution from each wave packet to the final polarization P(tmax) is the product
of the charge carried by the wave packet and its semiclassical displacement s(t0).

This kind of semiclassical analysis explains some outcomes of numerical simula-
tions [58]. In particular, it explains the observation that, formoderate laser intensities,
the residual polarization scales as P ∝ F2N+1

L [44], where N = Eg/(�ωL) is the
ratio of the band gap to the photon energy. As long as the Keldysh parameter is
sufficiently large to view interband excitations as the result of absorbing N photons,
the excitation probability scales as p ∝ I N

L ∝ F2N
L , IL being the peak laser intensity,

while the semiclassical displacement is proportional to FL. Thus, the product of the
charge and the displacement is proportional to F2N+1

L .
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12.3.2.2 Interference of Multiphoton Pathways

For moderate laser intensities, where perturbation theory is expected to yield at least
qualitatively correct predictions, it is also possible to interpret the optically controlled
electric current in terms of interference between different multiphoton excitation
pathways. This interpretation is a generalization of ideas developed in the field of
coherent control, where irradiating a semiconductor by two monochromatic laser
beams with frequencies ω1 and ω2 = 2ω1 was found to induce an electric current
sensitive to the relative phase between the two beams [59]. This phase sensitivity is
due to the interference between single- and two-photon absorption processes. The
density n(k) of electrons excited to the conduction band at a crystal momentum
k is determined by the phase parameter 
ϕ = 2ϕω1 − ϕω2 . Furthermore, n(k)

is, in general, an asymmetric function of k because the transition amplitudes for
the one- and two-photon channels have different symmetries with respect to the
transformation k → −k [59]. Injecting currents through interfering photoexcitation
pathways was investigated in theory and experiments for semiconductors [59–66]
and molecular wires [67].

In the case where charge carriers are excited by a few-cycle pulse with a cen-
tral frequency that is much smaller than the band gap, the interfering photoexcitation
pathways are multiphoton excitation channels. It is convenient to analyze them in the
velocity gauge using the basis of Bloch states, where an external homogeneous elec-
tric field only induces transitions between stateswith the same the crystalmomentum.
Due to the large bandwidth of ultrashort laser pulses, it is possible to make the same
transition by absorbing different numbers of photons, as it is schematically shown
in Fig. 12.4.

Within this picture, the scaling law Q ∝ F2N+1
L may be interpreted as a result of

interference between quantum pathways that involve absorbing N and N + 1 pho-
tons. The corresponding probability amplitudes are proportional to F N

L and F N+1
L ,

respectively. When the two pathways interfere, the excitation probability, which is
the squared modulus of the sum of the probability amplitudes, is described by an
expression that contains the product of the two amplitudes. This product, which is
proportional to F2N+1

L , determines the induced electric current. Even though these
arguments by no means form a rigorous proof, and these considerations are only
applicable in the multiphoton regime, the interpretation in terms of interfering mul-
tiphoton channels was shown to be a plausible one, explaining not only the scaling
with intensity, but also the fact that a CEP-sensitive displaced charge can only be
observed if the laser pulse is sufficiently broadband [44].

12.3.2.3 Adiabatic Metallization

Another interpretation of the optical-field-induced current in dielectrics accom-
panied the first publication of these experimental results [10]. This mechanism
relies on the effect of “adiabatic metallization”, predicted theoretically for dielectric
nanofilms [68, 69]. It was found that a strong electric field can significantly and
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Fig. 12.4 Current injection via interference of multiphoton excitation channels. Charge carriers
can be injected from a valence band (VB) into a conduction band (CB) via different multiphoton
excitation pathways if the spectral bandwidth of the applied laser light is sufficiently large. For
example, the excitation at crystal momenta k2 and−k2 may be the outcome of absorbing either three
high-energy or four low-energy photons from the same ultrashort laser pulse. Quantum interference
between the odd- and even-numbered contributions in each pathway determines the population in
the final state. An asymmetry in the conduction-band population

(
n(k) �= n(−k)

)
results in a net

current density is formed inside the material

reversibly change the optical and electric properties of a sufficiently thin dielectric
nanofilm. During the interaction with the field, the real part of the dielectric constant
may even become negative, which is a property attributed to metals. These effects are
best understood in the basis of instantaneous eigenstates of the length-gauge Hamil-
tonian, which are the Wannier–Stark states discussed at the end of Sect. 12.2.1. Even
though these results were obtained for nanofilms, similar effects may be expected in
bulk solids [70], provided that the localization length of Wannier–Stark states does
not exceed a few lattice sites, which is indeed the case for field strengths FL � 1V/Å.

Using the Wannier–Stark states as a time-dependent basis, the interaction with an
intense pulse can be analyzed in terms of adiabatic and diabatic transitions at avoided
crossings. This analysis [10, 71] shows that the strong field may cause a reversible
quantum transition from an insulating state to a state with an increased conductivity.
This transition occurs when the energy gaps at avoided crossings between Wannier–
Stark states become sufficiently large for electrons to adiabatically pass such an
anticrossing (see Fig. 12.5). The anticrossing gap takes its largest value when the rel-
evant Wannier–Stark states are localized at neighboring lattice sites, which happens
when the electric field in the medium is as strong as Fcrit = Eg/(ea). This condition
is equivalent to �ωB = Eg. For SiO2, Fcrit ≈ 3 V/Å, which is above the damage
threshold, but even the penultimate anticrossing, which occurs at Fcrit ≈ 1.5 V/Å,
was found to have a sufficiently large energy gap. This interpretation of optical-
field-controlled current as a result of adiabatic metallization was also supported by
the observation of the optical-field-induced transient reflectivity in the strong-field
regime [9].
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Fig. 12.5 Eigenstates of the Wannier-Stark Hamiltonian (12.8) for a 50-nm nanofilm of SiO2 in
dependence of the electric field. The labels 
l = 1 and 
l = 2 indicate the anticrossings that
correspond to Wannier-Stark states being localized one and two lattice sites apart, respectively.
Closed circles represent occupied states, while open circles represent unoccupied states. The figure
is adapted from [71]

12.4 Summary and Outlook

The main message of this chapter is that the control over the electric field of light
pulses can be transformed into the control over strong-field-driven electron dynam-
ics, which may open attractive opportunities for both basic research and applications
in ultrafast signal processing. One example of such an application is a solid-state CEP
detector [72], and more advanced applications may emerge in the future. Attosecond
science provides powerful tools and techniques for studying strong-field dynam-
ics in solids, which may lead to important insights into fundamentally important
phenomena. So far, only the first few steps have been done in this direction, and
many questions remain open. Further research is necessary to verify conjectures
made in the interpretation of recent measurements, and it is yet to be understood
how electron–electron interaction, scattering, and dephasing phenomena affect our
ability to launch and manipulate electron wave packets. One of the most important
goals is to identify those extremely nonlinear effect that are largely reversible on a
few-femtosecond time scale, as only such effect may serve as a basis for applications
in signal processing. On the experimental side, there is a large potential for exploiting
various laser sources, intense optical waveforms, and (nano) structures designed for
strong-field measurements.
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Part IV
Atoms and Molecules Driven and Probed

by Intense X-Ray Pulses



Chapter 13
Atomic and Molecular Systems
Under Intense X-Ray Radiation

Maria Krikunova, Nicusor Timneanu and Jakob Andreasson

Abstract The review covers recent progress in the development of X-ray pulse
metrology essential for experiments at Free Electron Lasers. The scientific section
is focused on time-resolved studies of ionization dynamics of atoms, molecules and
(bio-)nanoparticles. We discuss the role of ionization dynamics for high resolution
imaging of bio- and bio-like nanoparticles and illustrate the potential for multi-
directional imaging of unique non-reproducible samples.

13.1 Introduction

The new generation of linear-accelerator based Free Electron Lasers (FELs) oper-
ating from soft (XUV) to hard X-ray photon energies has triggered a wide range
of experiments to study the dynamics of electronic and nuclear rearrangement in
small quantum systems like atoms, molecules, and nano-particles [1]. Especially, the
unique combination of coherent intense radiation with a short pulse duration opens
a new parameter regime where non-linear interactions between X-rays and matter
can be studied. One of the most exciting applications of X-ray lasers is Coherent
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Diffractive Imaging (CDI) of non-periodic nano-scale objects, such as large bio-
molecules within their functional environment. In the so called diffraction before
destruction approach, high irradiation intensity is needed to create high resolution
diffraction patternwithin a single shot. At the same time, the FELpulse has to be short
enough to avoid significant nuclear displacement during the exposure [2]. Otherwise
radiation damage that triggers electronic rearrangements and nuclear displacements
in the nanometer sized (bio-)particle will unavoidably limit the maximum resolution
of the image. Therefore, a comprehensive understanding of the physical processes
that govern the response of matter under extreme irradiation conditions is essential
to optimize the conditions for the CDI application.

The dynamics of matter exposed to X-ray radiation is very complex and pro-
ceeds on several different time-scales [3]. The initial step in the interaction of
X-ray light with the sample under study depends strongly on sample composition,
namely on the absorption cross-sections of individual atoms. Absorption of an X-ray
photon will preferably create an inner-shell vacancy, which is strongly localized. The
de-excitation processes is accompanied by the emission of secondaryAuger electrons
or X-ray fluorescence photons. In extended systems like molecules and clusters, the
relaxation dynamics will involve electron rearrangement within the entire atomic or
molecular system. This is followed by atomic movement due to accumulated posi-
tive charge and increasing temperature leading to a complete fragmentation of the
sample.

In the high intensity X-ray energy regime the diversity of available excitation and
de-excitation channels is substantially increased. Among thoroughly studied
processes are multi-photon absorption, dynamics of electron trapping, and the for-
mation of a nano-plasma within the nanometer sized sample. These initial dynam-
ics trigger secondary processes like multi-electron collisions with energy exchange
and electron impact ionization followed by electron-ion recombination (see e.g. [1]
and references therein). Moreover, an unusual collective plasma-like state has been
reported recently [4] rising the question about the role of atomic resonances in the
excitation processes.

According to theoretical calculations [5, 6] and recent experiments [7] the ioniza-
tion dynamics of a single-particle in the focus of an FEL beam is strongly influenced
by the FEL pulse parameters. However, most studies on the ionization dynamics
in clusters and nano-particles reported so far average experimental data over both
the pulse intensity profile and particle size distribution [8–13]. Notably, ion yield
spectra obtained from a single Xe cluster at highest power density reveal substantial
difference with respect to the focal volume integrated ion spectra [7]. These studies
demonstrate very impressively that some excitation channels might be hidden by
the averaging of experimental data. Thus, tracing the evolution of highly-excited
non-equilibrium states of matter directly in the time domain is challenging because
it requires experiments with high temporal resolution and spectral selectivity. More-
over, experiments have to be performed at very well defined and reproducible exper-
imental parameters.

One aspect that affects the reproducibility of FEL pulse parameters from
shot-to-shot is the self-amplified spontaneous emission (SASE) mode of most
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currently operated FEL sources [1]. The statistical nature of the FEL radiation causes
substantial shot-to-shot fluctuations of the pulse energy and spectrum, as well as the
spatial and temporal profile. Additionally, the implementation of two-color pump-
probe techniques like optical-pump/X-ray-probe or X-ray-pump/optical-probe
require a perfect synchronization of FEL pulses with respect to the pulses from
an external laser system.

Recently developed techniques capable of generating close to transform-limited,
temporally and spatially coherent XUV or X-ray pulse are using a seed pulse for
the light amplification process. Several injection seeding schemes have been imple-
mented. Fermi in Trieste uses seeding based on high gain harmonic generation
(HGHG) starting from the external UV laser pulse [14] whereas FLASH in Hamburg
implements seeding from the 21st harmonic of a near-infrared (NIR) laser pulse gen-
erated in a gas medium [15]. Moreover, self-seeding using an X-ray pulse from the
first half of the undulator have been realized at the LCLS in Stanford [16].

For SASE-FELs the pulse-to-pulse diagnostic techniques represent alternatives
to complex seeding schemes. In the so called data-tagging concept the properties of
individual FEL pulses are measured independently. Subsequently, data from simul-
taneously performed experiment can be sorted according to essential pulse parame-
ters. Several pulse-to-pulse diagnostic tools have been developed recently [17] and
are under continuous further improvement [18]. The feasibility of data-tagging has
been proven in pump-probe experiments using an FEL and an optical laser com-
bination [19]. The use of an XUV/laser cross-correlator [20] for shot-to-shot delay
measurement allows for a complete compensation of the arrival time jitter between
FEL and laser pulses and, thus, significantly improves time-resolution [19].

The availability of free electron lasers provides a unique opportunity to study
the interaction of intense X-ray light with matter. These fundamental studies require
the development of new experimental techniques and are intimately linked to the
development of theoretical approaches able to provide a complete view of very
complex and intertwined dynamics of matter under intense irradiation conditions.
The current chapter is organized as follows: in the methodological section we review
the recent progress in the development of X-ray pulsemetrology for themeasurement
of the temporal profile of individual FEL-pulses and their relative timingwith respect
to optical laser pulses. These techniques are essential to fullfill the requirement
of well defined and reproducible experimental parameters. The scientific section
is focused on the time-resolved studies of ionization dynamics of small quantum
systems as well as the applicability of the diffraction before destruction approach
for high resolution CDI of bio- and bio-like nano-particles. In the outlook section
we discuss the perspectives of time-resolved single-shot single-particle experiments
and additional challenges regarding the processing of large data in a multi-parameter
experimental space [21]. We underline a particular importance of a simultaneous
implementation of X-ray light scattering and complementary diagnostic techniques
like electron-, ion-, and fluorescence spectroscopy. At the end of our chapter we
review further activities on the atomic, molecular, and optical (AMO) physics at
light sources, which are currently under development.
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The most comprehensive review to date on achievements of AMO physics at FEL
sources in Europe, Japan, and USA can be found in the special issue of J. Phys. B [1].
This work covers the details about the performance of the machines as well as the
development of new experimental and theoretical methods.

13.2 Temporal Diagnostics of Individual FEL Pulses

Acommonly used pump-probe scheme allows the evolution of excited states to be fol-
lowed by measuring the system response to two subsequent light pulses. Depending
on the process under study, pump and probe pulses with the same or different photon
energy can be used, i.e. one- or two-color pump-probe configuration. For one-color
experiments using XUV pulses several technical concepts for split-and-delay units
are brought into operation at FLASH. One possible configuration to create a pair of
pulses is based on a back-reflecting focusing multilayer mirror which is split into two
parts [22]. Another approach relies on grazing incidence optics in a Mach-Zehnder
geometry which covers almost the whole spectral range at FLASH with reasonable
transmission [23, 24]. Time delays up to 18 ps between the pump and probe pulses are
realized this way. The implementation of two-color pump-probe schemes at SASE-
FELs like FLASH is technically more challenging because it requires simultaneous
measurement of the relative timing between XUV and optical pulses, which is sub-
ject to shot-to-shot fluctuations. It should be mentioned, that at seeded FELs like
FERMI jitter-free two-color pump-probe experiments are possible by using optical
pulses from the seed laser [25]. Moreover, a novel twin-pulse seed scheme has been
realized recently, which allows two color jitter-free pump-probe experiments in the
extreme ultraviolet region [26].

Generally, the temporal profile of the transient pump-probe signal is described
by the convolution integral over the response function from the sample and the
instrument response function. The sample response is defined by the lifetime of
the intermediate excited states involved. The instrument response determines the
experimental time resolution and can, in the simplest case, be approximated by a
Gaussian with a width σ

σ =
√

σ2
pump + σ2

probe + σ2
res (13.1)

where σpump, σprobe, and σres are Gaussian widths of the pump and probe pulses
and, in the case of two-color pump-probe experiment, the residual timing uncertainty
caused by jitter. Additionally, since important processes will be dominated by the
peak intensity rather than the average intensity, probing the nonlinear response of
matter to an intense FEL pulse may critically depend on the distribution of energy
within the pulse envelope. Thus, the resolution of ultra-fast studies will be limited by
the shot-to-shot variations of the temporal pulse characteristics. In the following we
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Fig. 13.1 Scheme of jitter-compensated pump-probe experiment (top view). The cross-correlator
setup is installed directly behind the pump-probe experiment. Thus, both experiments share the same
XUV beam. A delay stage before the cross-correlator compensates the optical pathway difference
between both experiments. Adopted from [17]

review the experimental techniques for the temporal diagnostics of individual FEL
pulses with proven single-shot capability.

13.2.1 Solid Surface Cross-Correlation Technique

A scheme of the experimental geometry for a jitter-compensated pump-probe exper-
iment is shown in Fig. 13.1. This setup has been realized at FLASH for studies of
ionization dynamics of atoms [19] and molecules [27, 28] using XUV and near-
infrared (NIR) laser pulses with the highest time resolution presently possible. The
XUV/NIR laser cross-correlator is installed directly behind the main interaction
chamber, thus both experiments share the same XUV beam. An optical delay line
available at FLASH scans the arrival time of the NIR pulse with respect to the XUV
pulse within a time-window of several nanoseconds. Another delay stage introduced
before the cross-correlator setup compensates the optical pathwaydifference between
both experiments.

The measurement of the relative timing between NIR and XUV pulses is based on
the time-to-space mapping principle schematically shown in Fig. 13.2a. The pulse-
fronts of the XUV and NIR beams are superimposed on the solid surface under a
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(a) (b)

Fig. 13.2 a An unfocusedNIR pulse is reflected from a solid surface onto a CCD camera. TheXUV
pulse hits the substrate at different times in different places and changes the reflectivity for the NIR
pulse. The area where the XUV pulse hits the Si3N4 surface before the NIR pulse appears brighter.
b Single-shot cross-correlation image (left) and the reflectivity change (right) plotted within the
region of interest (ROI). One pixel of the CCD-image corresponds to 17 fs. The inflection point of
the reflectivity change curve is used as a marker for the relative timing. Adopted from [17, 20]

certain angle. The XUV/NIR time delay dependent observable is the transient reflec-
tivity change of the surface since the spatial coordinates at the surface correspond to
different arrival-times of the tilted wave fronts.

Figure13.2b, left panel, shows a typical image of a single-shot cross-correlation
signal obtained at a Si3N4 surface. The regions where the XUV pulse hits the surface
prior to the NIR pulse appear brighter. This effect is understood as a creation of a
high electron density within the conduction band of the solid through the absorption
of XUV photons [29]. The transient reflectivity change integrated within the region-
of-interest (ROI) is shown in Fig. 13.2b, right panel. The inflection point of the rising
edge of the signal is used as an arrival-time marker for the XUV pulse (dashed
line). Simple geometrical considerations define the relationship between the spatial
coordinate of the inflection point determined in pixels on the CCD chip and the
arrival time in fs [20]. For the case shown in Fig. 13.2 one pixel of the CCD-image
corresponds to 17 fs.

The feasibility of this data tagging concept has been demonstrated in studies of
the ionization dynamics of Xe atoms [19] and iodine molecules [27, 28]. Figure13.3
shows ion-charge-state spectra measured in the experimental geometry of Fig. 13.1,
i.e. with the data collected with the optical delay stage in a fixed position while
the XUV arrival-time is simultaneously measured by the XUV/NIR cross-correlator.
It should be mentioned that the cross-correlator provides the information on rela-
tive timing between both XUV and NIR pulses. The time-delay zero defined as the
maximum overlap between XUV and NIR pulses has to be set from the data analysis.

In the example shown in Fig. 13.3 the time-delay zero is defined by the inflection
point of the temporal profile corresponding to the Xe2+∗ intermediate state, presum-
ably in 5s−15p−26p and 5p−3nl configuration [19]. This state is long lived com-
pared to the timescale of the experiment and is assumed to be quasi-instantaneously
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Fig. 13.3 Transient profiles (background subtracted and normalized) of the intermediate Xe2+∗
atomic (closed circles) and I22+∗ molecular ionic (opened circles) states and the corresponding
fits to the data. The data sets were measured within separate experiments. The ion charge-state-
spectra were sorted according to the XUV arrival-time and averaged subsequently within 30 fs time
bins. Each data point represents an average over about 200 single measurements. Gray filled curve
represents the temporal overlap between XUV and NIR pulses approximated by a Gaussian profile
with 125 fs FWHM. Adopted from [19, 28]

populated by the XUV pulse of 92 eV photon energy upon the ionization of the 4d
shell of Xe followed by the ultra-fast (within several fs) Auger decay transition. The
optical laser pulse can ionize the Xe2+∗ intermediate state, inducing an additional
time-dependent increase in the Xe3+ ion yield. Thus, the fit of the transient Xe3+
ion yield (green curve) with the smoothed step function allows the extraction of the
convolution integral between the XUV and NIR pulse profiles (gray filled curve) as
well as the inflection point which sets the time-zero in the experiment as shown in
Fig. 13.3.

Another valuable example shown in the same Fig. 13.3 is the transient profile of
the I22+∗ molecular ionic state (opened circles). Note that both Xe2+∗ and I22+∗
temporal profiles were measured in separate but similar experiments. This state is
populated by the NIR pulse and probed by the XUV pulse [28]. The corresponding
temporal profile is fitted with a Gaussian function of (75 ± 15) fs FWHM (blue
curve) and is considerably shorter than the (125±21) fs FWHMNIR/XUV temporal
overlap (gray filled curve). The narrow temporal width of the I22+∗ intermediate state
is explained by the temporal confinement of this molecular cationic state within the
NIR pulse envelope. Thismeans that the intensity threshold of about 5× 1013 W/cm2

is needed to produce doubly charged molecular ion I22+∗ by the field ionization.
Assuming a Gaussian intensity distribution for the NIR pulse envelope, the temporal
profile of the I22+∗ intermediate state then reveals the time range where the electrical
field strength is sufficient for over-the-barrier ionization as explained in [28]. Thus,
the nonlinearity of the NIR induced strong-field ionization demonstrates that the



326 M. Krikunova et al.

temporal resolution obtained by the cross-correlation technique [20] could be even
better than the convolution of pump and probe pulse profiles.

The reflectivity based concept was first developed [29] and successfully imple-
mented for timing measurements at FLASH [20]. Meanwhile, a similar cross-
correlation technique has been realized at LCLS covering the X-ray photon energy
range from 500 to 2000 eV [30]. With higher photon energies available at LCLS,
the contribution of secondary processes such as Auger cascade transitions and
impact ionization becomemore significant for the creation of the dense electron-hole
plasma [31]. The increased number of free electrons that can be created by one inci-
dent photon allows an efficient plasma formation far beyond the damage threshold of
the sample. This facilitates the implementation of the cross-correlation concepts on
thin Si3N4 membranes [32]. In particular, transmission geometries based on detec-
tion of transient changes either through spectral [33] or transmission [34] encoding
are promising for further improvements of the temporal resolution in pump-probe
measurements on absorbing samples like solids or liquids.

The signal based on transient changes of the reflectivity or transmission represents
the convolution of the FEL and probe laser pulse profiles. A recently developed
theoretical model for the transmission curve [35] extends the implementation of
this timing concept to work also as a diagnostic of the FEL pulse duration. The
pulse duration measurement can be implemented for well characterized optical laser
pulses as long as the rise-time of the electron density due to secondary processes is
fast compared to the FEL pulse duration [31]. Another powerful temporal diagnostic
of individual FEL pulses is the light field streaking [36] which is discussed below.

13.2.1.1 Single-Shot FEL Pulse Characterization
with a THz-Field-Driven Streak-Camera

Light-field-streaking represents a new time-resolved technique developed formetrol-
ogyof attosecondpulses [37]. In this approach, electrons generated fromphotoioniza-
tion by the XUV pulse acquire an additional momentum in the presence of an intense
linearly polarized light field. The electron kinetic energy distribution (a streaking
spectrogram) is then obtained as a function of the relative timing between the ioniz-
ing pulse and the phase of the streaking field. In this so called streak-camera scheme,
the temporal profile of the XUV pulse is mapped onto the photoelectron kinetic
energy distribution if the XUV pulse is short compared to the oscillation period of
the streaking field. The temporal characteristics of the pulse can then be retrieved
using special reconstruction algorithms [38].

In attosecond metrology a NIR field is used for streaking. The implementation
of the streak-camera principle to femtosecond FEL pulses requires streaking light
fields with a longer oscillation period i.e. frequencies in the terahertz (THz) range.
A review covering the recent development of sources able to produce THz-pulses
with very strong electromagnetic fields can be found in [39]. The feasibility of THz
streaking was first demonstrated at FLASH utilizing the ionization of the 4p valence
electrons in krypton by 92 eV FEL pulses [36]. In this experiment, the THz streaking
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field (frequency of 3.3 THz corresponding to a 92 µmwavelength) is produced from
the same electron bunch that gives the FEL pulse using a dedicated undulator. This
guarantees a high level of intrinsic synchronization between the FEL and THz pulses.
Alternatively, the bendingmagnet used to dump the electron bunches was also shown
to produce THz pulses close to single-cycle [39].

Analysis of the individual FEL pulses reveals a pronounced variation in their
temporal properties as expected due to SASE processes. The approach introduced
in [36] uses an approximation with a Gaussian envelope and enables the detection
of linear changes of the instantaneous frequency within the FEL pulse of the order
of several meV/fs. This seems to be a characteristic feature of the FEL pulses due
to the linear acceleration and bunch compression scheme. Moreover, classification
procedures show that a certain fraction of pulses (about 10% in [36]) carry a complex
substructure attributed to two ormorewell separated sub-pulses.More details on data
analysis can be found in the tutorial [40]. Therefore, simultaneous operation of a
streak-camera for pulse structure determination with experiments that are especially
sensitive to multiphoton absorption processes like [7], will help sorting out active
excitation channels according to different temporal pulse properties.

Aback-focusing geometrywith amultilayermirror has to be used in an experiment
like [36] to compensate for the optical path difference of about 4m between the THz
and the FEL branches. For some experiments this geometry might not be beneficial
because it complicates the use of a downstream scattering detector for CDI. An
alternative way is to produce the THz-radiation directly at the experimental end
station by using e.g. the frequency conversion within a nonlinear crystal pumped
with a NIR-laser [39]. This approach avoids the need to delay the FEL beam with
respect to the THz beam. The THz-light field streaking in combination with a laser-
driven source has successfully been implemented in laboratory HHG sources [41]
as well as with FEL pulses from FLASH [42]. In the latter case the approach has
been mainly used for measurements of the relative timing jitter between FEL and
NIR-laser pulses as an alternative to reflectivity based schemes discussed in previous
section.

13.3 Ultrafast Ionization Dynamics
of Small Quantum Systems

Time-domain observation of relaxation processes followed by subsequent structural
rearrangements requires a pump pulse to transform the system to a non-equilibrium
state and a delayed probe pulse for detecting the transition state of the evolving
system. The classical transition-state spectroscopy utilizes this pump-probe scheme
to follow the dynamics of chemical reactions likemolecular bond formation and bond
breaking on femtosecond time and sub-Ångström length scales [43]. High temporal
resolution is obtained through the short pulse duration. The sub-Ångström spatial
resolution is guaranteed by an exact selection of the wavelength of the pulses from
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the optical laser as well as by their narrow spectral band width. Both criteria are
required to selectively excite the system into a very well defined transient state and
to probe this transient state at a certain internuclear separation [43].

The high photon energies of (hard or soft) X-ray FEL pulses enable them to pen-
etrate deeply into the atomic electron shells, thereby delivering detailed information
about the electronic structure. However, in contrast to the visible range, where the
system can be excited to the transient state of a specific configuration, the preferable
X-ray excitation of inner-shell core-levels produces a multitude of highly unstable
states giving rise to different relaxation pathways. Recently, the Auger decay fol-
lowing ionization and excitation of the 3d-subshell in Kr by 94 eV photons has
been studied using an attosecond metrology approach [44]. The results of this study
show that a single photon absorption event creates a 3d−1 vacancy that decays rapidly
through single or cascadedAuger transitions leading to the production of ionic charge
states up to 3+. Extensive theoretical calculations including a large number of possi-
ble electron configurations for intermediate and end states were needed to verify the
experimental results, in particular to explain the unexpectedly long life time of several
Auger photolines (up to 70 fs) in the low part of the photoelectron spectrum [44]. The
results of this study clearly demonstrate that a strong theoretical support is required to
understand the complex and intertwined multi-electron dynamics already in atomic
samples.

In systems composed of many atoms, like molecules and clusters, the complex-
ity of possible decay channels is further increased. Indeed, in such systems due
to the accumulated positive charge, the electron dynamics will be coupled to the
nuclear dynamics. In molecules and small clusters the disintegration will proceed
mainly through Coulomb explosion, while larger clusters disintegrate also through
hydrodynamic expansion mechanisms (see e.g. for recent review [3]). Therefore, an
implementation of X-ray pulses in pump-probe schemes requires a development of
spectroscopic techniques able to separate distinct pathways out of a multitude of pos-
sible reaction channels. In the following subsection we provide some representative
examples of time-domain measurements where the creation of excited valence states
is used to probe the multi-electron relaxation dynamics.

13.3.1 XUV Pump—NIR Probe Experiments of Multi-electron
Relaxation Dynamics

This approach is based mainly on the different interaction mechanisms of the pump
and probe pulses on atomic (a), molecular (b), and cluster (c) targets as illustrated in
Fig. 13.4. An XUV pulse acting as a pump produces inner-core-hole states localized
on individual atoms. The created core-hole vacancy will undergo rapid de-excitation
through several channels. Some of the relaxation channels can end up with a system
in an excited electronic configuration. The temporally delayed NIR pulse probes
the creation of these weakly bound states through further ionization by one or few
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Fig. 13.4 Illustration ofXUVpump—NIRprobe experiment to reveal ionization dynamics in atoms
(a), molecules (b), and clusters (c). Electron dynamics is triggered by the XUV pulse through the
absorption of single photons by individual atoms. Subsequently, a temporally delayed optical laser
pulse of moderate intensity ionizes weakly bound electrons and, thereby, probes the creation of
the excited states. The approach allows access to the dynamics of Auger decay cascades in atoms
(a) and molecules (b), as well as the disintegration dynamics of molecules (b) and clusters, (c) on
femtosecond and hundreds of femtosecond to picosecond time scales, respectively

photons. Therefore, looking for an increased yield of highly charged ions as a function
of the delay between XUV (pump) and optical (probe) pulses provides insight into
the relaxation dynamics of the system.

As afirst application of this technique, a relaxation process in xenon atoms [19, 45]
and iodine molecules [27] in the vicinity of 4d→ εf giant resonance is considered.
In the case of Xe the absorption of one ∼90 eV photon will preferably create a
vacancy in the 4d−1 inner-shell. This state will decay through a singleA1 or a cascade
of two A1+A2 Auger decay transitions resulting in Xe2+ and Xe3+ charge states.
Some of the populated Xe2+ states have an excited electron configuration and can be
ionized further byNIRpulses ofmoderate intensity throughmulti-photon absorption.
Figure13.4a illustrates this approach. The first step of Auger decay transition can
be traced by the NIR pulse through the ionization of Xe2+∗ intermediates and a
detection of the transient yield of Xe3+ ions. From the shape of the Xe3+ transient
profile, measured with sub-fs resolution at a HHG source, the life time of the 4d−1

core-hole has been extracted τA1 = 6.0 ± 0.7 fs [45].
In molecular iodine I2 the 4d−1 vacancy created by the XUV radiation in one

of the iodine atoms will also decay through subsequent A1 or A1+A2 Auger decay



330 M. Krikunova et al.

transitions. These transitions lead to the creation of doubly I2+2 and triply I3+2 charged
molecular states (see Fig. 13.4b for the single Auger decay case and [27] for more
details). In contrast to atoms, however, most of the molecular cationic states are
unstable and will fragment further via I+ + I+ and I2+ + I+ channels, respectively.
The fragmentation mechanism is well described by the Coulomb explosion of two
point charges from a certain inter-nuclear distance. This will lead to the appearance
of ionic fragments with a kinetic energy release (KER) characteristic for the partic-
ular fragmentation channel. Note that in the case shown in Fig. 13.4b the molecular
fragmentation via the I2∗2 → I+ − I+∗ channel is initiated by the XUV absorption
followed by a subsequent (A1) decay. This means, that the characteristic KER will
depend on the time of ionization by the probe pulse. Thus, using the KER as a
measure for the current inter-nuclear separation enables us to follow the molecular
explosion in the time domain with Ångström resolution [27].

The approach illustrated in Fig. 13.4 has also been used to access the dynamics
of the second Auger step A2 in Xe atoms [19, 45] and I2 molecules [27], which
proceeds on a time scale of several tens of fs. Moreover, in experiments performed at
FLASH, a signature of the creation of double core-hole states 4d−2 has been found,
demonstrating a nonlinear excitation of Xe atoms in an intense FEL-light field [19].

Ionization of large systems like (bio-)molecules and clusters by intense XUV
pulses leads to electron trapping and the build-up of a nanoplasma inside the extended
Coulomb potential. The system disintegrates due to the hydrodynamic pressure of
hot electrons aswell as Coulomb repulsion of uncompensated positive charge. Exten-
sive theoretical [5, 6] and steady-state experimental [8, 10, 11] studies provide evi-
dence for a crucial role of electron-ion recombination in the disintegration processes.
Experiments on Xe-core/Ar-shell clusters show that in spite of a much higher atomic
absorption cross-section of Xe with respect to Ar at 13.5nm excitation wavelength,
a very small number of Xe ions is detected [10]. On the other hand, fluorescence
emission studies performed on the same system at similar irradiation conditions
show that charge states up to at least 11+ are formed inside the Xe core [11]. Exper-
iments on methane (CH4) clusters, which represent an important system to model
the response of the most common constituents of bio-molecules (i.e. carbon and
hydrogen atoms) to the intense soft x-ray radiation, reveal a dominant presence of
recombination products like protonated methane (CH+

5 ) and higher adducts (CnH+
m ,

n≥2) [8]. Moreover, systematically higher maximum kinetic energies observed for
deuterons compared to protons show an isotope effect related to inertial confinement.
This indicates that heavier structurally important ions maintain their positions in the
sample while protons escape early, carrying excess energy and heat away from the
sample.

Recently a number of pump-probe studies have been undertaken to address the
dynamics of electron-ion recombination in clusters [12, 13] and large samples with
low-Z composition [46]. In experiments on Xe clusters, FEL pulses with 92 eV
photon energy are split in to pump and probe paths with an intensity ratio of 20% to
80%, respectively [12]. The ion charge state spectra show an increase for the average
charge of the ionic fragments with increasing delay, providing experimental access
to the nanoplasma relaxation dynamics on the subpicosecond time scale. The results
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are interpreted as a lowering of the cluster Coulomb potential during the expansion,
leading to a more efficient direct electron emission. Recent quasi-classical molecular
dynamics simulations motivated by this study also show that the reduced efficiency
of the electron-ion recombination contributes to the observed temporal evolution of
the average charge state [47].

XUV pump/XUV probe experiment at 6.8nm wavelength and an intensity
approaching 5× 1016 W/cm2 on individual sucrose particles directly demonstrates
that the sample fragmentation is heavily dominated by recombination effects [46].
In this study diffraction images were collected in coincidence with the ion spectra.
This combination of pump-probe ion spectroscopy and simultaneous CDI provides
control of important experimental parameters like irradiation intensity and sample
size distribution on single shot basis. The analysis focuses on the relative amount of
detected high and low charge states of carbon. Results show that sucrose particles
in the size range between 0.5 and 1 micron in diameter stay relatively intact for the
first 500 fs following the exposure to the pump pulse, and that significant sample
expansion happens between 0.5 and 2 ps after the initial exposure.

The one color XUV/XUV pump-probe scheme discussed above uses an intense
probe pulse relative to the pump pulse [12, 46]. Suppressed electron-ion recombi-
nation due to the expansion of the system is manifested by the shift of detected ion
distributions towards higher charge states. Another more direct possibility to access
the electron-ion recombination dynamics is the reionization of atoms in excited states
by a weak probe field as shown in Fig. 13.4c. In recent experiments on Xe, Ar, and
Xe-core/Ar-shell clusters ionized by the intense XUV pulses from an HHG source,
spectroscopic signatures for atoms in high-lying Rydberg states have been found
[13, 48]. The reionization of these loosely bound electrons by a weak optical laser
field leads to the production of very slow electrons providing a state-specific probe
for the electron-ion recombination dynamics [13, 48].

13.4 The Role of Ionization Dynamics for High Resolution
Imaging of Bio- and Bio-like Nanoparticles

An understanding of the interaction of high-intensity X-ray pulses with matter is
of fundamental importance for the structure-determination of bio-molecules where
ultra-fast radiation induced processes can be assumed to become increasingly impor-
tant with increasing intensity. At the extreme photon intensity required for single
particle CDI these processes inevitably lead to either a Coulomb explosion or to
a hydrodynamic expansion of the sample. The actual outcome depends on pulse
length, wavelength, and pulse intensity as well as the size, composition, and den-
sity of the sample. As a result, for high-resolution CDI to be possible, the sample
structure must remain sufficiently intact during the laser pulse. Simulations suggest
that CDI can be successfully used for single large molecules of biological origin if
radiation damage from the high X-ray dose is outrun by ultra-short exposures. In
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such cases interpretable diffraction patterns should be obtainable from molecules,
nano-crystals, virus particles and even living cells [2, 49]. Traditionally in imaging
applications (classical microscopy) the wavelength used must be of the order of the
requested resolution making X-rays suitable for high-resolution imaging. However,
at intensities required for high resolution imaging X-rays cause significant radiation
damage. To reach nanometer resolution on a cell a dose in excess of 100,000,000
Gray (1 Gy=1 J/kg) is required. Considering that 25,000 Gy is lethal to all known
organisms, 60–800 Gy kills most cells and 20Gy causes certain death in humans, no
cell can survive this type of imaging [50].

To improve on the general possibility of imaging bio-particles to high resolution,
highly invasive procedures are undertaken such as labeling, freezing or even slic-
ing the sample. As a consequence, all high-resolution information we have on cells
comes from dead cells. Femtosecond X-ray pulses are predicted to be able to outrun
key damage processes and deliver molecular-level snapshots of cells which are alive
at the time of image formation [2, 49]. Furthermore, it has been shown that cells in
aerosol droplets can survive the transport into the interaction zone of a CDI experi-
ment [50]. This means that the diffraction before destruction approach provides the
first opportunity to obtain high resolution data from complex bio-particles, such as
small living cells and the recently discovered giant viruses [51, 52].

Following the initial simulations [2] the diffraction before destruction approach
has been verified in subsequent experiments to high resolution for nano-crystals
[53–56] and to low resolution for single particles [50, 57, 58]. Serial nano-
crystallography has rapidly developed into a comparably mature technique. Initial
experiments were performed with the commissioning of the LCLS, the first X-ray
FEL in 2009 [53] and recently the first “molecular movie” of dynamics in Pho-
tosystem II was reported [59]. Furthermore it has been shown that damage in the
nanocrystals develops on atomic scale within a few 100 fs and that this damage
effectively causes a self-gating of the diffraction so that the main contribution to the
observed Bragg peaks comes from the unperturbed regions of the sample [54]. How-
ever, the self-gating effect is not as easily applicable to the analysis of diffraction
patterns from non-crystalline sample, since the incoherent addition to the diffraction
pattern from the damaged part of the sample is of the same order as the diffraction
signal from the unperturbed sample. As a consequence complementary techniques to
gain information about the onset of sample damage are being developed. Figure13.5
shows an experimental set-up used in recent femtosecond CDI studies [21]. Sec-
ondary diagnostic techniques like ion, electron, and plasma emission spectrometers
can be integrated into the interaction chamber and operated in coincidence with the
scattering detector. Such simultaneous experiments using complementary techniques
opens up the possibility of getting detailed information about the electronic transi-
tions happening in the sample during and shortly after the exposure to the imaging
pulse.

The very first results with sample fragmentation data recorded in coincidence
with a CDI experiment (combined ion spectra and CDI images) were reported in
2008 [60]. Since then methods are under continuous refinement [21, 46, 61]. The
most resent results from aerosolized nanoparticles show that at low intensities (so
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Fig. 13.5 Setup for a femtosecond CDI experiment with a secondary diagnostic. An Aerodynamic
lens aerosol injector is used to deliver the (bio-) nano-particles into the vacuum environment of the
experiment. In the interaction region the particle beam is overlapped with the X-ray beam. A fast
detector is read out after each FEL shot. The strength of the scattering signal depends on X-ray
power density, detector efficiency, particle size, and its location within the intensity profile of the
FEL beam. The distribution of electrons or ionic fragments is measured by the spectrometer, which
is operated in coincidence with the scattering detector. Adopted from [21]

called weak hits) the signal from the background gas outweighs the signal from
the target particle [21, 46]. This is despite the fact that the sample is expected to
be entirely ionized (at least one ionization per atom) under the given interaction
parameters [54]. This observation shows that the ions formed in the interaction largely
recombine before they can be extracted by the ion time-of-flight spectrometer and
that an understanding of the recombination process is critical to the interpretation
of the ion spectra. With increasing hit strength new dynamics allow highly charged
and/or highly energetic ions to escape the recombination processes present in the
expanding plasma [7, 46]. This observation of highly accelerated fragments from
biological sample are likely related to the observation of unexpectedly high charge
states at the highest intensities in cluster experiments discussed above [7].

Another important pointwhichmotivates the simultaneous operation of secondary
diagnostic techniques in CDI experiments is connected to the characterization of the
sample delivery methods. For efficient sample delivery an array of methods opti-
mized for different purposes has been developed. In cluster research commonly used
methods are supersonic expansion from the gas phase (rare gas and water clusters)



334 M. Krikunova et al.

[7, 8, 10] and magnetron sputtering (metal clusters) [62]. For single particle CDI
(cells, proteins, and viruses) it is critically important to minimize background
scattering from any sample delivery medium and methods for aerosol sample deliv-
ery have been developed [50, 57, 58]. In serial nano-crystallography the background
problem is less profound and samples can be delivered in liquid jets [63]. At present
cluster and aerosol sample delivery is associated with opposite problemswith respect
to sample density in the interaction region where the particle beam has to be over-
lapped with the femtosecond FEL pulse (and possible pump pulses). In cluster exper-
iments the main problem is to avoid multiple hits, and in general the cluster beam
has to be heavily skimmed to achieve the particle density required for single-shot
single-particle experiments. On the contrary, using aerosol sample delivery in bio-
particle CDI it is very demanding to generate the particle density in the interaction
region required to reach a sufficient hit-rate. Presently available techniques for aerosol
generation make this particularly difficult for small samples with a diameter below
approximately 100 nm. This situation indicates that it may be a fruitful approach to
combine cluster and aerosol sample delivery techniques to reliably reach a hit rates
in the range between 0.1 and 40% (depending on the focal spot size) for wide range
of sample types and sizes. Secondary diagnostics can be efficiently used to charac-
terize the injection process since the data obtained by e.g. an ion detector can be read
out and analyzed much more rapidly that the data from an imaging detector. This
means that secondary diagnostics have a great potential for on-line use in the task to
optimize sample delivery settings at high repetition-rate sources like the European
XFEL [21].

The methods for sample delivery (the random way in which the particles are hit
[7, 21]) contribute to the fact that parameter space for post-measurement data sorting
will become extremely large, in particular for particle beams with a distribution in
particle size and structure. Moreover, it will increase further in pump-probe exper-
iments since the position and orientation of the particle within both the pump and
probe volume will influence the measurement. In the following section we review
recently developed experimental concepts regarding the challenges associated with
processing of large data-sets sampling a multi-parameter space.

13.5 Automated and Unsupervised Identification
and Classification of Single-Shot Single-Particle
CDI Data

The ultimate goal to produce high-resolution 3D movies of proteins performing
actual biological functions will require enormous amounts of data to be stored and
analyzed. Thus the perspective of using single-shot single-particle experiments for
time-resolved studies of molecular dynamics (also in pump-probe experiments) is
intimately linked to the development of concepts for storage and processing of the
extremely large amount of accumulated experimental data.
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Current X-ray FEL facilities operate at repetition rates of 10–120Hz and, in the
future, the European XFEL is expected to produce up to 27,000 pulses per second.
Using a very rough estimate of 10 Mb of data generated for each saved shot, this
means that the maximum data rate could approach 1 Pb per hour with an imaging
detector capable of reading out data for each shot (although no such detector is
presently available). This kind of data rate is clearly out of scope of what can be
realistically treated in a foreseeable future. Nevertheless, since most shots will not
produce optimal hits (as discussed above), the high repetition rate is required to
produce the necessary amount of data but must be complemented by sophisticated
data reduction schemes to be implemented in several layers, both on- and off-line.
This requires a very rapid but also reliable analysis in order to ensure that the right
fraction of the data (the best hits) is saved.

To reduce the huge data stream automated data analysis methods are necessary.
The development of real-time frame rejection strategies based on ion time-of-flight
spectroscopy with subsequent data sorting according to several selection criteria is
introduced in [21]. It is suggested that the read-out (or buffering) of dark frames of
the X-ray scattering detector can be limited by the use of a secondary diagnostic tool
like an ion or electron time-of-flight spectrometer which can be operated at much
higher read-out rates than the imaging detector. In principle this kind of on-line hit-
finding can be performed also in the 200 ns interval between pulses at the European
XFEL but further research is needed to optimize this function [21].

As discussed above the particles hit by the FEL-beam will be transformed into
a highly excited non-equilibrium plasma state [2] with characteristics depending on
the nature of the hit. Therefore, it is possible that very selective data rejection and
sorting based on fast spectroscopy methods can be done already on-line as a support
for subsequent off-line analysis of the selected diffraction patterns. Once an on-line
selection of the most likely good hits is done a more detailed analysis of the saved
diffraction patterns can be undertaken. For the structure analysis of samples with
inhomogeneous size distribution a selection criteria based on particle size as well as
the possibility of sorting out multiple particle hits are crucial. In [21] a calculation of
the autocorrelation function, which represents the inverse Fourier transform of the
detected scattering image, is proposed as a selection method for sorting out single
particle hits.

Another important point for analysis of scattering images is the strength of the
diffraction signal. At high scattering angles this is generally weak (single photons
per pixel) and is superimposed on a low but continually fluctuating background
signal, originating from stray light from the beam line and electronic noise from
the detector. This necessitates the development of advanced methods for efficient,
automated and unsupervised sorting of diffraction data based on rapid image analysis.
A recently applied powerful approach which is able to classify CDI images from the
same particle at different orientations is based on spectral clustering [64]. Further
development of this approach demonstrates that diffraction data from single particle
hits on Carboxysomes can be “purified in silico” through automated analysis [58].
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13.6 Future Perspectives of AMO Science
at Novel Light Sources

The availability of free electron lasers provides a unique opportunity for studies of
interactions of intense X-ray light with matter on the fs time and nm size scales.
The parameters of the machine, pulse diagnostics techniques as well as synchro-
nization schemes to external lasers are under continuous further development. To
fully exploit unique characteristics of the FEL radiation for studies of ionization
dynamics of atoms, molecules and nano-particles, end-stations like CAMP [65] or
LDM [66] have been developed for user experiments. These instruments are designed
to accommodate different types of target preparation and delivery systems like atomic
and molecular beams, pure and doped droplets and clusters, nano-crystals, and bio-
particles. The electrons, ions and photons produced in the interaction between the
FEL pulse and the target are ideally analyzed by various spectrometers and imaging
detectors operated in coincidence mode. In particular, coincident detection of char-
acteristic charged fragments together with the diffraction patterns helps overcome
the problem of averaging over irradiation intensity and size distribution and allows
studies of spatially restricted nanoplasma under well-defined conditions [7]. The
very first reports of single-shot single-particle experiments combined with pump-
probe techniques have appeared [46]. Further development of this research area will
provide new insight into the evolution of the new excited states of matter created in
CDI experiments and help to develop control strategies to minimize the effects of
radiation damage.

High repetition rate X-ray FEL sources are ideal for the development of CDI
experiments aiming at 3D imaging of reproducible samples. Combining online and
offline data reduction and classification this can be done based on a large number of
diffraction patterns obtained from many identical copies of a reproducible sample
exposed in different orientations. Complementary to the present availability of X-ray
FELs, driven by km-long conventional electron accelerators, compact laser-driven
alternatives are under development. Single shot CDI has been performed using a
high power HHG source [67] and recent simulations indicate that both laser driven
FELs [68, 69] (based on wake field acceleration) and short pulse soft X-ray plasma
lasers [70] with sufficient pulse parameters are feasible. A variety of these state-of-
the-art laser driven sources are presently under development within the framework of
a new generation of high power laser facilities being built to operate as users facilities
(ELI Beamlines and ELI ALPS) [71]. At this point none of these sources are capable
of generating pulse parameters sufficient for high resolutionCDI ofweakly scattering
bio-samples. However, if the suitable pulse parameters can be obtained the relative
compactness of these sources would allow 3D information to be obtained also from
non-reproducible samples exposed simultaneously bymultiple sources frommultiple
directions. Simulations [49] indicate that using radiation in the water window, 3D
imaging with sub-nm resolution from non-reproducible samples, like living cells (or
the recently discovered giant viruses [51, 52]), may be possible using this type of
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multi-beam CDI. This would allow e.g. individual protein molecules and the DNA
structure to be resolved inside of living cells thus taking us a large step in the direction
of understanding the fundamental processes necessary to support independent life.
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Chapter 14
Probing Molecular Photoexcited
Dynamics by Soft X-Rays

Markus Gühr

Abstract This chapter presents a short introduction into probing photoexcited
dynamics of isolated molecules by ultrashort x-ray pulses. It describes the basic
concepts of electronic and nuclear dynamics in a molecule after optical excitation
and shows basic concepts like element and site specific probing associated with
x-rays. It discusses ultrafast x-ray sources for molecular spectroscopy and presents
some of the very first gas phase molecular dynamics results that this young field has
produced.

14.1 Introduction

We are currently in the second decade of ultrafast x-rays. Since 2000, ultrafast
x-ray sources have been operating at synchrotrons [1]. With the first light from
the free electron laser in Hamburg/Germany (FLASH) [2], the Linac coherent light
source in SLAC National Accelerator lab [3], and SACLA in Japan [4] the brilliance
of ultrafast extreme ultraviolet and x-ray sources has been increased by several orders
of magnitude [5]. This chapter outlines the new possibilities using the brilliant and
short soft x-ray pulses for probing the photodynamics of isolated molecules in the
gas phase. While many interesting applications are found in solution phase, the
photoexcited dynamics of isolated molecules offer a great chance for fundamental
understanding [6, 7] since the highest accuracy simulations can be performed for
these systems.

The key question in the molecule-light interaction is about the conversion of light
energy into other forms of energy. The light does not provide any information on how
its energy needs to get converted; different molecules however show very different
conversion pathways after excitation. While some transform a large fraction of the
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light energy into making different bonds resulting in a molecular geometry change,
others distribute the photon energy over many vibrational modes leading to heating
without bond change.

A few examples show the diversity of the molecular energy conversion after
interaction with light. Many molecules undergo a major structural change localized
around few bonds under light illumination [8]. Prominent examples are azobenzene
[9, 10], stilbene [11, 12], rhodopsin, which is important for vision [13, 14] and
in bacterial light harvesting [15, 16], and green fluorescent protein (GFP), used as
fluorescent marker in genetics [17]. A prominent class of molecules that does not
show any major structural change after photoexcitation is the nucleobases. Here,
light energy is not directed towards the large amplitude motion of one particular
molecular coordinate, but many molecular modes are “heated”. It is argued, that
the light-to-heat-conversion in nucleobases contributes to the photoprotection of our
genetic code, by avoiding ultraviolet induced dimerization of neighboring bases in
the DNA strand [18–20].

How does this efficient and selective usage of light energy emerge? The optical
light is absorbed by valence electrons which are delocalized and mediate chemi-
cal binding. Upon light absorption, the valence electrons change their shape and a
concerted motion of electrons and nuclei follows. In this complex dynamics on the
photoexcited state, some channels for energy conversion are preferred over others and
the fastest (accessible) process dominates the energy conversion [21–25]. Dictated
by the Einstein rate coefficients, radiative processes on photoexcited states typically
happen on the nanosecond time scale for ultraviolet to visible light. Much faster
and thus more efficient reaction channels are provided by radiationless processes
resulting from the coupling of nuclear and electronic motion in the photoexcited
state. Typical timescales for these processes lie in the ultrafast domain of pico- to
femtoseconds, requiring ultrafast tools for their observation.

The rest of this chapter will give and account on the use of ultrafast x-ray probes
to for photoexcited dynamics. The topic is approached for isolatedmolecules, having
the above mentioned advantage of very high level simulation capabilities. Moreover,
gas phase spectroscopy allows a wide variety of probe methods. Besides time and
energy resolved ion or electron spectroscopic methods, also coincidence methods for
charged particles (ions and electrons) can be used giving very detailed information on
the molecular state at the time of the probe interaction [26]. While demonstrating the
main statements in this chapter on a general level,more detail will be presented for the
case of nucleobases. These molecules have been studied by ultrafast optical methods
for a long time and a rich experimental and theoretical literature is evidence of the
interesting processes occurring in their photoexcited states. The nucleobases have
also been studied thoroughlywithmanyx-raymethods and in addition a time resolved
study on the photoexcited dynamics has been performed recently with ultrafast soft
x-rays at the LCLS [27].

The following section will describe some basics of potential energy surfaces
(PESs) and nonradiative processes that cannot be described using the Born-
Oppenheimer approximation (BOA) [28]. It is believed, that most optically excited
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polyatomic molecules posses geometries at which nonradiative processes become
determining in the energy conversion process [25, 29].

The third section of this chapter will introduce the concept of element and site
selective probing and chemical shifts observed in x-ray spectroscopy [30–33], which
can be used to address particular sites within the molecule. In the fourth section,
crucial parameters of ultrafast x-ray sources will be presented and their usability for
different x-ray spectroscopic methods discussed. The final section discusses the first
examples of ultrafast x-ray probe experiments on photoexcited molecular states with
an emphasis on the ultrafast x-ray Auger probing of nucleobase dynamics.

Ultrafast x-rays provide an important extension in the ultrafast toolbox due to
their element and site selective probe character. The core wave functions involved
in the x-ray probe transitions are extremely tightly bound which results in a high
the local sensitivity within a molecule [34]. While the purpose of this chapter is to
show how useful these new ultrafast x-ray probes can be and what promise they
show for the future, it is mandatory to say that the new methods stand on the shoul-
ders of giants. Ultrafast optical probe studies of light induced dynamics have been
extremely successful and it is impossible in this context to give an overview of the
most important works contributing to our understanding of photoexcited dynamics.
I would understand the new ultrafast x-ray probe methods in this context: they are
a valuable extension and maybe a crucial tool for many processes. Their real value
however will lie in the complementarity to the optical ultrafast methods.

14.2 Molecular Processes

The interaction of optical light withmolecules and the followingmolecular dynamics
is the topic of many excellent textbooks [35–38]. In the following, the light induced
dynamics is described, first using simple orbital arguments followed by a discus-
sion of adiabatic potential energy surfaces. We then turn to vibrational relaxation
and dynamics that cannot be described in the framework of the Born-Oppenheimer
approximation.

In the beginning of any optically excited molecular dynamics is the interaction
of valence electrons with light. The valence electrons are delocalized, that means
they keep the molecule together by screening the repulsive forces between the pos-
itively charged nuclei, which are only in part screened by the core electrons. The
absorption process results in a valence electron structure which is different from the
“equilibrated” electronic ground state. This in turn will change the forces between
the nuclei, resulting in nuclear dynamics. For the simple case of diatomic molecules,
the light induced changes in the nuclear structure can be read from the change in
equilibrium internuclear distance from ground to excited state. For Br2, the ground
state 1�g has a Re = 2.28 Å. The optical excitation promotes one electron from
a πu orbital with no node orthogonal to molecular axis to a σu orbital with nodes
[39, 40]. The reduced electron density in between the nuclei results in an expanded
excited state (3�u) with Re = 2.66Å
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π π
(a) (b) (c)

Fig. 14.1 Nuclear structure (a), second highest occupiedmolecular orbital (HOMO-1)π and lowest
unoccupied molecular orbital (LUMO) π* in (b) and (c) respectively. Ultraviolet radiation induces
the so called ππ* transition, in which one electron is promoted from the π into the π* orbital. Due
to the nodal structure of the orbitals, one expects an elongation of the C(5)–C(6) and C(4)–O(8)
bond as well as a contraction of the C(4)–C(5) bond after photoexcitation

For the case of thymine, the excitation scheme is displayed in Fig. 14.1. The
light accomplishes a so called π–π* excitation, promoting and electron from a π

orbital as shown in Fig. 14.1b into the π* orbital in Fig. 14.1c. The π orbital shows
high electron density in between atoms C(5)–C(6), and a node in the C(4) atom.
The newly populated π* orbital shows a node in between C(5)–C(6) as well as in
between C(4)–O(8) leading to reduced electron density triggering bond elongation.
On the C(4)–C(5) bond, the π* orbital increases the electron density leading to a
bond contraction in the excited state. These coordinates are said to be Frank-Condon
active, since they are directly coupled to the electronic change upon light excitation.
Calculation on a higher level confirm this simple picture [41, 42].

The light induced nuclearmotion is described in terms of potential energy surfaces
(PES) which are intimately connected to the Born-Oppenheimer approximation sim-
plifying the molecular Schrödinger equation. First, the eigenvalues of the electronic
part of the Hamiltonian are calculated for fixed nuclei. This can be done because
the light electrons can adapt instantaneously to any change in the slow motion of
the heavy nuclei. The electronic spectrum is repetitively calculated for many nuclear
geometries; connecting them leads to adiabatic PES. Based on these potentials, the
complete Hamiltonian is solved. During this step, the Born-Oppenheimer approxi-
mation [28] neglects coupling terms among different electronic states based on the
fact that they scale with the ratio of electronic over nuclear mass.

In order to simulate the nuclear dynamics following optical excitation, a nuclear
wavepacket is constructed by calculating the dipole matrix element of the ground
state with the excited PES. Once more, the electronic and nuclear wavefunction are
separated giving rise to an electronic transition dipole and a Franck-Condon matrix
element between the vibrational eigenstates of the electronic ground state and those of
the electronically excited state. For harmonic oscillator PES, the nuclear wavepacket
undergoes repetitive motion, with periodic recurrence in position and shape. An har-
monic oscillator in one nuclear dimension leads to wavepacket dephasing followed
by revivals of the wavepacket or of multiple copies at different positions [43–45]. For
molecules with more than two nuclei an additional phenomenon called intermole-
cular vibrational redistribution (IVR) occurs. The initially excited Franck-Condon
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active vibrational modes are anharmonically coupled to other vibrational modes. An
excellent introduction to IVR has been presented by Nesbitt and Field [46].

The Born-Oppenheimer approximation is often not sufficient to describe photoex-
cited molecular dynamics. As two PES come close, the separation of electron and
nuclear motion breaks down, which can be understood using an intuitive approach by
Herzberg [47]. The key argument allowing for separation of electronic and nuclear
degrees of freedom is that light and therefore fast electrons are adapting instanta-
neously to any changing geometry of the heavy and slow nuclei. In the quantum
world, the timescale of motion for any quantum object is given by the inverse of the
energy spacing (1/�E) of the eigenstates. Imagine just two electronic states being
involved. Their �E changes as a function nuclear geometry. In the most extreme
case, the nuclei can drive the quantum system to geometries where �E becomes
very small or even zero. The electrons move slowly at these nuclear geometries and
thus the electron-nuclear separation is not justified any more. A more formal deriva-
tion for example in [22, 28, 48] shows that the so called non-BOA coupling elements,
which are based on the nuclear momentum operator, couple different adiabatic elec-
tronic states. The non-BOA couplings scale by the inverse energy spacing of PESs,
which means that close lying adiabatic states are strongly coupled and wavepacket
population is nonradiatively transferred from one adiabatic state to another. The non-
radiative non-BOA transitions are fast, which means they are very efficient in driving
excited state populations into particular channels.

A special class of topological constructs in which two adiabatic surfaces are close
and even degenerate are the so called conical intersections (CIs). The PESs describe
the shape of a cone around a point of degeneracy between the adiabatic states, leading
to the nomenclature. TheCIswerefirst proposed byTeller in 1937 [49] and afterwards
mostly ignored as a kind of exotic topology. In the recent two decades however,
conical intersections are intensely studied for their role in photoexcited dynamics
[25, 29, 48, 50]. The dimensionality of a conical intersection is explained by Atchity
et al. [51]: In an M dimensional nuclear geometry space, two particular geometry
vectors g and h [50] span the CI and the point of degeneracy is a M-2 dimensional
subspace, with certain exceptions based on symmetry arguments. Thus, in most
molecules a “seam of conical intersections” [52] is lined up the nuclear geometry
space.

Conical intersections are relevant for the photoexcited dynamics of thymine, the
main example pursued in this contribution. Figure14.2 presents a sketch of the ultra-
violet excitation that initially populates the ππ* state. Population is funneled into
the lower lying nπ* and ground state through conical intersections as the nuclear
wave packet propagates. Directly after the photoexcitation, the planar relaxation
coordinates described in the context of in Fig. 14.1 drive the wavepacket out of the
Franck-Condon range. A ring folding coordinate gets activated which promotes the
molecular wavepacket close to the conical intersections. Several intersections are
predicted among the different states. The lowest energy intersections predicted by
Hudock et al. [41] and Szymcak et al. [42] are sketched in Fig. 14.2. The g and h
vectors for the intersection with nπ* from [42] are shown in Fig. 14.2b; they illus-
trate the complexity of these coordinates. While g has a dominant contribution from
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Fig. 14.2 a Reaction path from the Franck-Condon region to conical intersections with the ground
and nπ* states. A barrier along the relaxation coordinate is object of discussion in the literature. b g
and h vectors sketched by motion direction of certain atoms within the thymine molecule (reprinted
with permission from [42]. Copyright 2009 American Chemical Society). These two vectors span
the space for the conical intersection ππ*-nπ*

the Franck-Condon active C–O stretch, the h vector possesses a strong out of plane
component. The path from the Franck-Condon (FC) region to the conical intersec-
tions sketched here proceeds via an elongation of the C(5)–C(6) and C(4)–O(8)
bond. A barrier in between the FC region and the CIs is indicated in Fig. 14.2. This
barrier is currently matter of a debate and it is crucial for the molecular dynamics.
Hudock et al. [41] and Szymcak et al. [42] predict a barrier that slows down electronic
relaxation on theππ* state by trapping population in aminimum.According to these
simulations, the molecular population in the ππ* state needs several picoseconds to
arrive at the CIs sketched in Fig. 14.2. Other groups use similar methods but slightly
different basis sets and arrive at fundamentally different conclusions. Merchan et al.
[53], Perun et al. [54] as well as Asturiol et al. [55] argue that the relaxation out of
the π π* state occurs without any trapping of population behind a barrier, and thus
electronic relaxation is expected to happen on a ∼100 fs timescale.

14.2.1 Experimental Work on Molecular Dynamics
Outside the BOA Framework

Almost all ultrafast photoexcited dynamics measurements on molecules are done
with light in the visible and ultraviolet domain. For the pump pulse, it is necessary to
use this wavelength range if one wants to draw connections to molecular excitation
by sunlight. Since the pump-pulse is optical, it is relatively practical to also use
optical light for probing (sometimes the same color) which however is not necessary.
In fact, the probe pulse is observing the phenomenon and its spectral range can be
chosen according to whichever method is best suited.
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In the gas phase most ultrafast experiments on neutral photoexcited molecules are
performed by measuring ion yields or electron kinetic energy spectra as a function
of pump-probe time delay, with additional parameters such as angular distribution.
Multi-photon probing combinedwith ion counting have been among the first ultrafast
probes of photoexcited dynamics [56, 57] and the strongfield tunnelingpicture allows
certain conclusions about the shape of the ionized orbital [58, 59]. In the following
we concentrate on time resolved photoelectron spectroscopy, for which an excellent
introduction has been provided by Stolow and Neumark [60, 61]. Energy and time
resolved photoelectron spectroscopy is often able to distinguish ultrafast vibrational
and electronic dynamics, as shown by Stolow and coworkers [62, 63]. The analysis
of those spectra is based on the notion that ionization of a photoexcited neutral state
occurs most likely upon removal of one only electron. If several cationic states are
energetically accessible by the probe pulse, photoelectronswill reflect predominantly
a transition to the ionic state requiring only removal of one electron.

In order to separate electronic from nuclear relaxation it is however necessary
that: (1) the change in photoelectron energy due to competing vibrational relaxation
does not infer with the change in photoelectron energy from the nonadiabatic transi-
tion and (2) the probe pulse needs to have a photon energy high enough to ionize the
molecule despite vibrational and electronic relaxation [64]. As themolecular dynam-
ics distributes energy into several nuclear degrees of freedom and at the same time
also other electronic states, an optical photon is not energetic enough for many mole-
cules to provide ionization. The general decay on the photoelectron signal is then not
sufficient any more to distinguish vibrational and electronic relaxation. Barbatti and
Ullrich recently elaborated on these aspects of optical time resolved photoelectron
spectroscopy for the case of the nucleobase adenine [65].

For the example of the nucleobase thymine, past experiments are not interpreted
in a coherent way, mostly due to the ambiguity between electronic and vibrational
relaxation. Several experimental studies in liquids and isolated molecules confirm
that the excited state dynamics occurs in the sub-picosecond and picosecond regime
[19]. The isolated studies are best suited to be compared to the single molecule
ab-initio theory discussed above. Time resolved ion yield experiments in the gas
phase show a very short sub 100 fs decay constant followed by additional 5–7ps
decay [66–68]. The short decay has been interpreted by some authors as ultrafast
electronic relaxation from theππ* state to the electronic ground state [67]. However,
the fast initial dynamics can also be attributed to ultrafast nuclear relaxation as done in
photoemission experiments [69]. The500 fs time constant found therewas interpreted
to display nuclear dynamics followed by population trapping in the ππ* minimum
[41]. As described above, the simulations are divided into two different classes: one
set is predicting the ultrafast electronic relaxation into the electronic ground state
on a few 100 fs [53–55] not slowed down by a reaction barrier. The other class
is predicting a reaction barrier, slowing down nonadiabatic electronic relaxation
favoring the interpretation of fast decays as nuclear relaxation [41, 42]. Combining
the experimental and theoretical studies in thymine, an ‘ideal’ experiment needs to
be able to distinguish nuclear relaxation on theππ* state from electronic relaxation.
In the latter case it should also be able to distinguish nonadiabatic transitions to the
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nπ* state from those to the electronic ground state. Given the essential theoretical
disagreement about the reaction barrier and the experimental dispute about analysis
and interpretation of transients, it will be advantageous to measure the photoexcited
dynamics with a drastically different method. We will describe such an attempt in
the last section of this contribution. We choose ultrafast x-rays as probes of the
molecular dynamics and we will therefore introduce basic concepts and advantages
of molecular x-ray spectroscopy below.

14.3 Probing Molecular Electronic Structure by Soft X-Rays

Probing in the photoexcited states by ionization in the optical and vacuum ultravio-
let range uses exclusively the mostly delocalized valence electrons. In the extreme
ultraviolet (EUV, 30–280eV) and soft and hard x-ray spectral domain however,
light can couple to localized core electrons of distinct elements inside the molecule.
Figure14.3 shows the binding energies of important elements in the EUV and SXR
region. As can be immediately seen, these energies are very distinct, which allows
to individually address those elements by interaction with light. In the extreme ultra-
violet, the M edges of the 3d transition metals provide element sensitivity. In the
soft x-ray range, the K edges of oxygen, nitrogen and carbon as well as the L edges
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Fig. 14.3 Elemental edges in the extreme ultraviolet and soft x-ray spectral regions. The M edges
of the 3d transition metals are due to 3p transitions, the K edges due to 1s absorption and the L
edges due to 2s and 2p absorption.
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Fig. 14.4 Orbitals of the nucleobase thymine calculated using GAMESS and the 6–311 basis
set. The right hand column shows isosurfaces of selected orbitals. On the upper part, three selected
valence orbitals are shown. Theπ* andπ orbitals are mostly delocalized over the molecule whereas
the lone pair n orbital consists of p like lobes at the two oxygen atoms. In the lower part of the
picture, three representative 1s orbitals of carbon nitrogen and oxygen are shown with their binding
energies. The core hole wavefunctions are extremely well localized at the respective atoms. The
left hand column shows 2d representations of the orbitals. It is obtained by cutting through it in a
plane parallel to the ring plane and taking the absolute

of 3d transition metals provide this element contrast due to the element specific
energy of core levels. An overview of different core level binding energies is given
in [30, 31, 70, 71].

The electronic wavefunctions of core electrons are extremely well localized in
contrast to the valence wave functions that are in general delocalized over large parts
of the molecule. Figure14.4 shows two-dimensional cuts of some C, N, and O 1s
orbitals of the thymine molecule together with some typical valence orbitals. The
enormous difference in localization properties shows that any transition (or quantum
mechanical matrix element) involving core electrons is necessarily very confined in
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Fig. 14.5 Different schemes to probe transient electronic structure by x-ray interactions, exem-
plified on the important orbitals of thymine. The ultraviolet excitation pulse transfers population
from the electronic ground state to the ππ* state. In near edge x-ray absorption fine structure
(NEXAFS) spectroscopy, one probes the valence occupation by resonant absorption from the core
levels. In x-ray emission spectroscopy, the core electron is promoted above the ionization limit and
the emitted photons from valence electrons filling the core hole are spectrally resolved. In the soft
x-ray region, photoemission is small; instead the Auger emission sketched in the third field is the
prominent process. In this technique, the kinetic energy of the Auger electrons is analyzed. In x-ray
photoelectron emission (XPS) one directly analyzes the kinetic energy of the emitted core electron

space. In the x-ray community this aspect is termed local sensitivity. Moreover, we
will show below in the section on photoelectron spectroscopy that the core bind-
ing energies of an element depend on the nearest environment of binding partners.
Although chemical shift is only fraction of an eV up to a few eV as compared tomany
10 and 100eV element shift, it is visible in spectra and can be used in time resolved
studies. Generally the term site selectivity is reserved for this phenomenon. In the
following we will discuss the element and site selectivity of x-ray absorption, x-ray
photoemission, Auger electron emission and x-ray photoelectron spectroscopy. An
excellent overview of different techniques for gas phase targets is given in [72, 73].
A graphical overview of the different techniques is shown in Fig. 14.5.

14.3.1 X-Ray Absorption

The progress in x-ray absorption spectroscopy until 1992 is documented in J. Stöhr’s
monograph [74]. The interpretation of near edge x-ray absorption fine structure
(NEXAFS) spectra in the soft x-ray domainwas systematically elaborated from small
molecules [72, 73], to small molecules on surfaces [74, 75] and complex systems in
solution [76, 77]. The interaction of light with a quantum system during absorption is
described by the matrix element 〈φi |μ| φf〉, where φi,f are the initial and final states
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of the system and μ is the dipole operator. The initial state usually has completely
filled shells up to the valence levels; the final state is described as a core hole and an
additional electron in a valence or continuum state accompanied by some restructur-
ing of valence electron due to electron correlation. The one electron approximation
used from now on neglects the coupling among the electrons, which simplifies the
description. Within the one electron approximation, the initial state of the absorption
process can be represented by a core electron orbital. The final state in absorption
spectroscopy is an unoccupied or partially occupied valence or a continuum orbital.
Within the linear combination of atomic orbital (LCAO) approximation, the transi-
tion strength between core electron and unoccupied molecular valence states is then
proportional to the atomic orbital coefficient at the core hole site of the respective
molecular orbital [34, 74, 78]. Thus, one probes a highly local electronic property
of valence electronic states. This picture can be helpful thinking about the applica-
tions of NEXAFS spectroscopy for photoexcited molecular dynamics. As pointed
out in the previous section, the electronic character of photoexcited states undergoes
transient changes. In the case of thymine, theπ π* decays into an nπ* state upon elec-
tronic relaxation. Thereby the occupation changes from (π1n2 π*1) to (π2n1 π*1).
Referring to Fig. 14.4, the transition between one of the oxygen 1s electrons and the
highly localized n orbital is must be very strong. The absorption 1s-n is not possible
in the ground and ππ* states since the n orbital is completely filled; it becomes
allowed with the nonadiabatic transition to the nπ* state, offering a great chance
for the direct detection of the non-BOA transition. It is worth mentioning that any
molecule containing lone pair orbitals n among the highest occupied or lowest unoc-
cupied orbitals provides highly localized valence orbitals. The processes involving
the lone pair orbitals do not necessarily need to be restricted to the photorelaxation of a
singlemolecule like in the nucleobase. For instance, the [2+2] photocycloaddition of
carbonyl compounds, which is a bond formation, proceeds via an nπ* photoexcited
state.

We demonstrate the content of NEXAFS spectra for thymine, discussing data
from Plekan et al. [79] in Fig. 14.6. One identifies the sharp transitions to unoccupied
molecular orbitals, which are ofπ* character. At the oxygen absorption edge, the two
different oxygen sites O(7) and O(8) lead to a splitting of the lowest energy feature.
The corresponding transitions involve two different π* orbitals, π6* corresponds to
the orbital shown in Fig. 14.1c. As mentioned in the introduction to this section, we
can clearly distinguish the O(7) and O(8) sites with ∼1eV splitting. In contrast, the
two lowest energy features in the nitrogen K absorption spectrum of thymine are
not easily separated in terms of the two nitrogen atoms N(1) and N(3). The lines
from 401 to 403eV photon energy are mostly of mixed nature. At the carbon K edge
however, the two lowest lines are due to a specific carbon atoms, the higher lying
lines are of mixed character [79]. Towards higher energies, transitions between core
electrons and molecular Rydberg states are excited and finally above the ionization
limit an unstructured and very broad feature sets in. This feature is called multiple
scattering or σ* resonance. It originates from the multiple electron scattering in the
molecular potential made up by Coulomb forces and centrifugal barriers for states
with high angular momentum [80–84].
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Fig. 14.6 Near edge x-ray absorption fine structure (NEXAFS) spectra of thymine at the oxygen
(top), nitrogen (middle) and carbon (bottom) edges (reproduced by digitizing data from [79]).
The labeled peaks correspond to transitions from ground state molecules to a state with a 1s core
electron missing and an electron created in an initially unoccupied valence orbital. The orbital π6*
corresponds to the orbital shown in Fig. 14.1c, π7* is not shown here but can be found in [79]. At
the oxygen and carbon edges one identifies peaks that correspond to core hole creation at particular
sites, for instance O(7) or O(8)

14.3.2 X-Ray Emission

X-ray (photo)emission spectroscopy (XES) can be described by the same matrix
element as absorption; however the initial state is an occupied valence orbital the
final state is a core orbital. Thus, XES possesses the same element and site selectivity
as NEXAFS, with the big difference that XES monitors occupied orbitals, which
makes the two methods ideally complementary. In the soft x-ray region, the decay of
core ionized states via XES is in fierce competition with radiationless Auger decay.
The time needed for an Auger decay into 1s states is typically in the domain of a
few femtoseconds [85]. The photoemission time is governed by the Einstein rate
coefficient for spontaneous decay, which is much slower than the Auger decay in
the SXR range. Thus the relative yield of photoemission compared to Auger decay
is low [85]. With increasing XES photon energy, the Einstein rate coefficient for
spontaneous emission increases, leading to a much higher fluorescence yield in the
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hard x-ray domain [86]. The low SXR yield, together with low apparatus efficiency
due to limited angular acceptance of grazing incidence gratings [87], make XES
applications for dilute systems very challenging. For small molecules, this problem
can be easily be compensated using high pressures, as demonstrated for N2 [88], O2
[89], CO [90], and CO2 [91]. Here, XES spectra are to first order attributed to certain
molecular orbitals. For more complex molecules like transition metal complexes,
multiplet effects need to be taken into account [92]. For nucleobases, the only XES
spectra documented were obtained from solid samples at the nitrogen edge [93].

To use the soft x-ray emission technique for time resolved measurements on
diluted isolated molecules, sources will have to provide much more average flux.
Boosting single pulse energy will only lead to non-useful sequential molecular ion-
ization. Instead, the repetition ratewill have to be increased, which is exactlymatched
in the strategy for future FEL x-ray sources.

14.3.3 Auger Electron Emission and Fragmentation

The matrix element for Auger emission is much more complex compared to the
dipole matrix element. The Auger decay of a core hole is described by a two electron
operator 1/r12 , whose eigenvalue reflects the inverse distance of two electrons. The
Auger matrix element can be simplified to 〈φk φl |1/r12| φcore φcont〉, where φk φl are
the two valence electron orbitals that fill the core hole and emit the Auger electron,
φcore is the initially ionized core orbital and φcont is the continuum orbital that is
filled by the Auger electron [94, 95]. In summing over the different valence channels
kl, the spin multiplicity needs to be taken into account properly [94]. If we neglect
the electron interaction, the kinetic energy Ekin of an Auger electron is given as
Ecore −Ek −El, where Ecore,k,l are the binding energies of the core and two valence
electrons. It is important to note here, that the photon energy does not influence the
Auger kinetic energy, as long as complete core hole ionization into the continuum
occurs. This makes this technique very attractive for FEL sources based on self
amplified spontaneous emission (SASE). For those FELs, lasing starts from noise,
which results in a large spectral shot-to-shot fluctuation [96].

The x-ray typical element selectivity and local sensitivity still holds, even for the
more complex Auger decay. Since the core hole energy differs strongly depending
on the element, the Auger decay energies from different elements within a molecule
are separable (seeModdeman et al. [97] for element selected Auger spectra CO, NO,
H2O, and CO2). The local sensitivity comes from the fact that the very narrow core
orbital φcore is included in the spatial integral of the matrix element. Early Auger
spectroscopy on small di-and triatomic molecules [94, 98, 99] demonstrated that the
Auger spectrum amplitude can be constructed reasonably enough by just tracking the
atomic orbital coefficients at the core hole site of the LCAO constructed molecular
orbitals φk φl. The molecular Auger spectra of 2p elements like carbon, nitrogen and
oxygen separate into three different energy ranges. Figure14.7 shows the oxygen
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Fig. 14.7 Auger spectra of
thymine in the electronic
ground state. The black
spectrum was measured at a
synchrotron (advanced light
source beamline 8), the grey
spectrum at the free electron
laser (Linac coherent light
source)
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Auger spectrum of thymine. The highest kinetic energies around 500eV result from
Auger decay involving mostly two 2p valence orbitals, since those have the lowest
binding energy. The group of Auger decay around 475eV is due to valance orbitals
of mixed character, one 2s and another 2p. The third and lowest kinetic energy group
hardly visible from 450 to 460eV is due to decays involving two 2s orbitals.

All of the Auger lines are lifetime broadened and identifying one particular chan-
nel or a particular decay site among equal elements is often impossible. Auger decay
spectra measured and simulated by Storchi et al. on pyrimidine [100] (which is
essentially the ring of without the methyl group and the oxygen atoms) exemplify
this point. Figures14.2 and 14.3 in [100] show Auger spectra due to nitrogen 1s core
hole decay and carbon 1s core hole decay respectively. The kinetic energies of the
different core hole Auger decays are verywell separated by about 100eV. The spectra
consist of many lines, calculated here on the algebraic diagrammatic construction
(ADC(2)) level [101, 102] and the isolation of one particular nitrogen or carbon core
hole decay from the experimental spectrum is practically impossible.

The involvement of valence orbitals φk φl in the Auger decay makes Auger spec-
troscopy interesting for time resolved spectroscopy on photoexcitedmolecular states.
Electronic relaxation changes the valence orbital occupation, SXR core hole ioniza-
tion followed by Auger decay offers an observation opportunity for this process.
Together with the element selectivity and local sensitivity, Auger decays at different
core hole sites predominantly probe different orbitals. For the example of thymine
in Fig. 14.4 it is obvious that the Auger decay of oxygen 1s vacancies predominantly
probes the oxygen lone pair type orbitals. The C and N core hole decays do not
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involve these lone pair but more likely to the π orbitals, which are delocalized over
the ring. An important consideration for time resolved experiments is the fact that
the Auger decay takes some time itself. For most practical experiments however, the
few femtosecond time constant is short compared to the molecular dynamics.

The Auger decay into dicationic states with two valence electrons missing leads
mostly to molecular fragmentation. This can be understood in an orbital picture
in which initially binding orbitals become depleted by the Auger decay. Resonant
excitation of small molecules into unoccupied molecular orbitals can lead to frag-
mentation at a particular site [103]. For thymine, fragmentation was induced by C
ionization at different sites [104]. The larger molecules like thymine have a high
density of dicationic states, all of which are occupied according to the Auger decay
matrix element. This manifold of states mix strongly along the fragmentation path
and it turns out that most fragment yields do not depend on the core hole site [104,
105]. Nevertheless, some thymine fragments show an interesting behavior on the
core hole site. For instance, the creation of CO+ fragments is correlated to the core
hole on C(2) and C(4), which are the C atoms connected to the two oxygen atoms
in the molecule. For C(5) and C(6) core hole excitation, a strong site specific decay
into HNCOH+ and C4H4ON+ was observed. Itälä et al. associate this decay to the
participation of theπ orbital (shown in Fig. 14.1b) in the Auger decay as theπ orbital
has a high amplitude at the C(5) and C(6) positions. The final states with π popula-
tion missing after the Auger decay are very low in energy. Thus, they can only lead
to fragmentation into the most stable fragments, which happen to be the HNCOH+
and C4H4ON+ fragments.

14.3.4 X-Ray Photoelectron Spectroscopy

X-ray photoelectron spectroscopy is one of the most advanced methods of all x-ray
probes in the gas phase as well as in liquid or solid state [106]. Like in absorption
spectroscopy described above, the dipole matrix element induces a transition, here
between the core electron and a continuum state. The continuum electron possesses
kinetic energy, leaving behind a molecule with a core hole. For different elements,
core binding energies are very distinct. For one and the same element occurring on
different sites within the molecule the photoelectron spectrum shows site splitting on
the sub eV to eV scale as well as vibrational features on the meV scale. The binding
energy depends on the environment of the core hole site. The valence electrons
located close to the core site screen the nuclear potential leading to a lower binding
energy.Reduced valence density results in less screening and higher binding energies.
The resulting sensitivity on the chemical environment has been called chemical shift
and gave rise to the ESCA (electron spectroscopy for chemical analysis) technique
invented by Siegbahn [32]. A compilation of typical site specific molecular spectra
can be found in the compilation by Jolly, Bomben, and Eyermann [107].
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The local chemical environment depends on the exact nuclear geometry and the
electronic structure that goes with it. Reduced concepts like electronegativity, partial
atomic charge and polarizability are used to express the chemical sensitivity of core
hole binding energies [108]. Site effects in the carbon photoelectron spectrum of
thymine [79, 104, 109] again exemplify the electronegativity arguments. The elec-
tronegativity of atoms is increasing from carbon over nitrogen to oxygen. The C(2)
atom, surrounded by two N and one O atoms, shows the lowest kinetic energy of all
[79, 109] (note: [109] uses the standard nomenclature as in Fig. 14.1a whereas [79]
uses a different one). Atom C(4) shows a slightly lower electronegative environment
with one N and one O atom, thus its kinetic energy is higher compared to C(2) but
lower compared to C(6) with one nitrogen as closest binding partner, and C(5) and
C(9) being bound only to C or H atoms. The overall difference between C(2) and
C(5), C(9) kinetic energies (binding energies) is about 5eV. The two nitrogen and
oxygen atoms show negligible chemical shifts that are not resolved in the x-ray pho-
toelectron spectra. The same concept also applies to the interpretation of the site shift
observable in the C1s to π* resonances in the NEXAFS spectrum in Fig. 14.6.

The concept of electronegativity is only a first approximation to local electron
density due to binding. Detailed calculations become necessary for quantitative
statements and comparisons between different nucleobases [109]. Since the elec-
tronic structure is changing as a result of optical light absorption (for example in
form of the π π* excitation sketched in Fig. 14.1), the photoelectron spectrum will
change. Moreover, electronic and nuclear relaxation will both change the photoelec-
tron energies and also their amplitudes. Currently however, free electron lasers are
only starting to become a useful tool for x-ray photoelectron spectroscopy in the C,
N and O 1s region. Typical spectral width and shot-to-shot jitter instabilities spoil
the spectral characteristics needed for this type of spectroscopy. New schemes like
self seeding are on the horizon and might radically change the prospects for ultrafast
soft and hard x-ray photoelectron spectroscopy for photoexcited molecular states
[110, 111].

14.4 Sources for Ultrafast X-Ray Spectroscopy

Table14.1 shows a systematic comparison of different short pulse x-ray sources.
It is important to note here, that the usefulness of a particular source depends on
the scientific question to be addressed, the experimental method to be implemented,
the availability of beamtime, and the complexity of its operation. In general, there
is no best source for all experimental schemes and circumstances. Parameters not
included in the table like brilliance, longitudinal and transversal coherence as well
as bandwidth might be crucial in the selection of the light source. We have chosen
to include high harmonic generation and plasma emission in this scheme, although
their optimal spectral range is not in the soft x-ray domain, but rather in the extreme
ultraviolet for the case of harmonics and the hard x-ray (HXR) for the laser driven
plasma sources.
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Table 14.1 Parameters for different sources in the extreme ultraviolet and x-ray range

HHG Laser driven
plasma

Synchrotron FEL

Photon energy Typically 20–
100eV—recently
up to 1.5keV at
reduced flux
[112]

Kα lines and
bremsstrahlung of
metals in hard
x-ray region

Throughout EUV,
SXR, HXR range

Throughout EUV,
SXR, HXR at
different facilities

Pulse duration ∼0.1 fs to some
10 fs

>100 fs 100 fs for slicing,
1ps for special
mode, 100ps
normal

Few femtosecond
to few 100 fs

Flux (photons/s) ∼1012 @ 1kHz 1010 @ 1kHz into
full solid angle

104–106 in
slicing at 1kHz,
109 for
picoseconds
pulses @ MHz
[113],
>1013 for 100ps
@ MHz

About 1012 per
pulse at repetition
rates determined
by the facility

Strong field laser based harmonic sources started in the late 80’s to early 90’s
[114–117]. Their temporal structure, interpreted as a train of attosecond pulses
resulting from electron ionization and recollision [118–122], made them suitable
for attosecond physics in the extreme ultraviolet domain from about 20–100eV
[123, 124]. New developments in mid-infrared laser sources have led to higher pho-
ton energies reaching up to 1.5keV [112], however at reduced flux due to the 20Hz
repetition rate of the drive laser.

Laser driven plasma [125–127] sources are based on strong field ionization and
plasma generation on a metal target. The laser accelerates electrons from a metal
target and accelerates them back into the target, thereby creating incoherent emission
of characteristic recombination lines as well as a bremsstrahlung continuum. The
pulse duration is given by the travel time of the electrons through the metal target,
which can be as short as 100 fs [128]. Those sources typically create 1010 photons/sec
into the full spatial angle. The usable portion is given by the sample size or the
collection efficiency of hard x-ray optics [129].

Slicing beamlines at synchrotron sources were pioneered in the beginning of
the new century at the Advanced Light Source in Berkeley [1, 130]. Now, those
beamlines are available in the soft and hard x-ray range at a few synchrotrons
around the world achieving∼100 fs time accuracy with an integrated flux of 104–106

photons/sec [131–133]. At slicing beamlines, an optical laser is used for energymod-
ulation of the synchrotron energy bunches. The modulated part consecutively emits
femtosecond pulses during the interaction with bending magnets, wigglers or undu-
lators. The optical laser, which has been used for the electron energy modulation,
can be used as a perfectly synchronized sample excitation pulse. Without slicing,
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synchrotrons typically deliver 100ps time resolution, which can be further shortened
into the picoseconds range [113, 134, 135]. For all laser pump-synchrotron probe
experiments, the laser oscillator has to be feedback locked to the radio frequency
clock of the synchrotron, as demonstrated for example in [136, 137].

Free electron laser (FEL) sources are now the brightest short pulse EUV and
x-ray sources. Historically, the free electron laser in Hamburg-FLASH [2] in
Germany was the first FEL in the EUV and soft x-ray domain. The Linac coher-
ent light source (LCLS) [3] at SLAC/USA pushed the spectral range of FELs further
into the soft and hard x-ray domains in 2009. The SPring-8 Angstrom Compact free
electron Laser (SACLA) [4], which turned on at Riken-Harima/Japan in 2011 is cur-
rently the latest SXR/HXRFEL. Due to the high flux of 1012 photons/pulse at 120Hz
repetition rate for the example of LCLS, the FELs provide an enormous flexibility
for different types of spectroscopy. All three sources mentioned above were designed
unseeded, resulting in large pulse to pulse fluctuations in of pulse power and pulse
spectrum. In the hard x-ray range, a self seeding scheme was recently accomplished
at the LCLS [110]. The resulting pulses have 1/40–1/50 compared to the SASE band-
width and are much closer to the Fourier transform limit [110]. Similar schemes are
planned for narrowing and stabilizing the pulse spectra in the soft x-ray range [111].
The first operational seeded FEL is FERMI in Italy [138] and recent progress by
direct seeding with EUV light was demonstrated at FLASH [139].

For seeded FELs, timing to optical excitation lasers is straightforward, since the
seeding laser infrastructure can also be used for sample excitation. At unseeded FEL
sources delay accuracy between optical excitation and x-ray probe pulses can be
improved by additional setups which determine the delay between the two pulses on
a shot to shot basis. There are two fundamentally different methods to determine the
excitation—x-ray delay. The first scheme uses the fact that the optical reflectivity
of a solid sample is changed if pumped by a sufficiently strong x-ray pump pulse.
The physical effect was demonstrated at FLASH, and authors pointed out that a sin-
gle shot tool could be built by spatially resolving the reflectivity for a non-collinear
geometry of x-ray and optical probe pulse [140]. A single shot monitor based on
spatial encoding was later used at LCLS [141, 142]. Higher accuracy monitors were
later realized using spectral encoding by a chirped (that means temporally extended
by a spectral phase) continuum and provide down to 10 fs timing accuracy [143–145].
A second scheme is based on strong field interactions with x-ray emitted electrons.
When a gas phase target is x-ray ionized in the presence of a strong infrared laser
field, the laser field modulates the electron kinetic energy if the pulses overlap in time
[146–149]. If the few femtosecond period of the optical laser is further increased to
several 100 fs by THz pulse generation, a single shot delay monitor can be accom-
plished since the electron kinetic energymodulation reflects the THz vector potential
strength at the time of x-ray photoemission [150]. This scheme has recently been
used to even determine the temporal profile of the x-ray pulses [151, 152].
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14.5 Ultrafast X-Ray Probing of Photoexcited
Molecular Dynamics

Wenow start with the discussion of ultrafast optical pump—x-ray probe experiments.
The field of ultrafast x-raymolecular spectroscopywith gas phasemolecules has been
really opened by x-ray FELs due to the high flux needed in these experiments. The
sources are young thus there are currently very few experiments.

Cryan et al. [153] had performed the first optical- pump- x-ray probe experiment at
the LCLS. They used a nonresonant infrared laser pulse to align nitrogen molecules
before core-ionizing them with a soft x-ray pulse. In the experiment, alignment
provided means to measure angular distributions of electrons in the molecular frame.
The intense and short (<5 fs) soft x-ray pulse created two core hole vacancies in the
molecule [154–156]. This process can occur on a single atom within the molecule
(single site double core hole, ssDCH) or on two different atoms (double site double
core hole, dsDCH). Cryan et al. succeeded to identify the signature of the ssDCH in
the high kinetic energy part of the Auger spectrum and measured the Auger electron
angular dependence by varying the angle between the molecular alignment and the
soft x-ray polarization.

Molecular dynamics on a UV excited molecular state was probed using soft x-ray
induced fragmentation by Petrović et al. [157]. Compared to the well established
technique of infrared strong field Coulomb explosion, the x-ray induced fragmenta-
tion bears several advantages. In the strong infrared field with field strength sufficient
needed to ionize, other effects like alignment, bond softening, above threshold ion-
ization, and intermediate multi-photon resonances can alter the ionization yield and
kinetic energy. All these effects are negligible for soft x-ray core ionization creating
two valence holes via Auger decay. The UV pump pulse triggered a ring opening
reaction from cyclohexadiene to hexatriene via nonadiabatic excited state dynamics.
Increasing time delay between the UV and soft x-ray pulse resulted in an increased
H+ emission. Further steady state spectroscopy on the pure compounds confirmed
that the photoproduct hexatriene leads to higher proton production after soft x-ray
ionization compared to cyclohexadiene.

For the case of thymine, the lifetime of the ππ* state is a matter of debate. As
discussed in the second section of this chapter on molecular dynamics, two different
theoretical approaches predict differentπ π* state lifetimes based on the involvement
or absence of a reaction barrier. The current ultrafast optical experiments all show
very similar time constants, however they can be interpreted by both competing
models. This is clearly a good motivation to investigate the molecular excited state
dynamics with a fundamentally different probe, as the element selective and locally
sensitive x-rays provide.

The experiment discussed in the following was performed at the LCLS by
the “LCLS nucleobase collaboration” [27, 158] at the so called AMO instrument
[159]. Thymine was evaporated at 150 ◦C and transported into the interaction region
using a hollow capillary oven [160]. An ultraviolet pulse excited thymine from the
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electronic ground state to itsππ* state. The time-delayed soft x-ray pulse had a pho-
ton energy above the oxygen K edge and photoionized the molecule. The oxygen 1s
Auger spectrum was energy resolved using a 2m long magnetic bottle spectrometer
[161, 162], a spectrum was saved for every shot. In addition, the time jitter between
UV pump and soft x-ray probe pulse was determined by x-ray induced changes in the
optical reflectivity for every shot [141] as described in the preceding section. This
allowed for resorting of all single shot spectra with jitter accuracy around 70–100 fs.
More technical details of the experiment are described in [27].

Figure14.8 shows the experimental data of the UV pump-x-ray probe scan over a
range from−0.5 to 20ps delay. It isworthmentioning that the timepoints inFig. 14.8a
are not equidistant; for small delays we have a time binning of 70 fs, the largest delays
have a relative separation of 15ps. It is however obvious, that most change occurs
in the picosecond after the zero delay. The subtraction of unexcited spectra from
UV excited spectra reveals the change between the unexcited and excited molecule,
therefore we plot difference spectra of UV excited minus unexcited samples in part a.
Blue colors indicate a UV induced decrease of Auger electron yield and the specific
kinetic energy and delay, red indicates a UV induced increase of the Auger yield.
The signal at negative times before zero delay has a large error due to reduced data
acquisition times, which results in random color fluctuations. The first systematic
signal occurs right after zero delay at positive times. One can clearly identify a
signal decrease in kinetic energy region number II (around 500eV kinetic energy)
that lasts for the full measurement interval. In region number I (around 507eV kinetic
energy), we identify a short lived positive feature, which can be analyzed better in
the integrated signals plotted as a function of delay in c. The fit to the integral of

Fig. 14.8 a Difference Auger spectra with and without UV excitation versus time delay between
UV excitation and SXR probe pulse. The false color plot indicates the sign and amplitude of the
difference, red indicates a UV induced increase of the Auger yield, blue indicates a UV induced
Auger yield decrease. Part b shows difference spectra at two different delays (75 fs dashed blue and
465 fs solid red). In c, integrations over kinetic energy ranges indicated in (a) are scaled by a factor
(see legend) and fitted (see main text)
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region I shows a 200 fs decay constant. The rise of region I and decay of region II is
synchronous. As region I decays, the signal in region III (around 490eV) rises with
a time constant similar to the decay of I. This suggests that some kind of decay in a
photoexcited state is accompanied by a rise in a product state.

A cut through the difference spectrum at short times is given in blue in Fig. 14.8b.
We clearly identify the decrease in II accompanied by the increase in I. Such a
difference spectrum reflects a UV induced shift of the whole ground state Auger band
(see Fig. 14.7) towards higher Auger kinetic energies. The immediate appearance
with UV excitation indicates the creation of a wave packet in the ππ* excited state.

The reason for the blueshift of theAuger electrons upon π π* excitation lies in the
nuclear dynamics of the molecule, as can be shown by comparison to simulations as
done in [27]. However, the signal can as well be interpreted using intuitive arguments
which are based on the x-ray typical element and local sensitivity. As explained in
Sect. 14.3, the Auger decay of the oxygen 1s core holes involves orbitals with strong
oxygen atomic orbital character [94, 98]. This means that the final state after Auger
decay is a dicationic state with valence charge missing at one of the two oxygen
atoms, indistinguishable for us. The lacking valence electrons at the oxygen are
reducing the electron density between the oxygen and the next nearest carbon. Due
to this effect, a strong Coulomb repulsion acts between those atoms in the dicationic
state. Figure14.9 shows a sketch of the electronic energies in the neutral π π* state,
the core ionized 1s−1ππ* state and a ‘band’ of dicationic states reached upon Auger
decay. As the molecule elongates the C–O coordinate, the dicationic state lowers
its energy considerably due to Coulomb repulsion. This results in a increase of the
Auger kinetic energy for O1s core hole decay as the C–O coordinate increases.

Simulations predict that one of the two thymine C–O bonds indeed stretches as the
molecule is excited to the ππ* state. Upon excitation, the C(4)–O(8) bond, which
is close to the methyl group, is Franck-Condon active, as explained in the context of
Fig. 14.1. It elongates by about 15% as themolecule relaxes from the Franck-Condon
nuclear geometry to the predicted ππ* state minimum [41, 42]. In contrast, the
C(2)–O(7) bond does not change as a consequence of photoexcitation. This fast
nuclear relaxation occurs immediately after the UV excitation, and the experimental
time resolution is not sufficient to follow the relaxation and resolve the gradual shift.
It is interesting to note that the high local sensitivity of the 1s Auger decay allows to
really attribute motion to individual bonds. For the current case of thymine, it is not
possible to tell from the spectra, which of the two C–O bonds stretches. As explained
in Sect. 14.3, sites (here corresponding to O(7) and O(8)) cannot be identified in the
broad and complex Auger spectra. For molecules with singly occurring elements
however, the x-ray probe combined with Auger decay does provide an opportunity
to intuitively explore excited state nuclear dynamics.

About 200 fs after photoexcitation, a decrease in region I is observed together
with a rise in region III. The time delay cut at 465 fs in Fig. 14.8b shows a difference
spectrum indicating UV induced shift to lower Auger kinetic energies. This is con-
trary to the nuclear dynamics trend described above. We evaluate the decay of the
blueshifted spectrumfrom the ππ* state in the light of past investigations. Simula-
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ππ

Fig. 14.9 Scheme of potential energy surfaces involved in the excited state Auger probing, plotted
over the C(4)–O(8) distance. The UV excitation pulse promotes a molecular wavepacket to theπ π*
state. The soft x-ray pulse core ionizes the molecule creating a 1s vacancy at oxygen and leaving
the valence ππ* configuration intact. This core ionized state decays within a few femtoseconds to
the dicationic states, which are indicated as a grey band. The kinetic energy of the Auger electron
is given by the energy difference between core excited and dicationic state. The dicationic states
lower the energy strongly as the C–O bond stretches. This results from the high localization of
the double valence hole in the vicinity of the oxygen atom after the Auger decay. The unscreened
nuclear repulsion term between O(8) and its bond partner C(4) decreases as the C–O bond stretches,
explaining the Auger blueshift from Franck-Condon region to π π* minimum

tions in [41, 42] predict that the molecule is stuck on a minimum in theππ* state for
some picoseconds due to a reaction barrier in the path to reach the conical intersec-
tion. The C(4)–O(8) bond stays elongated in this minimum. Thus these simulations
would predict a blueshifted spectrum for the next couple of picoseconds after excita-
tion. The experimentally observed decay of the blueshifted channel with 200 fs time
constant indicates that this minimum can only live for a short time <200 fs. Thus,
we assume that the majority of the photoexcited ππ* population is not blocked by a
barrier and has quick access to the conical intersection region. The redshift can only
be explained by considering a transition to a different electronic state. The shift is
than induced either by the C–O bond shrinking or a changed electronic structure.

A return of photoexcited population to the vibrationally hot ground state as well
as population of the dark nπ* state is possible and was controversially discussed
in the theoretical literature [41, 42, 53–55]. Simulations of Auger spectra in [27]
show a redshift for the nπ* state and no shift but rather a slight broadening for
a return to the hot ground state. While relaxation to the nπ* state can explain the
experimental redshift, a statement on ground state relaxation is not possible. Our
simulated ground state spectra indicate that the x-ray Auger method has reduced
sensitivity on the ground state relaxation channel.
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Short decay constants, comparable to the 200 fs trace, have been documented in
the optical pump-probe literature [66–68] and were interpreted either as nuclear
relaxation on the ππ* state or electronic relaxation out of this state. The soft
x-ray Auger experiment distinguishes between nuclear and electronic relaxation and
we can interpret the 200 fs decrease in region I as an electronic reduction of the ππ*
population. The fast decay of a majority of the ππ* state population means barrier-
less decay of the ππ* state. Several simulations point towards the hot ground state
as a product of few 100 fs electronic relaxation [53, 54], which was confirmed in
liquid phase [163]. Due to reduced Auger sensitivity to this state, we abstain from a
statement. The time constant of the lower energy signal indicates a 200–300 fs filling
of the nπ* state. In order to show excited state fluorescence as measured in liquid
phase according to [164], some molecular population must be trapped behind a ππ*
reaction barrier. We assume that experimental signal to noise ratio in the x-ray Auger
experiment is not yet good enough to deduce such detailed information.

14.6 Outlook

We are only at the beginning of investigating photoexcited molecular dynamics with
ultrashort x-ray pulses. The couple of experiments done in the past showed the
promise of the field, which is element and site selective probing of valence dynamics.
Many more systematic experiments are needed to fully appreciate the strength and
weakness of ultrafast x-ray probing and to position it in the context of other ultrafast
techniques.

Several exciting new methodological developments are of crucial importance for
this new field. Powerful x-ray pulses can now be delivered with stable bandwidth
due to self-seeding schemes [110, 111], which enables femtosecond core electron
photoemission for molecular dynamics probing. In addition, techniques relying on
hitting molecular core-valence resonances will be profiting to a great extend. Having
sources with higher average repetition rate like to European XFEL [165] will make
emission experiments in dilute samples feasible. In addition, new nonlinear x-ray
methods are currently getting developed on the theoretical side formolecular systems
[166–169] and at the same time first FEL induced lasing and Raman processes in
atoms have shown that these methods can also be translated into an experiment
[170, 171]. We currently witness a fast growth in available FEL beamtime as more
lasers are coming online in the near future in Germany [165], Switzerland [172] and
Korea [173]. At the same time, the existing facilities are becoming more versatile.
This should deliver ideal conditions for a broad molecular science program at free
electron lasers.
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