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Preface

Ignored for a long time in high-resolution studies of proteins, intrinsic protein 
disorder is now recognized as one of the key features for a large variety of cellular 
functions, where structural flexibility presents a functional advantage in terms 
of binding plasticity and promiscuity. The properties of intrinsically disordered 
proteins (IDPs) and protein regions (IDPRs) are highly complementary to those 
deriving from the presence of a unique and well-defined three-dimensional fold. 
Structural order, well characterized through the vast number of protein 3D structures 
present in the Protein Data Bank (www.pdb.org), leading to highly organized 
protein machines with well-defined binding pockets, lies at the heart of structural 
biology. However, the functional importance of conformational flexibility, and the 
characterization of residual transient structure in these protein regions, has only 
recently attracted the attention of the scientific community and has immediately 
found widespread interest in molecular biology research.

The tendency of a protein to adopt a stable globular structure such as the 
number of folds we find in the Protein Data Bank or to be highly flexible and 
able to sample many different conformations, directly results from the amino acid 
primary sequence. It is not so surprising that a wide range of properties is needed 
for proteins to carry out a broad range of functions and the idea that a high extent of 
dynamics and flexibility provides important functional features nowadays appears 
quite obvious. Structural disorder is abundant in higher multi-cellular organisms, in 
particular in regulatory protein regions that orchestrate dynamic cellular functions 
relying on spatial and temporal malleability. As a consequence, IDPs and IDPRs 
are overrepresented in key functions of higher eukaryotes, i.e. transcriptional and 
translational regulation, intracellular signaling, protein homeostasis, inter-cellular 
communication, cell-fate decisions, and many more.

In this frame nuclear magnetic resonance (NMR) spectroscopy is the unique 
technique able to provide high resolution information. However the peculiar 
properties of IDPs do influence the NMR observables raising also several critical 
questions that should be considered in the design of optimal NMR experiments 
and in the interpretation of the data in terms of protein’s structural and dynamic 
properties.
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Recent progress in the field has radically changed our perspective to study 
IDPs through NMR: increasingly complex IDPs can now be characterized, a wide 
range of observables can be determined reporting on their structural and dynamic 
properties, computational methods to describe the structure and dynamics are in 
continuous development and IDPs can be studied in environments as complex as 
whole cells.

Therefore we felt timely to convey these exciting recent developments in a book 
and to do this in close interactions with pioneers in the field of IDPs as well as 
with newcomers able to bring fresh energy and enthusiasm. We hope to be able to 
communicate the new exciting possibilities offered by NMR and to present open 
questions to foster further developments.

After an introductory chapter by Dunker and Oldfield describing the key steps 
opening the field of IDPs, the book focuses on the many aspects that make NMR 
a unique technique to study IDPs (Chaps. 2–5). Contributions discuss different 
aspects starting from the first principles of NMR spectroscopy, including hardware 
requirements, to the design and application of complex NMR experiments, to data 
interpretation in terms of structural and dynamic properties, to the best ways to 
achieve snapshots of IDPs in cells. Key to NMR analysis of complex proteins is 
the possibility to have efficient heterologous protein expression, enabling stable 
isotope incorporation. The tricks useful for IDPs samples preparation are reported 
in Chap. 6.

Information at atomic resolution derived from NMR needs to be complemented 
by information achieved through a variety of different biophysical methods reporting 
on different properties of IDPs, as discussed in Chaps. 7–8. The use of predictors, 
which may represent a preliminary step for any investigation, is reported in Chap. 9 
while the perspectives for in-cell NMR in this field of research are discussed in 
Chap. 10. Several examples of recent investigations and open questions are reported 
in the final part of the book (Chaps. 12–14).

A separated chapter (Chap. 11) is dedicated to the PED, the database that has 
been designed to deposit experimental data and calculate structural ensembles in 
order to render these data feely accessible to the scientific community and stimulate 
discussion and progress in the field.

With this book we hope to provide a useful guide to students and post-docs 
approaching the field and willing to contribute to the characterization of IDPs 
through NMR. Recent progress in NMR instrumentation, combined with the 
development of new methods, has radically changed the perspective of the kind 
of molecules we can study, the amount of information that we can achieve as well 
as the time needed to complete an NMR characterization. Therefore we hope that 
the new NMR tools developed will be increasingly used and contribute a wealth of 
experimental information on IDPs. Speculating on more long-term perspectives, 
the development of improved NMR methods to study IDPs is expected to provide 
a large amount of experimental data on them, contributing to our understanding of 
the molecular basis responsible for their function and filling a gap of about 50 years 
with respect to our knowledge on the structural and dynamic behaviour of folded 
proteins. This is expected to reveal a much larger number of ways in which proteins 
communicate in the cell. Other expected outcomes of NMR experimental data on 
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IDPs include the improvement of prediction tools, which still suffer from the bias 
that they are derived from the missing information in the electron density maps in 
X-ray crystallography data!

We hope you will enjoy the book, and even more studying IDPs through NMR, 
as much as we do! A great thanks to all the Authors that we had the luck to work 
with and to the IDPbyNMR EC Marie Curie Initial Training Network which con-
tributed to make it possible.
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Chapter 1
Back to the Future: Nuclear Magnetic 
Resonance and Bioinformatics Studies on 
Intrinsically Disordered Proteins

A. Keith Dunker and Christopher J. Oldfield

Abstract From the 1970s to the present, regions of missing electron density in pro-
tein structures determined by X-ray diffraction and the characterization of the func-
tions of these regions have suggested that not all protein regions depend on prior 
3D structure to carry out function. Motivated by these observations, in early 1996 
we began to use bioinformatics approaches to study these intrinsically disordered 
proteins (IDPs) and IDP regions. At just about the same time, several laboratory 
groups began to study a collection of IDPs and IDP regions using nuclear magnetic 
resonance. The temporal overlap of the bioinformatics and NMR studies played a 
significant role in the development of our understanding of IDPs. Here the goal is to 
recount some of this history and to project from this experience possible directions 
for future work.

Keywords Protein structure and function

1 Introduction

The mainstream view of the relationship between protein structure and function is 
that the amino acid sequence of each protein contains the information needed to fold 
into a specific 3D structure. Upon folding, a set of amino acid side chains, which 
are typically separated along the linear sequence, become organized into a spatially 
co-localized region called the active site. This site carries out the function of the 
protein, typically enzyme catalysis or the binding of small molecules.
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This sequence → structure → function point of view has dominated thinking 
about proteins since the lock-and-key mechanism to explain enzyme function was 
first presented in the 1890s (Fischer 1894; translated and discussed in Lemieux and 
Spohr 1994), and since the protein denaturation was ascribed to the loss of specific 
structure in the 1930s (Wu 1931; Mirsky and Pauling 1936). By the 1930s pro-
tein denaturation by acid, base, elevated temperature, and urea had been shown for 
multiple proteins, and protein renaturation (e.g., protein refolding) had even been 
accomplished by that time for a few proteins (Mirsky and Anson 1930; Anson and 
Mirsky 1931b; Anson and Mirsky 1931a).

The much later studies on the refolding of ribonuclease (Sela et al. 1957), which 
led to the Nobel Prize, were carried out in the context of the idea that information 
flows from DNA sequence → RNA sequence → amino acid sequence. This work 
focused on understanding the connection between the amino acid sequence and the 
biologically active conformation. Furthermore, this Nobel prize was shared with 
researchers who determined the amino acid sequence of ribonuclease (Hirs et al. 
1960), which was the first enzyme to be sequenced. The folding of a protein (typi-
cally an enzyme) into its active conformation was regarded to be so important that 
this process was considered to be “the second half of the genetic code” (Kolata 
1986; Gierasch and King 1990), leading eventually to the structural genomics initia-
tive (Burley 2000).

This concept that prior formation of structure is required for a protein to carry 
out function has deep roots in the theory of chemical structure. A famous example 
is the structure of benzene in which its chemical formula, C6H6, could be reconciled 
with the known chemical bonding properties of carbon by a structure having a 6 
membered ring, like a snake biting its tail (Read 1957), with alternating single and 
double bonds (Kekule 1865). Of course, the concept of alternating double and sin-
gle bonds was modified into one type of partial double bond all around the ring by 
the theory of resonance (Pauling 1932). Similarly, knowledge of the chemical struc-
ture of the peptide bond leads to the conclusion that the nitrogen electron pair forms 
a partial double bond by resonance interaction with the π electrons of the C = O 
moiety, thus stabilizing the peptide bond into a planar structure, with of course the 
potential for strain to twist this moiety out of its planar configuration (Corey and 
Pauling 1953; Edison 2001). Indeed, thinking about the chemistry of any particular 
molecule is typically dominated by concepts taken from the theory of chemical 
structure. Thus, the sequence → structure → function paradigm for proteins can be 
thought of as an extension of fundamental principles that arise from the structural 
features of molecules.

Given this background, it is no wonder that it has taken a very long time for in-
trinsically disordered proteins (IDPs) and IDP regions to be recognized as important 
for biological function. Here we will provide some of the history of how IDPs came 
to be recognized.
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2  Discovery and Initial Characterization of Intrinsically 
Disordered Proteins (IDPs)

Here we present some very early theoretical conjectures suggesting the existence of 
unstructured proteins and their role in an important biological process. These early 
theoretical conjectures were followed up fairly recently with experimental studies, 
but our view is that the experimental work gives only limited support to the origi-
nal conjectures. Next we present several important early experiments showing the 
existence of IDPs and IDP regions. These data show that experimental support for 
IDPs has existed for a long time prior to the recent flurry of work on these proteins.

2.1 Early Theoretical Work on IDPs and Recent Follow-Up

In the 1930s it was thought that a single antibody molecule is able to recognize mul-
tiple antigen molecules having different shapes and different chemical properties 
(Rothen and Landsteiner 1939). To explain how one antibody could bind to differ-
ently shaped antigens, it was suggested that antibodies initially exist in an unfolded 
state and then undergo antigen-directed folding (Rothen and Landsteiner 1939; 
Pauling 1940). In this model, the antibody molecule undergoes a disorder-to-order 
transition as it binds to each antigen, with differently folded antibody structures oc-
curring when the same antibody binds to differently shaped antigens. More than 60 
years after the initial proposal, X-ray crystal structures of one antibody molecule 
bound to different antigen partners were purported to support the antigen-dependent 
folding model (James et al. 2003; James and Tawfik 2003a). If true, this early theo-
retical work combined with the more recent experimental validation would repre-
sent the first discovery of an IDP-based mechanism for biological function.

Close examination of these antibody-antigen complexes, however, reveals that 
sidechain rearrangements—not alternatively folded backbones—account for the 
observed structural changes induced by the association of the same antibody mol-
ecule with different antigens. Also, changes in hydrogen bonding appear to be more 
important than changes in hydrophobic contacts (James and Tawfik 2003b). These 
structural differences truly represent antigen-induced changes in folding, because, 
like the backbones, side chains also have multiple conformational choices. How-
ever, in our view, this result differs from the original proposal in which the entire 
proteins, both side chains and backbones, were represented as unfolded before as-
sociation with their cognate antigens.

As the immune response progresses, B cells produce antibodies with increasing 
affinity for the antigen via a process involving hypermutation and clonal selection 
(Teng and Papavasiliou 2007). Molecular dynamics studies have been carried out 
on a set of homology models developed from antibody sequences obtained from 
different stages in this evolutionary process (Zimmermann et al. 2006; Thorpe and 
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Brooks 2007). The naïve, less specific, more weakly binding antibodies were found 
to contain less well packed, much more dynamic antigen binding sites. Such sites 
are therefore able to alter their structures upon binding to differently shaped an-
tigens. As the evolutionary process continues, the antibody binding sites become 
tighter with better fit, and antigen binding becomes more specific (Zimmermann 
et al. 2006; Thorpe and Brooks 2007). It is as if antibodies evolve from induced fit 
to lock and key binding mechanisms. Prior to this selection process, the ability of 
the circulating antibodies to bind to differently shaped antigens provides the basis 
for a very broad immuno-surveillance.

We wonder whether there are some antibodies with binding sites that are truly 
disordered rather than merely flexible. Such antibodies, if they exist, would fulfill 
the original hypothesis of antigen-directed folding, and thereby push back the start-
date for the study of IDP regions. On the other hand, there are many examples of 
IDPs and IDP regions that bind to different partners and fold differently when they 
bind to the different partners (Oldfield et al. 2008; Hsu et al. 2013) just as suggested 
earlier (Rothen and Landsteiner 1939; Pauling 1940). Thus, the authors of the 1939 
and 1940 papers certainly presented an insightful model for protein-partner interac-
tions that turns out to be correct, but this model might not apply to antigen binding 
by antibodies as they originally proposed.

A comment is necessary on the nomenclature and mechanisms used to describe 
partner binding by IDPs. Induced fit (Koshland 1958; Koshland 1959) has frequent-
ly been suggested to be analogous to the structural adjustments made by both the 
glove and hand as the hand is inserted (Koshland 2004). This description implies 
that the enzyme is folded but still flexible and so can adjust its structure to fit the 
substrate, and that the substrate also has flexibility that comes into play upon bind-
ing. Thus, in our view, the interaction between an IDP or IDP region and its partner 
should not be described as induced fit as is very often done, but rather as a disorder-
to-order transition (Schulz 1979) or as coupled binding and folding (Spolar and 
Record 1994). As for the mechanism of binding, two models have been suggested as 
the extremes on a continuum, namely conformational selection, for which the part-
ner selects out members of the ensemble that are already in the same configuration 
as when bound (Burgen et al. 1975), and coupled binding and folding, for which the 
partner binds to a local site on the IDP followed by concomitant folding and binding 
(Spolar and Record 1994; Sugase et al. 2007). Complex formation between an IDP 
and its cognate partner may also involve a mixed mechanism, with conformational 
selection for part of the interface followed by coupled folding and binding for the 
remainder (Espinoza-Fonseca 2009).

2.2  Early Experimental Characterization of IDPs and Recent 
Follow-Up

In 1950 and 1958 the milk protein casein and the egg protein phosvitin, respec-
tively, were reported to lack 3D structure in vitro under physiological conditions. 



1 Back to the Future: Nuclear Magnetic Resonance and Bioinformatics Studies … 5

The lack of 3D structure in casein was determined by single wave length optical 
rotation using the sodium D line (McMeekin 1952), which had been used since 
the 1930s to follow protein denaturation induced by acid, base, and heat (Herriott 
1938). The lack of 3D structure in phosvitin was shown by optical rotatory disper-
sion (ORD) (Jirgensons 1958), which is the multi-wave length extension of opti-
cal rotation. Phosvitin was later confirmed to lack structure by circular dichroism 
(CD) spectroscopy (Grizzuti and Perlmann 1970). Note that CD and ORD depend 
on the same physical principle, namely the differential absorption of left and right 
circularly polarized light by optically active molecules, so these two experiments 
are equivalent to each other. Finally, phosvitin was also shown to be disordered by 
NMR spectroscopy (Vogel 1983).

Following application of ORD to a collection of proteins, in 1966 the suggestion 
was made to classify proteins according to their conformation (Jirgensons 1966). 
This suggestion predated the Structural Classification of Proteins (SCOP) (Murzin 
et al. 1995) and the Class, Architecture, Topology, and Homology (CATH) (Orengo 
et al. 1997) databases by about 30 years. Unlike SCOP and CATH, however, this 
classification scheme contained a category called “disordered”, based mainly on 
phosvitin but also on the histones, which had been shown at the time by ORD to 
lack structure at low salt concentration (Jirgensons 1966). Indeed, CD has been used 
to show that histones 1, 3 and 4 exhibit much less helix content in low ionic strength 
buffers (Smerdon and Isenberg 1976; Feldman et al. 1980).

CD and ORD are both effective in identifying whole protein structure and disor-
der, especially when used in combination with intrinsic viscosity (Jirgensons 1958) 
or size exclusion chromatography (Uversky et al. 2002) to confirm a nonglobular, 
extended structure. However, neither CD nor ORD can be used to identify local-
ized regions of disorder. The first method used to identify local regions of intrinsic 
disorder was X-ray crystallography.

In 1971 two regions of missing electron density in staphylococcus nuclease were 
identified and suggested to be due to lack 3D structure. Indeed, the regions corre-
sponding to missing electron density were called “disordered” (Arnone et al. 1971). 
Such local regions of missing electron density in protein crystal structures can arise 
either from static disorder, in which the missing region adopts multiple fixed posi-
tions, or from dynamic disorder, in which the missing region remains mobile even 
in the confines of the crystal lattice (Bode et al. 1976; Ringe and Petsko 1986). 
Such collections of multiple, alternative conformations, whether static or dynamic, 
lack regular, repeated spacing and therefore fail to scatter X-rays coherently, thus 
leading to regions of missing electron density. One way to distinguish static from 
dynamic disorder is to repeat the structure determination at lower temperatures. Dy-
namic disorder tends to be reduced as the temperature is lowered because a single, 
low energy conformation tends to be favored, whereas static disorder remains basi-
cally unchanged (Ringe and Petsko 1986).

Over the years, most protein crystal structures have been observed to have re-
gions of missing electron density. Indeed, in one analysis of the Protein Data Bank 
(PDB), only ~7 % of the structures determined by X-ray crystallography were ob-
served to be complete with no regions of missing electron density and only ~25 % 
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of the proteins in the PDB were reported to have > 95 % of their lengths observed 
in the corresponding crystal structures (Le Gall et al. 2007). However, regions of 
missing electron density in protein crystal structures are mostly short. Thus, even 
though the large majority of protein crystal structures in the PDB contain disorder, 
only ~3 % of the residues in the PDB structures are consistently missing and an 
additional ~2 % of the residues are observed in some structures and unobserved in 
other structures of the same protein.

These “ambiguous” residues, which are observed in some structures but not in 
others of the same protein (Le Gall et al. 2007), have been studied in more detail. 
Regions containing such residues were named “dual personality fragments” (Zhang 
et al. 2007). Protein regions with predictions intermediate between structure and 
disorder, called “semi-disorder” (Zhang et al. 2007; Zhang et al. 2013), are in many 
instances equivalent to dual personality or ambiguous regions. Basically these seg-
ments undergo order ←→ disorder transitions depending on the crystallization 
conditions. In some cases, a protein containing a region with ambiguous residues 
crystallizes into two different lattices, with the IDP region facing open space in one 
crystal lattice and with the same region forming structure as the result of being part 
of a crystal contact in an alternative lattice. Other causes of dual personality can 
be differences in pH or other solvent conditions between the two crystals, with the 
altered solvent either causing the disorder or failing to promote structure (Mohan 
et al. 2009). We speculate that the buffers found to be successful for protein crystal-
lization have the tendency to stabilize or induce structure in proteins, thereby reduc-
ing the overall content of IDP residues.

About 25 % of unrelated or distantly related proteins in the PDB have IDP re-
gions of 10 or more residues in length, while an additional 15 % have ambiguous 
segments in this length range. For IDPs or for ambiguous segments of 20 or more 
residues in length, these percentages drop to about 13 and 5 % of these PDB pro-
teins, respectively, with further decreased percentages as the length range of the IDP 
regions becomes longer (Le Gall et al. 2007).

Sufficiently long regions of missing electron density can arise from structured 
domains that move as rigid bodies that assume multiple conformations relative to 
the remainder of the protein due to a flexible hinge. Alternatively, the missing elec-
tron density can arise from long regions of intrinsically disordered protein (IDP) 
in which the backbone assumes multiple conformations. Several examples of mo-
bile, structured domains that lead to missing electron density have been observed 
(Bennett and Huber 1984), so one needs to be cautious about assigning disordered 
status to large regions of missing electron density. Thus, disorder in protein crystal 
structures is not a direct indication of a disordered backbone, but rather a disordered 
backbone is inferred from a region of missing electron density.

A few proteins in the PDB apparently have very long regions of disorder that 
comprise more than 50 % of the protein asymmetric unit in the crystal. However, 
a careful analysis suggests that such apparently large fractions of disorder are gen-
erally due to annotation errors in the PDB. In such examples, only a fragment of 
a given protein was typically isolated and crystallized, but the entire sequence is 
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given in the PDB. This leads to a large over-estimate of the amount of missing 
electron density (Oldfield et al. 2013). The removed segments that are mistakenly 
annotated as being present sometimes turn out to be disordered, which would sug-
gest that they had to be removed for crystallization to occur, but such a result can’t 
be assumed without detailed study.

The largest region of confirmed disorder so far observed in a protein structure 
determined by X-ray crystallography is a 273-residue segment at the C-terminus 
of the α chain of the α2β2γ2 fibrinogen hexamer. This segment comprises 28 % of 
the asymmetric unit (Oldfield et al. 2013). While short segments within this region 
apparently exhibit preference for specific structure, the rapid hydrogen exchange 
of the large majority of this 273-residue segment, even when in the context of the 
intact α2β2γ2 hexamer, confirms that this region is indeed mostly an IDP (Marsh 
et al. 2013).

3 Examples of IDP-Based Mechanisms

As indicated above, a large fraction of the protein crystal structures in the PDB 
contain regions of missing electron density, regions that, with some exceptions, are 
IDPs. Furthermore, a significant number of these IDP regions have been associated 
with various biological functions (Dunker et al. 2002). Two fairly early examples 
are discussed below.

3.1 Tobacco Mosaic Virus

In 1976 the tobacco mosaic virus (TMV) coat protein crystal structure was shown 
to contain a 25 residue, lysine-rich loop region of missing electron density (Champ-
ness et al. 1976). In solution and in the crystal, this coat protein forms a double-
disc that contains 34 chains with a mass over 500,000 Da (Champness et al. 1976; 
Bloomer et al. 1978). This double disc is suggested to be an intermediate in TMV 
assembly by means of a mechanism in which the TMV RNA molecule threads into 
interface between the two layers via a central hole. During RNA encapsulation, the 
25 residue, lysine-rich flexible region undergoes a disorder-order transition as it 
binds to and largely surrounds the singled stranded RNA molecule (Stubbs et al. 
1977; Namba and Stubbs 1986). It has been suggested that the flexibility of this 
25-residue IDP segment is crucial for TMV assembly because without this IDP 
region the central hole would be too small for the RNA to make its way into its 
binding groove (Holmes 1983).

This work suggesting a disorder-to-order transition upon RNA binding for the 
TMV coat protein stimulated thinking about the possible advantages of IDPs as 
compared to structure for partner binding. This led to an important paper in which 
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it was pointed out that, for disorder-to-order transitions upon binding, some of the 
binding energy is used for folding the disordered region rather than for increasing 
the affinity (Schulz 1979). Thus, compared to a comparable-sized, otherwise simi-
lar interface between two structured moieties, an IDP-based interaction would be 
expected to have comparable specificity but lower affinity. It was pointed out that 
such a combination would be very useful for biological signaling and regulation.

3.2 Trypsinogen

Trypsin is a protease that cleaves peptide bonds following a lysine or arginine amino 
acid residue. This protein is synthesized as an inactive precursor called trypsinogen, 
which is exported from the cell and then becomes activated via extracellular pro-
teolysis. The bovine trypsinogen structure determined in 1976 reveals a 15-residue 
disordered amino terminus and a three additional regions of disorder called the 
activation domain (Bode et al. 1976), shown in Fig. 1.1a. These segments are as-
sociated with the correct formation of the binding pocket for lysine or arginine. 
Lowering the temperature reduces the structural variation of the 15-residue amino 
terminus, suggesting dynamic disorder for this region. On the other hand, lowering 
the temperature has little effect on the residues in the activation domain, suggesting 
static disorder for this region (Bode et al. 1976).

The amino acid sequence of bovine trypsinogen’s 15 residue amino terminal IDP 
region is VDDDDKIVGGYTCGA. Cleavage after the lysine group at residue 6 by 
enteroprotease exposes a new amino terminus at the end of the IDP region. This 
new terminus, which starts with the IV dipeptide, is quite hydrophobic. The confor-
mation of active trypsin (Fig. 1.1b) is formed when this IV hydrophobic terminus 
docks into its binding site in the activation domain by means of a tethered search 
over the allowed conformations of the several IDP residues that remain after the 
cleavage. This docking reaction is accompanied by a disorder-to-order transition 
for the activation domain, due to direct interaction between the IV terminus and the 
interaction domain (Fig. 1.1c), which enables full expression of trypsin’s protease 
activity (Bode et al. 1976). Additional experiments (Bode and Huber 1976), in-
cluding molecular dynamics simulations (Brünger et al. 1987), support this overall 
mechanism.

Finally, Fig. 1.1d compares disorder prediction, the specific amino acid residues 
that are in contact with the IV residues at the amino terminus, and the regions of 
missing electron density. Higher values for the predictor indicate greater likelihood 
for the presence of disorder. Note that the regions of missing electron density ap-
proximately align with higher values of the disorder prediction, and note also that 
the IV amino terminal dipeptide of trypsin interacts directly with the regions that 
were disordered in the trypsinogen structure. These observations agree with the 
model that the docking of the IV peptide induces disorder-to-order transitions via 
direct interaction with three distinct disordered regions. Thus, the IV peptide prob-
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ably does not bind into a pre-existing cavity, but rather likely uses a coupled binding 
and folding mechanism to induce structure formation.

Every biochemistry text we have examined discusses the importance of synthe-
sizing trypsin as an inactive precursor followed by its secretion and activation by 
proteolysis. Indeed, inappropriate activation of trypsinogen inside of cells results 
in a very serious disease, pancreatitis (Lerch and Gorelick 2000), which generally 
leads to hospitalization and can lead to death (Mayer et al. 1999). Yet none of the 
biochemistry texts that we have examined mention the very interesting disorder-

Fig. 1.1  Trypsin, trypsinogen, and intrinsic disorder. a Structure of trypsinogen (PDB ID 2TGT) 
(Walter et al. 1982) with the four regions of missing density (colored, from N- to C-terminus: pink, 
orange, red, and purple) modeled with 5 different random conformations (note that three of these 
regions are modeled in the PDB structure without supporting density). b Structure of trypsin (PDB 
ID 2PTN) (Walter et al. 1982). c Illustration of contacts within trypsin between the N-terminal Ile-
Val and other regions of trypsin. Dotted lines indicate atomic contacts between atoms within 0.4 Å 
of their Van der Waals radii. d Comparison between missing density regions (boxes, with colors 
corresponding to (a)), contacts made by the N-terminal Ile-Val (light green and dark green ticks 
for contacts with Ile and Val, respectively), and PONDR VSL2B predictions of intrinsic disorder 
(black line with colored segments corresponding to (a)). Prediction values greater than 0.5 indicate 
residues likely to be disordered, and values less than 0.5 indicate residues likely to be structured
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based mechanism for keeping trypsin inactive nor do they discuss the fascinating 
proteolysis-dependent disorder-to-order transition leading to activation.

In addition to the role of intrinsic disorder in trypsinogen and its conversion 
to trypsin, intrinsic disorder plays a direct role in the activity of trypsin and other 
proteases. Subsequent to this pioneering work on trypsinogen, sites for regulatory 
proteolysis have often been observed to be located within IDP regions (Dunker et 
al. 2002; Tompa 2002; Oldfield and Dunker 2014). Indeed, docking studies suggest 
that structured regions of proteins are very poor substrates for trypsin such that lo-
cal unfolding is very likely needed when trypsin digestion does occur in a region of 
structure (Hubbard et al. 1991). Thus, locating regulatory protease cut sites in IDP 
regions is very important for trypsinogen’s activation mechanism.

3.3 Canonization of IDP-Based Mechanisms

By the early 1980s, many more IDP examples had been discovered (McMeekin 
1952; Jirgensons 1958; Doolittle 1973; Manalan and Klee 1983; Sigler 1988) and 
the likely general importance of IDP or highly flexible regions for protein function 
had been proposed (Schulz 1979; Huber 1979; Holmes 1983). Additionally, the 
number of publications that characterize IDPs and their functions is currently sky-
rocketing (Oldfield and Dunker 2014). However, despite these early examples and 
current popularity, IDPs have not been emphasized in current general biochemistry 
and structural biology monographs, and only recently have very brief sections on 
IDPs been added to textbooks (Voet and Voet 2010; Tymoczko et al. 2011; Nelson 
and Cox 2012; Voet et al. 2012; McKee and McKee 2013; Pratt and Cornely 2013). 
The slow adoption of IDP-based mechanisms as part of the educational cannon is 
possibly due to the lack of succinct descriptions of IDP mechanisms; there is no 
simple analogy to the “lock-and-key” or “molecular machine” description often 
invoked when introducing the functions of ordered proteins. Possibly, the closest 
generalized description of IDP function come from analogies to protein folding, 
e.g. “binding-and-folding” or “conformational selection”. The obvious weakness 
of such descriptions is that they do not leverage concepts familiar to a general au-
dience. Furthermore, these descriptions do not encompass the functions of IDPs, 
completely neglecting entropic functions, e.g. neurofilament H (Brown and Hoh 
1997) and Sic1 (Borg et al. 2007), for which there seems to be no suitable simpli-
fied descriptions.

We speculate that the concurrence of two lines of study is finally beginning to 
breakdown the resistance to the acceptance of IDP-based protein mechanisms, es-
pecially regulatory mechanisms, underlying protein function. These two lines of 
study are the application of nuclear magnetic resonance (NMR) to the study of 
protein structure and dynamics and the study of IDPs using computational or bio-
informatics methods.
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4 Computational Investigations of IDPs

4.1 Initial Development of Disorder Prediction

At the time we first encountered IDP examples, both in our own laboratory work 
(Dunker et al. 1991) and the literature (Bode et al. 1976; Bloomer et al. 1978; 
Holmes 1983; Kissinger et al. 1995), we were just starting to study protein structure 
and function by computational and bioinformatics approaches (Arnold et al. 1992). 
Given the challenges of predicting protein secondary and tertiary structures from 
their amino acid sequences, and given our awareness of IDP examples, we decided 
to attempt to use amino acid sequence information to predict whether proteins or 
regions of protein were structured or disordered.

Studies using highly simplified (e.g. lattice) models of protein folding had al-
ready suggested that highly polar amino acid sequences would simply fail to fold 
(Shakhnovich and Gutin 1993). Other work suggested that amino acid composition 
rather than the details of the sequence could be used to predict the folding class of a 
protein such as all α, all β, α/β and so on (Nishikawa and Ooi 1982). Furthermore, 
encouraged by the latter work, we developed a new method based on conditional 
probabilities to investigate the relationships between specific amino acid compo-
sitional features and secondary structure types (Arnold et al. 1992). An interesting 
finding of this work was that, compared to many indicators of helicity, the helical 
hydrophobic moment (Eisenberg et al. 1982) gave the strongest indication that a 
local region is likely to be helical.

From the aforementioned studies by us and others on the relationship between 
composition and structure, we asked whether structure and disorder could be dis-
tinguished by amino acid compositions over windows of 21 amino acids using our 
conditional probability method. The results showed clearly that structure or disor-
der are determined by features of the amino acid composition, with high net charge, 
low hydrophobicity, low aromaticity, and high proline content being among those 
features that favor disorder over structure (Xie et al. 1998). While the signal that 
associated proline with IDP regions was evident but not particularly strong in this 
first study, later work with much larger datasets showed proline content to be a very 
strongly correlated with the presence of IDP regions (Campen et al. 2008; Theillet 
et al. 2013).

4.2 Application of Disorder Prediction to Whole Proteomes

Next we used these promising results to develop predictions of structure versus 
disorder for sliding window-based algorithms that gave structure versus disorder 
predictions significantly better than expected by chance (Romero et al. 2001, 1997a, 
1997b). These first-generation, composition-based algorithms were used to predict 
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the disorder content of amino acid sequence databases (Romero et al. 1998) and 
then of whole genomes (Dunker et al. 2000). Both of these studies suggested that 
disorder is very common. An especially important finding, which has held up in 
subsequent studies by different research groups using improved disorder predictors, 
is that eukaryotes are much richer in IDP residues than are either bacteria or archaea 
(Dunker et al. 2000; Ward et al. 2004; Xue et al. 2012).

One example of such a study, which also included disorder predictions on viral 
proteomes (Xue et al. 2012), is given in Fig. 1.2. These data clearly show that, 
overall, archaea have a range of predicted amounts of disorder that highly overlaps 
the range observed for bacteria, while eukaryotes have a range that is clearly larger 
than the amounts observed for either archaea or bacteria. Another finding is that the 
viruses have the widest range of predicted disorder.

A few archaea have especially high amounts of predicted disorder (Fig. 1.2). 
These are all halophiles (Xue et al. 2010). Halophiles live in very high salt environ-
ments, and, despite the pumps that lower their internal salt concentrations, their 
intracellular environments still contain on the order of 2 M salt (Lanyi 1974). Com-
pared to proteins from non-halophiles, the halophile proteins have fewer hydropho-
bic side chains and are enriched in negatively charged amino acids (which inter-
act with surrounding cations to stabilize the proteins) (Fukuchi et al. 2003; Allers 
2010). Reduced hydrophobic residue content and increased net charge likely causes 
the predictors to identify these proteins as being disordered (Oldfield and Dunker 

Fig. 1.2  Disorder content for 3484 species across all domains of life. The number of proteins in 
each species is plotted against the average fraction of predicted disordered per species. Five differ-
ent groups of species are plotted with different symbols and colors: multicellular eukaryotes ( pink 
triangle), unicellular eukaryotes ( red squares), archaea ( blue circles), bacteria ( green circles), 
and viruses ( red circles). Note that viruses expressing a single polyprotein precursor are given a 
proteome length of one. Reproduced from (Xue et al. 2012) with permission
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2014). Indeed halophile proteins are observed to be disordered when expressed in 
E. coli or when the salt concentration is reduced to the physiological range for non-
halophilic organisms (Allers 2010). In summary, the halophile proteins are struc-
tured, but they are incorrectly predicted to be rich in disorder due to their atypical 
amino acid compositional features that have evolved to maintain structure in their 
high salt environments.

4.3 Evaluation of Disorder Predictors

By now more than 50 disorder predictors have been published (He et al. 2009). 
Links for many of these predictors are available at www.disprot.org or at http://
labs.cas.usf.edu/bioinfo/IDPgurus.html. Many of these predictors were developed 
in order to participate in the Critical Assessment of (Protein) Structure Prediction 
(CASP) experiments. For more information on CASP, visit http://predictioncenter.
org/. Evaluation of the performance of disorder prediction was included as part of 
the CASP experiment from CASP 5 (2002) to CASP 10 (2012). These experiments 
provided objective evaluation of blind predictions of protein disorder. Shown in 
Fig. 1.3 are the five top ranking predictions as estimated by the area under the 
receiver operating characteristic curve (AUC) for CASP 6 through CASP 10 (Mel-
amud and Moult 2003; Jin and Dunbrack 2005; Noivirt-Brik et al. 2009; Monas-
tyrskyy et al. 2011; Monastyrskyy et al. 2014).The AUC data was not given for the 
disorder prediction evaluation for CASP 5. While these data show that disorder is 

Fig. 1.3  Performance of 
the top five predictors of 
intrinsic disorder as evaluated 
in Critical Assessment of 
Structure Prediction (CASP) 
events (Melamud and Moult 
2003; Jin and Dunbrack 
2005; Noivirt-Brik et al. 
2009; Monastyrskyy et al. 
2011; Monastyrskyy et al. 
2014). Accuracies were 
evaluated by the area under 
the curve (AUC) method, 
where a value of 1.0 indicates 
perfect prediction.Vertical 
lines represent the range of 
AUC values for the top five 
predctors, with horizontal 
lines indicate the accuracy of 
individual predictors
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fairly well predicted (e.g. an AUC near 0.9), no clear improvement has been ob-
served over time.

One severe weakness of this exercise has been the small number of IDP residues 
in each CASP experiment. The variability of the prediction accuracies likely results 
from differences in the degree of difficulty presented by the targets each year. For 
example, we know that many experimentally characterized regions of disorder of-
ten contain localized regions that are predicted to be structured, and indeed, in many 
cases these regions with increased structural propensities correlated with protein 
partner binding sites located within longer segments of disorder (Garner et al. 1999; 
Oldfield et al. 2005a). Changing amounts of such regions could make a set of disor-
dered regions more or less easy to predict.

A more comprehensive, but less unbiased, evaluation of disordered predictors 
was recently performed. This evaluation of 19 well known disorder predictors ap-
plied these predictors to 514 chains that contained IDP regions of various lengths. 
In this experiment the values for the top five predictors applied to all lengths of dis-
order gave AUC values that ranged from 0.781 to 0.821. When the predictors were 
applied to disordered regions of 30 residues or longer, the AUC values for the top 
five predictors ranged from 0.828 to 0.869 (Peng and Kurgan 2012). These values 
are slightly smaller than the values observed in the CASP experiments described 
above, suggesting that CASP targets may not be representative of all IDPs.

4.4 Combining Disorder and Structure Prediction

An especially interesting computational development is the coupling of structure 
prediction with disorder prediction (Fukuchi et al. 2009; Fukuchi et al. 2011). When 
the prediction of structure is based on homology to all currently known protein 
structures, the results give fairly good coverage of each sequence in a given pro-
teome, but often with one or more gaps. Such a gap can arise because of a domain 
that doesn’t resemble any of the currently known protein structural domains. Al-
ternatively, such a gap can be due to a disordered region. Disorder prediction can 
then indicate which of these two alternatives is more likely. If a region that is ho-
mologous to a protein of known structure and if that same region is also predicted 
to be structured by an order/disorder predictor, then the two completely different 
prediction methods support each other. On the other hand, if a region lacks resem-
blance to any currently known structure and if that same region is also predicted to 
be disordered, then again two completely different types of prediction support each 
other. Some regions exhibit contradictions between the two methods. For example, 
a gap between regions homologous to known structures can sometimes be predicted 
to be structured. In this case, the likely explanation is that such a region is indeed 
structured, but it is nonhomologous to (or is too distantly related to match) any of 
the currently known structures.

A recent study of 1,765 proteomes from 1,256 distinct species using this com-
bined approach showed that the large majority of residues demonstrated mutual 
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agreement between the two types of predictions (Oates et al. 2013). This “Database 
of disordered protein prediction” or, D2P2, is a very important computational re-
source that can be found at d2p2.pro.

5  Nuclear Magnetic Resonance (NMR) Determination 
of Protein Structure and Disorder

5.1  Early Studies of Protein Structure Determination 
by NMR

NMR determination of protein structure provides an important alternative to struc-
ture determination by X-ray crystallography. The single most important difference 
from X-ray diffraction methods is that structure determination by NMR does not 
require crystallization. This means that NMR-determined structures can contain 
significant fractions of IDP regions. Indeed, NMR structure determination can even 
indicate that the entire protein lacks specific structure, existing instead as an IDP. 
A second major difference between X-ray-based and NMR-based structure deter-
mination is that the former method does give signals from the disorder but rather 
disorder is inferred from the absence of signals, i.e. inferred from regions of missing 
electron density (Bode et al. 1976; Bloomer et al. 1978; Ringe and Petsko 1986), 
whereas the latter method includes relaxation protocols that give signals which dis-
tinguish local motion from overall motion, with IDP regions indicated as regions 
having motions faster than the global estimates (Muchmore et al. 1996; Daughdrill 
et al. 1997; Sprangers et al. 2000; Pawley et al. 2001; Larsson et al. 2003).

Just as we were beginning our computational studies of IDPs in the spring of 
1996, we became aware of several NMR investigations of these IDPs and IDP re-
gions. These NMR investigations gave compelling data in support of the lack of 
structure for these proteins or for localized regions within these structures, and, in 
several cases, these studies confirmed the importance of disorder for protein func-
tion. Thus, these NMR determinations of disorder were crucial for providing con-
fidence that the development of the computational methods would be potentially 
worth all the effort. Here we provide a brief summary of these early NMR investiga-
tions of IDPs and IDP regions.

The second protein structure to be determined by NMR, in 1989, was the DNA 
binding region of the Antennapedia homeodomain transcription factor from dro-
sophila (Qian et al. 1989). In addition to the three-helix DNA binding domain re-
vealed by NMR analysis, this protein contains an ill-defined extension that was 
interpreted to be disordered as shown in Fig. 1.4a. Upon binding to DNA, one of 
the three helices nestles into the major groove while the ill-defined extension adopts 
structure (Otting et al. 1990) as it binds within the minor groove (Fig. 1.4b).

Other DNA-binding IDPs have been shown by NMR, and in some cases by X-
ray diffraction as well, to bind into the minor grooves of DNA (Evans et al. 1995; 
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Singh et al. 2006; Fonfría-Subirós et al. 2012). What is biologically interesting for 
these examples, including the Antennapedia homeodomain, is that the minor-groove 
binding by IDP regions is accompanied by direct interactions between their amino 
acid side chains and the DNA bases. Thus, such IDP-based interactions often play 
crucial roles in the recognition of sequence-specific binding sites by DNA binding 
proteins (Otting et al. 1990; Evans et al. 1995; Fonfría-Subirós et al. 2012).

A very interesting collection of proteins regulate the cell cycle by binding to and 
inhibiting several cyclin dependent kinases (CDKs) complexed with their activating 
cyclins, including p21Waf1/Cip1/Sdi, p27Kip1, and p57Kip2 (Lee et al. 1995), herein called 
p21, p27, and p57, respectively. By binding to specific CDKs and their activating 
cyclins, these proteins bring about cell cycle arrest. By reducing the production of 
these inhibitors and by concomitantly removing the existing molecules by protease 
digestion, the arrest of the cell-cycle is overturned and cell division continues. The 
protease digestion step depends on a multistep process, which evidently provides 
a means to integrate different signals (Lee et al. 1995; Kriwacki et al. 1996; Galea 
et al. 2008a; Dunker and Uversky 2008; Galea et al. 2008b).

In 1996, NMR spectroscopy was used to determine the structural basis of cell-
cycle regulation by one of these proteins, p21, and its binding to the CDK2 (Kri-
wacki et al. 1996). By labeling p21 with 15N, its resonances were distinguishable 
from those of the CDK2. As shown in Fig. 1.5a, in the absence of CDK2, the 1H-15N 
heteronucear single quantum correlation (HSQC) NMR spectrum of p21 is poor-
ly dispersed and exhibits overlapping peaks. This spectrum exhibits only subtle 
changes in resonance dispersion in 6 M urea, showing that p21 is indeed largely 
unstructured. When p21 is mixed with CDK2, the NMR spectrum becomes sig-
nificantly dispersed (Fig. 1.5b) suggesting that p21 undergoes a disorder-to-order 

Fig. 1.4  Structures of (a) free and (b) DNA-bound antennapedia (PDB IDs 1HOM and 9ANT, 
respectively).The structure of free antennapedia was determined by NMR (Billeter et al. 1990) and 
the bound structure was determined by X-ray crystallography (Fraenkel and Pabo 1998). Several 
disordered residues at the N- and C- termini show multiple conformations in the NMR structure 
(a) and are absent in the bound structure (b)
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transition upon binding to CDK2. Also reported in 1996, the X-ray crystal structure 
of p27 bound to CDK2-Cyclin A shows how this rather long IDP binds to both the 
kinase and its associated cyclin by wrapping around the heterodimeric complex 
(Fig. 1.5c). Finally, the sequences of p21, p27, and p57 for the binding region are 
aligned and the buried surface estimated for p27 when it binds to the CDK2-Cyclin 
A complex is also shown (Fig. 1.5d), showing that in most cases fairly high se-
quence similarity occurs for the residues involved in the binding interface between 
p27 and the CDK2-Cyclin A complex.

The proteolytic digestion of p27 bound to CDK2-cyclinA likely involves local-
ized “breathing” of the p27 to thereby make Y88 accessible for phosphorylation. 
Given the extended nature of the CDK2-cyclin A-p27 complex (Fig. 1.5c), it seems 
reasonable to suppose that some localized regions will bind more weakly than oth-
ers, thus leading to preferential “breathing” of certain sites along the binding inter-
face. Once exposed, the Y88 moiety becomes phosphorylated by a non-receptor ty-
rosine kinase. Upon phosphorylation of Y88, the CDK2 kinase active site becomes 
constitutively exposed, thus speeding up the unimolecular phosphosphorylation of 
T187. This second phosphorylation in turn signals ubiquitination, following by di-
gestion of p27 by the proteasome. This multistep-step “signaling conduit”provides 

Fig. 1.5  Folding-and-binding in p21/p27 recognition of CDK-cyclin. The 1H-15N HSQC spectra 
of (a) free and (b) CDK2-bound p21 is shown with common ( green boxes) and unique ( red cir-
cles) resonances highlighted. c The structure (PDB ID 1JSU) of p27 ( red) bound to CDK2 ( blue) 
and cyclinA ( grey). d Buried surface area (ΔASA) of p27 in the p27-CDK2/cyclinA complex and 
sequence conservation among p27, p21, and p57, where identical residues are highlighted yellow. 
a and b reproduced from (Kriwacki et al. 1996); c and d modified from (Russo et al. 1996)
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a means to integrate multiple signals so that cell cycle progression proceeds only 
when each of these steps have been completed (Galea et al. 2008a; Dunker and 
Uversky 2008; Galea et al. 2008b; Follis et al. 2012).

Also reported in 1996 was the study of Bcl-xL by both NMR and X-ray dif-
fraction (Muchmore et al. 1996). Bcl-xL includes disordered regions at the N- and 
C- termini as well as a large disordered loop (Fig. 1.6a). One interesting feature of 
the Muchmore et al. study is that this loop maps to missing electron density in the 
X-ray determined-structure and also has sparse data in the NMR experiment, and 
so was represented as an extended loop (Fig. 1.6b). Such regions of sparse data can 
arise from an IDP region or they can arise from structured regions that have struc-
tures that simply fail to give NMR signals. A second interesting feature of this study 
was that NMR relaxation experiments were carried out to distinguish between these 
two possibilities. For these relaxation experiments, Bcl-xL was labeled with 15N and 

Fig. 1.6  Characterization of intrinsic disorder in BCL-xL by measurement of the heteronuclear 
NOE. a Ribbon rendering of multiple conformations of BCL-xL as determined by NMR (PDB 
ID 2ME9) (Follis et al. 2014), with ribbons colored with a gradient from blue at the N-terminus 
to red at the C-terminus. b Heteronuclear NOE measurements (Muchmore et al. 1996) mapped to 
the structure of BCL-xL (PDB ID 1LXL), where residues with negative ( red) and positive ( blue) 
heteronuclear NOE values are highlighted. c Comparison of intrinsic disordered prediction (gradi-
ent colored line, with colors corresponding to (a)) with regions that have negative heteronuclear 
NOE values ( red boxes)
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the values of nuclear Overhauser effect (NOE) between the peptide nitrogen and 
the bound proton were determined. The negative 15N (1H) NOE values correspond 
closely to the regions that have sparse NMR signals (Fig. 1.6b), which in turn close-
ly match the regions of missing electron density. As discussed below, the 15N (1H) 
NOE experiments suggest that the loop is moving faster than the remainder of the 
protein and is therefore more likely to be disordered rather than to be structured and 
to be giving sparse data. Additionally, these regions correspond closely to regions 
predicted to be intrinsically disordered (Fig. 1.6c).

Several measurable and derived parameters reflect the dynamics of each residue 
in a protein’s backbone at various time scales (Chaps. 3 and 5). Longitudinal and 
transverse 15N relaxation rates and 15N (1H) heteronuclear NOE values (Muchmore 
et al. 1996), provide information on the fluctuations of the peptide nitrogen-hydro-
gen bond (Chap. 3).

These relaxation parameters are often interpreted through the model-free formal-
ism (Lipari and Szabo 1982), so called because it does not depend on a specific 
model of internal molecular motion, but rather uses data-fitting to estimate the mag-
nitude (S2) and time scale (τe) that characterizes the internal motion. A complication 
in application of the model-free formalism to IDPs is that this approach assumes that 
internal and overall motion are independent, i.e. that the protein does not change 
shape (Peng 2012). Generalizations of the model-free formalism and alternative for-
malisms that overcome this limitation have been developed (reviewed in Peng 2012).

At least for an initial analysis, measurement of the 15N (1H) NOE values can 
provide an excellent characterization of residues as intrinsically ordered or intrinsi-
cally disordered (Chap. 3). Theoretically possible values of the heteronuclear NOE 
range from + 0.82 to − 3.6 (at 11.7 T) for residues with a well-ordered and mobile 
backbone, respectively (Kay et al. 1989). This method is very sensitive to intrinsi-
cally disordered regions because dynamics of the peptide bond are extremely dif-
ferent in ordered regions, in which motion of the peptide bond is tightly coupled to 
motion of the entire protein, and disordered regions, in which motion of the peptide 
bond is independent of and much faster than the entire protein. In fact, it is com-
mon to consider residues with only slightly depressed heteronuclear NOE values, 
in the range of 0.6 to 0.7, as being highly mobile (Sprangers et al. 2000; Pawley 
et al. 2001; Larsson et al. 2003). A limitation of the 15N (1H) NOE values is that 
quantitative analysis, e.g. relative dynamics, is difficult due to confounding factors 
(Kay et al. 1989), but can be accomplished with careful analysis and supporting data 
(Lacy et al. 2004).

Another study that strongly motivated our computational studies on IDPs was 
the 1997 NMR–based report on the interaction between the FlgM and σ28 proteins 
from E.coli (Daughdrill et al. 1997), a study that stimulated a commentary on the 
importance of being unfolded (Plaxco and Gross 1997). FlgM and σ28 regulate the 
morphogenesis of the flagellar organelle, which contains a transmembrane basal 
body motor, a flexible hook, and the flagellum. Each flagellum contains ~20,000 
copies of a protein called flagellin and accounts for about 8 % of the total cell pro-
tein. The σ28 transcription factor promotes the transcription of the flagellin gene, 
whereas FlgM binds to σ28 and inhibits its activity. The basal body contains a cen-
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tral pore that forms the basis of the type III export apparatus (Chilcott and Hughes 
1998; Minamino and MacNab 2000; Calvo and Kearns 2015). Once the assembly 
of the basal body is completed, FlgM leaks out through this central pore. Loss of 
FlgM leads to activation of σ28 and thus to the synthesis of flagellin. Using the 
NMR methods described in both the p21 and Bcl-xL papers (Muchmore et al. 1996; 
Kriwacki et al. 1996), FlgM was shown to be an IDP, but to gain structure in its C-
terminal half upon binding to σ28 (Daughdrill et al. 1997). FlgM’s IDP status almost 
certainly helps to increase its rate of transport through the somewhat narrow central 
pore of the basal body. On the other hand, if the basal body is improperly assembled 
either from mutation or environmental stress, then inhibition of σ28 by FlgM pre-
vents the wasteful synthesis of flagellin.

These NMR studies on p21, Bcl-xL, and FlgM all appeared during 1996 and 
1997, just when we were constructing our first algorithms to predict IDPs and IDP 
regions from their amino acid sequence. Consider that a region of missing elec-
tron density in the X-ray-determined structure of Bcl-xLmatched a region of high 
variability in the NMR-determined-structure of this same protein, and furthermore 
that this same region was shown by its low and negative 15N (1H) NOE values to 
be faster moving than the structured parts of the same molecule. Thus, Bcl-xL was 
shown to contain an IDP region that was indicated to lack structure by three inde-
pendent experimental methods. This strongly reinforced our confidence that these 
IDP regions were likely to be real and not experimental artifacts. Also, all three of 
these proteins exhibited extremely interesting and very important biological func-
tions. Thus, these examples plus the ones we already knew about suggested that 
these proteins carry out such important functions that understanding their (lack of) 
structure-function relationships might lead to a change in the way we think about 
proteins.

5.2 Using NMR to Identify IDP Regions

As published previously and discussed above, a collapsed HSQC NMR spectrum 
indicates a protein that is very likely an IDP throughout (Chap. 3). On the other 
hand, dispersed spectra indicate a structured protein, and if various conditions are 
right, the protein structure can be determined by a collection of NMR measure-
ments coupled with molecular modeling. NMR-determined protein structures are 
generally represented as ensembles of structures. Conformational variability be-
tween structures within an ensemble indicates uncertainty in the protein structure, 
where well-ordered regions will show little variability and flexible regions may 
show high variability. In the current PDB, there are 9501 protein structures deter-
mined by NMR methods. The number of ensemble members range from 1 to 640, 
with 20 members being by far the most commonly reported number and with very 
few having more than 30, including just 39 structures with more than 60 ensemble 
members.
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A likely IDP region can be identified in such an ensemble by considering the 
pairwise structural deviations along the chain, with IDP regions giving much larger 
deviations as compared to the structured regions. While such high deviation regions 
typically arise from IDP regions, these high deviation regions can also arise from a 
region of structure that fails to give sufficient data. As mentioned above, these two 
alternatives can be distinguished by 15N (1H) NOE values, which are estimated as 
described above. Also as described above, for values from about 0.7–0.6 down to 
− 3.6 are generally taken to be disordered (Sprangers et al. 2000; Pawley et al. 2001; 
Larsson et al. 2003).

Systematically determination of regions of NMR structures that show high devi-
ations is useful as a way of identifying potential IDPs regions. Two different meth-
ods for systematically identifying regions of high deviation have been reported (Di 
Domenico et al. 2012; Ota et al. 2013; Potenza et al. 2015). In one of the methods, 
IDP regions are described as being mobile rather than disordered.

The method that identifies IDP regions as being mobile combines two measures 
of disorder, namely structural superposition and changes in torsion angles (Di Do-
menico et al. 2012; Potenza et al. 2015). The superposition measure is based on 
the TM-score (Zhang and Skolnick 2005), which was developed to compare two 
different structures formed by the same amino acid sequence, such as comparing 
a predicted 3D structure of a protein with its actual structure. The torsion angles 
are compared by their averages and standard deviations over the various models in 
the ensemble. These two measures then lead to the identification of each residue 
as being mobile or not mobile. An alternative comparison is to use the DSSP (De-
fine Secondary Structure of Proteins) method (Kabsch and Sander 1983) to assign 
secondary structure. In this case residues are identified as mobile if the secondary 
structure changes from model to model. The mobile versus not mobile assignment 
from this criterion overrides that from combining superposition and changes in tor-
sion angles. Finally, one or two not mobile amino acids flanked by mobile amino 
acids are reassigned as mobile and one or two mobile amino acids flanked by not 
mobile amino acids are reassigned as not mobile. These NMR assignments of mo-
bility (or disorder) are available in a database called MobiDB, http://mobidb.bio.
unipd.it/.

A much simpler method for identifying IDP regions from NMR-determined 
structures was developed in a study aimed at comparing regions of missing 
electron density in X-ray-determined structures with regions showing high de-
viation in NMR ensembles of the same proteins or in NMR ensembles of closely 
related proteins (Ota et al. 2013). The root-mean-square deviation (RMSD) was 
used as a measure of variation between the equivalent Cα atoms in an NMR en-
semble. For a given threshold, residues above the threshold were considered to 
be disordered, and those below the threshold, structured. These threshold-based 
structure-disorder assignments were compared with the X-ray assignments 
using the Matthews Correlation Coefficient (MCC) (Matthews 1975), which 
measures the quality of the agreement between two binary classifications. This 

http://mobidb.bio.unipd.it/
http://mobidb.bio.unipd.it/
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comparison was repeated for different RMSD threshold values in order to find 
the threshold that gave the best agreement between the two assignments, i.e. the 
maximum value for the MCC. In this study, an RMSD value of 3.2 Å was found 
to give the best correlation between disorder determined from divergence in 
NMR ensembles and disorder determined by regions of missing electron densi-
ty. One complication is that, in many cases, the structure of the same protein has 
been determined multiple times by X-ray diffraction and, as described above, 
often with differences in the regions observed to be disordered. A reasonable 
approach here is to simply use the structure showing the largest region of miss-
ing electron density.

Another feature of this study was that the results of structure and disorder deter-
mined by the 3.2 Å value for the RMSD were compared with structure and disorder 
determined by 15N (1H) NOE values (Ota et al. 2013). Of the 55 proteins for which 
both NMR–determined and X-ray–determined structures were found, only 24 of 
these could be associated with relaxation studies using 15N (1H) NOE measure-
ments. For regions identified as structured (less than 3.2 Å RMSD), a total of 1773 
15N (1H) NOE signals were found. Of these, just 130 (~7 %) exhibited 15N (1H) NOE 
peak values smaller than 0.5, indicating that the RMSD threshold method and the 
relaxation method give > 90 % coincidence in their identification of structured re-
gions. The identification of disorder by the two methods is not quite so similar. For 
this set of 24 proteins, about 400 residues were identified as being in IDP regions by 
virtue of RMSD values greater than 3.2 Å. Of these residues, 320 (80 %) displayed 
15N (1H) NOE peak values less than 0.5, giving 80 such residues having 15N (1H) 
NOE peak values greater than this threshold. These 80 residues were mostly in 
loops in the protein structure.

In addition to the interpretation of NMR ensembles, bioinformatics methods can 
be applied directly to chemical shift and 15N (1H) NOE data. The latter approach 
has the advantages that NMR parameters directly characterize mobility and flex-
ibility—as opposed to indirectly through ensemble RMSD—and that no structured 
region is required—as is required for calculation of RMSD—allowing for inclusion 
of highly disordered proteins. Chemical shifts are a very rich source of structural 
and dynamic information (Chap. 3) and readily indicate regions of the polypep-
tide chains that are characterized by partially populated secondary structural ele-
ments (helices, sheets, etc). Many proteins which are highly disordered and flex-
ible have been characterized through NMR and their chemical shifts and 15N (1H) 
NOE have been determined and deposited in the Biological Magnetic Resonance 
Bank (BMRB) (Markley et al. 2008). Therefore chemical shifts of IDPs offer a 
rich dataset to be further explored and used to develop prediction methods. One 
such method, DynaMine (Cilia et al. 2013), is a linear model that predicts chemical 
shift-based order parameters directly from amino acid sequence and has a disorder 
prediction performance on par with more complex predictors trained from order-
disorder datasets.
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6 Future Directions

Above we pointed out the usefulness of characterizing the same IDP or IDP region 
by multiple methods. As we look to the future, we suggest that it will be important 
to expand the number of IDPs and IDP regions characterized by multiple methods. 
A second major thrust should be to improve current methods and to develop new 
methods for characterizing IDPs and IDP regions by NMR. A third area is applica-
tion and improvement of in-cell NMR techniques to support and extend in vitro 
studies to in vivo and in situ environments.

6.1  Accumulating IDPs and IDP Regions Characterized 
by Multiple Methods

With regard to experimental determination of IDPs and IDP regions by multiple 
methods, an obvious need is for the characterization of many more proteins by 
X-ray–determined structures, by NMR–determined structures, and by NMR relax-
ation methods such as was done for Bcl-xL. In our attempts to compare these three 
types of results (Ota et al. 2013), we could find 15N (1H) NOE relaxation data for 
just 24 of the 55 proteins that had both X-ray– and NMR–determined structures 
and that met our other criteria. Furthermore, just 1 of the 24 instances of relaxation 
data was found to be deposited in the BMRB (Markley et al. 2008); the other 23 
instances were found by manual literature searches. To give another comparison, 
as indicated above, the current PDB contains 9501 structures determined by NMR 
methods, while the BMRB currently contains just 212 proteins with 15N (1H) NOE 
relaxation data. Thus, in the future we would like to see a push for more proteins 
to be characterized by all three of these approaches, and for a much larger fraction 
of the NMR relaxation data to be deposited into a single location, the BMRB. This 
would facilitate systematic comparisons of the three types of data for the identifica-
tion of IDP regions. This in turn would lead to a larger collection of proteins with 
well characterized IDP regions. Additionally, the information provided by 15N (1H) 
NOEs, chemical shifts, and other NMR observables are useful for identification of 
IDP regions even if no structure has been deposited in the PDB.

It would be helpful to expand the number of IDPs and IDP regions that are char-
acterized by methods in addition to those based on X-ray and NMR. To give one ex-
ample, the protein calcineurin contains a long IDP region of about 150 residues that 
features a calmodulin binding site and an autoinhibitory domain. This region has 
been characterized as disordered by regions of missing electron density located on 
both sides of the bound autoinhibitory domain as observed in the X-ray–determined 
structure (Kissinger et al. 1995). In addition, this same region has been indicated to 
be disordered by protease digestion, for which multiple sites are cleaved more or 
less simultaneously (Manalan and Klee 1983), and also by H/D exchange with pro-
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teolysis coupled with mass spectrometry being used to identify the specific regions 
that are undergoing rapid exchange (Rumi-Masante et al. 2012). To give another 
example, a segment within the axin scaffold protein was shown to be disordered 
because this segment exhibited a collapsed HSQC NMR spectrum that showed little 
change upon the addition of 4 M urea, because this segment failed to show evidence 
of unfolding upon heating, and because this segment migrated in size exclusion 
chromatography as a protein with a much larger mass. Despite its disordered status 
as indicated by these multiple methods, this axin segment exhibited its biological 
function of accelerating phosphorylation when added to a mixture containing a ki-
nase and its substrate, both of which bind to this same segment (Noutsou et al. 2011; 
Xue et al. 2013).

Perhaps the community needs to form an “unstructural genomics initiative.” In 
the structural genomics initiative (SGI) (Burley 2000), many IDPs and IDP regions 
were found (Oldfield et al. 2005b; Johnson et al. 2012; Oldfield et al. 2013). Thus, 
one approach would be to evaluate proteins originally studied in the SGI by mul-
tiple methods to reveal IDPs and IDP regions. The goal of the original SGI was to 
find representatives of the various types of protein structures found in nature (e.g. to 
find different types of protein folds), which was to be used in parallel with studies 
of their functions thereby to expand our understanding of the sequence → structure 
→ function paradigm. In a similar fashion, the goal of the unstructured genomics 
initiative would be to expand our understanding of the newly emerging sequence → 
IDP ensemble → function paradigm.

6.2  Developing Improved Methods for the Study of IDPs by NMR

In some respects IDPs are ideal candidates for NMR relaxation experiments, par-
ticularly due to sharp peaks due to their relaxation properties. However, IDPs can 
present some substantial challenges. High solvent exposure leads to similar local 
environments for all residues, leading to collapsed spectra with overlapping peaks. 
Additionally, the generally lower complexity of IDPs, relative to ordered proteins, 
leads to additional environmental symmetry between residues and further collapse 
of spectra (Felli and Pierattelli 2014; Nováček et al. 2014).

Several approaches have been developed to overcome the high signal overlap of 
many IDPs (Nováček et al. 2014). One of these approaches is sampling of spectra 
at a higher rate to resolve spectra overlap. However, optimal sampling is generally 
impractical due to long experiment times that would be required (Felli and Pierat-
telli 2014; Nováček et al. 2014), and instead non-uniform sampling methods are 
employed to approximate the optimal sampling schedule (Mobli et al. 2012). Lower 
complexity sequences are typically problematic because only neighboring residues 
are encoded in spectra, which leads to collapse due to degenerate sequence posi-
tions. One method to combat this collapse is to encode longer range sequence into 
the spectra (Nováček et al. 2014), where the resulting high dimensional spectra 
are approximated with non-uniform sampling methods. Another method to com-
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bat collapsed spectra is the use of 13C detection instead of 1H detection (Bermel 
et al. 2006). Detection of 13C can separate resonances by a factor of 3 compared 
to detection of 1H. Additionally, 13C is not sensitive to exchange broadening or as 
sensitive to salt concentration as 1H, which can further improve spectra taken near 
physiological conditions (Gil et al. 2013; Felli and Pierattelli 2014; Nováček et al. 
2014; Chap. 3).

6.3 In-Cell NMR

By over-expressing one specific protein in E. coli in the presence of 15N or 13C en-
riched compounds, it becomes possible to carry out NMR studies of proteins inside 
of cells (Serber et al. 2001; Serber and Dötsch 2001). Subsequently, other methods 
such as injection of frog oocytes or adding penetration signals such as polyR have 
been used to introduce labeled proteins for in-cell NMR studies (Ito and Selenko 
2010). This body of work appeared after we had already published our first predic-
tors of IDPs and IDP regions (Romero et al. 1997a, 1997b, 2001). Furthermore, a 
much earlier NMR experiment showing the disorder status of the protein chromo-
granin A in slices of rat adrenal medulla (Daniels et al. 1976), which was a harbin-
ger of the ability to observe IDPs inside cells by NMR, was simply unknown by us. 
Thus, these in-cell NMR experiments had no influence regarding our decision to 
develop predictors of IDPs and IDP regions. However, these and many subsequent 
in-cell NMR experiments have had substantial effect on the entire IDP field.

One suggestion has been that IDPs don’t really exist in the crowded environ-
ment of the cell. Instead, molecular crowding has been suggested to cause proteins 
to collapse and fold. To test this suggestion, acid-unfolded cytochrome c and the 
prototypical IDP, α synuclein, were studied by both NMR and CD with and without 
the addition of 1 M glucose as a small-molecule crowding agent. Glucose caused 
acid-unfolded cytochrome c to collapse to the size and structure closely approxi-
mating its native state. On the other hand, α-synuclein did collapse but failed to gain 
significant secondary structure (Morar et al. 2001), suggesting to us that it remains 
disordered.

Several in-cell NMR experiments confirm that α-synuclein remains disordered 
even when in such highly crowded conditions as the inside of cells (McNulty et al. 
2006; Barnes and Pielak 2011; Fauvet et al. 2012; Binolfi et al. 2012; Smith et al. 
2015). It is worth noting that a soluble construct of α-synuclein forms a dynamic 
tetrameric helical bundle (Wang et al. 2011b). This finding has caused some discus-
sion regarding the IDP status of this protein (reviewed in (Alderson and Markley 
2013)). Our view is that such a result is common and does not negate its IDP status 
because many IDPs self-associate or form complexes with other proteins. Further-
more, the equilibrium between the IDP monomeric state and the structured tetramer 
might be related to its biological function.

For typical IDPs, crosspeaks in the 1H-15N HSQC spectra are very similar wheth-
er obtained in vitro or via in-cell experiments (Dedmon et al. 2002; McNulty et al. 
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2006). Amazingly, recent H/D exchange experiments for FlgM and α-synuclein 
yielded nearly identical results for in vitro and in-cell experiments, indicating that 
true disorder can persist inside E. coli despite the crowded environment and further 
indicating that the interactions inside the cell don’t appreciably affect the exchange 
rates (Smith et al. 2015). In contrast, in-cell NMR experiments on structured pro-
teins show that the crowded environment can have very significant effects on the 
resulting spectra (Li et al. 2008). These large effects arise from hindered rotational 
motions that result from interactions with the other macromolecules in the crowded 
intra-cellular environment, which for E. coli reach levels near 300 to 400 g/L (Zim-
merman and Trach 1991; Ellis 2001). In some cases the hindered motions result 
from hydrophobic interactions (Wang et al. 2011a), and in other cases they result 
from electrostatic interactions, either with other proteins (Crowley et al. 2011) or 
with RNA (Kyne et al. 2015).

An especially interesting discovery is that crowding can lead to protein desta-
bilization or even unfolding (Miklos et al. 2011; Harada et al. 2013). Evidently, 
at high levels of crowding, the sum of the energies of even weak interactions can 
overcome the intramolecular folding energies and thereby destabilize a structured 
protein. Using in-cell NMR coupled with H/D exchange, the degree of instability 
can be estimated (Monteith and Pielak 2014). Using this approach, a surface muta-
tion in a structured protein was found to be 10-fold more destabilizing in cells than 
in vitro (Monteith et al. 2015), a truly remarkable result.

The unfolding of structured proteins by crowding raises several very fundamen-
tal questions for the IDP field. Should such proteins be considered IDPs? Do cells 
actively modulate such destabilization by altering the relative amounts of stabiliz-
ing and destabilizing macromolecules in the intra-cellular milieu? Are such coupled 
crowding and unfolding events involved in particular biological functions? If so, 
which functions? We look forward to future NMR and related experiments aimed at 
answering these and other questions that come out of these recent findings.
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Chapter 2
Structure and Dynamics of Intrinsically 
Disordered Proteins

Biao Fu and Michele Vendruscolo

Abstract Intrinsically disordered proteins (IDPs) are involved in a wide range of 
essential biological processes, including in particular signalling and regulation. We 
are only beginning, however, to develop a detailed knowledge of the structure and 
dynamics of these proteins. It is becoming increasingly clear that, as IDPs populate 
highly heterogeneous states, they should be described in terms of conformational 
ensembles rather than as individual structures, as is instead most often the case for 
the native states of globular proteins. Within this context, in this chapter we describe 
the conceptual tools and methodological aspects associated with the description 
of the structure and dynamics of IDPs in terms of conformational ensembles. A 
major emphasis is given to methods in which molecular simulations are used in 
combination with experimental nuclear magnetic resonance (NMR) measurements, 
as they are emerging as a powerful route to achieve an accurate determination of the 
conformational properties of IDPs.

Keywords Structure · Dynamics · Molecular dynamics · Conformational ensembles

1  Introduction: From Average Structures  
to Conformational Ensembles

Intrinsically disordered proteins (IDPs) play crucial roles in many aspects of mo-
lecular and cell biology, as these proteins are involved in a variety of signalling and 
regulation processes as well as being implicated in a range of neurodegenerative 
and systemic disorders such as Alzheimer’s and Parkinson’s diseases, and type II 
diabetes (Dyson and Wright 2005; Knowles et al. 2014; Uversky 2013). From the 
point of view of structural biology, IDPs pose formidable challenges since they are 
conformationally highly heterogeneous (Fig. 2.1) and are thus not readily amenable 
to the standard approaches for structure determination that have been developed for 
folded proteins.

© Springer International Publishing Switzerland 2015
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Native states are also undergoing structural fluctuations, the dynamics of which 
are important for enzymatic catalysis, ligand binding and the formation of bio-
molecular complexes (Frauenfelder et al. 1991; Fersht 1999; Karplus and Kuri-
yan 2005; Mittermaier and Kay 2006; Vendruscolo and Dobson 2006; Boehr et al. 
2009). The dynamics of native states are usually represented by a conformational 
variability around a well-defined structure, and powerful techniques are available 
to calculate them and their related conformational fluctuations (Brooks et al. 1983; 
Brunger et al. 1998; Schwieters et al. 2006). This type of description, however, is 
not suitable in the case of highly heterogeneous states because in such states, in the 
absence of a specific reference structure, an IDP populates a wide range of confor-
mations having very dissimilar structures (Varadi et al. 2014).

The characterization of the behaviour of IDPs requires novel approaches with 
respect to standard protein structure determination procedures. The gold standard 
for the determination of the structures of native states is represented by X-ray crys-
tallography, a technique that allows the positions of all the atoms to be identified 
with great accuracy through the mapping of the corresponding electron densities 
(Blundell and Johnson 1976). Nuclear magnetic resonance (NMR) spectroscopy 
can also achieve this type of accurate positioning of the atoms making up a protein 
molecule through the measurement of inter-proton distances by exploiting nuclear 
Overhauser effects (Wüthrich 1986). In this context, the problem of protein struc-
ture determination is solved by acquiring an amount of experimental information 
sufficient to determine essentially all the degrees of freedom of a protein molecule 
once its sequence and covalent bond topology are known. In the case of IDPs, by 
contrast, this approach is not possible, since the presence of a wide variety of differ-
ent conformations prevents the definition of the structural properties of proteins by 
providing a single list of three-dimensional atomic coordinates.

Fig. 2.1  IDPs are conformationally highly heterogeneous. This fundamental aspect of the nature of 
IDPs is illustrated here by the probability distribution of the radius of gyration, Rg, of α-synuclein 
( black line), an IDP associated with Parkinson’s disease (Dedmon et al. 2005). The values of Rg 
range from about 18 Å to more than 40 Å. For comparison the probability distribution of a poly-
peptide chain with the same length as α-synuclein in a random coil state is also shown ( red line) 
(Dedmon et al. 2005)
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A powerful conceptual framework in this case is that of statistical mechanics 
(Chandler 1987; van Kampen 1992). In this type of description the objective is to 
determine a range of representative conformations populated by IDPs together with 
their statistical weights. In other words, the aim is to characterise the Boltzmann 
distributions of IDPs. The reason for adopting this approach is that if one calculates 
the number of possible states of an IDP, one realizes that no experiment will ever 
be able to provide sufficient information to determine the atomic coordinates of the 
exceedingly large number of different conformations that it can explore. To obtain 
an insight into this issue, one can consider a most common textbook example, in 
which the velocities of the particles of an ideal gas in a box are provided in terms 
of a well-defined probability distribution, the Maxwell-Boltzmann distribution 
(Chandler 1987). The knowledge of such a distribution enables a great variety of 
properties of the ideal gas to be calculated, and these calculations provide accu-
rate predictions for experimental measurements that can be performed on rarefied 
weakly-interacting gasses. In this view, the goal of measuring the positions of all 
the atoms in the myriad different conformations of a protein is not only practically 
impossible to achieve, but also essentially irrelevant, since one can perform ac-
curate predictions of many aspects of its behaviour even without such knowledge.

For a given IDP, in order to generate an ensemble of structures according to 
their Boltzmann probabilities, or statistical weights, the availability of only sparse 
experimental measurements for structure determination can be complemented with 
the use of a priori information, including about covalent bond lengths, dihedral 
angles and rotameric states of side chains. This type of information can be provided 
through the use of force fields in molecular dynamics (Brooks et al. 1983; Hornak 
et al. 2006; Lindorff-Larsen et al. 2012a) or through effective potentials derived 
from protein structure databases (Das and Baker 2008). In this approach, a com-
putational model of the conformational space populated by IDPs is combined with 
the information provided by the experimental measurements in order to achieve a 
description of the structure and dynamics of IDPs simultaneously consistent with 
the overall theoretical knowledge of the behaviour of these proteins and with the 
specific observation made about specific systems. As we will describe in the fol-
lowing, a range of different methods have been proposed to combine theoretical 
knowledge about IDPs and the experimental measurements on them. Before com-
ing to that, however, we address the two major, and in many ways complementary, 
problems that should be considered in the determination of the structure and dy-
namics of IDPs.

2  The Two Fundamental Problems in the Computational 
Study of IDPs

The strategy in which experimental data are combined with a theoretical model-
ling of IDPs requires an ability to generate a relatively accurate sampling of their 
conformational space. A powerful approach to achieve this result is provided, for 
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example, by all-atom molecular dynamics simulations (Karplus and Kuriyan 2005; 
Shaw et al. 2010; Best 2012). In these simulations, the conformational space of a 
protein is sampled by integrating the equations of motion for a time interval suf-
ficiently long to enable the relevant regions to be explored. There are, however, 
two major challenges in the implementation of this approach. The first is the ‘force 
field problem’ and the second is ‘the conformational sampling problem’. We should 
also note that although we describe these two problems here in the case of all-atom 
molecular dynamics simulations, they are common to essentially any scheme to 
sample the conformational space of proteins, as one needs always to evaluate the 
energy of a given protein conformation and to explore the range of its available 
conformations.

2.1 The Force Field Problem

One of the most fundamental aspects of any theoretical method to describe the 
behaviour of proteins concerns the ability to associate an energy to a given confor-
mation. In molecular dynamics simulations, the function that associates an energy 
to a given conformation is called a ‘force field’ (although rather than a force it is 
actually an energy, or more precisely, a potential energy). The most common force 
fields are based on molecular mechanics, in which classical mechanics is used to 
describe the behaviour of proteins and the interactions are provided in a classical 
framework, involving a combination of terms describing the covalent bond distanc-
es and angles (‘bonded terms’) and of terms describing other interactions, includ-
ing van der Waals and Coulomb interactions, between atoms (‘non-bonded terms’) 
(Brooks et al. 1983; Hornak et al. 2006; Lindorff-Larsen et al. 2012a).

These energy terms, however, represent only an approximate model of the actual 
interactions between atoms. Although better representations of these interactions 
are possible in principle (e.g. through the use of quantum mechanics), they become 
computationally more expensive and as a consequence they are more seriously 
affected by the conformational sampling problem (see Sect. 1.2.2) (Brooks et al. 
1983; Hornak et al. 2006; Lindorff-Larsen et al. 2012a; Baker and Best 2013). The 
energies that can be associated with given conformations, therefore, can only be of 
limited accuracy, and the corresponding exploration of the conformational space is 
carried out with inaccurate statistical weights. Despite a range of significant recent 
advances in the improvement of force fields (Lindorff-Larsen et al. 2012a; Bottaro 
et al. 2013; Baker and Best 2013; Piana et al. 2014), one should thus bear in mind 
that force fields are not exact. Having said that, the use of molecular dynamics 
simulations provides a range of opportunities that have been explored in a series 
of recent studies that are beginning to provide descriptions of the structure and dy-
namics of IDPs and of the disordered states of other proteins (Lindorff-Larsen et al. 
2012b; Camilloni and Vendruscolo 2014; Knott and Best 2012; Krzeminski et al. 
2013; Varadi et al. 2014).
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2.2 The Conformational Sampling Problem

As mentioned above, the number of possible conformations of a protein molecule 
is enormous. It is thus out of the question to enumerate all such possible conforma-
tions using a computer, since it would require an essentially infinite amount of time 
and memory. In statistical mechanics, however, it is relevant to sample the confor-
mational space only in the regions where the statistical weights are non-negligible. 
For folded states, this means that only a relatively small number of conformations 
need to be considered, and indeed single X-ray structures represent the state of a 
protein quite faithfully. By contrast, many more conformations should be explored 
for IDPs, as the statistical weights are significantly different from zero for a wide 
range of different structures.

In molecular dynamics the speed at which the conformational space can be ex-
plored is inherently limited by the step of integration of the equations of motion, 
which is typically of 1 to 2 femtoseconds. Even with the most powerful supercom-
puters, trajectories can currently be followed up to the millisecond timescale—a 
feat that involves something like a trillion integration steps! (Shaw et al. 2010; Ven-
druscolo and Dobson 2011). As IDPs tend to explore their relevant conformational 
space on longer timescales (e.g. seconds and beyond), one should bear in mind that 
the sampling will necessarily be incomplete.

Several methods have been proposed to enhance the sampling efficiency. For 
example, one of the most common ones involves the ‘coarse-graining’ of the con-
formational degrees of freedom (Tozzini 2005; Monticelli et al. 2008). In this 
approach, rather than representing a protein molecule by providing a list of the 
three-dimensional coordinates of all its atoms, one simplifies the representation by 
specifying only the most relevant degrees of freedom, such as for instance only the 
position of the Cα atoms. In coarse-grained approaches, while the integration step 
becomes much less expensive, the force field becomes less accurate because in 
eliminating some of the atoms of a protein the corresponding interactions should be 
incorporated in some averaged manner in the force field, and such averaging is in-
herently approximate. There is therefore a trade-off between speed in the sampling 
and accuracy in the energy estimation.

In other approaches, the all-atom representation is maintained but the force field 
is modified in a controlled manner to bias the sampling towards the relevant regions 
of the conformational space. One of the first methods proposed for this purpose 
is that of ‘umbrella sampling’, in which a weighting function is introduced in the 
force field to prevent the sampling of structures outside a given region of the con-
formational space (Chandler 1987). This bias is then removed in order to reweight 
the conformations and obtain their correct statistical weights. Series of umbrella 
sampling simulations can be then analysed using the weighted histogram analysis 
method (WHAM) or its generalizations (Kumar et al. 1992; Hub et al. 2010; Zhu 
and Hummer 2012). A related method is that of accelerated molecular dynamics, in 
which the sampling of the conformational space is enhanced by reducing the energy 
barriers separating the different states populated by a protein (Board et al. 1992;  
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Markwick et al. 2007). This method modifies the potential energy landscape by 
raising the energy wells below a given threshold level, while leaving those above 
this level unaffected. As a result, the barriers between neighbouring energy basins 
are reduced, allowing the protein to sample regions of the conformational space that 
cannot be easily accessed in conventional molecular dynamics simulations.

A particularly effective method that is becoming increasingly adopted in IDP 
simulations is that of metadynamics (Laio and Parrinello 2002; Laio and Gervasio 
2008). In this method one assumes that the behaviour of a protein can be described 
accurately through a small number of collective variables. The basic idea of the 
method is that the protein is discouraged from returning to the proximity of the 
conformations that it has already visited by ‘remembering’ their positions. This idea 
is implemented by calculating the position of the protein in terms of the collective 
variables during the simulation and by adding a Gaussian function in this posi-
tion to the energy landscape of the protein itself. As the simulation progresses, the 
Gaussian functions accumulate preferentially in the energy minima until the free 
energy eventually becomes a constant as a function of the collective variables. The 
three main parameters that control the convergence of the simulations are the time 
between the addition of Gaussian functions and the height and width of the Gauss-
ian functions themselves.

3  Combining Experiments with Simulations Using  
the Maximum Entropy Principle

As mentioned above, several approaches have been proposed for characterizing 
non-native states. These approaches differ in the particular way in which the sys-
tem-dependent experimental measurements are combined with the system-indepen-
dent theoretical information provided by the force field. A general framework for 
carrying out this plan is provided by the maximum entropy principle (Pitera and 
Chodera 2012; Cavalli et al. 2013; Roux and Weare 2013; Boomsma et al. 2014). 
According to this principle, the conformational space populated by a protein should 
be the largest possible one compatible with the information available. In the context 
of molecular dynamics simulations, the incorporation of the information provided 
by a given set of experimental data to a force field should be carried out in a man-
ner that maximizes the number of conformations that are sampled, with the only 
requirement that they be compatible with the experimental data. In this sense, the 
maximum entropy principle provides the opposite prescription to the ‘Occam’s ra-
zor’, according to which the minimal number of structures should be determined to 
generate a set consistent with the available experimental data.

The maximum entropy principle only provides a guideline about how to com-
bine experiments with simulations, and there are many possible alternatives for its 
practical implementation. For example, in an approach often used for the character-
ization of the behaviour of IDPs, the experimental information is used to filter out 
conformations in disagreement with the observations from a previously generated 
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ensemble of conformations (Choy and Forman-Kay 2001; Bernadό et al. 2005; 
Heise et al. 2005). The success of this approach relies on the ability of the confor-
mational sampling to explore regions that are populated with significant probability 
by IDPs, as otherwise it becomes impossible to select conformations consistent 
with the experimental data. When this condition is met, the maximum entropy prin-
ciple framework offers a highly effective way to carry out the selection.

An approach that has been investigated extensively in recent years consists of 
extending the methods of structure determination that have been developed for na-
tive states to highly heterogeneous states (Bonvin et al. 1994; Bonvin and Brunger 
1995; Burgi et al. 2001; Constantine et al. 1995; Fennen et al. 1995; Kemmink and 
Scheek 1995; Kessler et al. 1988; Torda et al. 1989; Clore and Schwieters 2004; 
Lindorff-Larsen et al. 2005). In this approach the experimental information is used 
to construct structural restraints to be used in molecular simulations. In this case the 
sampling is biased to take place in regions of conformational space that satisfy the 
available experimental information. It has been shown that the addition of the bias 
can be carried out in a manner compatible with the maximum entropy principle (Pi-
tera and Chodera 2012; Cavalli et al. 2013; Roux and Weare 2013; Boomsma et al. 
2014). In this context, if the experimental restraints are imposed as averages over a 
number N of replicas of the protein molecule, the sampling is carried out according 
to the maximum entropy principle in the limit of large values of N and large values 
of the force constant in front of the energy restraint term. In practice, it has also been 
shown that the number N of replicas can be relatively small, ranging from 2 to 16 
(Cavalli et al. 2013; Roux and Weare 2013; Boomsma et al. 2014).

By building on these advances, the recently proposed replica-averaged metady-
namics (RAM) method (Camilloni et al. 2013; Camilloni and Vendruscolo 2014) 
combines the advantages of advanced sampling techniques (in this case metady-
namics) to improve the conformational sampling problem with the use of experi-
mentally-driven energy biases in the molecular dynamics simulations to improve on 
the force field problem. In RAM simulations, the replicas needed for the maximum 
entropy principle implementation of the experimental restraints are also exploited 
opportunistically to speed up the sampling of conformational space as they are used 
as collective  variables.

4  Free Energy Representations of Conformational 
Ensembles

In order to define the specific conformation of a protein one can provide a list 
of the coordinates of all its atoms (e.g. by the analysis of electron density maps 
obtained by X-ray crystallography). In NMR spectroscopy, alternative options in-
clude the specification of a large set of distances between atom pairs (e.g. by using 
NOE-derived interproton distance information), or of orientations of interatomic 
vectors either with respect to each other (e.g. by considering J couplings) or relative 
to an external direction (e.g. by the use of residual dipolar couplings (RDCs)). This 
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information is then readily translated, usually in an unequivocal manner, into atom-
ic coordinates using standard computational methods. This approach, however, as 
noted above, is unsuitable for IDPs, as these proteins populate a vast number of dif-
ferent conformations, so that conformational ensembles, which include a variety of 
structures together with their statistical weights, should be specified.

A very effective way to represent conformational ensembles is through the use 
of free energy landscapes (Boehr et al. 2009; Frauenfelder et al. 1991; Vendruscolo 
and Dobson 2006). A free energy landscape represents the probability of observing 
a given value of a given parameter of a system (Fig. 2.2). For example, the free en-
ergy landscape F Rg( ) as a function of the radius of gyration Rg can be calculated as

 (2.1)

where α is a proportionality constant. This free energy landscape is thus proportion-
al to the negative of the logarithm of the probability distribution P Rg( ) of the radius 
of gyration Rg. This probability distribution can be calculated from a simulation as

 (2.2)

where N Rg( )is the number of times that the trajectory has visited a conformation 
with the value Rg and N is the total number of conformations generated during the 
trajectory. In many cases, the free energy landscape can be calculated as a func-
tion of multiple parameters, although when more than two parameters are used the 
graphical representation becomes less intuitive.

The major advantage of working with free energy landscapes is that they readily 
give insights about a number of essential properties of IDPs, including: (1) the list 
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Fig. 2.2  The free energy landscape of a disordered protein is characterized by the presence of a 
large number of local minima. This feature is illustrated for the case of the low pH state of acyl-
CoA-binding protein ( ACBP) (Camilloni and Vendruscolo 2014), a four helix bundle protein ( left 
panel) that populates a variety of conformationally distinct substates under acidic conditions ( right 
panel). The characterization of highly heterogeneous conformational states of proteins in terms of 
free energy landscapes provides a concise and comprehensive overview of the nature and proper-
ties of such states
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of their conformational states, (2) the structural features of these states, (3) the ex-
tent of their dynamics (in the sense of their equilibrium structural fluctuations), (4) 
their populations (i.e. their statistical weights), and (5) their mechanisms of func-
tion. More specifically, one can use the free energy landscape of a protein to find 
the number of its states by counting the number of minima, as such minima cor-
respond to regions of high occupation probability, as specified by Eq. (2.1), even 
if sometimes in disordered states, such as those populated by IDPs, the number of 
minima can be very large and their populations very small. Furthermore, the exten-
sion of the basin around a given free energy minimum provides information about 
the overall size of the conformational ensemble corresponding to that state, as wide 
basins will correspond to conformational fluctuations of larger amplitude and hence 
to larger conformational ensembles.

Most importantly, the knowledge of the different states accessible to a protein is 
crucial in providing insights into the molecular basis of its function. A very common 
example is that of the description of the molecular recognition process between two 
proteins in terms of the ‘conformational selection’ model (Lange et al. 2008; Boehr 
et al. 2009). In this model, bound-like conformations are explored by the unbound 
protein, which then recognises its partner preferentially by binding it in one of these 
bound-like structures. The characterisation of the free energy landscapes of IDPs 
can provide a compelling demonstration of this principle (Knott and Best 2012).

5 Validation Methods for Conformational Ensembles

As the translation of the experimental measurements into structural restraints and 
their use in computational methods require a range of assumptions, the resulting 
structures should be critically assessed in order to establish whether they are cor-
rect or not. Ultimately, a powerful guiding principle is that a given conformational 
ensemble should enable successful predictions to be made about the outcome of 
the measurements of a variety of different properties of an IDP. In this case such 
an ensemble represents a comprehensive description of this protein within a sta-
tistical mechanics framework. When this happens, one should conclude that the 
conformations that have been determined, together with their statistical weights, 
provide a satisfactory representation of the state of a protein as their validity can be 
tested extensively. Suitable types of experimental parameters available for validat-
ing non-native states include fluorescence resonance energy transfer (FRET) de-
rived distances (Haas 2005; Schuler et al. 2002; Sherman and Haran 2006; Moglich 
et al. 2006) and several NMR observables such as RDCs (Bernadό et al. 2005), 
paramagnetic relaxation enhancement (PRE) derived distances (Francis et al. 2006; 
Dedmon et al. 2005; Lindorff-Larsen et al. 2004), J-couplings (Smith et al. 1996), 
chemical shifts (Korzhnev et al. 2004; Camilloni and Vendruscolo 2014), R2 values 
(Klein-Seetharaman et al. 2002) and protection factors from hydrogen exchange 
(Gsponer et al. 2006). The exploitation of these techniques will undoubtedly direct 
future efforts for increasing the resolution of IDP structures.
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Several other methods of validation have been considered in the context of pro-
tein structure determination, many of which can be extended readily to IDPs. The 
internal consistency of a structural determination procedure can be verified by using 
only a subset of restraints and by testing whether the remaining ones are reproduced 
(cross-validation) (Spronk et al. 2004). The use of cross-validation, however, is 
potentially prone to error, especially in the case of highly heterogeneous ensembles 
of structures (Francis et al. 2006; Dedmon et al. 2005; Lindorff-Larsen et al. 2004). 
If for example several average inter-atomic distances are imposed on a single mol-
ecule, the only conformations compatible with this type of restraint may be compact 
ones. As a consequence of the time and ensemble averaging during the acquisition 
of NMR spectra, however, not all of the inter-atomic contacts detected experimen-
tally need to be simultaneously present in any given conformation. For instance, the 
∆131∆ fragment of staphylococcal nuclease was represented as a rather compact 
and native-like ensemble by imposing PRE-derived distances on a single molecule 
in the simulations (Gillespie and Shortle 1997). When instead the experimental dis-
tances were imposed on the average over many molecules, a much more expanded 
ensemble of conformations was obtained, in which states with an overall native-like 
topology were present but with very low statistical weights (Francis et al. 2006, 
Vendruscolo 2007).

In alternative validation methods, the statistical properties of the conformations 
obtained can be compared with those in the protein structure databases. These meth-
ods have become highly sophisticated for native states (Grishaev and Bax 2004; 
Spronk et al. 2004), and it will become increasingly possible to apply them to non-
native states, since large repositories of high resolution structures are beginning to 
be available (Varadi et al. 2014).

Another highly effective strategy to assess the quality and performance of dif-
ferent structure determination methods is to directly compare their performances on 
a set of common targets. In the case of structure prediction, this community-wide 
strategy has been implemented and optimised in the series of Critical Assessment 
of Protein Structure Prediction (CASP)1 exercises, which have run every 2 years 
since 1994 (Moult et al. 2014). In these assessments, experimental groups provide 
a set of sequences for which they have predicted the structures, and the various 
computational groups submit their predicted structures within a given deadline. The 
structures are then released publicly after the completion of the exercise and the 
performance of the various prediction methods is assessed. For protein structure 
determination methods this strategy has recently been extended to NMR spectros-
copy methods with the Critical Assessment of Automated Structure Determination 
by NMR (CASD-NMR) assessment (Rosato et al. 2009; Rosato et al. 2012). Within 
the IDPbyNMR2 initiative, there is now a plan to extend this assessment to IDPs 

1 http://predictioncenter.org/.
2 IDPbyNMR (High resolution tools to understand the functional role of protein intrinsic disorder) 
is a Marie Curie activity funded under the FP7 people programme, project number 264257; http://
www.idpbynmr.eu/home/.
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within the broader Protein Ensemble Database (pE-DB)3 initiative (Varadi et al. 
2014), which is described in more detail in Chap. 11.

6 Conclusions

The characterization at high resolution of the conformationally heterogeneous states 
of IDPs is challenging because the dynamics of these states make it difficult both 
to obtain accurate experimental measurements and to translate them into a source 
of structural information. These states have structural features that are difficult to 
extract by extending experimental and theoretical techniques developed for describ-
ing native states (for which an average structure is well-defined) or highly dena-
tured states (for which random coil models are often well-suited), and they require 
the development of novel computational methods for determining ensembles of 
structures. In this chapter we have discussed methods to incorporate experimental 
measurements into molecular simulations, as these methods represent a promising 
approach that is beginning to provide highly accurate conformational ensembles of 
IDPs.
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Chapter 3
NMR Methods for the Study of Instrinsically 
Disordered Proteins Structure, Dynamics, and 
Interactions: General Overview and Practical 
Guidelines
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Rainer Kümmerle, Alessandro Piai, Roberta Pierattelli and Zsófia Sólyom

Abstract Thanks to recent improvements in NMR instrumentation, pulse sequence 
design, and sample preparation, a panoply of new NMR tools has become available 
for atomic resolution characterization of intrinsically disordered proteins (IDPs) 
that are optimized for the particular chemical and spectroscopic properties of these 
molecules. A wide range of NMR observables can now be measured on increasingly 
complex IDPs that report on their structural and dynamic properties in isolation, 
as part of a larger complex, or even inside an entire living cell. Herein we present 
basic NMR concepts, as well as optimised tools available for the study of IDPs in 
solution. In particular, the following sections are discussed hereafter: a short intro-
duction to NMR spectroscopy and instrumentation (Sect. 3.1), the effect of order 
and disorder on NMR observables (Sect. 3.2), particular challenges and bottlenecks 
for NMR studies of IDPs (Sect. 3.3), 2D HN and CON NMR experiments: the 
fingerprint of an IDP (Sect. 3.4), tools for overcoming major bottlenecks of IDP 
NMR studies (Sect. 3.5), 13C detected experiments (Sect. 3.6), from 2D to 3D: from 
simple snapshots to site-resolved characterization of IDPs (Sect. 3.7), sequential 
NMR assignment: 3D experiments (Sect. 3.8), high-dimensional NMR experiments 
(nD, with n > 3) (Sect. 3.9) and conclusions and perspectives (Sect. 3.10).
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1  A Short Introduction to NMR Spectroscopy  
and Instrumentation

The possibilities offered by modern nuclear magnetic resonance (NMR) spectros-
copy are enormous and cover a wide range of applications in physics, chemistry, 
biology, medicine and material sciences. Past and present progress in the field is 
mainly based on technical improvements of the NMR spectrometer (magnetic field 
strength, NMR electronics, probes, etc.) and on the development of a variety of 
pulse sequences that exploit the basic principles of NMR spectroscopy in an inge-
nious way in order to obtain the desired information on a particular sample. The first 
part of this chapter will therefore be dedicated to the most recent key developments 
in NMR instrumentation, mainly stimulated by emerging scientific challenges, and 
to the basic principles of NMR spectroscopy.

The phenomenon of nuclear magnetic resonance was discovered by Purcell et al. 
(1946) and Bloch (1946); shortly afterwards they were awarded the Nobel Prize 
in Physics “for their development of new methods for nuclear magnetic precision 
measurements and discoveries in connection therewith”. Since its discovery, NMR 
spectroscopy, further to its fundamental role in physics, has become a very power-
ful tool in chemistry and biology for structural studies of small organic and inor-
ganic compounds as well as large systems, including polymers and biomolecules. 
Besides X-ray crystallography and electron microscopy, NMR is the only method 
capable of providing atomic resolution information on the structure of biological 
macromolecules. Compared to X-ray crystallography, it allows studies of biological 
macromolecules in the liquid state—meaning that crystallization of the molecule 
is not required. This makes structural studies of highly dynamic systems such as 
intrinsically disordered proteins (IDPs) possible. NMR spectroscopy can also be 
employed for studies of interactions of biomolecules with small ligands, metal ions 
and other biological macromolecules. Recently, the importance of regarding bio-
molecules as dynamic ensembles instead of a single static entity has become widely 
recognized. NMR spectroscopy provides a unique tool to access dynamics informa-
tion at atomic resolution, from the picosecond timescale to slow exchange processes 
on the second (or even slower) timescale. This is particularly important for intrinsi-
cally disordered proteins, which are often characterized by heterogeneous dynamic 
properties along the polypeptide chain.

1.1 The Basic Principles of NMR

NMR spectroscopy studies the interaction of matter with radiofrequency electro-
magnetic waves that excite magnetic transitions of the atomic nuclear spins. Indeed, 
an atomic nucleus, in order to be observable by NMR spectroscopy, has to possess 
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a nonzero spin quantum number I. The relevant nuclear isotopes for NMR studies 
of proteins are 1H, 13C, and 15N; all of them have a spin quantum number of I = ½. 
When the nuclei are placed in a static magnetic field B0, which is by convention 
aligned along the z-axis, the nuclear magnetic momentum μ of the spins interact 
with the magnetic field leading to a splitting of the energy levels (Zeeman splitting) 
according to Eq. 3.1

 (3.1)

where γ is the gyromagnetic ratio and ħ is the reduced Planck constant. For spin ½ 
nuclei the magnetic quantum number m can take the values of m = + ½ and m = -½. 
The gyromagnetic ratios and natural abundance of the nuclear isotopes important in 
biomolecular NMR are summarized in Table 3.1.

Equation 3.1 is of the utmost importance for the sensitivity of NMR experiments. 
The energy difference between the two Zeeman energy levels is given by:

 (3.2)

where ω0 is the characteristic NMR frequency (Larmor frequency) of a nuclear spin 
at a given magnetic field strength.

At thermal equilibrium and temperature T, the ratio of nuclear spins in the lower 
( Eα) and higher ( Eβ) energy state can be calculated from the Boltzmann distribution:

 (3.3)

where k is the Boltzmann constant.
The NMR signal is proportional to the magnetization, which is in turn dependent 

on the spin polarization P given by the population difference between the two states 
divided by the total number of spins:

 (3.4)

 In the case of 1H nuclei, which possess the highest gyromagnetic ratio among the 
spin ½ nuclei in proteins, the ratio of spins in the upper energy state versus the lower 
energy state is 0.999872 at room temperature on an 800 MHz magnet ( B0 = 18.8 T). 
This means that only a very small fraction of the spins present in the sample contributes 
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Table 3.1  Gyromagnetic ratios and natural abundance of nuclei important for NMR studies of 
proteins
Isotope Spin I Gyromagnetic ratio γn 

(106 rad s−1 T−1)
Gyromagnetic ratio/2π 
γn/2π (MHz T−1)

Natural abundance 
isotope (%)

1H ½ 267.513 42.576 99.98
13C ½ 67.262 10.705 1.108
15N ½ −27.116 −4.316 0.37
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to the observed NMR signal. Furthermore, in the case of 13C and 15N nuclei (often 
called heteronuclei), the natural abundance of the NMR active nuclei is very low, as 
shown in Table 3.1. Isotope enrichment techniques have therefore been developed to 
enhance the sensitivity of NMR techniques involving such heteronuclei.

Sensitivity and resolution are the two most important factors influencing the 
outcome of NMR experiments. NMR sensitivity, which is defined as the signal to 
noise ratio (SNR) obtained in a fixed amount of time, can be described by the fol-
lowing equation:

 (3.5)

where N is the number of spins, V the active volume, γexc the gyromagnetic ratio of 
the excited nuclei and γdet that of the detected nuclei, B0 the static magnetic field, 
nscan the number of scans (experimental repetitions), RS the resistance of the sample 
and Rc that of the coil, Ta the temperature of the preamplifier and Ts and Tc those 
of the sample and of the coil, respectively (Hoult and Richards 1976; Kovacs et al. 
2005). Other factors that depend on the properties of the sample under investiga-
tion and on the type of pulse sequence used contribute to the sensitivity of an NMR 
experiment, and therefore to the possibility of accessing the desired information. 
These will be discussed in detail in the following paragraphs.

Some general conclusions for improving the sensitivity of an NMR experiment 
can be derived from Eq. 3.5. The NMR signal is proportional to the amount of 
spins present in the sample; it is therefore desirable to use highly concentrated 
samples for NMR spectroscopy. However, in practice, the maximum concentra-
tion of a protein sample is often limited by protein solubility and obtaining large 
quantities of isotopically labelled proteins can be expensive and time consuming. 
Most protein NMR experiments use proton excitation and detection because of 
the high gyromagnetic ratio of these nuclei; nevertheless, 13C direct detection also 
provides a valuable tool for biomolecular NMR applications (see Sect. 3.6). The 
linear dependence on B0 explains the on-going efforts of NMR manufacturers to 
develop magnets with higher magnetic fields. To date, the highest magnetic field 
of a commercial magnet corresponds to 1 GHz proton Larmor frequency (23.5 T), 
and 1.2 GHz magnets (28.2 T) are under development. The SNR increases with 
the square root of the number of scans. Increasing the overall measurement time 
thus represents a common method for spectral improvement. The last contribution 
to NMR sensitivity comes from the electronic detection circuit. The SNR of NMR 
increases with a lowering of the temperature of the preamplifier ( Ta), the sample 
( Ts), and the coil ( Tc), as well as the resistance of the sample ( Rs) and the coil ( Rc). 
A recent development that greatly enhanced the sensitivity of NMR spectroscopy 
was the introduction of probes with cryogenically cooled (to about 20 K) detection 
circuits. However, protein samples with high ionic strengths degrade the beneficial 
effects of cryogenically cooled probes.

Resolution is the other important factor to extract atomic resolution information 
from NMR spectra. It depends on chemical shift dispersion and signal linewidths. 
Two peaks can be resolved when their difference in frequency is larger with respect 
to their linewidths. Nuclear spins that are characterized by favourable chemical 
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shift dispersion and small linewidths for the system investigated should thus be 
exploited to improve the resolution of the spectra. The possibility of introducing 
additional indirect dimensions in NMR experiments provides the other invaluable 
tool for enhancing the resolution by spreading signals in additional dimensions and 
thus reducing the possibility of accidental cross-peak overlap.

1.2 NMR Instrumentation and Recent Improvements

NMR spectrometers are composed of three main components, plus some optional 
accessories, such as automatic sample changers or variable temperature (VT) gas 
preconditioning devices:

1. The superconducting magnet generating the static magnetic field B0, with the 
superconducting coil immersed in liquid helium at a temperature of 4.2 K (or 
about 2 K for subcooled “pumped” magnets). Commercially available supercon-
ducting NMR magnets have a freely accessible vertical bore with a diameter of 
50–54 mm (standard bore, used mainly for liquid state and solid state applications), 
89 mm (wide bore, used mainly for solid state and micro-imaging applications) 
or 154 mm (super wide bore, mostly used for micro-imaging applications). The 
temperature inside the magnet bore can be adjusted independently.

2. The probe, positioned in the bore of the superconducting magnet, is equipped 
with radiofrequency (RF) coils/antennas emitting RF pulses and detecting 
with the same RF coils the voltage induced by the precessing nuclear spin 
magnetization in the NMR sample. One can distinguish between three major 
fields of NMR applications, requiring different types of probes: imaging (or 
micro-imaging), magic-angle spinning (MAS) solid-state applications, and high-
resolution liquid-state applications. In the following, we will focus on NMR 
probes for liquid-state applications. The standard sample tube diameter is 5 mm, 
but optimized probes are available for sample diameters in the range 1 to 10 mm. 
Modern probes are equipped with temperature control, a field lock channel (e.g. 
2H), an actively shielded coil enabling pulsed field gradients of ~5 mT along one 
or several axis by applying DC currents (~10 A), and the capability to optimize 
the resonance circuit tuning and matching via software control. Most liquid state 
probes are built with two distinct RF coils to accommodate 2, 3 or 4 frequency 
circuits besides the field lock. Consequently, they are called double, triple or 
quadruple resonance probes. A further distinction or classification can be done 
depending on whether the inner RF coil (closer to the sample) is tuned to 1H 
(“inverse probe”, TXI) or to a X nucleus (“observe probe”, TXO). Historically, 
the inner coil of probes was tuned to observe the less sensitive X nuclei. With the 
introduction of pulse sequence elements like INEPT, the advantage of detecting 
X nuclei via the more sensitive 1H nucleus has led to the development of inverse 
probes that provide increased sensitivity.

3. The spectrometer console has all the electronic components required for 
executing complex multi-channel, multi-nuclear pulse experiments, as well as 
for detection of the electronic signal induced in the RF coils of the probe. In 
particular, RF pulses are generated at the Larmor frequencies of the nuclear spins 
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that need to be manipulated during the experiment. The console ensures their 
correct timing, phase and amplitude modulation, and signal amplification. The 
spectrometer electronics is typically characterized by the number of indepen-
dent radiofrequency (RF) channels, e.g. the number of different nuclei being 
addressable within one NMR experiment. A further distinction is the peak power 
delivered by the RF amplifier, the requirements strongly depending on the probe 
used for the application. For liquid state NMR, high-band frequency (3H, 1H, 19F) 
excitation typically needs less than 50 W, whereas for low γ nuclei (often also 
called X nuclei) RF pulses may require more than 500 W at high B0 fields. The 
console also hosts an equipment, called spectrometer or field lock, that serves 
to maintain the magnetic field strength seen by the spins throughout the whole 
experiment duration, resulting in field variations of less than ~ 0.1 Hz (1H Lar-
mor frequency). This corresponds to a precision of ~10−10 of the static B0 field, 
maintained for up to several days (in the case of long biomolecular experiments). 
The B0 field is homogenized over the sample volume by means of a shim unit 
that generates additional small magnetic fields (so-called shims), again result-
ing in spatial B0 field variation of less than 10 −9. Last but not least, a variable 
temperature unit serves to measure and regulate the NMR sample temperature 
throughout the experiment.

Over the past years all these spectrometer components have seen major technological 
improvements, so that besides ease of use, both performance and stability of modern 
NMR spectrometers have been significantly improved.

Improved Magnet Technology. Using NbTi and Nb3Sn as superconducting material, 
combined with state-of-the art wire technology, the highest currently achievable 
magnetic field strength is 23.5 T, equivalent to a 1H Larmor frequency of 1000 MHz. 
Increasing the magnetic field strength further will require the use of new types of 
superconducting wire, so-called high temperature superconducting tapes presenting 
substantially higher critical currents IC compared to conventional low temperature 
superconductors in the presence of magnetic field. The first next generation mag-
nets with a magnetic field strength of ~ 1.2 GHz are expected to become available 
within the next 3 years. For magnetic field strengths up to 21.1 T (900 MHz) incre-
mental improvements of low temperature superconducting wire have been made 
over the past years to design more compact and better shielded magnets. These 
compact magnets have, at identical field strength, smaller dimensions and less 
weight with substantially reduced stray fields, thus making the laboratory and on-
site space requirements for an NMR spectrometer less critical and less costly. As an 
example, the weight of an 18.8 T magnet (800 MHz) could be cut in half with two 
design steps over the last decade.

In addition, modern NMR magnets have a significantly reduced consumption of 
liquid helium. This not only translates into reduced operational costs, but increased 
liquid helium hold times may become critical during periods of helium shortage, 
as experienced at the end of 2012/beginning of 2013. Recently also “cryogen-free” 
magnets became available, where an active refrigeration technology, mainly con-
sisting in two pulse tubes, allows to re-liquefy evaporating helium gas (zero boil-
off), and to completely avoid the outer liquid nitrogen dewar. Such “cryogen-free” 
magnets are currently available for magnetic resonance imaging (MRI) systems, 
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and for gyrotron magnets of solids DNP NMR spectrometers. However, they are 
not (yet) suitable for high-resolution NMR applications as required for the study 
of IDPs.

Improved Probe Technology. Experimental sensitivity at constant mass or constant 
sample concentration has always been a critical factor for NMR probe design. A 
first possibility to improve the probe performance is to enhance the efficiency of 
the RF coil, e.g. to achieve higher B1 fields in the sample with a given coil current 
I (B1/I). This can be achieved for smaller sample geometries, so that for example 
the mass sensitivity of a 1 mm probe is roughly 4-fold higher compared to a 5 mm 
inverse probe. A second possibility to enhance sensitivity for a given probe type is 
to reduce the contribution of the thermal noise originating from the RF coil, RF res-
onance circuit as well as the pre-amplification of the observed NMR signal (CPTXI, 
CPTXO). Cooling these parts down from room temperature to roughly − 200 °C 
(using liquid nitrogen as cooling medium) leads to sensitivity enhancements of a 
factor of 2 to 3. Using helium gas (instead of nitrogen) to cool the pre-amplification 
stages allows to further decrease the temperature to roughly − 260 °C, resulting in 
sensitivity gains of a factor 4–5 compared to an equivalent conventional probe. 
Historically, such helium cooled probes were actually available before the nitrogen-
cooled ones. A drawback of these helium-cooled cryoprobes is that they require a 
more complex and costly infrastructure (helium compressor, cooling of the helium 
compressor) compared to the liquid nitrogen cooled probe, resulting in higher run-
ning costs. Also note that these maximum sensitivity gains stated above for cryo-
genically cooled probes only apply to samples of low electronic conductivity. For 
salty samples the gain in sensitivity is less. However, the situation may be improved 
by using NMR sample tubes of smaller diameter or of optimized geometry.

The impressive improvements in sensitivity achieved with cryogenic technology 
have also enabled the design of probes optimized for 13C direct detection, stimulat-
ing the design of a variety of new experiments optimized for IDPs, as described 
later in this chapter.

Improved NMR Electronics. Modern console electronics typically offer fully digi-
tal RF frequency generation with a timing resolution of a few tens of nanoseconds 
to enable the user fast switching of frequency, amplitude and phase as required for 
modern NMR experiments. The timing as well as the amplitude of the delivered 
RF and field gradient pulses need to be stable over the full length of the NMR 
experiment, e.g. up to several days. Another critical parameter for high-resolution 
NMR spectroscopy is the uniformity and stability of the NMR sample temperature. 
Most NMR samples are positioned in a stream of temperature-controlled gas, and 
the sensors are placed outside the NMR sample volume in the gas flow. This setup 
allows a high level of temperature stability and uniformity over the sample volume. 
However, the RF pulses in the NMR pulse sequence may heat up the sample, an 
effect that is not detected by the external temperature sensors. As a result the actual 
sample temperature may deviate by several degrees from the temperature measured 
close to the sample. This problem is most critical for high frequency nuclei. It can 
be reduced by optimizing the RF probe coil design to limit the presence of electri-
cal fields in the sample area, or by reducing sample conductivity if possible. An 
alternative is the measurement of the actual temperature during an experiment from 
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the 2H resonance of spins within the NMR sample. Such an “NMR thermometer” 
requires the presence of two 2H spin species with temperature-dependent chemical 
shifts. The measurement of the chemical shift difference of the two 2H signals, via 
the lock channel, allows to regulate permanently the temperature within the NMR 
sample and to correct for RF heating. A major advantage of this direct measurement 
of the sample temperature via the nuclear spins is the possibility of recording data 
on different NMR spectrometers (e.g. field-dependent relaxation studies) at identi-
cal absolute temperature.

2 The Effect of Order and Disorder on NMR Observables

In the following sections we will introduce the main NMR observables that are used 
to derive structural and dynamic information on proteins, with a particular emphasis 
on how the particular features of IDPs affect these NMR observables.

2.1  Structured Versus Disordered Proteins

In order to better understand the impact of structural order and disorder on NMR 
experiments and spectral parameters, it is important to recognize the principal fea-
tures that distinguish a well-folded globular protein from a largely unfolded, highly 
flexible IDP. These are illustrated in Fig. 3.1.

Hydrophobic interactions and the formation of hydrogen bonds are the main 
driving forces for the folding process of a polypeptide chain into a globular 3D 
structure and for the stabilization of such a compact fold. The main consequences 
of the presence of a stable and well-defined structure that are of importance for the 
NMR properties of the molecule are a high proton density, the exclusion (to a large 
extent) of water from the interior of the protein and, to a first crude approximation, 
the possibility of describing its rotational motion with an overall rotational correla-
tion time. The high proton density and large rotational correlation time make 1H-1H 
nuclear Overhauser effects (NOEs) the main source of structural information for 
globular proteins, whereas they are only of little use in IDP research, where the ef-
fect is mainly restricted to proton pairs that are close in the primary sequence and is 
on average smaller than that for globular proteins. Indeed, the dynamic behaviour of 
IDPs is significantly different from that of structured proteins as a result of the small 
energy difference between conformers that is responsible for the high flexibility 
typical of IDPs and allows easy inter-conversion between many different conforma-
tions. Therefore, even to a first approximation, a single overall rotational correlation 
time cannot be defined for IDPs and local effective correlation times are on average 
smaller with respect to those used to describe structured proteins of similar size. 
The differences in 1H density and molecular dynamics between IDPs and globular 
proteins also have a strong influence on the NMR signal chemical shifts and the 
relaxation parameters. Conformational averaging drastically reduces contributions 
to chemical shifts deriving from the local environment and causes severe resonance 
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overlap. The high flexibility of IDPs has a strong impact on nuclear relaxation rates,  
and thus on NMR linewidths. Depending on the time scale of motions, several 
situations can be encountered: on one hand, conformational exchange processes 
can result in extensive line broadening, and in the extreme case, the absence of 
any detected NMR signal. On the other hand fast motions result in narrow NMR 
lines, a property that makes highly flexible IDPs particularly amenable to NMR 
characterization. A variety of complex NMR experiments can be conceived for such 
highly flexible IDPs, where the favourable relaxation properties allow for multiple 
transfer steps and the narrow linewidths contribute to increase the resolution in the 
resulting spectra. Finally, IDPs are also characterized by non-compact conforma-
tions and the exposure of labile protons, e.g. amide protons, to the solvent results in 
high exchange rates. In fact, the measurement of solvent exchange rates is used to 
distinguish between highly structured and disordered regions of proteins by iden-
tifying solvent exposed and solvent protected amide sites (Schanda et al. 2006a). 
Approaching physiological pH and temperature, chemical exchange of solvent 
exposed amide protons may broaden resonances beyond detection and in this case 
alternative nuclear spins, such as aliphatic 1H or 13C, should be detected to access 
information on the IDP through NMR (Gil et al. 2013).

Fig. 3.1  Schematic illustrations of differences between structured (a) and intrinsically disordered 
(b) proteins (for reasons of clarity the molecules of water were omitted in the ensemble of IDP 
conformers), and energy landscapes of well-folded proteins (c) and IDPs (d) in the native state
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2.2  NMR Peak Positions and Chemical Shifts

Peak positions are dependent on the resonance frequencies of the observed nuclei. 
Based on Eq. 3.2 one would expect to observe a single line in the NMR spectrum 
for each nucleus of a given type (1H, 13C, 15N) at the respective Larmor frequency. 
However, this would be true only in the hypothetical experiment of observing “na-
ked” nuclei. In practice, nuclei of the same type resonate at slightly distinct frequen-
cies if they are in chemically different environments within the molecule. The rea-
son is that the nuclei experience a net magnetic field B that is the sum of the static 
field B0 and secondary shielding fields induced by the local electronic environment:

 (3.6)

where σ is the isotropic average shielding factor. This is at the origin of the term 
“chemical shift” used to measure resonance positions in NMR spectroscopy. Chem-
ical shift values δ are typically measured relative to the chemical shift of a standard 
according to:

 (3.7)

where ω0 is the Larmor frequency in MHz, Ω the frequency offset of the nucleus of 
interest in Hz and Ωref  the offset of the standard in Hz. In this way the chemical shift 
becomes a field-independent quantity, expressed in parts per million (ppm). The 
chemical shift makes NMR an atomic resolution technique: once the resonances 
are assigned to their respective nuclei, their response to further manipulations can 
be followed.

Chemical shifts can be very characteristic for nuclei in different chemical moi-
eties such as the different amino acids constituting a protein, and they provide the 
first useful information that can be obtained from the NMR spectrum. The stable 
local three-dimensional structure, or partially populated secondary structural confor-
mations, create a unique local electronic environment and thus the contribution to 
chemical shift coming from isotropic shielding is different for each nuclear spin. In 
IDPs, the lack of a stable structure results in averaging of a large part of the contribu-
tions to the chemical shift coming from the local chemical environment, which is the 
reason for the low chemical shift dispersion observed in the NMR spectra (Fig. 3.2).

In addition, peak intensities (areas or volumes) can be easily determined and 
may provide useful atomic resolution information. Peak intensities in the NMR 
spectra are proportional to the number of nuclear spins giving rise to the peaks. 
They also report on differential signal loss during an NMR experiment due to re-
laxation processes. They therefore provide a first useful indication of the heteroge-
neous structural and dynamic properties of a protein. Peak linewidths would also 
provide useful information but they are more difficult to measure as they are in-
fluenced by different factors (see Sect. 3.2.5). In many cases, for simplicity, the 
determination of peak heights is used.

B B= −( )1 0σ
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0
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2.3  Secondary Chemical Shifts

The chemical shifts of backbone nuclei are sensitive to the local backbone geom-
etry, and therefore provide useful information on the occurrence and propensity of 
secondary structural elements along the protein backbone (Spera and Bax 1991; 
Wishart et al. 1991). For a 13C, 15N enriched protein, a large number of chemical 
shifts (1HN, 15N, 13Cʹ, 13Cα, 13Cβ) can be measured, all of which are reporters of sec-
ondary structure even if to a different extent. In order to extract this information, a 
so-called secondary chemical shift is computed as the difference of the measured 
chemical shift and a predicted random coil value for each nucleus (Wishart et al. 
1992; Wishart and Sykes 1994; Schwarzinger et al. 2001; Tamiola et al. 2010; 
Kjaergaard et al. 2011; Kjaergaard and Poulsen 2012). Random coil chemical 
shifts are the theoretical chemical shifts of a polypeptide of the same amino acid 
sequence characterized by lack of long-range order and secondary structure. How-
ever, the conformational sampling of a polypeptide is never completely random, 
in the sense that all dihedral angles are sampled with equal probability because of 

Fig. 3.2  The different chemical shift dispersion of the structured and intrinsically disordered pro-
teins is demonstrated by 2D 1H-15N correlation spectra acquired on two proteins of similar size, but 
characterized by different structural properties. a The HSQC spectrum of structured monomeric 
Cu(I)Zn(II) superoxide dismutase (1.5 mM sample in 20 mM phosphate buffer, pH 5.0, at 298 K; 
PDB code: 1BA9). b The HSQC spectrum of intrinsically disordered α-synuclein (1.0 mM sample 
in 20 mM phosphate, pH 6.4, 0.5 mM EDTA, 200 mM NaCl, at 285.5 K). The experiments were 
acquired on a 700 MHz Bruker AVANCE spectrometer equipped with a CPTXI probe
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steric hindering and chemical interactions between neighbouring side-chains. The 
distribution of the sampled dihedral angles along the protein backbone is deter-
mined by the conformational Gibbs free energy, which in turn depends on tempera-
ture and solvent effects. The accuracy of secondary chemical shifts thus depends on 
the quality of the predicted random coil chemical shift values. This aspect becomes 
even more crucial for IDPs, since the measured chemical shifts are usually close to 
the corresponding random coil values. Figure 3.3 illustrates how Cα and Cβ second-
ary chemical shifts can be used to identify α-helical and β-sheet regions and highly 
unstructured segments in globular proteins, as well as residual secondary structures 
in IDPs.

Different tables of 13C and 15N random coil values for different amino acids, tak-
ing into account next and previous neighbours, pH and solvent effects can be found 
in the literature (Schwarzinger et al. 2001; Zhang et al. 2003; Tamiola et al. 2010; 
Kjaergaard et al. 2011; Kjaergaard and Poulsen 2012). One of the most commonly 
used random coil chemical shift data sets, based on chemical shift measurements 
on small poly-glycine peptides, is the one reported by Wishart et al. (Wishart et al. 
1995). Recently, temperature and pH correction factors have been introduced from 
a peptide-based study employing glutamine peptides, as their conformational sam-
pling is considered to be more representative (Kjaergaard et al. 2011). The other 

Fig. 3.3  a Histograms of the Cα and Cβ secondary chemical shift distribution in an α-helix and a 
β-sheet (adapted from Spera and Bax 1991). b The identification of the secondary structure ele-
ments based on the secondary chemical shifts is shown on the examples of the structured metal-
lochaperone Atx1 (Arnesano et al. 2001), the partially structured oxidized form of the copper 
chaperone Cox17 (Arnesano et al. 2005) and of its unfolded reduced form (Bertini et al. 2011a). 
(Adapted from Felli et al. 2012)
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type of reference data can be obtained from protein chemical shift databases. This 
approach has the drawback that sample conditions such as pH and temperature vary 
between different entries. Furthermore, neighbouring and other chemical effects 
will be biased depending on the composition of the entries. The most commonly 
used database is refDB by Zhang et al. (Zhang et al. 2003). An IDP-based random 
coil chemical shift database has recently been introduced (Tamiola et al. 2010). 
Neighbour corrections are usually required to account for changes in conformation-
al sampling because of steric clashes and other chemical effects such as electrostat-
ics or ring current shifts (Wishart et al. 1995; Schwarzinger et al. 2001; Kjaergaard 
and Poulsen 2011).

2.4  Line Splittings and Spin Coupling Constants

Nuclear spins are never completely isolated; mutual interactions between neigh-
bouring nuclear spins are therefore always present and give rise to couplings. The 
coupling derives from two main contributions: scalar (through bonds) and dipolar 
(through space). While the latter is averaged out in isotropic solutions, the former, 
mediated by the electrons in covalent bonds (scalar or nJ-coupling, where n indicates 
the number of covalent bonds separating the two nuclei involved in the coupling), 
causes splitting of the NMR signal. The frequency differences between the multiplet 
components of an NMR signal measured in Hz then reflect the strength of the scalar 
couplings. Scalar couplings involving 1H, 13C and 15N are exploited for coherence 
transfer in the majority of multidimensional NMR experiments discussed in the 
following paragraphs. Scalar couplings, in particular 3J-couplings in a polypep-
tide, also contain valuable structural information as they depend on the intervening 
dihedral angle according to the Karplus relation (Karplus 1959). Inter-conversion 
between different conformers typical of IDPs results in averaged scalar couplings; 
while this has little impact on coherence transfer in multidimensional NMR experi-
ments, it does influence the interpretation of 3J-couplings in terms of intervening 
dihedral angles. For example, 3JHH couplings are sometimes used to confirm the 
presence of partially populated secondary structural elements (Billeter et al. 1992; 
Vuister and Bax 1993; Case 2000; Otten et al. 2009).

The magnetic moments of two nuclear spins interact “through space” via the 
dipolar mechanism with an interaction strength that is inversely proportional to r3, 
with r being the inter-nuclear distance. The dipolar interaction has a particular an-
gular dependence with respect to the static magnetic B0 field and, as a consequence, 
in isotropic solutions where all orientations are sampled with equivalent probability 
this interaction averages to zero and does not give rise to line splittings. However, 
it is possible to reintroduce the dipolar coupling by either exploiting the natural 
magnetic anisotropy of a molecule, resulting in slightly unequal sampling of the 
molecular orientations in a strong static magnetic field due to partial molecular 
alignment (Tolman et al. 1995; Tjandra et al. 1996; Banci et al. 1998), or by dis-
solving the protein in an anisotropic “alignment” medium, e.g. a liquid crystalline 
solution (Bax and Grishaev 2005). This allows residual dipolar coupling (RDC) to  
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be measured as a line splitting, similarly to what is done for the measurement of 
J-coupling constants. In fact, the measured couplings in a partially aligned sample 
are the sum of the scalar and residual dipolar couplings. RDCs provide important 
information on local and global structure and dynamics in the molecule as explained 
in more detail in Chaps. 4 and 5.

2.5  NMR Spin Relaxation, Line Widths and Intensities

Relaxation of nuclear spins after excitation by a radio-frequency is caused by 
time-dependent local magnetic fields induced by the molecular tumbling and lo-
cal rotational fluctuations that modulate the anisotropic spin interactions, the 
chemical shielding anisotropy (CSA) and the dipolar (DD) interaction. Addition-
al contributions to spin relaxation arise from exchange processes, e.g. chemical 
exchange between labile protein and solvent protons, or exchange between different 
molecular conformations. In a simplified representation of nuclear spin relaxation, 
the relaxation process is described by two time constants. The longitudinal relaxation 
time constant T1 accounts for the return of the spin system to thermal equilibrium 
associated with a loss of energy, while the transverse relaxation time constant T2 
describes the dephasing of coherence. A main consequence of spin relaxation for a 
particular NMR experiment is the loss of signal during the various transfer steps and 
chemical shift evolution delays. In addition, the longitudinal relaxation properties 
of the excited spin species determine the rate at which a pulse sequence can be re-
peated, as will be explained in more detail in Sect. 3.5.5, while transverse relaxation 
properties of nuclear spins determine their NMR linewidth.

The NMR linewidth is given by the transverse relaxation rate R2 (reciprocal of 
T2) of the detected nuclear spin, Δν = R2/π, plus inhomogeneous contributions arising 
from the experimental setup (sample heterogeneities, B0 inhomogeneity, temperature 
gradients, etc.). IDPs, in particular highly flexible ones, are generally characterized 
by large transverse relaxation time constants T2, which lead to narrow peaks in the 
NMR spectra in comparison to the ones observed for globular proteins of compa-
rable size. On the other hand, chemical and conformational exchange processes can 
be highly pronounced in IDPs, causing broadening of the peaks, especially in the 
spectra exploiting labile amide protons or in the case of structurally and dynamically 
heterogeneous proteins. Comparisons of cross-peak intensities (areas or volumes) 
thus report on differential intensity loss during the pulse sequence, while compari-
sons of cross-peak heights also report on differences in linewidth. The NMR analysis 
software often determines the peak heights in the spectrum during the peak picking 
procedure. When the peak is picked the program fits a function, such as a Lorentzian 
or Gaussian, and the maximum gives the peak height. For IDPs, peak heights in 
simple 2D spectra like the 2D HN and 2D CON (see Sect. 3.4.2) are often hetero-
geneous because relaxation properties of the spins vary depending on the extent of 
transient structure and on differences in local mobility. Therefore they provide a first 
indication of the different structural and dynamic properties of the protein.

Relaxation effects, including auto-correlated as well as cross-correlated relax-
ation rates, can in many cases be accurately quantified and used to extract structural 
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and dynamic information. In this chapter we mainly focus on the determination of 
15N relaxation rates, one of the major tools to obtain information on the local dynam-
ics of different parts of protein backbones (Barbato et al. 1992; Peng and Wagner 
1994). Other interesting relaxation rates that can be determined and exploited to 
achieve structural and dynamic information on IDPs are instead discussed in Chap. 5 
(paramagnetic relaxation enhancements, cross correlation rates). The determination 
of 1H-1H NOEs is instead not discussed in detail as it plays a minor role in the study 
of IDPs and many excellent books and reviews are available (Neuhaus and William-
son 1989; Cavanagh et al. 2007). However, the major contributions to 1H relaxation 
are discussed in Sect. 3.5.5 because they are at the basis of the longitudinal relaxation 
enhancement effects that provide a valuable tool for the design of NMR experiments.

2.6 15N Relaxation Parameters

The quantification of nuclear spin relaxation effects provides a valuable tool to 
characterize local and global molecular motions. 15N relaxation values, notably T1, 
T2 and the 1H-15N heteronuclear NOE (HETNOE), are the most commonly deter-
mined to characterize the dynamic behaviour of proteins, for both globular proteins 
and IDPs (Kay et al. 1989; Peng and Wagner 1992; Palmer 2004). The longitudinal 
relaxation time T1 (or relaxation rate R1 = 1/T1) measures the decay of 15N polariza-
tion, while the transverse relaxation time T2 (or relaxation rate R2 = 1/T2) accounts 
for the loss of spin coherence. The HETNOE quantifies the polarization transfer 
from an amide 1H to its attached 15N.

Indeed, the major contributions to 15N relaxation of a backbone amide 15N in a 
protein are the 15N chemical shift anisotropy (CSA) and the 15N-1H dipolar interac-
tion (DD) with the directly bound proton, which to a good approximation, can be 
considered of equal magnitude throughout the protein backbone. This means that 
variations in 15N relaxation properties of backbone amide 15N spins can be interpret-
ed in terms of differences in local motions (Peng and Wagner 1994). The measured 
15N relaxation parameters provide quantitative information on the amplitudes and the 
time scales of motions experienced by the 15N-1H amide group of a specific residue. 
15N relaxation ( T1, T2 and HETNOE) is sensitive to motion occurring on the pico- to 
nanosecond time scale. As an example, Fig. 3.4 shows 1H-15N heteronuclear NOE 
values measured for individual amide sites along the backbones of different proteins; 
being especially sensitive to fast local motions, these observables allow protein re-
gions characterized by different levels of local mobility to be easily identified.

The 15N T2 relaxation times are in addition also sensitive to slower conforma-
tional exchange processes in the micro- to millisecond time range that induce a 
change in the isotropic chemical shift. This exchange contribution ( Rex) adds to the 
relaxation induced by time modulation of the CSA and dipolar interactions (1/T2 = 1
/T2(CSA) + 1/T2(DD) + Rex). In order to separate the exchange contribution, different 
experimental approaches have been proposed: repeating the relaxation measure-
ments (i) at several static magnetic field strengths B0, or (ii) by varying the applied 
radio-frequency field amplitude during the relaxation period. For more details, we 
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refer the reader to the scientific literature (Palmer et al. 2001; Tollinger et al. 2001; 
Palmer and Massi 2006).

As mentioned in the previous section, the oscillating magnetic fields induced by 
local and global rotational motions are causing spin relaxation in NMR. In order to 
account for the stochastic nature of these motions, they are best described by their 
frequency distribution, also called the power spectral density function J(ω). Fur-
thermore, according to the standard relaxation theory for NMR spin relaxation, the 
so called BWR theory (Wangsness and Bloch 1953; Bloch 1956; Redfield 1957), 
spin relaxation is caused by the fluctuating magnetic fields created by molecular 
motions at the spin transition frequencies of the coupled 15N-1H spin system (ωN, 
ωH, ωH ̶ ωN and ωH + ωN) and at zero-frequency. The three relaxation parameters 
( T1, T2 and HETNOE) show a different dependence on the corresponding spectral 
density components ( J(0), J(ωN), J(ωH), J(ωH − ωN) and J(ωH + ωN)) as described by 
the following equations:

1
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Fig. 3.4  a Variations of the steady-state NOE with the correlation time for the 1H-15N pair in a 
field of 11.74 T. b The graphs show the 1H-15N heteronuclear NOE for the majority of the residues 
of structured Atx1 protein (Arnesano et al. 2001), and of the partially structured oxidized form of 
the copper chaperone Cox17 (Arnesano et al.  2005) and of its unfolded reduced form (Bertini et al.  
2011a). The experiments were acquired on a 500 MHz Bruker AVANCE spectrometer equipped 
with a CPTXI probe. Adapted from (Felli et al. 2012)
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 (3.8)

with d rH N NH= −µ
π
γ γ0 3

4
�  the dipolar coefficient, c N= ω σ∆  the 15N chemical shift 

anisotropy and Rex the contribution from conformational exchange processes, if any.
In order to extract the desired dynamics information, the measured 15N relaxation 

data ( T1, T2 and HETNOE) can be analysed in several ways. A first quick analysis of 
the relaxation data, or some combinations thereof, already yields valuable qualita-
tive information on the global and local conformational properties of the protein. 
For example, we have shown above that the HETNOE, which is only sensitive 
to high-frequency components of the spectral density (see Eq. 3.8), highlights 
highly-flexible protein segments (Fig. 3.4). Typical HETNOE values range from 
about + 0.9 for amide groups in rigid protein fragments to largely negative values 
(HETNOE < < 0) for highly flexible sites in disordered regions. Thus, the HETNOE 
provides a measure of the orientational degree of freedom of a particular amide 
group, a property that is also called an order parameter. In addition, the T1/T2 ratio 
can be computed as it provides information on the local protein rigidity (Kay et al. 
1989). For globular proteins, T1/T2 is to a good approximation proportional to the 
protein's overall rotational correlation time. For IDPs, T1/T2 allows to distinguish 
peptide regions displaying significant secondary and tertiary structural propensi-
ties, characterized by longer effective correlation times, from segments lacking any 
residual structure, characterized by shorter effective correlation times.

Arguably, the most commonly used method for the analysis of 15N relaxation 
data of globular proteins is the model-free formalism introduced by Lipari and 
Szabo where the molecular tumbling, described by a global correlation time, is sep-
arated from local motions (Lipari and Szabo 1982), characterized by site-specific 
correlation times and order parameters. This separation is justified by the difference 
in time scales of these motions in the case of globular proteins, but this model is not 
rigorous for random coil-like polymers and IDPs. However, a similar approach can 
still be applied for IDPs by replacing the global correlation time of the protein by an 
effective segmental correlation time that varies over the polypeptide chain, report-
ing on the persistence lengths of the segmental chain motions.

Another possibility for analysing 15N relaxation data that applies also to IDPs is 
the reduced spectral density mapping approach, which provides information about 
the shape of the spectral density function at individual sites (Farrow et al. 1995). If 
we neglect for the moment conformational exchange ( Rex) contributions to 15N re-
laxation, Equation 3.8 shows that the three measured rates depend on five different 
spectral density components. In order to reduce this number to three, and thus match-
ing the number of NMR observables, the high-frequency spectral density compo-
nents J(ωH), J(ωH ̶̶ ωN) and J(ωH + ωN) are replaced by an effective J(0.87∙ωH) value. 
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This allows to solve Eq. 3.8 analytically. The validity of reduced spectral density 
mapping for very flexible IDPs has recently been investigated and a slightly differ-
ent approach was proposed, including the removal of exchange contributions by the 
measurement of additional cross-correlated relaxation rates (Kadeřávek et al. 2014).

 3  Particular Challenges and Bottlenecks for NMR 
Studies of IDPs

A wide range of NMR experiments has been developed throughout the years for 
the study of globular proteins and their interactions, with the major objective of 
providing high-resolution structural and dynamic information. These experi-
ments are the natural starting point for the NMR investigation of IDPs. However, 
the peculiar properties of IDPs have a strong impact on NMR spectra, as already 
outlined in the previous section, and thus on NMR experiments. This means that 
conventional NMR experiments need to be tailored for the specific properties of 
highly disordered proteins in order to study IDPs of increasing size and complex-
ity. The main bottlenecks for NMR studies of IDPs will be briefly reviewed in the 
following sections.

3.1 Spectral Resolution

In order to extract structural and dynamic information for single nuclear sites in an 
IDP, we need sufficient spectral resolution to distinguish individual resonances (or 
correlation peaks). As mentioned in the previous section the first consequence of 
the lack of a stable structure is the averaging of a large part of the contributions to 
the chemical shift deriving from the local chemical environment. This results in a 
drastic reduction of the chemical shift ranges for the different nuclear spin species 
(1H, 13C, 15N) and thus in a problem of strong overlap in the corresponding NMR 
spectra (see Fig. 3.5).

This resolution problem is especially pronounced for 1H NMR, as will be dis-
cussed in more detail later on. Identifying strategies to overcome the problem of reso-
nance/cross-peak overlap is of key importance to be able to study IDPs of increasing 
size and complexity. Several strategies to address this critical point are discussed in 
the next sections, such as exploiting the favourable resolution in exclusively het-
eronuclear NMR experiments, correlating nuclei of neighbouring amino acids and 
exploiting amino acid selection to simplify spectra and identify residue types.

3.2 Experimental Sensitivity

We have already introduced the theoretical basis and the main determinants of 
NMR sensitivity in Sect. 3.1.2. Here we will focus on IDPs, which are by definition 
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very flexible macromolecules. From an NMR sensitivity point of view, this flexibil-
ity has both advantages and disadvantages. The fast timescale molecular motions 
in IDPs are responsible for reduced effective rotational correlation times, a feature 
that in many cases contributes to long spin coherence lifetimes (long T2) and narrow 
NMR lines. In principle, this enables the design of complex high-dimensional NMR 
pulse schemes to achieve the necessary resolution required for IDPs. It is interesting 
to note that for highly flexible IDPs the increase in molecular size does not have a 
major impact on relaxation times and linewidths, while it does for folded proteins. 
However, for protein regions with a significant amount of transient structure, this 
is no longer the case, as illustrated by amide 15 N T2 relaxation time constants of the 
NS5A protein of HCV (Fig. 3.6). Some peptide segments have T2 relaxation time 
constants that are four times shorter than those observed for other regions. This re-
sults in a large dynamic range of peak intensities observed in the NMR spectra. This 
feature becomes even more pronounced for complex NMR experiments involving 
an increasing number of transfer steps and frequency editing periods.

The effects of the presence of partially structured peptide regions and extensive 
conformational dynamics on the NMR spectra can become so pronounced that most 
of the nuclear spins are affected. No or only very limited solutions remain to study 
proteins characterized by strongly line-broadened resonances by NMR. Examples 
that often fall into this category are the so-called molten globule states that represent 
the “dark side” of biomolecular NMR, in between well-folded globular and highly 
disordered states.

Sensitivity can also be reduced because of protein aggregation, which is gov-
erned by the same principles as protein folding. Some IDPs, such as α-synuclein, 

Fig. 3.5  The difference in the 1H, 13C and 15N chemical shift dispersion of the IDPs is illustrated 
on the 1D spectra of α-synuclein. The experiments were acquired on a 700 MHz Bruker AVANCE 
spectrometer equipped with a CPTXO probe on a 1 mM α-synuclein sample (20 mM phosphate 
buffer, pH 6.4, 200 mM NaCl, 0.5 mM EDTA, at 285.5 K)
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tau, or prion proteins, are known to cause neurodegenerative diseases in the ag-
gregated form. Tendencies to aggregate can hamper NMR studies of these proteins. 
On the other hand, higher molecular mass aggregates become amenable to other 
NMR techniques, such as solid-state magic-angle spinning (MAS) NMR, which 
however is not addressed in this chapter (Tycko 2006; Chimon et al. 2007; Bertini 
et al. 2011c).

3.3 Experimental Time Requirements

Sample stability problems are often encountered because of aggregation, as men-
tioned before, or proteolytic degradation of IDPs. When the stability of the protein 
permits sample stabilization by boiling, the proteases can be deactivated by heat de-
naturation. However, in the case of significant residual structure, this is often not a 
valuable option as extensive heat treatment may result in irreversible changes of the 
structural features of the IDP (Chap. 6). In such cases the NMR spectra have to be 
acquired before sample degradation occurs. The requirements of short experimental 
times and at the same time high spectral resolution, achieved by long acquisition 
times in all dimensions of a high-dimensional (3D, 4D, etc.) experiment, seem to be 
contradictory, but they can be reconciled by the use of the fast NMR data acquisi-
tion techniques discussed in Sects. 3.5.3 and 3.5.5. 

3.4 Sample Optimization

The conformational dynamics and transient structure of IDPs are highly sensi-
tive to experimental conditions such as pH, buffer composition, salt concentration 
and temperature. Under certain conditions, some parts of the IDP may undergo 

Fig. 3.6  15N amide T2 relaxation time constants of NS5A measured as a function of the amino 
acid sequence at 278 K, at 18.8 T field. Red cylinders indicate regions adopting transient α-helical 
secondary structure
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conformational dynamics on a timescale that leads to extensive line broadening in 
the NMR spectra and thus missing correlation peaks. Optimization of the sample 
conditions is thus even more important than for globular proteins. On the other 
hand, because of the dependence of the structural features of the IDP on the experi-
mental conditions, one may want to study the IDP under close to physiological con-
ditions such as neutral pH and relatively elevated temperature. Studies of enzymatic 
reactions, for example the occurrence of post-translational modifications, also often 
require neutral pH and high temperature to ensure optimal enzyme activity. Finally, 
in-cell NMR can be used in order to experimentally show that IDPs remain flexible 
in vivo and that disorder is not just an artefact of the chosen sample conditions.

3.5 Prolines are Abundant in IDPs

Further problems can occur because of the typically large proline content in the 
amino acid sequence of IDPs (Tompa 2002; Theillet et al. 2013). As prolines do 
not have backbone amide protons, they are not detected in amide 1H detected NMR 
spectra and therefore represent breakpoints in the sequential backbone resonance 
assignment strategy based on 1HN detected triple-resonance experiments. For the 
same reason, variants of 2D 1H-15N correlation experiments typically used to fol-
low or monitor physiological processes, such as interactions or post-translational 
modifications, or to measure observables such as 15N relaxation rates, paramagnetic 
relaxation enhancements or residual dipolar couplings, do not provide information 
about prolines.

 4  2D HN and CON NMR Experiments: The Fingerprint  
of an IDP

Uniform 13C and 15N isotope labelling of proteins (and thus IDPs) in bacterial ex-
pression systems has become routinely used and is currently a necessary require-
ment to proceed with any high resolution NMR investigation. The nuclear spins we 
can deal with are therefore 1H, 13C and 15N, meaning the vast majority of the nuclei 
in a protein.

The main considerations when designing or choosing an NMR experiment are 
its overall sensitivity, the resulting spectral resolution, the number of detected peaks 
and the information contained in the spectral parameters (peak positions and in-
tensities). In order to optimize these parameters we can choose the source of spin 
polarization, the directly observed nuclei, the number and nature of the indirectly 
detected nuclei, the type of transfer steps used and the dimensionality of the experi-
ment, to cite only the most important ingredients of an NMR experiment. The most 
useful 2D NMR experiments to characterize IDPs are introduced here.
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4.1  NMR Properties of 1H, 13C and 15N in IDPs

According to Eq. 3.5, the sensitivity of the NMR experiment strongly depends on 
the gyromagnetic ratio of the nuclear spins (see Table 3.1) directly detected at the 
end of the pulse sequence and those serving as polarization source at the begin-
ning of the experiment. Because of the high gyromagnetic ratio of 1H, most NMR 
experiments for protein applications are based on 1H excitation and 1H direct detec-
tion, while heteronuclear chemical shifts (13C and 15N) are exploited in indirect di-
mensions of multidimensional NMR experiments (Sattler et al. 1999; Lescop et al. 
2007). However, 13C detection has recently evolved into a useful tool to study bio-
molecules (Felli and Pierattelli 2014a), in particular thanks to the larger chemical 
shift dispersion of 13C nuclei compared to protons and to other specific benefits of 
the technique that improve the sensitivity of the NMR experiment, thus compensat-
ing for the lower gyromagnetic ratio (Sect. 3.6). 15N detection in protein NMR is 
rarely used, although some experiments have been proposed for specific applica-
tions (Vasos et al. 2006; Takeuchi et al. 2010; Gal et al. 2011). NMR sensitivity is 
also influenced by the specific properties of the investigated system, in particular by 
its relaxation properties as well as by homonuclear couplings, all contributions not 
explicitly considered in Eq. 3.5. These aspects should also be carefully considered 
in the choice of the most appropriate experimental strategy to access a specific kind 
of information, as discussed more in detail in the next sections considering applica-
tions to IDPs.

The second important point to consider is spectral resolution. It is well known 
from NMR textbooks that 13C and 15N nuclei show superior chemical shift disper-
sion compared to 1H. This is definitely an interesting property provided it also holds 
for IDPs. As an example, Fig. 3.5 shows the chemical shift dispersion observed in 
α-synuclein, a well-characterized IDP, for three backbone nuclear spins, 1HN, 13C′ 
and 15N. It is clear that the chemical shift dispersion increases from 1HN to 13C′ to 
15N even in the absence of a stable structure. The same holds true for aliphatic and 
aromatic spin pairs, with 13C yielding a higher resolution in the NMR spectrum than 
the attached 1H. Therefore, the exploitation of the improved frequency resolution 
in the 13C and 15N dimensions of multidimensional NMR spectra is crucial for the 
study of IDPs.

For 1H and 13C resonances in the side-chains of IDPs we observe a larger overall 
dispersion (compared to backbone nuclei) due to the differences in chemical struc-
ture between different amino acids. However, side-chain resonances from the same 
amino acid type cluster in the same spectral region. Side chain resonances are there-
fore mainly used as indicators of the amino acid type of a given residue, while they 
are only of little use for the characterization of site-specific structure and dynamics 
in the IDP. As an example, the 2D 1H-13C (HC) correlation spectrum acquired on 
α-synuclein is shown in Fig. 3.7. Despite the high sensitivity of this experiment, 
the overlap of signals deriving from the same type of amino acid and the presence 
of resolved homonuclear couplings (see below) are responsible for the extensive 
overlap observed.

Since relatively narrow peaks are observed in the NMR spectra of IDPs in 
the absence of unfavourable dynamics, homonuclear J-couplings may contribute 
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significantly to the linewidth. Excluding for the moment the one-bond 1JCC 
couplings from the discussion, which definitely need to be suppressed experimen-
tally to obtain well-resolved 13C spectra (as explained in Sect. 3.6.1), the magnitude 
of 2J and 3J homonuclear coupling constants decreases passing from 1H to 13C to 15N 
as an indirect consequence of the gyromagnetic ratios of these nuclei. This feature 
is thus again in favour of the detection of 13C or 15N instead of 1H, unless the IDP 
has been perdeuterated and back-protonated at amide sites to suppress homonuclear 
1H-1H couplings.

4.2  2D 1H-15N and 13C ́-15N Correlation Fingerprint Spectra  
of IDPs

Recording simple 2D NMR “fingerprint” spectra of the IDP provides some use-
ful information on the protein and allows the evaluation of the overall sample 
properties and the feasibility of a subsequent high resolution NMR study even in 
the absence of a sequence-specific resonance assignment. Indeed, the number of 
cross-peaks detected in the spectrum compared to the number of peaks expected 
from the primary sequence provides a first estimation of the amount of spectral 
overlap and indicates whether the totality of the peptide sequence or only a part 

Fig. 3.7  The 1H-13C HSQC 
spectrum acquired on a 
950 MHz Bruker AVANCE 
spectrometer equipped with 
a CPTCI probe on a 1 mM 
α-synuclein sample (20 mM 
phosphate buffer, pH 6.4, 
200 mM NaCl, 0.5 mM 
EDTA, at 285.5 K)
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of it is NMR-visible under the chosen sample conditions. The latter case occurs 
quite often as many proteins exhibit a significantly heterogeneous nature in terms 
of structural and dynamic properties leading to conformational exchange and/or ag-
gregation induced line broadening. The observed chemical shift dispersion allows 
the identification of whether the protein is structured, partly structured, or highly 
unstructured.

For such a fingerprint spectrum, we want to detect a single correlation peak per 
residue with good dispersion in a reasonable amount of data acquisition time. The 
most common experiments used are therefore 1H detected 1H-15N (HN) (Favier and 
Brutscher 2011) and 13C detected 13Cʹ-15N (CON) (Bermel et al. 2006a) correlated 
spectra, as shown in Fig. 3.8 for human securin, a 200 amino acid IDP with more 
than 20 % prolines.

Fig. 3.8  The schematic illustration ( top) of the correlations observed in the basic 2D 1H-15N 
HSQC and 13C-15N CON-IPAP experiments. The 1H-15N HSQC ( left) and 13C-15N CON-IPAP 
( right) spectra were acquired on the 13C, 15N-labeled sample of the intrinsically disordered human 
securin protein (0.7 mM sample in 25 mM phosphate buffer, pH 7.2, 150 mM KCl, 10 mM 2-mer-
captoethanol, at T 283 K) (Csizmok et al. 2008). The experiments were performed on a Bruker 
AVANCE 700 MHz spectrometer equipped with a CPTXO probe
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While the HN experiment is much more sensitive and can be recorded in a sig-
nificantly short time, prolines are only detected in the CON spectrum, which also 
shows a better spectral resolution. In addition, the CON spectrum does not suffer 
from hydrogen-exchange-induced line broadening and thus can still be recorded 
under conditions of high pH and temperature, where many HN peaks are no longer 
detectable (Gil et al. 2013); this is shown in Fig. 3.9, which reports the HN and 
CON spectra acquired on α-synuclein with increasing temperature. On the other 
hand, high-quality HN correlation spectra can be recorded on protein samples at 
concentrations of only a few μM on a spectrometer equipped with a cryogenic 
probe. The 2D HN and CON spectra are thus highly complementary both in terms 
of detectability and information content. These 2D correlation experiments can be 
acquired in different ways. The most appropriate variants for applications to IDPs 
are discussed in detail in the following section.

These 2D spectra can also be used to follow changes in the properties of the IDP 
upon changing the experimental conditions such as temperature, pH, ionic strength, 
buffer, reducing/oxidizing environment, or the addition of potential partners such as 
metal ions, small molecules, nucleic acid fragments and proteins. They also enable 
chemical reactions such as the occurrence of post-translational modifications to be 
followed (Selenko et al. 2008). Finally, they provide an invaluable tool to take a 
snapshot of a protein inside an entire cell (Serber et al. 2006; Selenko and Wagner 
2007; Felli et al. 2014). As an example, the 2D HN and CON experiments acquired 

Fig. 3.9  2D 1H-15N HSQC (a) and 13C-15N CON-IPAP (b) spectra acquired on a 1 mM α-synuclein 
sample (20 mM phosphate buffer, pH 7.4, 200 mM NaCl, 0.5 mM EDTA) at different tempera-
tures, from left to right: 285.7 K, 295.5 K and 304.8 K. Each spectrum was acquired with one scan 
per increment and with the same resolution (in Hz)
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on α-synuclein in cell are compared with those acquired on the purified protein 
(Fig. 3.10), showing that they can be used for the investigation of IDPs in-cell.

Finally, modifications of these basic 2D experiments (HN and CON) enable the 
determination of a variety of observables that report on different properties of the 
IDP at atomic resolution, once sequence-specific assignment becomes available. 
These include 15N relaxation rates, scalar couplings, residual dipolar couplings 
(RDCs), paramagnetic relaxation enhancements (PREs), cross-relaxation (σHH) and 
cross-correlation rates (CCR), as well as solvent exchange rates. All of these NMR 
observables report on the structural and dynamic features of the IDP and will be 
discussed in detail in Chaps. 4 and 5.

5  Tools for Overcoming Major Bottlenecks of IDP NMR 
Studies

 5.1  Multidimensional NMR, Indirect Frequency Editing 
and Non-uniform Sampling

The large number of NMR-active nuclei in a protein results in severe resonance 
overlap in one-dimensional spectra (1H, 13C, 15N), making it practically impossible 
to extract atom-resolved information from them. This problem is circumvented by 
using multidimensional (nD) NMR techniques that spread and correlate the signals 
of individual nuclear spins along different frequency dimensions (Ernst et al. 1987). 
Multidimensional NMR data are recorded by repeating the basic pulse sequence 

Fig. 3.10  The 2D 1H-15N SOFAST-HMQC (a, b) and 13C-15N Hα-flipCON (c, d) spectra acquired 
on α-synuclein overexpressed in E. coli cells (b, d) and on cell lysates (a, c). The experiments 
were acquired on a Bruker AVANCE 700 MHz spectrometer equipped with a CPTXO probe; the 
acquisition time of SOFAST-HMQC was 13 min and of Hα-flipCON 44 min
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numerous times. For each repetition of the experiment (transient), the observable 
NMR signal is detected along one dimension, while additional ‘indirect’ dimensions 
are sampled by incrementing a time variable in the pulse sequence from one repeti-
tion to the next. Despite the great success of multidimensional NMR, an important 
drawback of this stepwise sampling procedure is the long experimental time, which 
is a direct result of the hundreds or even thousands of transients that are required for 
a single data set (Fig. 3.11).

In this section we will discuss different editing techniques to improve the spec-
tral resolution in the indirect dimensions of nD NMR experiments and advanced 
non-uniform sampling (NUS) approaches that are indispensable for recording high-
dimensional spectra in reasonable experimental times.

5.2  Real-time, Constant-time and Semi-constant Time Frequency 
Editing

Frequency editing of nuclear spins is the key step for introducing indirect di-
mensions in multidimensional experiments. In order to do so, a pulse sequence 
element that allows time evolution of the frequency-edited spins ( I) while sup-

Fig. 3.11  Schematic representation of the multi-dimensional NMR spectra ( left), and the increas-
ing number of experimental repetitions required, resulting in longer acquisition times ( right)
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pressing (refocusing) all other chemical shift and J-coupling evolutions is required. 
Figure 3.12 shows five common pulse sequence implementations of I-spin editing 
during an incremented time variable t1: (a) conventional real-time, (b) optimized 
real-time, (c) and (d) constant-time (CT) and (e) semi-CT editing.

In the conventional real-time implementation, heteronuclear JIS and JIK coupling 
evolutions are refocused by a 180° pulse applied in the middle of t1. In this context 
“heteronuclear” means that the particular spin species can be manipulated separately 
by an appropriately shaped radiofrequency pulse. As an example, 13Cʹ and 13Cα can 
be manipulated separately as they have well-separated chemical shift ranges, while 
13Cα and 13Cβ have generally overlapping chemical shift ranges and thus cannot be 
separated spectroscopically. Therefore, the 13Cα -13Cβ coupling gives rise to a peak 
splitting in the 13Cα dimension of a NMR spectrum recorded with conventional real-
time editing as illustrated in Fig. 3.13a. A slightly optimized version of real-time 
editing is shown in Fig. 3.12b, where chemical shift evolution of the I-spins during 
the 180° S-spin decoupling pulses, as well as Bloch-Siegert phase shifts, are refo-
cused. This allows recording a data set that does not require any phase correction 
in the corresponding indirect dimension ( t1) in order to avoid baseline distortions.

In order to avoid line splitting due to homonuclear JII-coupling evolution, the 
CT editing blocks of Figs. 3.12c and 3.12d can be used, with the CT delay T set to 
T = 1/JII. A 1HN-13Cα correlation spectrum recorded with the pulse sequence block 
of Fig. 3.12c is shown in Fig. 3.13b. The detected NMR signal in this spectrum is 
modulated by a factor cos n(πJccT), where n is the number of carbon atoms attached. 
In addition, signals with different sign provide meaningful information about the 
spin-coupling topology; for example, correlation peaks of glycine residues are of 
opposite sign with respect to all others, as glycines have no 13Cβ attached to the 13Cα. 

Fig. 3.12  Common pulse sequence implementations of I-spin editing during an incremented 
time variable t1: a conventional real-time; b optimized real-time; c and d constant-time ( CT), and  
e semi-CT editing
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Alternatively, CT frequency editing can be applied during an INEPT-type coher-
ence transfer step (Morris and Freeman 1979). This is shown in Fig. 3.12d, where 
the I-spins are edited during an I to S transfer. Here, the CT delay has to be set to 
T = 1/(2JIS) in order to achieve complete transfer.

A drawback of CT editing is that the maximum possible evolution time ( t1max) is 
limited by the CT delay T so that t1max ≤ T. This, of course, has an effect on the achiev-
able spectral resolution, which is a crucial point for NMR studies of IDPs as discussed 
before. A possible solution could be to increase the CT delay to n∙T, where n is an 
integer number. However, introducing too long delays in the pulse sequences may 
cause pronounced relaxation losses. Semi-CT editing has therefore been proposed to 
enhance the spectral resolution while still exploiting spin evolution during a coherence 
transfer delay. The improvement achieved with semi-CT evolution in terms of spectral 
resolution in the 15N dimension of an HNCA experiment is illustrated in Fig. 3.14.

5.3 Strategies for Non-uniform Data Sampling in Multi-D NMR

The amplitude of the NMR signal, or free induction decay (FID), is typically mea-
sured (sampled) at discrete, uniformly spaced time points. In a multidimensional 
NMR experiment, the same approach is generally employed in the indirect dimen-
sions as well, since uniform sampling is required for data processing using the fast 
Fourier transform (FFT). The Nyquist theorem states that the sampling rate needs to 
be faster than twice the highest frequency expected or, in other words, determines a 
maximum value for the time interval between sampled points (dwell time) that has 
to be used to avoid spectral folding of the peaks. Hence, the sampled data points 
form a Cartesian grid with the spacing between time points in each dimension given 
by the inverse of the spectral width of the edited nuclei. As a result of this uniform 

Fig. 3.13  Expansion of 1H-13Cα plane from a BEST-TROSY HN(CO)CA spectrum of NS5A 
recorded with real-time (a) and CT evolution (b). In both cases the acquisition time in the indirect 
13Cα dimension was 20 ms with 200 points recorded and a spectral width of 30 ppm
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data sampling procedure, the experimental time requirement increases roughly by 
about two orders of magnitude for each additional dimension, making high-dimen-
sional experiments ( > 3D) impractical or requiring strong compromises on the spec-
tral resolution in the indirect dimensions.

In order to overcome these limitations, alternative sampling strategies combined 
with appropriate processing tools have been developed over the past two decades 
(Hiller et al. 2005; Kazimierczuk et al. 2006; Mobli et al. 2006; Coggins and Zhou 
2007; Kazimierczuk et al. 2007; Kazimierczuk et al. 2010a; Kazimierczuk et al. 2012; 
Yao et al. 2014). These sparse or non-uniform sampling (NUS) techniques rely on a 
reduction of the overall number of sampled time points by recording only a subset of 
the data points of the Cartesian grid. Examples of alternative sampling schemes are 
shown in Fig. 3.15.

Some of these sampling grids, e.g. linear under sampling or radial sampling, still 
yield data sets that can be processed using FFT (Szyperski et al. 1993b; Brutscher 
et al. 1995b; Kupce and Freeman 2003). The general NUS scheme, however, where 
a certain percentage of the grid points is randomly chosen, requires alternative pro-
cessing tools. Several algorithms for processing non-uniformly sampled data are 
currently available and well-established, such as multidimensional decomposition 
(MDD) (Luan et al. 2005; Tugarinov et al. 2005), maximum entropy (MaxEnt) 
methods (Hoch and Stern 1996), compressed sensing (CS) (Holland et al. 2011; Ka-
zimierczuk and Orekhov 2011), multidimensional Fourier transform (MFT) (Kazim-
ierczuk et al. 2010a) and spectroscopy by integration of frequency and time domain 
information (SIFT) (Matsuki et al. 2009). The common feature of all these methods 
is that they aim to find the NMR spectrum that, when applying the inverse Fourier 
transform, best reproduces the measured time data points. As in the case of sparse 
data sampling, this is an underdetermined computational problem. Some additional 
assumptions must therefore be made in order to choose the most likely spectrum from 

Fig. 3.14  Expansion of the 1H-15N plane from BEST-TROSY HNCA of NS5A acquired with a 
CT editing using the maximum number of increments (CT = 24.5 ms) and b semi-CT evolution 
(CT = 53 ms). In both cases the spectral width in the 15N dimension was 30 ppm
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among the possible solutions. For example, MDD exploits the prior knowledge that 
NMR signals are the direct product of Lorentzian (or Gaussian) line shapes in each 
frequency dimension. MaxEnt relies on the optimization of a penalty function in or-
der to select the spectrum that has the highest entropy (minimal number of signals). 
Similarly, CS performs a l1-norm minimization to recover the sparsest spectrum, 
while MFT performs a discrete multidimensional Fourier transform of the data using 
appropriate data weighting and filtering for the reduction of sampling noise. Finally, 
SIFT is an iterative method that replaces the missing time domain data points by zero 
for the first iteration, allowing classical FFT processing. In subsequent iterations, the 
missing data points are replaced by the result of the inverse FT of the obtained NMR 
spectrum after having set known empty spectral regions to zero.

At present, the question of the most appropriate sampling grid and processing 
technique for a given experiment is non-trivial, but a few general recommenda-
tions can be given: (i) the percentage of sampled data points can be decreased with 

Fig. 3.15  Examples of different sampling schemes to speed up the acquisition of a 3D experiment. 
a Schematic illustration of a typical three-dimensional H-X-Y correlation experiment and the con-
ventional time-domain sampling grid required to build the two indirect dimensions. Each point on 
the grid corresponds to a single repetition of the basic pulse sequence. b Some NUS schemes are 
shown. All the sampling patterns can be employed to reduce the experimental time, since a smaller 
number of points with respect to those of the conventional sampling grid are measured. The linear 
under sampling pattern can be used to fold chemical shifts in an advantageous manner, whereas 
radial sampling is generally employed in automated projection spectroscopy (APSY). Instead, 
random non-uniform sampling schemes are most commonly used when non-linear methods for 
spectral reconstruction such as MDD or MFT are used
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increasing dimensionality of the experiment and sparseness of the final NMR spec-
trum (number of expected correlation peaks). Typically, in the case of a 4D back-
bone assignment experiment, a few percent of sampled data points are sufficient. 
(ii) A random distribution of the sampled data points is particularly recommended to 
spread the sampling noise over the entire frequency domain (with apparent reduc-
tion of its overall amount), preventing the clustering of artefacts in specific spectral 
regions. (iii) The choice of the processing algorithm mainly depends on the avail-
able software (degree of automation, required expertise for proper parameter ad-
justment) and the computer power (some algorithms require more computer power 
and memory than others). If possible, it is always a good option to test different 
processing tools on the same data set. Recent developments by spectrometer manu-
facturers have made it straightforward to set up a random sampling scheme and run 
experiments in NUS mode. Also, some of the non-linear processing routines, such 
as MDD and CS, have been interfaced with the NMR spectrometer software and 
are available for routine use. Alternatively, most of the processing algorithms can be 
accessed online and downloaded. These advanced data acquisition and processing 
tools should be largely exploited for NMR investigations of IDPs, as they allow the 
performance of experiments of high dimensionality in a reasonable amount of time 
at very high spectral resolution, as discussed in detail in Sect. 3.9.1.

5.4  Selecting 15N Spin States with Favourable Transverse 
Relaxation Properties

Multi-dimensional NMR correlation experiments require a series of coherence 
transfer steps and frequency editing periods during which the detectable NMR sig-
nal, and thus the sensitivity of the experiment, decreases due to transverse spin 
relaxation. In order to improve the performance of such experiments and therefore 
their applicability to large IDPs and low sample concentrations, it is important to 
select the coherences with the longest transverse relaxation times for the transfer 
and chemical shift editing steps. Here we present two commonly used techniques 
for reducing signal losses during 15N transverse evolution periods as required for 
all amide 1H detected NMR experiments, and that are also of importance in 13C 
detected experiments.

In a standard INEPT-type 15N→13C transfer step, 15N single quantum coher-
ence (SQC) oscillates back and forth between in-phase ( Nx) and anti-phase (2NyHz) 
coherence, as a result of 15N-1H scalar coupling evolution. As a consequence, the 
effective relaxation during the transfer is given by the average of in-phase and anti-
phase SQ relaxation rates. In uniformly 13C, 15N labelled proteins, relaxation of anti-
phase SQC is about 30 % faster than relaxation of in-phase SQC. This difference 
is even more pronounced in the case of significant solvent exchange rates between 
the amide and water protons, further reducing the lifetime of anti-phase SQC. 
Improved transfer efficiency is thus achieved by 1H composite pulse decoupling, 
which removes the 15N-1H scalar coupling evolution and maintains the in-phase 
SQC throughout the duration of the transfer. Common 1H decoupling schemes are 
MLEV-16 (Levitt et al. 1982), DIPSI-2 (Shaka et al. 1988), WALTZ-16 (Shaka et al. 
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1983a; Shaka et al. 1983b) and GARP-1 (Shaka et al. 1985). They are all composed 
of a basic pulse sequence element (R) that basically performs a broadband 180° spin 
inversion and is repeated by applying an additional phase cycle. They differ mainly 
by the B1 field strength required to achieve a certain decoupling bandwidth.

A different approach to enhancing spectral resolution in 15N spectra, especial-
ly at high magnetic field strength, is transverse relaxation-optimized spectros-
copy (TROSY) introduced by Pervushin et al. in 1997 (Pervushin et al. 1997). 
The TROSY effect is based on the interference between two different spin relax-
ation mechanisms, e.g. the dipolar coupling (DD) and the chemical shift anisot-
ropy (CSA), in a scalar coupled spin pair such as 1H-15N. This interference can 
be constructive (increasing the apparent relaxation rate) or destructive (decreasing 
the apparent relaxation rate) for different components of the peak multiplet (see 
Fig. 3.16). The TROSY pulse sequence allows the selection of the multiplet compo-
nent (single-transition spin states) giving the sharpest lines (Pervushin et al. 1997). 
The TROSY effect for 1H-15N is highest at magnetic field strengths of about 1 GHz 
and increases with the effective tumbling correlation time. TROSY-based pulse se-
quences are thus especially useful to enhance the peak intensities and line shapes of 
the IDP regions that are involved in transient structure formation.

5.5  Longitudinal-relaxation Enhancement for Increased 
Sensitivity and Reduced Acquisition Times

In this section we discuss the dependence of the experimental sensitivity on the 
recovery delay Trec (Schanda 2009). A schematic drawing of an NMR experiment 

Fig. 3.16  Small spectral region of a 1H-15N coupled HSQC and b TROSY spectrum of NS5A 
recorded on a 950 MHz spectrometer. The spectral region displays correlation peaks for two NS5A 
residues. The TROSY effect is less pronounced for the left residue, which is located in a highly 
flexible region of the IDP, compared to the right one, which is part of a peptide segment with a 
high propensity to form an α-helical structure. In both cases the acquisition time in the indirect 
dimension was 44 ms with 256 points recorded and a spectral width of 30 ppm
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is shown in Fig. 3.17, consisting of a pulse sequence of length tseq, a data acquisi-
tion period tacq and an additional inter-scan delay trec. A recovery delay is required 
for relaxation of the system in order to restore sufficient spin polarization to restart 
the experiment for a subsequent scan ( Trec = tacq + trec). Its duration depends on the 
longitudinal relaxation time constant T1. On one hand, the detected signal intensity 
is proportional to the amount of spin polarization available at the beginning of each 
scan under steady-state conditions. On the other hand, the SNR scales with the 
square root of the number of scans that can be performed during a given experi-
mental time, and thus the scan time T t t tscan seq acq rec= + + . These two effects can be 
described analytically by the following equation:

 (3.9)

Equation 3.9 implies that maximum sensitivity is obtained by adjusting the recycle 
delay Trec to:

 (3.10)

and thus the dependency of the experimental sensitivity on the longitudinal relax-
ation time T1 is approximately given by:

 (3.11)

derived substituting Trec and Tscan with T1 in Equation 3.9.
Enhancing the longitudinal relaxation efficiency of the excited spins thus pro-

vides an interesting way to increase the experimental sensitivity and additionally 
to reduce the minimal data acquisition time. Here we will focus on 1H excitation 
experiments. In order to understand the experimental schemes that have been pro-
posed for longitudinal proton relaxation enhancement, we need to briefly discuss 
the spin interactions that govern proton relaxation. There are essentially two differ-
ent mechanisms that are responsible for proton longitudinal relaxation in a protein: 
(i) 1H-1H dipolar interactions; (ii) hydrogen exchange processes between labile pro-
tein protons, e.g. amide and hydroxyl protons, and water solvent protons. The time 
evolution of the polarization of each proton spin in the molecule is given by the 
Solomon or Bloch-McConnell equations (Bloch 1946; Solomon 1955; McConnell 
1958):

SNR
exp T T
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∝
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Fig. 3.17  A schematic draw-
ing of an NMR experiment
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 (3.12)

where Hiz denotes the z-component of the polarization of proton i and Hiz
0 is its 

thermal equilibrium value. The different ρ and σ terms stand for auto- and cross-
relaxation rate constants, with values depending on the distance separating the two 
protons involved as well as the global and local dynamics of the protein experienced 
at the sites of the two protons. Wz stands for the bulk water polarization and kex, i are 
the hydrogen exchange rates for individual protons with the water.

Equation 3.12 indicates that the relaxation of an individual proton spin depends 
on the spin state of all the other protons in the protein, as well as the bulk water, at 
the start of the recovery time. The selective spin manipulation of a subset of protons, 
e.g. amides, while leaving all other protein and water proton spins unperturbed, 
thus provides an efficient spectroscopic tool for enhancing longitudinal proton spin 
relaxation, as will be shown in the following section.

The contributions of solvent exchange and dipolar cross-relaxation of amide pro-
tons with unperturbed aliphatic proton spins depend on the size and residual struc-
ture of the IDP and the sample conditions. Figure 3.18 shows apparent amide 1H T1 
values measured for different IDP samples upon selective or non-selective inversion 
of different sets of proton spins (Gil et al. 2013; Solyom et al. 2013). For NS5A and 
BASP1, studied at low temperature and pH, the major relaxation enhancement mech-
anisms are dipolar interactions, while this situation changes as solvent exchange be-
comes more efficient, as shown for α-synuclein and PV core protein, which were 
studied at higher temperature and pH. The average T1 values measured for the differ-
ent IDPs shown in Fig. 3.18, as well as the range of predicted exchange rates using 
the SPHERE program are given in Table 3.2 (Bai et al. 1993; Zhang 1995).

When dipolar interactions provide the dominant relaxation mechanism, non-
selective 1H T1 values are on the order of 900 ms, while selective spin manipu-
lation allows them to be reduced by a factor of three to four, reaching values of 
200–300 ms (Schanda and Brutscher 2005; Lescop et al. 2007). This difference 
becomes even more pronounced in the case of fast hydrogen exchange. Under these 
conditions, the non-selective 1H T1 approach the T1 of bulk water (~ 3 s at 25 °C), 
while the selective T1 become as short as 60 ms (Gil et al. 2013). For α-synuclein 
at pH 7.4 and 15 °C, the average amide 1H T1 is reduced by a factor of 38, resulting 
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in a potential sensitivity gain of a factor of 6, according to Eq. 3.11. This clearly 
motivates the use of amide 1H start pulse schemes that leave aliphatic and water 
protons unperturbed throughout the NMR experiment.

The simplest and probably most efficient way to achieve longitudinal relaxation 
enhancement (LRE) is the use of band-selective 1H pulses, especially in the case of 
amide protons resonating in a frequency range that is well separated from aliphatic 
and water protons. Pulse sequences exploiting this concept have been termed band-
selective excitation short-transient (BEST) experiments (Schanda et al. 2006b; 

Table 3.2  Ranges of predicted amide proton solvent exchange rates (kex) (predictions were per-
formed with the SPHERE program (Bai et al. 1993)) and their average over all residues are listed 
as well as the averages of the apparent longitudinal relaxation time (T1) constants measured at 
800 MHz as shown in Fig. 3.19

NS5A BASP-1 α-synuclein PV core
Conditions
pH 6.5 2.0 7.4 7.5
T (°C) 5 5 15 5
Predictions
Range of 
kex(s

−1)
7.6 × 10−2–1.2 × 10+2 1.9 ×10-4–1.3 × 10−3 1.8 × 10−1–2.1 × 10+2 8.7 × 10−2–1.6 × 10+2

kex  (s−1) 1.5 3.7 × 10-4 1.7 × 10+1 1.1 × 10+1

NMR data

T hard1,  (s−1) 0.92 0.91 2.27 1.46

T WFB1,  (s−1) 0.70 0.89 0.09 0.14

T sel1,  (s−1) 0.21 0.31 0.06 0.09

Fig. 3.18  Apparent 1H T1 relaxation time constants measured by inversion recovery experiments. 
Amide proton-selective ( red), water-flip-back ( green) and non-selective ( black) inversions were 
used. The four samples and the conditions were: a NS5A D2D3 protein (pH 6.5, 278 K); b BASP1 
(pH 6.5, 278 K); c α-synuclein (pH 7.4, 288 K); d PV core (pH 7.5, 278 K)
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Lescop et al. 2007; Favier and Brutscher 2011; Solyom et al. 2013). BEST pulse 
sequence elements are available for all basic pulse sequence elements (building 
blocks) (Cavanagh et al. 2007), e.g. INEPT, sensitivity-enhanced reverse-INEPT 
(SE-RINEPT or planar mixing) and TROSY (or double-S3CT) required for setting 
up most of the common triple-resonance experiments. In this section we will focus 
on BEST-TROSY (BT) pulse sequences, which have proven to be particularly use-
ful for the study of IDPs using high magnetic field NMR instruments.

BEST-TROSY combines the advantages of longitudinal relaxation optimization, 
discussed in the previous section, with those of transverse relaxation-optimized 
spectroscopy, discussed in Sect. 3.5.4. A special feature of BEST-TROSY is that the 
proton (Hz) polarization that builds up during the pulse sequence as a consequence 
of spin relaxation is converted to 15N polarization ( Nz) by the final ST2-PT se-
quence element (Favier and Brutscher 2011). In a conventional TROSY sequence, a 
large portion of this additional polarization is lost due to 15N T1 relaxation during the 
long recovery delay that restores 1H polarization. In BEST-type experiments, how-
ever, most of the polarization is conserved because of the short recycle delays used. 
This provides an additional mechanism for sensitivity and resolution improvement.

The 1H-15N BEST-TROSY sequence and spectra recorded for two large (250 
residue) IDPs are shown in Fig. 3.19. Long t1 acquisition times in the 15N dimension 
result in highly resolved 2D correlation maps, despite the low chemical shift resolu-
tion observed in the 1H dimension. The high resolution obtained in the 15N dimen-
sion of a 2D BEST-TROSY spectrum can also be transferred to higher-dimensional 
BT 1H-13C-15N or BT 1H-15N-15N correlation experiments, as required for sequential 

Fig. 3.19  2D 1H-15N BEST-TROSY spectra recorded on two large IDPs (~ 270 residues), a NS5A 
D2D3 (pH 6.5) and b BASP1 (pH 2.0) at 278 K
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resonance assignment (Sect. 3.7.1), by using the semi-CT editing scheme discussed 
in Sect. 3.5.2. Furthermore, it has been shown that BEST-TROSY implementations 
of such experiments provide a 20 to 80 % increased SNR compared to BEST-HSQC 
versions for different IDP samples at 800 MHz 1H frequency (Solyom et al. 2013). 
BT also results in a more uniform distribution of peak intensities in the spectrum, as 
the signal enhancement is efficient for residues in transiently structured peptide re-
gions which tend to be the ones characterized by the smallest intensities in optimal 
conditions for 2D HN correlation experiments.

6 13C Detected Experiments

The recent progress in instrumental sensitivity (Kovacs et al. 2005) and the de-
velopment of new NMR experiments made 13C direct detection a useful tool for 
biomolecular applications (Felli et al. 2013). The first aspect to consider when per-
forming 13C direct detection on uniformly labelled protein samples consists of the 
presence of large splittings of the 13C resonances in the direct acquisition dimen-
sion due to the presence of large homonuclear one-bond couplings, a feature that 
definitely represents a novelty with respect to 1H direct detection. Indeed, even 
though 13C-13C couplings are very useful in the design of multidimensional NMR 
experiments, they are responsible for large signal splitting which, as evident from 
Fig. 3.20, needs to be suppressed in order to preserve high resolution in the direct 
acquisition dimension.

Fig. 3.20  Example of 2D 13C detected CON spectra without and with homonuclear decoupling. 
The experiments were acquired on α-synuclein (1 mM sample in 20 mM phosphate buffer, pH 
6.4, 200 mM NaCl, 0.5 mM EDTA, at 285.5 K) on a 700 MHz Bruker AVANCE equipped with a 
CPTXO probe

 



3 NMR Methods for the Study of Instrinsically Disordered Proteins … 87

6.1  Homonuclear 13C Decoupling

Achieving homonuclear 13C decoupling in the direct dimension is more complex 
than in the indirect dimensions because it typically requires the application of ra-
diofrequency pulses at a similar frequency to those of the nuclear spins that are in 
the process of being detected. A possible solution to this problem consists of sharing 
the detection period between data acquisition and decoupling pulses (band-selec-
tive homonuclear decoupling). This, however, reduces the overall sensitivity of the 
experiment, and introduces Bloch-Siegert phase shifts (Emsley and Bodenhausen 
1990) and decoupling side bands (Waugh 1982) in the spectrum. Recently improved 
experimental variants exploiting this general idea that however use hard pulses ap-
plied at regular intervals during the acquisition period have been proposed (Ying 
et al. 2014). Alternatively, post-acquisition methods, such as data deconvolution us-
ing maximum entropy reconstruction, may be used (Shimba et al. 2003). A last, and 
arguably the most elegant class of methods for 13C homonuclear decoupling (Felli 
and Pierattelli 2014b), also known as “virtual decoupling”, uses spin-state selection.

Virtual JCC decoupling uses an additional spin evolution delay prior to detection 
and requires the recording of at least two experiments with different parameter set-
tings. In the first experiment, spin evolution under the JCC coupling is suppressed 
resulting in an in-phase (IP) line splitting in the detected spectrum, while in the 
second experiment the JCC coupling evolves for a time 1/(2 JCC) resulting in anti-
phase (AP) line splitting in the final spectrum. A single resonance line (without 
splitting) is then obtained by calculating the sum and the difference of the two 
recorded spectra. Finally, the two resulting (sum and difference) spectra are shifted 
by the amount JCC/2 with respect to each other and added up to yield a single line at 
the correct chemical shift position (Duma et al. 2003a; Duma et al. 2003b; Bertini 
et al. 2004; Bermel et al. 2006a). This approach, illustrated in Fig. 3.21 for virtual 
decoupling of 13Cα in the NMR spectrum of carbonyls, is at the basis of most of 
the 13C detected multidimensional experiments. In order to work properly, virtual 
JCC decoupling requires quite uniform JCC couplings in the protein, which is the 
case for the large one-bond coupling between α carbons (13Cα) and carbonyls (1JCαC' 
≈ 53 Hz). It is worth noting that the two experiments rely on the same number of 
pulses and lengths of delays, in order to ensure identical signal loss due to pulse 
imperfections and spin relaxation effects. Another prerequisite of this technique is 
that the two nuclear spins, e.g. 13Cʹ and 13Cα, are sufficiently well separated to allow 
their selective manipulation through band-selective pulses. There is also a price to 
pay in terms of sensitivity for the virtual decoupling method, as during the linear 
combinations necessary to achieve homonuclear decoupling also the thermal noise 
is increased, thus leading to a reduction of the signal to noise ratio.

Virtual decoupling can be appended to any pulse sequence ending with in-phase 
13Cʹ transverse coherence (Bermel et al. 2008). Most of the triple resonance experi-
ments based on 13Cʹ direct detection end with a coherence transfer step that involves 
refocusing of either 13Cʹ-15N or 13Cʹ-13Cα antiphase coherence (or both). Therefore, 
virtual decoupling can be implemented without appending an additional block by 
slightly changing the position of the 13Cα inversion pulses in the last coherence 
transfer steps, as illustrated in Fig. 3.21.
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Finally, as these spin-state selective approaches to achieve homonuclear decou-
pling perform so well, it is worth mentioning that they can also be implemented for 
heteronuclear decoupling (Kern et al. 2008; Bermel et al. 2009a). Indeed, a clever 
variant to achieve heteronuclear 15N decoupling has been proposed both for 1HN and 
13Cʹ direct detection experiments. This can be useful when the 13Cʹ coherence life-
times allow for long acquisition times or to reduce the radiofrequency load/heating 
on the 15N channel during acquisition, which is particularly useful in the fast pulsing 
regime (Gil et al. 2013).

6.2 Starting Polarization Source

The other important point to consider in the design/choice of a 13C detected experi-
ment is the starting polarization source. From Sect. 3.1.2, it is immediately clear 
that a relevant contribution to increase the sensitivity of 13C detected experiments 

Fig. 3.21 13C detected 1D and 2D experiments with implemented IPAP decoupling sequence. 
Implementation of 13Cʹ-13Cα IPAP virtual decoupling building blocks in the 1D mode (a, b) and 2D 
mode: CACO (d, e) and CON (f, g). Band-selective 13C pulses are denoted by rounded rectangles 
(narrow and wide ones represent 90° and 180° pulses, respectively). The pulses are applied along 
the x-axis unless otherwise noted. The delays are ∆=1/(2JCαCʹ)=9 ms and ∆1=1/(2JNCʹ)=25 ms. The 
phase cycles are: (a) φ1=x, -x and φrec=x, -x; (b) φ1=-y, y and φrec=x, -x; (d) φ1=x, -x φ2=4(x), 4(y) 
φIPAP=2(x), 2(-x) and φrec=x, 2(-x), x, -x, 2(x), -x; (e) φ1=x, -x φ2=4(x), 4(y) φIPAP=2(-y), 2(y) and 
φrec=x, 2(-x), x, -x, 2(x), -x; (f) φ1=x, -x φ2=2(x), 2(y) φ3=4(x), 4(y) φIPAP=x and φrec=x, -x, x, 2(-x), 
x, -x, x; (g) φ1=x, -x φ2=2(x), 2(y) φ3=4(x), 4(y) φIPAP=x and φrec=-y, -x, x, 2(-x), x, -x, x. (c) The 
schematic illustration of the post-acquisition processing for obtaining decoupled spectra.
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can come from the use of 1H as the starting polarization source (Shimba et al. 2004; 
Bermel et al. 2009a; O’Hare et al. 2009). In fact, the large one-bond scalar cou-
plings can be easily used to transfer polarization from 1H to the directly bound het-
eronuclei while still keeping experiments “exclusively heteronuclear”. This means 
that only heteronuclear chemical shifts are frequency labelled in all the spectral 
dimensions to take advantage of their larger chemical shift dispersion compared to 
that of 1H, while still exploiting the larger 1H polarization deriving from its higher 
gyromagnetic ratio. Therefore, several exclusively heteronuclear NMR experi-
ments, such as the (H)CBCACON and (H)CBCANCO experiments (Bermel et al. 
2009a), feature 1H as a starting polarization source.

With protons exploited only to increase the experimental sensitivity, it is worth 
thinking about the possibility of implementing 1H longitudinal relaxation enhance-
ment techniques to reduce the duration of NMR experiments or to increase the 
sensitivity per unit of time or the resolution. Actually, in these experiments it is very 
easy to manipulate different sets of 1H spins in a selective way, an essential require-
ment to promote LRE. Indeed, a simple modification of the initial INEPT block can 
be introduced to flip-back all the other spins not directly involved in the coherence 
transfer pathway (Hflip method (Bermel et al. 2009b; Bertini et al. 2011b)).

The solution described above for amide protons based on the use of band-selec-
tive pulses (BEST approach), can also be implemented in 13C detected experiments 
(Nováček et al. 2011; Gil et al. 2013). Amide protons indeed resonate in a quite 
isolated region of the 1H spectra, well separated from the water resonance; they can 
therefore be selectively manipulated leaving both water and aliphatic resonances 
unperturbed.

As discussed above, the LRE effect deriving from exchange processes with the 
solvent is very pronounced in IDPs and adds to that deriving from 1H-1H NOEs, 
which may contribute at low temperature conditions or in the presence of partially 
structured elements, even if to a minor extent. Approaching physiological condi-
tions (high temperature and neutral pH), the LRE effect is so large that the recovery 
of amide polarization to equilibrium becomes extremely fast and recycle delays 
between transients are therefore no longer necessary. In fact, in this type of experi-
ment the longitudinal recovery already starts before the end of the pulse sequence, 
as protons get perturbed only in the very initial part of the experiment. Therefore, 
the optimal set-up consists of an inter-scan delay equal to zero as implemented 
for the HN-BEST CON experiment (Gil et al. 2013). Its high sensitivity enables 2D 
spectra to be collected in a couple of minutes, as shown in Fig. 3.22, making it an 
ideal technique for in-cell applications. However, the use of 1HN as the starting 
polarization source renders the experiment susceptible to the loss of information 
about prolines and reintroduces a dependence on exchange rates of amide protons 
with the solvent that impacts the experimental sensitivity.

Alternatively, 1Hα can be exploited as the starting polarization source. In this 
way, all backbone sites can be sampled (including prolines) and exchange processes 
with the solvent are avoided. On the other side of the coin, this also means that only 
LRE effects deriving from 1H-1H NOEs can be exploited. Therefore, LRE effects 
become sizeable either at lower temperature or for partially structured proteins. The 
most convenient way of achieving LRE for 1Hα consists of exploiting the one-bond 
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scalar coupling (1JCαHα) with the attached carbon (13Cα) to selectively manipulate 
1Hα and flip-back all other protons that are not actively used in the magnetization 
transfer pathway (Hflip method) (Bermel et al. 2009b). Therefore, this trick can be 
easily implemented in any 1Hα-start pulse sequence to achieve LRE. Increasing the 
temperature also provides a simple tool to increase the longitudinal relaxation of 
1Hα protons that does not require selective manipulation of 1Hα protons.

Alternatively, 13C-start versions of such 13C detected experiments can be 
designed. Indeed 13C spins are not directly involved in chemical exchange processes 
and are characterized by large chemical shift dispersion. The high flexibility of IDPs 
results in relatively short 13C T1 values, which are on the order of seconds, so that 
recovery delays remain sufficiently short. In addition, the 1H-13C NOE effect can be 
exploited in the case of highly flexible IDPs to enhance the signal-to-noise ratio just 
by irradiating protons during the recovery delay (Bertini et al. 2011b). Therefore, 
in many cases of practical interest, the sensitivity of 13C-start-13C detected versions 
of experiments, in particular for the simplest 2D experiments such as CON, CACO 
and CBCACO, is sufficient to obtain informative spectra (Bermel et al. 2005).

7  From 2D to 3D: From Simple Snapshots  
to Site-resolved Characterization of IDPs

Multidimensional NMR experiments that encode chemical shift information in sev-
eral indirect dimensions provide the necessary resolving power to separate correla-
tion peaks from different sites in an IDP. In this section, the general strategy used to 
achieve site-specific resonance assignment of the NMR signals will be discussed, 

Fig. 3.22  The 2D 13C-15N 
HN-BESTCON spectrum of 
α-synuclein overexpressed 
in E. coli cells acquired in 
20 min
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and a selection of commonly used multidimensional experiments for sequential 
resonance assignment, as well as complementary techniques for amino acid type 
identification, will be presented.

7.1 Sequential NMR Assignment: The General Strategy

In order to extract site-specific information from the NMR experiments, each reso-
nance observed in the spectra needs to be associated to a specific nuclear spin of 
the protein. This task is commonly called sequence-specific (or sequential) reso-
nance assignment. In the early days of biomolecular NMR spectroscopy, resonance 
assignment was based on the information contained in 2D homonuclear 1H correla-
tion experiments (Wüthrich 1986). The combined analysis of a set of through-bond 
(COSY, TOCSY) and through-space (NOESY, ROESY) spectra allows sequence-
specific assignment of well-folded proteins of moderate size (~100 residues). In 
the case of highly disordered proteins and IDPs, which are characterized by low 
chemical shift dispersion in the 2D 1H spectra, this strategy is limited to pep-
tides of less than a few tens of residues. As a consequence, NMR studies of IDPs 
require uniform 13C and 15N labelled samples that enable the use of 3D (or higher-
dimensional) through-bond-only experiments for sequential resonance assignment 
purposes (Dyson and Wright 2001; Eliezer 2009). These experiments are based on a 
series of coherence transfer steps, which exploit the large one- and two-bond scalar 
couplings (Fig. 3.23) (Sattler et al. 1999; Cavanagh et al. 2007).

Starting from a chosen polarization source, typically amide 1H, aliphatic 1H, or 
13C, a series of subsequent coherence transfer pathway steps allows the correlation 
of NMR frequencies of different nuclear spins in the protein with high efficiency. 
Ideally this strategy could be used to transfer coherence (and thus information) all 
along the polypeptide chain. In practice, due to spin relaxation effects, coherence 
transfers are limited only to nuclear spins within the same or neighbouring resi-
dues. Therefore, a set of spectra providing complementary connectivity informa-
tion is required for sequential resonance assignment. The most widely used experi-
ments are introduced in the next sections. They can be divided into three categories: 
(i) intra-residue, (ii) sequential, and (iii) bi-directional correlation experiments, 
according to the type of information they contain. A schematic drawing showing 

Fig. 3.23  Schematic repre-
sentation of a protein and the 
size of the 1J and 2J coupling 
constants that are frequently 
used for magnetization 
transfer in 13C, 15N labelled 
proteins
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how a pair of such spectra can be used in the sequential resonance assignment pro-
cedure is reported in Fig. 3.24.

The basic strategy for sequential assignment is that the different nuclei corre-
lated in a 2D HN or 2D CON fingerprint spectrum, as introduced in Sect. 3.4.2, 
are connected in a 3D data set with one (or more) additional nuclei, e.g. 13Cα, 13Cβ, 
13Cʹ, 15 N, or 1Hα, that are frequency labelled in the third dimension (indicated as X 
nuclear spins). 1H-15N or 13Cʹ-15N pairs are then recognized as belonging to neigh-
bouring residues when the corresponding X frequencies match. In the case of iden-
tical or similar resonance frequencies of two or more X nuclei, ambiguities can be 
solved by combining the information obtained from different pairs of intra- and 
inter-residue 3D H-N-X or CO-N-X spectra. As a result of this assignment step, 
chains of sequentially connected residues (1H-15N or 13Cʹ-15N pairs) are identified. 
This so-called “sequential assignment walk” might be interrupted by missing cor-
relation peaks, either due to unobservable (line-broadened) NMR signals, e.g. be-
cause of pronounced conformational exchange processes or chemical exchange at 
physiological conditions, missing correlation information, e.g. amide 1H in prolines 
and/or remaining frequency ambiguities; the information provided by 3D H-N-X 
and 3D CO-N-X spectra can therefore be combined in order to reduce interruptions 
in the sequence-specific assignment and ambiguities contributing in this way to 
the completeness and accuracy of assigned resonances. The final assignment step 

Fig. 3.24  A sequential walk through the NMR spectra for the sequence-specific assignment is 
illustrated on the example of 3D intra-HNCA and HN(CO)CA (seq-HNCA) experiments
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consists of mapping the identified peptide fragments (correlated NMR nuclei) to 
their specific positions in the protein sequence. In order to do so, amino acid type 
information on some (or all) of the residues that form the fragment is required, as 
illustrated in Fig. 3.25. Such amino acid type information is obtained from side-
chain 13C chemical shifts, or from specifically tailored experiments that use spectral 
editing techniques to differentiate spin-coupling topologies in the amino acid side 
chains (see Sect. 3.8.4).

8 Sequential NMR Assignment: 3D Experiments

8.1 1HN Detected Experiments

The most common and established resonance assignment approach for proteins uses 
a set of 1HN-detected 3D correlation experiments (Ikura et al. 1990; Kay et al. 1990). 
The resulting spectra share as common frequencies those of amide protons in the 
direct dimension and amide nitrogen atoms in one of the indirect dimensions. The 
most useful experiments and their underlying coherence transfer pathway(s) are 
briefly presented in this section (Fig. 3.26). As discussed in Sect. 3.5.4, most amide 
1H detected experiments for IDP studies should be implemented as BEST or BEST-
TROSY versions in order to enhance experimental sensitivity and spectral resolu-
tion (Lescop et al. 2007; Solyom et al. 2013).

The most sensitive coherence transfer pathway correlates the amide 1HN and 15N 
of amino acid i with the 13Cʹ of the preceding ( i − 1) residue. This experiment, called 
3D HNCO (Kay et al. 1990; Grzesiek and Bax 1992b; Schleucher et al. 1993; Soly-
om et al. 2013), is often used to “count” the number of cross-peaks and therefore to 
estimate the number of resolved residues that are observed. Additional transfer steps 

Fig. 3.25  Sequence-specific assignment procedure. The fragments obtained from the sequen-
tial walk through the spectra (a) are combined with the primary sequence, and sequence-specific 
assignment is achieved (b) by exploiting the amino-acid type information
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allow correlating the amide 1HN and 15N with the 13Cα and 13Cβ of the preceding 
( i − 1) residue, in the so-called 3D HN(CO)CA (Bax and Ikura 1991; Grzesiek and 
Bax 1992b; Solyom et al. 2013) and 3D HN(CO)CACB (Grzesiek and Bax 1992a; 
Yamazaki et al. 1994; Solyom et al. 2013) experiments. Note that the intrinsic sensi-
tivity decreases with each additional transfer step, making HN(CO)CACB the least 
sensitive experiment of the series. For sequential resonance assignment, the informa-
tion obtained from the experiments correlating nuclei of neighbouring amino acids 
needs to be complemented with that provided by experiments correlating the amide 
1HN and 15N with the 13Cʹ, 13Cα and 13Cβ of the same ( i) residue. This can be achieved, 
for example, by acquiring 3D HNCA (Kay et al. 1990; Lescop et al. 2007; Grzesiek 
and Bax 1992b), 3D HNCACB (Wittekind and Mueller 1993; Muhandiram and Kay 
1994; Lescop et al. 2007) and 3D HN(CA)CO (Clubb et al. 1992; Kay et al. 1994; 
Briand et al. 2001; Lescop et al. 2007) experiments belonging to the class of “bi-
directional experiments”. All of these experiments result in two cross-peaks per resi-
due because of the similar size of the 1JNCα and 2JNCα coupling constants (Fig. 3.23), 
one corresponding to the desired intra-residue correlation, the other one to the se-
quential correlation already detected in the previous set of experiments. In order 
to avoid recording of redundant information and to limit the risk of peak overlaps 
in the spectra, purely intra-residue correlation experiments, 3D iHNCA (Brutscher 
2002; Nietlispach et al. 2002; Solyom et al. 2013), 3D iHNCACB (Brutscher 2002; 
Nietlispach et al. 2002; Solyom et al. 2013) and 3D iHN(CA)CO (Nietlispach 2004; 

Fig. 3.26  Schematic representation of the 1HN detected 3D experiments used for the sequence-
specific assignment of IDPs
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Solyom et al. 2013), have been proposed as an alternative to the bi-directional ex-
periments discussed above. The bi-directional and intra-residue experiments are less 
sensitive than their sequential counterparts and thus, as a rule of thumb, the num-
ber of scans should be at least doubled. Recently, improved HNCA + , HNCACB + , 
and HNCO + pulse sequences have been introduced to perform bi-directional ex-
periments with improved sensitivity for the sequential correlations (Gil et al. 2014). 
These experiments are especially useful for the study of fragile IDP samples as they 
allow the complete information required for sequential assignment to be retrieved 
from a single set of 3D experiments.

An additional class of experiments, especially useful for IDP samples, is re-
ferred to as 3D H-N-N, since their main characteristic is that 15N frequencies are 
labelled in both indirect dimensions. This allows the sequential assignment walk 
to be performed by matching 15N frequencies, which, as discussed in Sect. 3.4.2, 
experience the largest chemical shift dispersion for IDPs lacking a stable structure. 
A drawback of these pulse schemes is that they require more or longer transfer 
steps, thus resulting in reduced sensitivity especially for IDP residues involved in 
transient secondary structure formation. The coherence transfer pathways for the 
3D (H)N(COCA)NH and 3D (H)N(CA)NH experiments (Weisemann et al. 1993; 
Grzesiek et al. 1993b; Bracken et al. 1997; Panchal et al. 2001; Kumar and Hosur 
2011) are shown in Fig. 3.27. In the 3D (H)N(COCA)NH, the HNCO sequence is 
extended passing coherence from 13Cʹ to 13Cα and then to 15N of the neighbouring 
amino acid, resulting in the correlation of 1HN and 15N of amino acid i with 15N 
of amino acid i and i − 1, while the 3D (H)N(CA)NH is an extension of HNCA, 
yielding correlations with 15N of residues i − 1, i, and i + 1. In the case of highly 
flexible IDPs resulting in large T2 values, these pulse schemes can be optimized to 
detect mainly the sequential correlations, while suppressing to a large extent the 
“diagonal” Ni-Ni correlation peak (Grzesiek et al. 1993b).

A last class of experiments allows the assignment to be extended to the side chain 
13C resonances and the provision of valuable information on the side chain length 
and 13C chemical shifts, important for distinguishing between amino acid types. The 
most widely used pulse sequence is called 3D (H)C(CO)NH-TOCSY (Montelione 

Fig. 3.27  Polarization transfer pathway of (H)N(CA)NH (a) and (H)N(COCA)NH (b) experiments
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et al. 1992; Logan et al. 1992; Logan et al. 1993; Gardner et al. 1996; Grzesiek et al. 
1993a). The sequence starts from aliphatic 1H polarization of residue i, which is 
transferred via TOCSY and INEPT steps to the amide group of the following ( i + 1) 
residue for final 1HN detection.

8.2 13C Detected Experiments

As discussed in Sect. 3.4, the 2D HN and CON spectra provide complementary 
tools for the investigation of IDPs. Therefore, similarly to the HN-based experi-
ments discussed above, 13Cʹ detection can be extended to higher dimensions, thus 
providing the required correlation information for sequential resonance assignment 
of the protein.

A suite of 3D experiments based on 13Cʹ detection is shown in Fig. 3.28. The 
building blocks used for the coherence transfer steps are very similar to those em-
ployed in the analogous 1HN detected experiments. 1H polarization can be used as 
a starting source to increase the sensitivity of 13Cʹ detected experiments, while still 
keeping the experiments “exclusively heteronuclear”. In all of the spectra recorded 
with these experiments, the detection dimension is the 13Cʹ of residue i (Cʹi), while 
the 15N of residue i + 1 (Ni + 1) is frequency labelled in one of the indirect dimensions. 
These Cʹi-Ni + 1 correlations are then dispersed in the third dimension by the chemi-
cal shift of one (or more) additional nuclear spin(s). In a first set of experiments, 
CACON and CBCACON (Bermel et al. 2006a; Bermel et al. 2006c; Bermel et al. 
2009a), Cα

i only or both Cα
i and Cβ

i are edited in the third dimension, resulting in 
one set of correlation peaks per residue, similarly to the sequential 1HN detected 

Fig. 3.28  Schematic representation of the 13Cʹ detected 3D experiments used for the sequence-
specific assignment of IDPs

 



3 NMR Methods for the Study of Instrinsically Disordered Proteins … 97

experiments. In addition, the CCCON-TOCSY experiment (Bermel et al. 2006c; 
Bermel et al. 2009a) allows the 13C chemical shift information to be extended to 
all aliphatic side chain carbons of residue i. As a result of this set of experiments, 
each residue of the protein is associated to a set of Caliph

i-Cʹi-Ni + 1 correlations. The 
number of aliphatic carbons detected and their chemical shifts provide information 
on the amino acid type of the corresponding residue.

The complementary information necessary for sequence-specific assignment is 
then obtained by acquiring a second set of 13Cʹ-detected 3D experiments named 
CANCO and CBCANCO (Bermel et al. 2006c; Bermel et al. 2009a) that corre-
late the Cʹi-Ni + 1 to Cα

i + 1 and Cα
i (CANCO) or Cα

i + 1/C
β

i + 1 and Cα
i/C

β
i (CBCANCO) 

resulting in two correlation peaks per residue if only Cα chemical shifts are detected 
in the third dimension, or four, if both Cα and Cβ are detected. These experiments 
thus belong to the class of bi-directional correlation experiments. In addition, the 
3D (H)N(CA)NCO (Bermel et al. 2009a) spectrum can be recorded to obtain cor-
relations involving an additional 15N nuclear spin. This experiment thus belongs to 
the CO-N-N class of spectra (in analogy to the H-N-N ones introduced above for 
HN detected experiments). In the 3D (H)N(CA)NCO experiment, the Cʹi-Ni + 1 pair 
is further correlated in the third dimension with the 15N of residues i, i + 1, and i + 2. 
Finally, the 3D COCON experiment (Bermel et al. 2006b) was developed to corre-
late the Cʹi-Ni + 1 pair with carbonyls of residues i, i + 1, and i − 1, providing additional 
complementary information in this way. The MOCCA mixing scheme significantly 
improves the sensitivity of this experiment (Bermel et al. 2006b; Felli et al. 2009).

If the whole set of experiments is performed, sequential resonance assignment is 
obtained by simultaneous matching of Cα, Cβ, Cʹ, and N chemical shifts from intra-
residue and sequential correlations. The requirement for simultaneous frequency 
match of four different nuclear spins provides a robust way of solving assignment 
ambiguities due to resonance overlap in spectra of IDPs.

As also prolines are detected in these spectra, 13Cʹ direct detection provides 
an ideal tool for complete sequence-specific assignment of an IDP, provided that 
sensitivity is sufficient to enable acquisition of the whole set of experiments in a 
reasonable overall measurement time (Bermel et al. 2005; Bermel et al. 2006a). 
Our experience with several IDPs characterized by high flexibility indicates that 
the complete set of 3D experiments described here can be collected with cryogen-
ic probes optimized for 13C detection and yields the complete sequence-specific 
assignment without any other additional information. For samples of limited 
solubility (~100 µM) or using less optimal spectrometer hardware, it is still possible 
to acquire the most sensitive 2D (CACO, CBCACO, CON) (Bermel et al. 2005) and 
3D experiments (CBCACON, CCCON) (Bermel et al. 2006a) in order to comple-
ment the spectral information obtained from a series of 1HN detected experiments.

8.3 Aliphatic 1H Detected Experiments

An alternative to the two previously discussed approaches based on the two most 
well resolved 2D spectra to study IDPs (HN and CON), based either on 1HN or 
13Cʹ direct detection, consists in focusing on 1Hα detection, as proposed for the 
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assignment of proline-rich regions (Kanelis et al. 2000). More recently, a set of 
five triple resonance experiments was developed for sequence-specific resonance 
assignment of IDPs (Mäntylahti et al. 2010; Mäntylahti et al. 2011). The coherence 
transfer pathways and correlated frequency information obtained from these experi-
ments are shown in Fig. 3.29. The 3D iH(CA)NCO, iHCAN and (HCA)NCO(CA)H 
experiments were designed for spin system identification, while the 3D H(CA)CON 
and (HCA)CON(CA)H provide the complementary connectivity information. The 
1Hα signals are clustered in a narrow chemical shift region where also the water 
proton spins resonate. Resolution in the direct dimension is therefore quite limited, 
in particular for amino acids of the same kind. Furthermore, excellent water sup-
pression performance is mandatory. Alternatively, the protein can be dissolved in a 
fully deuterated solvent (99.99 % D2O), which is characterized by higher viscosity 
with respect to H2O and causes an increase in the transverse relaxation rates of the 
nuclear spins in the protein sample. This approach has been successfully applied 
to an IDP of about 110 amino acids (Mäntylahti et al. 2011). 1Hα-detected experi-
ments might be considered under conditions where HN detection of the IDP is not 
feasible, e.g. at near physiological conditions, and when the protein concentration 
or the experimental setup does not provide the required sensitivity for 13C detection.

8.4 Experiments for Amino Acid Type Editing or Selection

In addition to the experiments discussed in the previous sections, which pro-
vide sequential correlation information connecting nuclear spins of neighbouring 

Fig. 3.29  Schematic representation of the 1Hα detected 3D experiments used for the sequence-
specific assignment of IDPs
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residues, information on the amino acid type of a given residue is necessary to 
complete the sequential resonance assignment of a protein. Amino acid type infor-
mation may be obtained from NMR data by the selective incorporation of labelled 
(or unlabelled) amino acids at the protein expression level (McIntosh and Dahlquist 
1990; Cowburn et al. 2004; Tong et al. 2008), from 13Cα, 13Cβ and 13C side chain 
chemical shift data (Grzesiek and Bax 1993), or from specifically tailored NMR 
experiments that exploit the particular spin-coupling topologies and chemical shifts 
in the different amino acid side chains (Wittekind et al. 1993; Olejniczak and Fesik 
1994; Yamazaki et al. 1995; Rao et al. 1996; Rios et al. 1996; Dötsch et al. 1996a, 
1996b; Pellecchia et al. 1997; Schubert et al. 1999, 2001a, 2001b; Pantoja-Uceda 
and Santoro 2008). The latter approach has the advantage that unambiguous amino 
acid type information is obtained from a series of NMR experiments recorded on 
a single uniformly 13C/15N labelled sample. Such experiments, which often rely on 
band selective pulses to perturb only specific frequency ranges, benefit from the 
narrow chemical shift ranges of side chain resonances typical of IDPs. A selection 
of the most common experiments available for amino acid type discrimination is 
presented in this section.

Conceptually we can distinguish between experiments for amino acid type 
selection and those performing amino acid type editing. In the first approach (amino 
acid type selection), only correlation peaks from specific amino acid types are 
detected, while in the second approach (amino acid type editing), correlation peaks 
from different classes of amino acids are separated in different NMR subspectra. 
The two classes of experiments share, as common features, several ingenious ways 
to distinguish different amino acids exploiting peculiar spectroscopic features of 
amino acid side chains such as characteristic chemical shifts, coupling topologies, 
side chain length, etc., as described in the early NMR literature (Wittekind et al. 
1993; Olejniczak and Fesik 1994; Yamazaki et al. 1995; Dötsch et al. 1996a, 1996b; 
Löhr and Rüterjans 1995; Pellecchia et al. 1997).

The MUSIC (multiplicity selective in-phase coherence transfer) strategy 
proposed by the Oschkinat group (Schubert et al. 1999; Schubert et al. 2001a; 
Schubert et al. 2001b), recently extended to 13C direct detection experiments (CAS-
NMR) (Bermel et al. 2012a), provides the most complete set of amino acid-selec-
tive experiments. Different variants of two basic experiments (HN(CO)CACB and 
CBCACON) allow the selection of correlations deriving only from specific amino 
acid types from the basic 2D HN and CON spectra respectively (Fig. 3.30). The 
resulting spectra are very simple, contributing in this way to reducing the problem 
of cross-peak overlap. The various pulse schemes mainly differ in the number and 
lengths of transfer steps required and thus their overall sensitivity. As a rule of 
thumb, the experiments for shorter side chains are more sensitive than the corre-
sponding pulse sequences for selecting amino acids with longer side chains. The 
different pulse sequence elements designed to select correlations of specific amino 
acids can also be implemented in “bidirectional” experiments (HNCACB, CBCAN-
CO), providing additional information in this way.

As mentioned before, prolines are abundant in IDPs and can be easily detected 
in 13C detected experiments; the identification of proline-neighbouring residues is 
of particular importance for resonance assignment strategies based on 1HN  detected 
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pulse schemes (Tompa 2002). Proline-selective experiments based on BEST-
TROSY HN(COCAN) and iHN(CAN) pulse sequences, exploiting the particular 
15N chemical shift of prolines in IDPs, have therefore been proposed that yield in-
creased sensitivity with respect to their corresponding MUSIC counterparts for the 
identification of proline-neighbouring residues (Solyom et al. 2013). 13C detected 
variants of the experiments tailored for prolines have also been proposed (Bermel 
et al 2012a).

Amino acid type editing differs from amino acid-type selection by the fact that 
correlation peaks for all (observable) residues are detected in the final spectrum, 
while amino acid type information is obtained by sign encoding. In the simplest type 
of amino acid type editing, the correlation peaks corresponding to a specific class 
of amino acids are of opposite sign with respect to all others, thus allowing simple 
discrimination of this particular class of amino acids. In addition, if a second (ref-
erence) experiment is recorded where all NMR signals have the same sign, peaks 

Fig. 3.30  Amino acid-selective experiments to simplify crowded spectra. a A schematic represen-
tation of a 2D CON spectrum and three 2D (HCA)CON spectra, in which three different amino 
acids (types A, B and C) are selected. b CAS-NMR spectra of Cox17. From left to right: reference 
2D CON spectrum, and (CA)CON spectra from experiments selecting Ala, Ser and Gly of Cox17. 
The experiments were acquired on Cox17 protein (1.8 mM sample in 20 mM phosphate buffer, 
pH 7.0, 0.25 mM EDTA, 20 mM DTT, at 307 K) on a 700 MHz Bruker AVANCE spectrometer 
equipped with a CPTXO probe (Felli et al. 2013)

 



3 NMR Methods for the Study of Instrinsically Disordered Proteins … 101

belonging to different amino acid type classes can be separated in different spectra at 
the processing level by addition and subtraction of the two recorded data sets. Such 
a simple sign encoding has been proposed for many basic correlation experiments 
involving Cα and/or Cβ carbons, requiring only slight modifications of the original 
pulse sequences (Grzesiek and Bax 1992b; Panchal et al. 2001; Brutscher 2004b). 
The same concept of sign encoding can also be used to differentiate between more 
than two classes of amino acids by using HADAMARD spectroscopy (Kupce et al. 
2003; Brutscher 2004a). In short, to distinguish between n amino acid classes, HA-
DAMARD NMR spectroscopy requires the recording of n spectra with different 
sign encoding according to a particular HADAMARD scheme, also called a HA-
DAMARD matrix. HADAMARD matrices exist for n = 2, 4, 8, 12, … (multiples of 
4). The same HADAMARD matrix employed for encoding is then also used at the 
processing level to calculate linear combinations of the recorded data set resulting 
in separate spectra for each amino acid class. This concept (with n = 8) is used in 
the HADAMAC (Hadamard-encoded amino acid type editing) experiments (Lescop 
et al. 2008; Feuerstein et al. 2012; Pantoja-Uceda and Santoro 2012). The sequential 
HADAMAC (sHADAMAC) experiment, based on the sensitive (H)CBCACONH 
(Grzesiek and Bax 1992a; Grzesiek and Bax 1993) correlation sequence, provides 

Fig. 3.31  a iHADAMAC and b HADAMAC spectra acquired on an 800 MHz spectrometer at 298 K 
on a 90 μM sample of a NS5A fragment. 100 complex points were recorded in the 15N indirect dimen-
sion for a spectral width of 2000 Hz using semi-CT editing for both spectra. The total acquisition times 
were set to 12 h (iHADAMAC) and 2 h (sHADAMAC). The seven subspectra corresponding to the 
different amino acid type classes are color-coded and superposed on the same graph
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amino acid type information for the residue preceding the detected amide group, and 
allows differentiation between seven classes of amino acids: (1) Val-Ile-Ala, (2) Gly, 
(3) Ser, (4) Thr, (5) Asn-Asp, (6) His-Phe-Trp-Tyr-Cys and (7) Arg-Glu-Lys-Pro-Gln-
Met-Leu (Fig. 3.31b). The same approach has also recently been extended to intra-
residue amino acid type editing (iHADAMAC, Fig. 3.31a) (Feuerstein et al. 2012).

8.5 Automated Assignment

The establishment of a vast series of multidimensional NMR experiments has opened 
the way to the development and improvement of automated assignment programs 
and to their application to IDPs. The very low chemical shift dispersion and high 
chemical shift degeneracy typical of disordered proteins have always been the major 
limitations to the performance of such programs. However, in recent years many 
efforts have been made to increase the robustness and reliability of automatic as-
signment procedures and several algorithms are now ready for use. Out of the many, 
MARS (Jung and Zweckstetter 2004), FLYA (López-Méndez and Güntert 2006) and 
TSAR (Zawadzka-Kazimierczuk et al. 2012a) are some examples of the most well-
established and promising algorithms that can be exploited to assign IDPs.

In general, the programs require as input only a set of experimental peak lists and 
the primary sequence of the protein to be assigned. The output can be very differ-
ent depending on the particular algorithm employed. For example, the assignment, 
usually provided to the user as a text file, can be accompanied by graphical repre-
sentations and/or additional text files containing, for instance, information about the 
reliability of the assignment and/or suggestions related to a missing or ambiguous 
assignment. In addition, to facilitate the manual validation of the assignment, some 
programs provide assignment results also in suitable formats to be directly loaded 
and read by tools for spectral analysis.

Most importantly, recent improvements have made the input files more and more 
flexible, accepting peak lists from any combination of multidimensional experi-
ments provided they are written according to a simple but specific set of rules that 
describes the magnetization transfer pathways employed. Using all the experimen-
tal data simultaneously, also incomplete peak lists in which some peaks are missing 
can be used; furthermore, peak lists containing redundancy of information can be 
exploited to increase the reliability of the chemical shift assignment.

Finally, automatic resonance assignment algorithms differ in the calculation time 
necessary to perform the assignment procedure. For example, programs like TSAR 
are really fast, since they simply compare the submitted chemical shift values and 
map them along the amino acid sequence of the protein. On the contrary, programs 
like MARS and FLYA require more computation time since they employ several itera-
tive cycles to find the best correspondence between predicted and submitted chemical 
shift values, minimizing the propagation of possible initial errors in the assignment 
and/or in the experimental peak lists. Therefore, the more peak lists are complete and 
provide complementary information (for example combining 1HN and 13C′ detection), 
the less time is required by the assignment algorithms to reach convergence.
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9 High-dimensional NMR Experiments (nD, with n > 3)

As discussed in the previous sections, various experimental strategies allow im-
provement of spectral resolution. However, in the case of severe spectral overlaps, 
we recommend increasing the dimensionality of the NMR experiments. Indeed, 
encoding more than three frequencies into a cross-peak observed in multidimen-
sional NMR experiments reduces the chances of accidental signal overlap. In order 
to take maximum advantage of this approach it is important to maintain the highest 
resolution in all the detected dimensions. To this end, the combination of fast puls-
ing techniques with non-uniform sampling strategies and the respective processing 
approaches, described in detail in Sect. 3.5, is crucial to keep experimental time and 
spectral resolution in a reasonable range.

By high-dimensional NMR we refer to experiments in which three or more 
indirect dimensions are used to encode chemical shift information within the same 
experiment. In many cases, in order to cope with the low dispersion of resonance 
frequencies typical of IDPs, increasing the number of dimensions provides a unique 
tool to enhance the resolution in order to accelerate the resonance assignment pro-
cedure or to make it possible in difficult cases.

High-dimensional (4-5D) NMR experiments are presented in the next section, 
focusing on recent developments tailored for IDPs. A very convenient strategy to 
simplify the inspection and analysis of the resulting spectra is presented, as well as 
the most useful high-dimensional experiments tailored for IDPs.

9.1 Analysis and Inspection of High-dimensional NMR Spectra

One of the main barriers to the reception and diffusion of high dimensional NMR 
experiments has always been the idea that more than three dimensions could be 
conceptually difficult to handle. Indeed, while it is easy to visualize three-dimen-
sional objects, the same does not hold for objects characterized by a higher number 
of dimensions. A possible solution consists of breaking them down into combi-
nations of objects of lower dimensionality, as also done when inspecting three-
dimensional spectra. Indeed most of the available software applications for the 
analysis of 3D NMR spectra display only two dimensions at a time, extracted at 
a specific frequency in the third dimension. In a similar way, higher dimensional 
NMR spectra can be inspected by visualizing only two dimensions at a time, which 
are associated to a peak in a 2D or 3D reference spectrum in the case of 4D and 
5D experiments, respectively. This procedure is possible because, in most cases, 
higher dimensional experiments are extensions of 2D or 3D spectra in which the 
new information is encoded in the additional indirect dimensions. This idea is im-
plemented in the sparse multidimensional Fourier transform (SMFT) algorithm 
(Kazimierczuk et al. 2010b, 2013).
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SMFT proposes an innovative strategy to intuitively examine four or five-
dimensional spectra in a very simple and straightforward way. Acquired data are 
processed with the MFT algorithm (mentioned in Sect. 3.5.3), but only at some 
predefined frequencies (hence the prefix “sparse”): in this way, the inspection of 
the full spectrum is reduced to that of a limited number of spectral regions that are 
extremely small with respect to the n-dimensional space of the full spectrum. For 
convenience, these cross-sections are processed as two-dimensional spectra, which 
are very familiar to almost all NMR users. Therefore, four and five-dimensional 
spectra appear as a series of 2D spectra to which two or three further frequencies, 
respectively, are associated. Of course, a prior knowledge of these frequencies is 
needed: together with the 4D or 5D experiment, respectively a 2D or 3D spectrum, 
called the “basis spectrum”, which shares the same correlations with the higher 

Fig. 3.32  A possible way to visualize high-multidimensional NMR spectra. A schematic illustra-
tion of the progressive steps towards experiments of higher dimensionality is reported from the 
1D to the 5D case. Spectra up to three dimensions are visualized in a standard way, whereas 4D 
and 5D spectra are presented by decomposing them into lower dimensionality ones. The algorithm 
exploits the prior knowledge of the correlations provided by a lower dimensionality spectrum in 
order to extract only the additional information from a related multidimensional spectrum, thus 
reducing the number of dimensions that have to be inspected. So, for example, a 4D spectrum can 
be thought as a 2D basis spectrum, which shares two dimensions with the 4D spectrum (δi and δj), 
in which each peak is associated to another 2D spectrum containing the two further dimensions 
(δl and δm). In this way, instead of the full spectrum, only a series of cross-sections are effectively 
computed, in equal number to the peaks detected in the basis spectrum. Similarly, a 5D spectrum 
can be analysed as a series of two-dimensional spectra (δl and δm), each one correlated to a given 
peak of the related 3D basis spectrum (δi, δj and δk)
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dimensional one, should be acquired to retrieve them. In this way, the dimensions 
in which the frequencies of the peaks are already known are not processed, whereas 
the additional two dimensions containing the new information are fully computed, 
as the positions of the signals are unknown there. This approach is schematically 
illustrated in Fig. 3.32 for 4D and 5D experiments.

SMFT facilitates the analysis of high-dimensionality spectra, since this method 
provides a way to retrieve all the spectral information content without the need to 
explore the vast n-dimensional space of the full spectrum. The visualization of the 
spectrum through inspection of 2D cross-sections also provides further advantages: 
for example, it enables the use of automatic peak picking tools, which perform in a 
very reliable and efficient way, as the signals are well-resolved thanks to the high 
dimensionality of the experiment. In addition, it allows great amounts of disk space 
to be saved, since just a small subset of the full spectrum is actually processed; in 
this way, high digital resolution can be set in all the indirect dimensions.

9.2  Examples of High-dimensional Experiments Tailored for IDPs

The benefits provided by chemical shift labelling of the heteronuclei including 13C 
direct detection, 1H longitudinal relaxation enhancement and TROSY, all discussed 
in Sects. 3.5 and 3.6, can be combined with the resolving power of high-dimension-
al NMR experiments specifically tailored for IDPs. In recent years a large number 
of high-dimensional experiments has been developed and profitably used to achieve 
the sequence-specific assignment of several IDPs of medium and large molecular 
mass. Their number is expected to increase with future methodological advance-
ments and hardware improvements.

Several of the three-dimensional experiments based on coherence transfer via 
J-couplings, discussed in Sects. 3.7 and 3.8, can easily be extended to 4D or 5D 
versions by explicitly frequency labelling the heteronuclear spins only exploited 
in 3D experiments for coherence transfer (the nuclear spins generally included in 
parentheses in the pulse sequence acronyms). Taking the 3D (H)N(COCA)NH as an 
example, the coherence is transferred through 13Cʹ and 13Cα to N. With the introduc-
tion of one or two chemical shift evolution periods, 13Cʹ or/and 13Cα, nuclei can also 
be frequency labelled, extending the experiment to 4D or 5D, respectively. Another 
interesting example is provided by the extension to 4D of the 3D HN(CA)CO and 
HN(CO)CA, commonly used for sequence-specific assignment (4D HNCOCA and 
4D HNCACO) (Brutscher et al. 1995a; Yang and Kay 1999; Xia et al. 2002). Based 
on the 2D HN experiment (HN

i-Ni), they provide sequential correlations via the 
13Cʹ and 13Cα nuclei for backbone assignment (Cʹi -1-C

α
i − 1 and Cα

i-C'i/C
α
i − 1-Cʹi − 1, 

respectively) as shown in Fig. 3.33a. The former can be used to resolve frequency 
degeneracy in the 3D HNCO spectrum, whereas the latter relies on 13Cα and 13Cʹ 
chemical shifts to establish sequential correlations. An additional 4D iHNCOCA 
experiment can also be designed (Konrat et al. 1999). As a general rule, the price 
to pay for the additional information retrieved in high-dimensional experiments 
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Fig. 3.33  Different examples of the polarization transfer pathways of 4D and 5D experiments
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compared to their lower dimensional analogues consists of a loss in experimental 
sensitivity of at least a factor of 2  for each additional dimension introduced, due 
to the requirement of phase-sensitive quadrature detection and because additional 
spin relaxation occurs during the frequency editing periods.

An overview of the most useful experiments, exemplifying the many possi-
bilities available to retrieve sufficient information for unambiguous sequence-
specific assignment, is presented hereafter. A summary of the experiments dis-
cussed, together with the correlations provided, is reported in Tables A.1 and A.2 
in the Appendix. The high-dimensional experiments can be grouped into different 
categories according to their lower dimensional basis 2D (HN or CON) and 3D 
(HNCO or CACON) spectra as well as to the type of information retrieved in 
the additional indirect dimensions (amino acid-type information through 13C side 
chain chemical shifts, sequence-specific information through Cα, Cβ, C′ and N 
chemical shifts).

Starting from the most simple and intuitive ones, the 5D HCBCACONH (Grze-
siek and Bax 1993; Staykova et al. 2008; Kazimierczuk et al. 2010b), 5D HCCCO-
NH (Montelione et al. 1992; Clowes et al. 1993; Mobli et al. 2010), 4D HCB-
CACON (Bermel et al. 2012b) and 5D HC(CC-TOCSY)CON (Montelione et al. 
1992; Logan et al. 1992; Logan et al. 1993; Grzesiek et al. 1993a; Gardner et al. 
1996; Hiller et al. 2008) (Fig. 3.33b) provide information on the chemical shifts 
of the 1H and 13C aliphatic spins of each amino acid (i) by exploiting the HNCO  
(C′i, N i + 1, H

N
 i + 1,) or the CON (C′i, N i + 1) as basis spectra, respectively. There-

fore, the related 2D cross-sections that need to be inspected resemble 2D 1H-13C 
planes which however contain only the correlations observed at the respective 
frequencies in the basis spectra, in this way providing very clean and straightfor-
ward information to identify the residue type and assign side chain 1H and 13C 
chemical shifts. If necessary, the 5D experiments that exploit the HNCO as the 
basis 3D spectrum can easily be reduced to their 4D analogues (which exploit the 
2D HN as a basis spectrum) by simply omitting the evolution of 13C′ chemical 
shifts.

Along the same lines, the 2D HN and CON spectra can be used as basis spectra 
for high-dimensional experiments that provide information to achieve sequence-
specific assignment in the additional dimensions. A variety of different experi-
ments can be included in this class. For example, the 4D HNCACB (Zawadzka-
Kazimierczuk et al. 2010; Gossert et al. 2011) and 4D HCBCANCO (Bermel et al. 
2012b; Nováček et al. 2012) (bidirectional experiments) yield in cross-section the 
information on the 1H and 13C chemical shifts of amino acids (i) and (i + 1) for each 
cross-peak observed in the 2D HN (N i + 1, H

N
 i + 1) and 2D CON spectra (C′i, Ni + 1), 

respectively.
Another class of experiments provides sequential connectivities through 15N 

chemical shifts. These are particularly useful because, depending on the experi-
mental variant used, they still exploit the same basis spectra (3D HNCO or 2D HN 
and 2D CON) and provide information on the 15N chemical shifts of neighbouring 
residues in the additional dimensions.
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This category includes the 4D HN(COCA)NH (Shirakawa et al. 1995; Brack-
en et al. 1997), 4D HN(CA)NH (Zawadzka-Kazimierczuk et al. 2010), 5D  
HN(CA)CONH (Kazimierczuk et al. 2010b) and 5D HN(COCAN)CONH (Piai 
et al. 2014) (1HN detected) as well as a variety of different experimental variants 
based on 13C direct detection described below. The 1HN detected ones reported above 
correlate the HN

i-Ni peak of the 2D 1H-15N HSQC spectrum (the HN
i-Ni-Cʹi − 1 peaks 

of the 3D HNCO spectrum, in the 5D case) with the 1HN and 15N nuclei of neighbor-
ing residues. Instead, when amide protons are merely exploited as a starting source 
of magnetization, 15N and 13Cʹ resonances can be used to establish sequential cor-
relations, such as in the 5D (H)NCO(NCA)CONH (Zawadzka-Kazimierczuk et al. 
2012b) (Ni − 1-Cʹi-2 and Ni-Cʹi − 1) and 5D (H)NCO(CAN)CONH (Piai et al. 2014) 
(Ni-Cʹi − 1 and Ni + 1-Cʹi) experiments (Fig. 3.33c).

As regards the 13C detected analogues, they can be acquired in the 4D mode, 
using the 2D CON as basis experiment, or extended to the 5D mode by exploiting 
the Cα chemical shift as an additional dimension of the basis experiment. They in-
clude 5D NCOCANCO (Nováček et al. 2011), 5D (HN-flipN)CONCACON (Bermel 
et al. 2013), 5D (HCA)CONCACON (Bermel et al. 2013) and 5D (H)NCO(CAN)
CONH (Bermel et al. 2013) experiments. Sequential correlations are established by 
exploiting 15N and 13Cʹ frequencies, both retrieved in the 2D cross-section of the 
experiments (“CON-CON strategy”). 

For 13C detection, also a series of experiments that rely on CACO as the basis 
2D spectrum have been proposed. The Cα

i-Cʹi frequencies of the basis spectrum are 
correlated to Cα

i + 1-Ni + 1 and Cα
i − 1-Ni or to Cα

i − 1-Cʹi − 1 nuclei, respectively through 
the 4D (H)CANCACO (Bermel et al. 2012b) and the 5D CACONCACO (Nováček 
et al. 2011) experiments. Finally, the 5D HN-flipNCACON (Bermel et al. 2012b) and 
5D HNflipNCANCO (Bermel et al. 2012b) experiments relate the 15N of residue i 
with those of residue i + 1 and i + 2, respectively (Fig. 3.33d).

High-dimensional NMR experiments featuring 1Hα-start/1Hα-detection have 
also recently been designed. These experiments may be useful at temperature 
and pH conditions in which 1HN are not detectable and/or in the case of short-
lived or low concentration samples that partly limit the use of high-dimen-
sional 13C detected experiments. Extensions to higher dimensionality partly 
counterbalance the low chemical shift dispersion of 1Hα in the direct dimension 
(Piai et al. 2014).

In conclusion, due to their high resolving power and increased information con-
tent, high-dimensional experiments provide a valuable tool to extend the size and 
complexity of IDPs that can be characterized by NMR at atomic resolution, pro-
vided the sample’s relaxation properties allow for multiple (and often long) coher-
ence transfer times. The combination of the different approaches described in this 
chapter offers a rich toolbox that can be exploited for the investigation of complex 
IDPs (Fig. 3.34).
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10 Conclusions and Perspectives

Thanks to recent improvements in NMR technology, the array of NMR experiments 
that have been developed, and their optimization for the specific properties of IDPs, 
a number of tools are available for the atomic resolution structural and dynamic 
characterization of IDPs.

As of today, IDPs as large as 400 amino acids have been investigated, with 
two known examples being MAP (Nováček et al. 2013) and Tau (Mukrasch et al. 
2009); a number of other examples of high resolution investigations of IDPs in 
the range between 100 and 300 amino acids have appeared in the literature. Many 
more high-resolution NMR experimental investigations of IDPs are expected to be 
accomplished in the near future.

Indeed the sequence-specific assignment and initial structural and dynamic char-
acterization through the analysis of chemical shifts and 15N relaxation rates can 
readily be achieved through the experiments described in this chapter. Already at 

Fig. 3.34  A schematic illustration of a series of 13C and 1HN detected 4D spectra. For each pair 
of experiments the information provided is the same, except for the direct dimension. Since the 
4D experiments share Cʹi-Ni + 1 or Hi + 1-Ni + 1 frequencies, the 2D CON (reported on the left) or 2D 
HN (reported on the right) can be respectively used as basis spectra to collect these common fre-
quencies. The new information content of the various 4D experiments can then be easily retrieved 
inspecting a series of 2D cross-sections, reported in the middle part of the illustration, where the 
correlation provided by each experiment is shown
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this stage the sequence-specific assignment and 15N relaxation measurements are 
sufficient to describe the overall properties of the IDP in its native state and they 
can be used as the basis for further investigation of its function by monitoring in-
teractions and post-translational modifications as well as by taking snapshots of the 
IDP inside whole cells. Many more experiments can be performed to gain further 
information, as discussed in the next chapters.

Among the many experimental strategies discussed in detail in this chapter, the 
optimal one for a specific IDP to be investigated can be readily identified by acquir-
ing a small set of initial 1D and 2D spectra that provide information on the sensitiv-
ity and resolution that can be achieved as a result of the relaxation properties and 
chemical shift dispersion of the investigated IDP. In particular, the 2D HN and CON 
spectra are the most suitable to evaluate the appropriate experimental strategy for 
sequence-specific assignment. A large panoply of optimized pulse sequences and 
processing tools are currently available, as are user-friendly computational tools for 
the analysis of the resulting spectra, including higher dimensional ones.

NMR spectroscopy is continuously improving in terms of hardware performance 
and experimental approaches. We expect that future progress will aim at further 
extending the size limit of IDPs that can be investigated at high resolution through 
NMR, as well as the determination and interpretation of a larger number of observ-
ables reporting on the structural and dynamic properties of IDPs, and finally the 
possibility of characterising the behaviour of IDPs in different aggregation states, 
ranging from solution to solid state to in-cell, through a combination of different 
NMR techniques.

Finally, speculating on more long-term perspectives, the development of im-
proved NMR methods to study IDPs is expected to provide a large amount of 
experimental data on them, contributing to our understanding of the molecular basis 
responsible for their function and filling a gap of about 50 years with respect to 
our knowledge on the structural and dynamic behaviour of folded proteins. This is 
expected to reveal a much larger number of ways in which proteins communicate 
in the cell. Other expected outcomes of NMR experimental data on IDPs include 
the improvement of prediction tools, which still suffer from the bias that they are 
derived from the missing information in the electron density maps in X-ray crystal-
lography data.

Appendix

1H detected experiments
Dimen-
sionality

Experiment Correlations 
observed

References

Experiments for spin-system identification
3 HN(CO)CA HN

i-Ni-C
α
i − 1 (Bax and Ikura 1991; Grzesiek and Bax 

1992b; Solyom et al. 2013)

Table A.1  High-multidimensional 1H detected experiments for backbone and side-chain reso-
nance assignment
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1H detected experiments
Dimen-
sionality

Experiment Correlations 
observed

References

3 HN(CO)CACB HN
i-Ni-C

α/β
i − 1 (Grzesiek and Bax 1992a; Yamazaki 

et al. 1994; Solyom et al. 2013)
3 (H)C(CC-TOCSY)

(CO)NH
Cali

i − 1-Ni-H
N

i (Logan et al. 1992; Montelione et al. 
1992; Logan et al. 1993; Gardner et al. 
1996)

3 iHNCA HN
i-Ni-C

α
i (Brutscher 2002; Nietlispach et al. 2002; 

Solyom et al. 2013)
3 iHNCACB HN

i-Ni-C
α/β

i (Brutscher 2002; Nietlispach et al. 2002; 
Solyom et al. 2013)

3 iHCAN Hα
i-C

α
i-Ni (Mäntylahti et al. 2010)

4 (H)CBCACONH Cα/β
i − 1-Cʹi − 1-Ni-H

N
i (Grzesiek and Bax 1992a; Grzesiek and 

Bax 1993)
5 HCBCACONH Hα/β

i − 1-C
α/β
i − 1 

-Cʹi − 1-Ni-H
N

i

(Grzesiek and Bax 1993; Staykova et al. 
2008; Kazimierczuk et al. 2010b)

5 HNCOCACB HN
i-Ni- Cʹi − 1- C

α
i − 1-

Cβ
i − 1

(Hiller et al. 2007; Zawadzka-Kazim-
ierczuk et al. 2012b)

5 HC(CC-TOCSY)
CONH

Hali
i − 1-C

ali
i − 1-

Cʹi − 1-Ni-H
N

i

(Logan et al. 1992; Montelione et al. 
1992; Logan et al. 1993; Grzesiek et al. 
1993a; Grzesiek et al. 1993b; Gardner 
et al. 1996; Hiller et al. 2008)

Experiments for sequential assignment
3 HNCO HN

i-Ni-Cʹi − 1 (Kay et al. 1990; Grzesiek and Bax 
1992b; Schleucher et al. 1993; Solyom 
et al. 2013)

3 HNCA HN
i-Ni-C

α
i − 1 & 

HN
i-Ni-C

α
i

(Kay et al. 1990; Grzesiek and Bax 
1992b; Lescop et al. 2007)

3 HNCACB HN
i-Ni-C

α/β
i − 1 & 

HN
i-Ni-C

α/β
i

(Wittekind and Mueller 1993; Muhandi-
ram and Kay 1994; Lescop et al. 2007)

3 HN(CA)CO HN
i-Ni-Cʹi − 1 & 

HN
i-Ni-Cʹi

(Clubb et al. 1992; Kay et al. 1994; Bri-
and et al. 2001; Lescop et al. 2007)

3 (H)N(COCA)NH Ni + 1-Ni-H
N

i (Grzesiek et al. 1993b; Bracken et al. 
1997; Panchal et al. 2001)

3 (H)N(CA)NH Ni − 1-Ni-H
N

i & 
Ni + 1-Ni-H

N
i

(Grzesiek et al. 1993b; Weisemann et al. 
1993)

3 iH(CA)NCO Hα
i-Ni-Cʹi (Mäntylahti et al. 2010)

3 (HCA)NCO(CA)H Hα
i-Cʹi-Ni + 1 (Mäntylahti et al. 2011)

3 H(CA)CON Hα
i-Cʹi-Ni + 1 (Mäntylahti et al. 2010)

3 (HCA)CON(CA)H Hα
i-Ni-Cʹi − 1 & 

Hα
i-Ni + 1-Cʹi

(Mäntylahti et al. 2011)

4 HCACON Hα
i-C

α
i-Cʹi-Ni + 1 (Kay et al. 1991)

4 HNCOCA HN
i-Ni-Cʹi − 1-C

α
i − 1 (Brutscher et al. 1995a; Yang and Kay 

1999; Xia et al. 2002)
4 HNCACO HN

i-Ni-C
α

i-Cʹi & 
HN

i-Ni-C
α
i − 1-Cʹi − 1

(Yang and Kay 1999; Xia et al. 2002)

4 HNCO, CA HN
i-Ni-Cʹi − 1-C

α
i − 1 

& HN
i-Ni-Cʹi − 1-C

α
i

(Konrat et al. 1999)

Table A.1 (continued) 
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1H detected experiments
Dimen-
sionality

Experiment Correlations 
observed

References

4 HNCACB HN
i-Ni-C

α
i − 1-C

β
i − 1 

& HN
i-Ni-C

α
i-C

β
i

(Gossert et al. 2011)

4 HCBCANH Hα/β
i-C

α/β
i-Ni-H

N
i & 

Hα/β
i − 1-C

α/β
i − 1-Ni-H

N
i

(Zawadzka-Kazimierczuk et al. 2010)

4 HACANH Hα
i-C

α
i-Ni-H

N
i & 

Hα
i − 1-C

α
i − 1-Ni-H

N
i

(Boucher et al. 1992; Szyperski et al. 
1993a)

4 HNCAHA HN
i-Ni-C

α
i- H

α
i & 

HN
i + 1-Ni + 1-C

α
i- H

α
i

(Xia et al. 2002)

4 HACA(CO)NH Hα
i − 1-C

α
i − 1-Ni-H

N
i (Boucher et al. 1992)

4 HN(CO)CAHA HN
i + 1-Ni + 1-C

α
i- H

α
i (Xia et al. 2002)

4 (H)CACO(CA)NH Cʹi-C
α

i-Ni-H
N

i & 
Cʹi − 1-C

α
i − 1-Ni-H

N
i

(Löhr and Rüterjans 1995)

4 HN(COCA)NH HN
i + 1-Ni + 1-Ni-H

N
i 

& HN
i-Ni-Ni-H

N
i

(Shirakawa et al. 1995; Bracken et al. 
1997;)

4 HN(CA)NH HN
i + 1-

Ni + 1-Ni-H
N

i & 
HN

i − 1-Ni − 1-Ni-H
N

i

(Zawadzka-Kazimierczuk et al. 2010)

4 HN(CO)CA(CON)
CA

HN
i-Ni-C

α
i − 1-C

α
i − 1 

& HN
i-Ni-C

α
i − 1-C

α
i

(Bagai et al. 2011)

4 HNCO(N)CA HN
i-Ni-Cʹi − 1-C

α
i − 1 

& HN
i-Ni-Cʹi − 1-C

α
i

(Bagai et al. 2011)

5 HACACONH Hα
i − 1-C

α
i − 1-

Cʹi − 1-Ni-H
N

i

(Kim and Szyperski 2003; Hiller et al. 
2005; Malmodin and Billeter 2005)

5 HACACONH Hα
i-C

α
i-Cʹi-Ni-H

N
i 

& Hα
i − 1-C

α
i − 1-

Cʹi − 1-Ni-H
N

i

(Kim and Szyperski 2004)

5 HACA(N)CONH Hα
i-C

α
i-Cʹi − 1-Ni-H

N
i 

& Hα
i − 1-C

α
i − 1-

Cʹi − 1-Ni-H
N

i

(Zawadzka-Kazimierczuk et al. 2012b)

5 (HACA)CON(CA)
CONH

Cʹi-2-Ni − 1-
Cʹi − 1-Ni-H

N
i & 

Cʹi − 1-Ni-Cʹi − 1-Ni-H
N

i

(Zawadzka-Kazimierczuk et al. 2012b)

5 HCBCA(CAN)
CONH

Hα/β
i − 1-C

α/β
i − 1-

Cʹi − 1-Ni-H
N

i & Hα/β
i 

-Cα/β
i-Cʹi − 1-Ni-H

N
i

(Staykova et al. 2008)

5 HN(CA)CONH HN
i − 1-Ni − 1-Cʹi − 1 

-Ni-H
N

i & 
HN

i-Ni-Cʹi − 1-Ni-H
N

i

(Kazimierczuk et al. 2010b)

5 (H)NCO(NCA)
CONH

Ni − 1-Cʹi-2-
Cʹi − 1-Ni-H

N
i & 

Ni-Cʹi − 1-Cʹi − 1-Ni-H
N

i

(Zawadzka-Kazimierczuk et al. 2012b)

5 (H)NCO(CAN)
CONH 

Ni + 1-Cʹi-Cʹi − 1-Ni-H
N

i (Piai et al. 2014)

5 HN(COCAN)
CONH 

HN
i + 1-Ni + 1-

Cʹi − 1-Ni-H
N

i

(Piai et al. 2014)

5 (HACA)
CON(CACO)
NCO(CA)HA

Cʹi − 1- Ni- Ni + 1-Cʹi-
Hα

i

(Piai et al. 2014)

Table A.1 (continued) 
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13C detected experiments
Dimen-
sionality

Experiment Correlations observed References

Experiments for spin-system identification
3 (H)CACON Cα

i-Ni + 1-Cʹi (Bermel et al. 2006c; 
Bermel et al. 2009a)

3 (H)CBCACON Cα/β
i-Ni + 1-Cʹi (Bermel et al. 2006c; 

Bermel et al. 2009a)
3 (H)C(CC-TOCSY)

CON
Cali

i-Ni + 1-Cʹi (Bermel et al. 2006c; 
Bermel et al. 2009a)

4 HCBCACON Hα/β
i-C

α/β
i-Ni + 1-Cʹi (Bermel et al. 2012b; 

Nováček et al. 2012)
4 HC(CC-TOCSY)CON Hali

i-C
ali

i-Ni + 1-Cʹi (Bermel et al. 2012b)
5 HC(CC-TOCSY)

CACON
Hali

i-C
ali

i-C
α

i-Ni + 1-Cʹi (Nováček et al. 2013)

Experiments for sequential assignment
3 (H)CANCO Cα

i-Ni + 1-Cʹi & Cα
i + 1-Ni + 1-Cʹi (Bermel et al. 2006c; 

Bermel et al. 2009a)
3 (H)CBCANCO Cα/β

i-Ni + 1-Cʹi & Cα/β
i + 1-Ni + 1-Cʹi (Bermel et al. 2006c; 

Bermel et al. 2009a)
3 (HN-flip)N(CA)NCO Ni-Ni + 1-Cʹi & Ni + 2-Ni + 1-Cʹi (Bermel et al. 2009a; 

Bermel et al. 2012b)
3 (HCA)NCACO Ni-C

α
i-Cʹi & Ni + 1-C

α
i-Cʹi (Bermel et al. 2012b)

3 COCON Cʹi − 1-Ni + 1-Cʹi & Cʹi + 1-Ni + 1-Cʹi (Bermel et al. 2006b)
4 HCBCANCO Hα/β

i-C
α/β

i-Ni + 1-Cʹi & Hα/β
i + 1-C

α/

β
i + 1-Ni + 1-Cʹi

(Bermel et al. 2012b; 
Nováček et al. 2012)

4 (HN-flip)NCANCO Ni-C
α

i-Ni + 1-Cʹi & 
Ni + 2-C

α
i + 1-Ni + 1-Cʹi

(Bermel et al. 2012b)

4 (HN-flip)NCACON Ni-C
α

i-Ni + 1-Cʹi & Ni + 1-C
α

i-Ni + 1-Cʹi (Bermel et al. 2012b)
4 (H)CANCACO Cα

i − 1-Ni-C
α

i-Cʹi & 
Cα

i + 1-Ni + 1-C
α

i-Cʹi
(Bermel et al. 2012b)

5 HN-flipNCANCO HN
i-Ni-C

α
i-Ni + 1-Cʹi & 

HN
i + 2-Ni + 2-C

α
i + 1-Ni + 1-Cʹi

(Bermel et al. 2012b)

5 HN-flipNCACON HN
i-Ni-C

α
i-Ni + 1-Cʹi & 

HN
i + 1-Ni + 1-C

α
i-Ni + 1-Cʹi

(Bermel et al. 2012b)

5 (H)NCOCANCO Ni + 2-Cʹi + 1-C
α

i + 1-Ni + 1-Cʹi (Nováček et al. 2011)
5 (H)CACONCACO Cα

i − 1-Cʹi − 1-Ni-C
α

i-Cʹi (Nováček et al. 2011)
5 (HN-flipN)

CONCACON
Cʹi − 1-Ni-C

α
i-Ni + 1-Cʹi & 

Cʹi-Ni + 1-C
α

i-Ni + 1-Cʹi
(Bermel et al. 2013)

5 (HCA)CONCACON Cʹi − 1-Ni-C
α

i-Ni + 1-Cʹi & 
Cʹi-Ni + 1-C

α
i-Ni + 1-Cʹi

(Bermel et al. 2013)

5 (H)CACON(CA)CON Cα
i-Cʹi-Ni + 1-Cʹi + 1-Ni + 2 & 

Cα
i-Cʹi-Ni + 1-Cʹi-Ni + 1

(Bermel et al. 2013)

Table A.2  High-multidimensional 13C detected experiments for backbone and side-chain reso-
nance assignment
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Chapter 4
Ensemble Calculation for Intrinsically 
Disordered Proteins Using NMR Parameters

Jaka Kragelj, Martin Blackledge and Malene Ringkjøbing Jensen

Abstract Intrinsically disordered proteins (IDPs) perform their function despite 
their lack of well-defined tertiary structure. Residual structure has been observed 
in IDPs, commonly described as transient/dynamic or expressed in terms of 
fractional populations. In order to understand how the protein primary sequence 
dictates the dynamic and structural properties of IDPs and in general to understand 
how IDPs function, atomic-level descriptions are needed. Nuclear magnetic 
resonance spectroscopy provides information about local and long-range structure 
in IDPs at amino acid specific resolution and can be used in combination with 
ensemble descriptions to represent the dynamic nature of IDPs. In this chapter we 
describe sample-and-select approaches for ensemble modelling of local structural 
propensities in IDPs with specific emphasis on validation of these ensembles.

Keywords Structure · Dynamics · Conformational ensembles · Experimental 
validation

1 Introduction

Structural biology is an important branch of the life sciences. The number of protein 
structures deposited in the Protein Data Bank (PDB)1 is already exceeding 100000 
and underlines the enormous effort that has been invested in solving ever-newer 
protein structures. The description of protein motion can be seen as the next logical 
step stemming from this wealth of structural data, strongly supported by the fact 
that proteins display functional dynamics occurring on a broad range of timescales 

1 www.pdb.org.
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(Karplus and Kuriyan 2005; Mittermaier and Kay 2006; Henzler-Wildman and 
Kern 2007; Bernadó and Blackledge 2010). Nuclear magnetic resonance (NMR) 
spectroscopy is uniquely suited to probing protein dynamics at atomic resolution as 
a number of experimental parameters report on motions occurring on different time 
scales ranging from pico- to millisecond (Mittermaier and Kay 2009; Salmon et al. 
2011; Göbl et al. 2014).

Protein motion comes in many flavours and can span from local backbone and 
side chain dynamics in globular, folded proteins (Lindorff-Larsen et al. 2005; Bou-
vignies et al. 2005; Lange et al. 2008; Salmon et al. 2009; Salmon et al. 2012; 
Guerry et al. 2013) through the concerted motion of entire domains in multi-domain 
proteins (Bertini et al. 2007; Yang et al. 2010; Różycki et al. 2011; Francis et al. 
2011; Deshmukh et al. 2013; Huang et al. 2014) to intrinsically disordered proteins 
(IDPs), which represent the most extreme case of protein flexibility (Dyson and 
Wright 2002; Dunker et al. 2008; Tompa 2012). One way of representing the dy-
namics of a protein is to capture its characteristics—or more accurately, to explain 
the experimental NMR data, which depend on the underlying dynamics—with an 
ensemble of protein structures (Fig. 4.1).

In this chapter we will focus on atomic resolution ensemble descriptions of IDPs 
on the basis of experimental NMR data with a special emphasis on mapping local 
conformational propensities. The determination of a single set of three-dimensional 
atomic coordinates would have little meaning for these conformationally hetero-
geneous molecules, and ensemble descriptions are therefore necessary in order to 
build molecular models of IDPs that accurately capture the dynamic behaviour of 
the polypeptide chains. Special care has to be taken at each step of the ensemble 
generation protocol to ensure the validity of the obtained ensembles. The way in 
which ensemble generation protocols are tested and the factors that influence the 
modelling of the ensembles are therefore important questions that need to be ad-
dressed. In this chapter we will discuss these issues with a focus on the application 
of sample-and-select approaches to mapping local conformational propensities in 
IDPs.

2  Local Structure in IDPs can be Described  
by the Dihedral Angle Distributions of Amino Acids

It is expected that a single residue in an IDP will adopt many conformations over the 
time and ensemble average, and therefore undergoes exchange among many differ-
ent dihedral angles. The distribution of dihedral angles sampled by a residue may at 
first seem like a simplistic representation of residual structure but is in reality very 
practical. The well-known secondary structures, the α-helix and β-sheet, are defined 
by hydrogen-bonding criteria and also have their own characteristic dihedral angles 
that are commonly used for annotating secondary structure elements in proteins 
(Fig. 4.2a, 4.2c) (Kabsch and Sander 1983; Frishman and Argos 1995).
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Fig. 4.1  Interpreting NMR data with molecular ensembles to map conformational dynamics in 
proteins. a Dynamics of the SH3 domain from CD2AP derived from NMR residual dipolar cou-
plings ( RDCs) measured in multiple, complementary alignment media. An ensemble is shown of 
the SH3 domain derived from selection of conformational ensembles on the basis of experimental 
RDCs. The agreement between experimental and back-calculated RDCs is shown for the derived 
final ensemble ( blue) and the starting pool of structures from which the ensemble was selected 
( red). Reprinted in part with permission from (Guerry et al. 2013). Copyright 2013 Wiley-VCH. 
b Dynamics of the two-domain splicing factor U2AF65 derived from RDCs and paramagnetic 
relaxation enhancements induced by S-(1-oxyl-2,2,5,5-tetramethyl-2,5-dihydro-1 H-pyrrol-3-yl)
methyl methanesulfonothioate ( MTSL) spin labels attached at different positions in the two-
domain protein. Ensembles of the two-domain protein are shown, where the grey surface repre-
sents the location of the domain RRM1, while the location of the second domain RRM2 is shown 
as spheres positioned at the centre of mass of RRM2. Ensembles are shown representing the initial 
pool of structures sampling all conformational space ( blue) and the space occupied by RRM2 after 
refinement against experimental data ( red). The agreement between experimental RDCs ( red) 
and those back-calculated from the derived ensemble ( blue) is also shown. Reprinted in part with 
permission from (Huang et al. 2014). Copyright 2014 American Chemical Society. c Conforma-
tional ensemble of the intrinsically disordered N-terminal transactivation domain of p53 in the 
context of the full-length p53-DNA complex (Wells et al. 2008). The ensemble was obtained on 
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Other structural motifs can also be identified by their specific ϕ/ψ angles. Apart 
from the α-helix and β-sheet, poly-L-proline II (PPII) is the only secondary structure 
that forms linear groups of residues that all adopt the same conformation (Fig. 4.2d) 
(Hollingsworth et al. 2009). This conformation is particularly interesting as it has 
been proposed to be significantly populated in IDPs and unfolded states of proteins 
(Shi et al. 2006; Schweitzer-Stenner 2012). Residues within β-turns also adopt spe-

Fig. 4.2  Dihedral angle distributions characteristic of different secondary structure types. 
a Central residues in α-helices. b Last residues in α-helices that are C-capped with Schellman 
loops. c Residues in β-strands. d Residues in PPII conformations. e Residues in type I β-turns. 
f Modification of the dihedral angle sampling of a given residue can be achieved by combining the 
random coil distribution with an over-sampling of other regions of Ramachandran space (in this 
case the α-helical region). Dihedral angles for (a), (b) and (e) were extracted from the database 
embedded in the structure motivator application (Leader and Milner-White 2012). Dihedral angles 
in (c) were extracted from parallel and anti-parallel β-strands from structures with the following 
PDB codes: 1MLD, 1QCZ, 2CMD, 1XH3, 1OGT and 3GP6. Dihedral angles in (d) were extracted 
from non-proline residues of peptide ligands bound to SH3 domains in a PPII conformation (1BBZ, 
1CKA, 1CKB, 1SSH, 1W70, 2DRK, 2DRM, 2O88, 2O9V, 2W0Z, 2W10, 3EG1 and 3I5R)

 

the basis of experimental RDCs (local conformational sampling) and small angle X-ray scattering 
data (long-range behaviour). The agreement is shown between experimental RDCs ( red) and those 
back-calculated from the model ensemble ( blue) for both the isolated transactivation domain and 
in the context of the full-length p53/DNA complex. Reprinted in part with permission from (Wells 
et al. 2008). Copyright 2008 National Academy of Sciences, USA
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cific dihedral angles and differ for each β-turn type (I, II, I', II') (Fig. 4.2e). Residues 
of both N-terminal and C-terminal helix capping motifs have unique dihedral angle 
distributions (Shen and Bax 2012), and it has been shown that within α-helices of 
structured proteins, the central residues display different distributions than the C-
terminal residues (Fig. 4.2a, 4.2b) (Leader and Milner-White 2011).

Since each structural motif has distinct dihedral angle distributions, we can use 
them to describe the conformational energy surface of each residue within the dis-
ordered protein chain and more importantly also as a metric for the presence of 
residual secondary structure in IDPs. An increase in sampling of dihedral angles 
corresponding to the α-helical region will, if sampled at a high enough propensity, 
give rise to transiently populated α-helices, even in the absence of cooperative ef-
fects. IDPs can therefore in general be described as random coils ( i.e. a peptide 
chain without specific secondary or tertiary structure), with deviations from this 
model corresponding to the presence of residual secondary structure (Fig. 4.2f). In 
order to map the dihedral angle distributions in an IDP we can exploit a number of 
different NMR parameters as described below.

3  NMR Parameters for Characterizing Local 
Conformational Propensities in IDPs

NMR is a powerful technique for studying IDPs at atomic resolution and provides 
many experimental parameters that inform us about local conformational propensi-
ties (Jensen et al. 2014). Chemical shifts are the most readily accessible parameters 
and as a single NMR resonance is usually observed for each nucleus in the spectra of 
IDPs, the chemical shifts report on the population-weighted average over all confor-
mations sampled in solution up to the millisecond time scale. Chemical shifts are sen-
sitive to the backbone dihedral angle distributions and can, therefore, be interpreted 
in terms of local conformational propensities. A simple analysis of chemical shifts in 
IDPs involves the calculation of secondary structure propensities (Marsh et al. 2006; 
Camilloni et al. 2012; Tamiola and Mulder 2012). This usually relies on character-
istic shifts for α-helix, β-sheet and random coil derived from experimental chemical 
shifts of folded proteins with known three-dimensional structure or from a collection 
of assigned IDPs (Zhang et al. 2003; De Simone et al. 2009; Tamiola et al. 2010). 
When deriving conformational propensities it is important to correctly reference the 
experimental chemical shifts as systematic offsets may lead to erroneous estimates of 
the amount of secondary structure. It is possible to verify whether the chemical shift 
is correctly referenced using the secondary structure propensity (SSP) algorithm, 
which reports the potential reference offset based on the observation that Cα and Cβ 
secondary chemical shifts are inversely correlated (Marsh et al. 2006).

Scalar couplings measured between nuclei of the protein backbone are also im-
portant structural probes in proteins and can be used to map dihedral angle distribu-
tions in IDPs. In the same way as chemical shifts, as long as the exchange rate is fast, 
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the scalar couplings represent a population-weighted average over all conformations 
sampled in solution. The dependence of scalar couplings on the main chain torsion 
angles can be described using a so-called Karplus relationship (Karplus 1959) that is 
generally parameterized against experimental scalar couplings measured in proteins 
of known structure (Smith et al. 1996). One of the commonly measured scalar cou-
plings, the three-bond coupling constant 3JHNHα, depends on the backbone dihedral 
angle ϕ, allowing one to distinguish between α-helical (3JHNHα < 5 Hz) and β-sheet 
conformations (3JHNHα > 8 Hz) (Vuister and Bax 1993). Other scalar couplings such 
as 3JCαCα, 

3JNHα, 
3JNCβ and 3JNN report on the ψ angle and in principle provide a more 

accurate measure of PPII conformations (Graf et al. 2007; Hagarman et al. 2010).
Residual dipolar couplings (RDCs) are obtained by partially aligning the protein 

molecules in the magnetic field using, for example, a liquid crystal (Rückert and Otting 
2000), filamentous phages (Hansen et al. 1998), polyacrylamide gels (Sass et al. 
2000), or bicelles (Tjandra and Bax 1997). The inter-nuclear dipolar coupling, which 
is efficiently averaged to zero by the isotropic rotational tumbling of the molecules in 
solution, will no longer average to zero and a small part of the dipolar coupling will be 
measurable (Tolman et al. 1995; Tjandra and Bax 1997). RDCs report on bond vector 
orientations with respect to a common reference frame and have been used extensively 
for structure determination of folded proteins as reporters on the relative orientations 
of secondary structure elements (Prestegard et al. 2004; Blackledge 2005). Since the 
first measurement of RDCs in an unfolded protein (Shortle and Ackerman 2001) we 
have significantly advanced in our understanding and interpretation of RDCs in IDPs 
(Jensen et al. 2009). It is now clear that the RDCs carry contributions from the dihedral 
angle distribution of the amino acid of interest as well as its nearest neighbours, and 
the measurement of a single RDC value does therefore not provide a direct “read-out” 
of residue specific sampling in the same way as chemical shifts and scalar couplings 
(Huang et al. 2013). In addition, a contribution from the local flexibility of the chain 
(bulkiness) to the RDCs should be taken into account together with a length-dependent 
baseline that reflects the polymeric nature of the unfolded chain (Salmon et al. 2010; 
Huang et al. 2013). In the case of IDPs there is a preference for alignment media that 
rely on steric interactions between the protein and the medium such that the alignment 
tensor, and thereby the RDCs, can be predicted directly from the shape of each protein 
conformation (Zweckstetter and Bax 2000) and averaged over the ensemble.

4 Sample-and-Select Approaches

One way of obtaining representative ensemble descriptions of IDPs on the basis 
of experimental NMR data is to apply a two-step procedure involving the initial 
generation of a large pool of structures representing all of the conformational space 
available to the polypeptide chain (Fig. 4.3). Experimental data are then included in 
the second step where a set of structures (an ensemble) that agrees with the data is 
selected, for example using a genetic algorithm.
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Different approaches can be used to generate the initial pool of structures, but for 
a number of reasons it is important that the generated pool covers the entire confor-
mational space of the molecule. Generally, a starting pool can be generated using 
molecular dynamics approaches or statistical coil generators.

5  Sampling Space Using Molecular Dynamics 
Simulations

For classical molecular dynamics (MD) simulations, sufficient sampling remains a 
problem when studying IDPs, even when the simulations are run over long time-
scales of several hundreds of microseconds (Lindorff-Larsen et al. 2012). Other 
types of MD simulations address this problem and provide a better sampling; one 
example is replica exchange molecular dynamics (REMD), which artificially en-
hances the sampling by exchanging copies of the simulated protein that evolve 
under different conditions (Hansmann 1997; Sugita and Okamoto 1999). In its sim-
plest form the protein is exchanged between two different temperature reservoirs 
where at higher temperatures the sampling rate is faster but not physical. When the 
protein evolves at lower temperatures it can get trapped in a local or global mini-
mum with the end result being an inefficient sampling of the conformational space. 
Exchanging the protein copy to a reservoir with higher temperature facilitates the 
sampling of other minima because the energy barriers between them are easier to 
overcome.

Other approaches include enhanced sampling techniques such as metadynamics, 
in which a term is added to the force field that penalizes the conformations that 
have already been explored by the molecule (Leone et al. 2010). The energy 
penalties accumulate as the protein explores an energy minimum and after some 
time the protein is forced to explore other minima. Metadynamics can be com-
bined with REMD to enhance the sampling rate even further (Piana and Laio 
2007). Accelerated molecular dynamics (AMD) is another approach for enhanc-
ing sampling that can be used for IDPs. In this method the free energy surface is 
modulated by a scaling factor that affects the energy barriers between minima and 
therefore increases the chance of barrier crossing (Voter 1997; Hamelberg et al. 
2004; Pierce et al. 2012).

6 Sampling Space Using Statistical Coil Generators

A starting pool of conformers that is subsequently used in selections can also be 
produced with a statistical coil generator (Feldman and Hogue 2000; Jha et al. 
2005a; Bernadó et al. 2005b; Ozenne et al. 2012a). In this approach a protein 
molecule is built starting from either end of the chain by adding amino acid after 
amino acid with a ϕ/ψ angle that is randomly chosen from a database of dihedral 
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angles (the statistical coil library). Each newly added amino acid is checked for 
steric clashes between the backbone atoms and between simplified representa-
tions of side chains. In case of steric clash the newly placed residue is rejected 
and rebuilt until a suitable conformation is found. Force field bond and angle 
potentials are not included during the generation of conformers, and the steric 
clash model is very simple and only defines a certain radius of exclusion for each 
atom. This approach allows the conformational space to be sampled roughly but 
efficiently and generates a pool of many different combinations of ϕ/ψ angles for 
consecutive amino acids.

Statistical coil libraries, which are used for generating the structures, are as-
sembled with the help of databases of high-resolution crystal structures (Serrano 
1995; Jha et al. 2005b). The conformational preferences of amino acids in folded 
proteins differ from those of disordered proteins as most of the residues in folded 
proteins reside within secondary structure elements, while IDPs are expected to 
more closely resemble the loop regions. If the α-helices, β-sheets and β-turns are 
removed from the initial data set of high-resolution crystal structures, only mo-
tifs from non-regular loops remain in the database. These loop residues are not 
restrained by secondary structure hydrogen bonding criteria, unlike for example 
α-helices, and when a large number of the loop residues are taken into consid-
eration, the potential contributions from the long-range tertiary contacts mostly 
average out. If we extract the ϕ/ψ angle distributions from the database of loop 
regions, we obtain a library of amino acid specific distributions of ϕ/ψ angles. 
These ϕ/ψ angle distributions represent a valid starting point for describing the 
conformational free energy surface of amino acids within IDPs and can be used in 
conjunction with statistical coil generators for building ensembles of IDPs. One 
of these statistical coil generators, Flexible-Meccano, is freely available2 and is 
provided with a graphical interface that allows the testing of different sampling re-
gimes by manually modifying the ϕ/ψ sampling of selected amino acids (Ozenne 
et al. 2012a). Flexible-Meccano calculates NMR observables such as chemical 
shifts, RDCs, scalar couplings and paramagnetic relaxation enhancements (PREs) 
from the generated ensembles that allow direct comparison with experimental 
data (Fig. 4.4).

The statistical coil libraries still have room for improvement in terms of the 
inclusion of neighbour residue effects, which would be analogous to what has 
been carried out for random coil chemical shift tabulations (Wishart et al. 1995; 
Wang and Jardetzky 2002b; Wang and Jardetzky 2002a; De Simone et al. 2009; 
Tamiola et al. 2010). In fact the neighbour residue correction is often used in the 
statistical coil libraries for pre-proline residues, because the neighbour effect of 
prolines on the preceding residue is particularly pronounced. This is due to steric 
hindrance between the δCH2 side chain group of the proline and the NH and CβH2 
atoms of the preceding residues (MacArthur and Thornton 1991). Again, simi-
larly to random coil chemical shifts, the statistical coil databases could be im-
proved by refining them with the help of experimental data from IDPs themselves 
(Tamiola et al. 2010).

2 www.ibs.fr/science-213/scientific-output/software.



132 J. Kragelj et al.

7  Selection of Ensembles on the Basis of Experimental 
NMR Data

Once the initial pool of structures has been generated, NMR parameters such as 
scalar couplings, chemical shifts and RDCs can be calculated for each member 
of the pool. The selection of sub-ensembles proceeds by calculating the averages 
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Fig. 4.4  Generation of conformational ensembles of IDPs using a statistical coil generator. Ram-
achandran plots (ϕ/ψ distributions) are shown for the amino acids D, N, S, G, I and K as derived 
from loop regions of high-resolution crystal structures. These distributions are used to construct 
conformations of the protein for a given primary sequence by starting from either the C- or N-ter-
minal end of the protein and building amino acid after amino acid according to randomly chosen 
ϕ/ψ pairs of the statistical coil library. For each copy of the molecule, experimental NMR data can 
be calculated and the ensemble-average over multiple copies of the protein can be compared to 
experimental data. Reprinted in part with permission from (Jensen et al. 2014). Copyright 2014 
American Chemical Society
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of the NMR parameters over a given sub-ensemble and comparing them to ex-
perimental data. Different approaches have been proposed in the literature for 
deriving representative ensembles such as ENSEMBLE, which assigns weights 
to the different conformations of the pool (Marsh and Forman-Kay 2009; Krze-
minski et al. 2013), and ASTEROIDS, which relies on a genetic algorithm to 
select sub-ensembles (Nodet et al. 2009; Jensen et al. 2010), as well as ensemble 
optimization on the basis of Bayesian weighting (Fisher et al. 2010; Fisher and 
Stultz 2011). It is important to note that in cases where the IDPs possess tran-
siently populated secondary structures, it is not possible to select an ensemble that 
matches all the experimental data directly from a pool of statistical coil conform-
ers. The reason for this is that the probability of finding continuous stretches of 
secondary structure is too low. Therefore, the sample-and-select protocol is often 
repeated multiple times in an iterative procedure, where the sampling pool is re-
generated using the information (local conformational sampling) obtained from 
ensembles selected in the previous iteration. In this way, the sampling pool is 
enriched at each step with conformational preferences characteristic of the protein 
under investigation.

8  Ensemble Representations of the IDP Tau  
from Chemical Shifts and RDCs

The combination of the statistical coil generator Flexible-Meccano (Bernadó et al. 
2005b; Ozenne et al. 2012a) and the ensemble selection algorithm ASTEROIDS 
has allowed quantitative insight into residue-specific conformational sampling in 
a number of IDPs involved in neurodegenerative diseases (Bernadó et al. 2005a; 
Mukrasch et al. 2007; Schwalbe et al. 2014). The protein Tau is a 441 amino acid 
protein that is intrinsically disordered and undergoes a conformational transition to 
a pathological form of the same protein. The NMR spectra of Tau have been fully 
assigned (Narayanan et al. 2010), allowing insight into the conformational prefer-
ences of this protein at atomic resolution. A complete set of chemical shifts and 
1DNH RDCs were obtained for the protein Tau in order to accurately map α-helical, 
β-strand and PPII populations. Figure 4.5a shows the agreement between experi-
mental data and those back-calculated from selected ASTEROIDS ensembles. The 
ensemble selections were repeated five times and the conformational sampling of 
each residue along the sequence of Tau is conveniently represented by their dihedral 
angle distributions (Fig. 4.5b).

In general, we can learn a lot from these ensembles as they provide quantitative 
insight into the sampling in different regions of Ramachandran space. Specifically, 
it is seen that the aggregation nucleation sites in Tau overpopulate the PPII region, 
suggesting that these conformations represent precursors of aggregation (Fig. 4.5b) 
(Schwalbe et al. 2014). In addition to these observations, the presence of turn-like 
motifs can be identified in each of the Tau repeat regions (R1-R4). These turn mo-
tifs were also studied in detail previously using AMD simulations of small peptides 
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Fig. 4.5  Ensemble representations of the intrinsically disordered Tau protein on the basis of 
chemical shifts and RDCs. a Agreement between experimental ( red) and back-calculated sec-
ondary chemical shifts and RDCs ( blue) from selected ASTEROIDS ensembles of Tau. b Site 
specific conformational sampling in Tau derived from the selected ensembles ( blue, green, red, 
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of Tau, where it was shown that the AMD derived ϕ/ψ sampling corresponded to 
type I β-turns (Mukrasch et al. 2007). When this AMD sampling was incorporated 
into a model ensemble of the smaller K18 construct of Tau, the agreement between 
experimental and back-calculated 1DNH RDCs improved significantly, proving that 
these regions indeed adopt type I β-turns as predicted by AMD.

9 The Reference Ensemble Method

The study described above combines different data types to map local conforma-
tional sampling. The accuracy with which conformational propensities can be de-
termined depends on the amount of experimental data available for a given sys-
tem. Assuming that we want to map the population of α-helix, β-strand and PPII 
conformations for each amino acid of the protein, it would be useful to determine 
a minimum dataset that would allow this. The α-helical and β-strand propensities 
can be well characterized with the help of carbon (Cα, Cβ, C') chemical shifts, but 
a residue sampling a statistical coil distribution and a residue sampling exclusively 
PPII specific dihedral angles have approximately the same carbon chemical shift 
(Fig. 4.6a). We therefore cannot use carbon chemical shifts to distinguish between 
the two mentioned sampling regimes. Similarly, most of the RDC types display 
degeneracy between β-strand and PPII conformations. The 1DNH RDCs are negative 
for both increased β-strand propensities and increased PPII propensities (Fig. 4.6b).

Selection against synthetic data from a reference ensemble can help reveal such 
degeneracies and determine the minimum dataset necessary for accurate mapping 
of the conformational energy landscape. In the reference ensemble approach, an 
ensemble of structures is generated using either an MD simulation or a statistical 
coil generator. These structures constitute the target ensemble for which a synthetic 
dataset is calculated. If our ensemble selection protocol is working without bias and 
we have sufficient and complementary data types, we should be able to regenerate 
the local conformational sampling preferences by targeting the synthetic dataset us-
ing the sample-and-select approach.

A study by Ozenne et al. demonstrated how useful this approach can be when 
applied to IDPs (Ozenne et al. 2012b). Initially, an ensemble of a model protein of 
60 amino acids of arbitrary sequence was obtained using the statistical coil gen-
erator Flexible-Meccano, where three distinct regions of the protein over-sampled 
the α-helical, β-strand and PPII region of Ramachandran space (50 % additional 
sampling in each region compared to the statistical coil). Different types of en-
semble-averaged chemical shifts and RDCs were calculated for this ensemble 

magenta) compared to standard statistical coil distributions ( black). Populations are reported for 
four different regions of Ramachandran space corresponding to right- (αR, red) and left-handed 
α-helix (αL, magenta), β-strand (βS, blue) and PPII conformations (βP, green). Circles indicate 
the presence of proline residues. Reprinted in part with permission from (Schwalbe et al. 2014). 
Copyright 2014 Elsevier
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Fig. 4.6  Testing the accuracy with which experimental data can map local conformational propen-
sities in IDPs using the reference ensemble method. a Synthetic chemical shift dataset calculated 
for an ensemble of a model protein of 60 amino acids of arbitrary sequence. Three different regions 
of the protein over-sample the α-helical, β-strand and PPII region, while the remaining regions 
sample statistical coil conformations. The difference is shown between the predicted chemical 
shifts for this ensemble and the ensemble-averaged chemical shifts for a statistical coil ensemble. 
b Synthetic RDC dataset calculated for the model protein over-sampling the three different regions 
of Ramachandran space ( red) compared to RDCs predicted for a statistical coil ensemble of the 
same protein ( black). c Selection of sub-ensembles using ASTEROIDS on the basis of different 
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and used as targets in a selection protocol using the genetic algorithm ASTER-
OIDS by starting from a statistical coil pool, i.e. a pool without any particular 
secondary structure preferences. After the ensemble selection using only data 
for carbon chemical shifts (Cα, Cβ, C'), the ϕ/ψ sampling was reproduced in the 
regions with enhanced α-helical and β-strand sampling, but not in the region with 
enhanced PPII sampling (Fig. 4.6c). The study further showed that inclusion of 
either backbone 15N and 1HN chemical shifts or 1DNH RDCs in the selection pro-
cedure allowed a reproduction of the PPII sampling in the third biased region of 
the target ensemble, while inclusion of both backbone chemical shifts and RDCs 
represents a robust and accurate way to map the local conformational sampling 
of IDPs (Fig. 4.6c). Calibration of ensemble generation protocols against a syn-
thetic target can therefore tell us if we are able to reproduce the sampling of a 
synthetic ensemble, and consequently also a real ensemble with the same charac-
teristics. The reference ensemble method can also be used in a quantitative way 
by adding Gaussian noise to the synthetic dataset to determine the accuracy with 
which the conformational space of IDPs can be mapped using different data types 
(Ozenne et al. 2012b).

10  Taking into Account Cooperatively Formed Secondary 
Structures in IDPs

When an IDP contains a longer stretch of a cooperatively formed structure, such as 
an α-helix, the sample-and-select approach does not work as efficiently. An α-helix 
can be stabilized by many cooperative interactions (Muñoz and Serrano 1995; Doig 
2002). For example, the effect of helix capping can span several amino acids further 
down the protein sequence and can affect the stability of the helix as a whole. Apart 
from capping interactions and the regular backbone-backbone i to i + 3 hydrogen 
bonding pattern, many other stabilizing interactions are present between i and i + 3 
residues and between residues even further away. As helices in IDPs can span more 
than ten residues, we expect that amino acids that are far apart in the primary se-
quence should contribute together to the formation of the helix.

Statistical coil generators take into account amino acid type conformational 
preferences that are mainly local. As a consequence the sampling in the statistical 
coil library can correctly sample α-helical conformations in selected regions of the 
protein; however, the chance of building a long helix without an interruption is rela-
tively small. For example, with a statistical coil library with 80 % helical sampling, 
the probability of forming a helical element consisting of six consecutive amino 
acids is 0.86, which is around 25 %. The probability of forming a longer α-helix with 

combinations of the synthetic chemical shift and RDC datasets. Ramachandran plots of the target 
( top line) and the results of the selections employing different data types are shown. Reprinted 
in part with permission from (Ozenne et al. 2012b). Copyright 2012 American Chemical Society
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a high enough population to fit the data is therefore very low. Approaches using 
MD simulations experience a similar problem when it comes to long cooperatively 
folded helices (or other secondary structures), and breaks in helices are often ob-
served throughout the simulations.

A solution to this problem is to generate many different starting ensembles where 
each ensemble incorporates an α-helix with a different start and end point, calculate 
the ensemble-averaged NMR data for each of these ensembles, and subsequently 
find the best combination of ensembles with corresponding populations that agree 
with the experimental data. Essentially this corresponds to enriching the initial start-
ing pool with cooperatively formed α-helices in specific regions of the protein that 
are known to over-sample the α-helical region of Ramachandran space.

This approach was developed and applied to the C-terminal intrinsically dis-
ordered domain, NTAIL, of Sendai virus nucleoprotein, which undergoes induced 
α-helical folding of its molecular recognition element upon binding to its partner 
protein PX (Jensen et al. 2008). The 1DNH RDCs measured in NTAIL were positive 
within the molecular recognition element and showed a characteristic dipolar wave 
pattern consistent with the formation of cooperatively formed α-helices (Fig. 4.7a) 
(Jensen and Blackledge 2008). The experimental RDCs were fitted with models of 
increasing complexity, i.e. starting from a statistical coil model and increasing the 
number of helical ensembles until a satisfactory fit was obtained (Fig. 4.7a). For 
each model the populations of the helical elements were optimized to best agree 
with the experimental data. Data reproduction evidently improves as the number 
of helical ensembles increases, and a standard F-test was therefore used to test for 
the statistical significance of this improvement. It was found that three helical en-
sembles with different populations in exchange with a disordered form of the pro-
tein are needed to describe the experimental RDCs (Fig. 4.7b). Interestingly, all the 
selected helical ensembles are preceded by aspartic acids or serines, which are the 
most common N-capping residues in helices of folded proteins (Fig. 4.7c, 4.7d). 
An N-capping residue stabilizes a helix by forming a hydrogen bond between its 
side chain and the backbone amides at position 2 or 3 in the helix (Fig. 4.7c). Im-
portantly, this indicates that the helices preferentially being populated in solution 
in NTAIL are stabilized by N-capping interactions, and that the helical formation is 
being promoted by strategically placed aspartic acids and serines in the primary se-
quence. The partial pre-structuration of NTAIL in its free state suggests that the inter-
action with PX occurs through conformational selection, where one of the helices is 
selected by the partner protein in order to form the complex (Hammes et al. 2009).

11 Choosing an Appropriate Ensemble Size

A scoring function that measures the agreement between the experimental and 
simulated data for the model ensemble is applied during the ensemble selec-
tion procedure. A measure commonly used is chi square ( )22 s — m /( )i i iχ = σ∑  
where si represents the back-calculated data from the ensemble, mi represents the 
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Fig. 4.7  Analysis of cooperatively formed α-helices within the molecular recognition element of 
the C-terminal domain, NTAIL, of the Sendai virus nucleoprotein. a Reproduction of experimental 
1DNH RDCs in NTAIL for models with an increasing number, N, of helical ensembles: N = 0 ( top, 
left), N = 1 ( top, right), N = 2 ( bottom, left), N = 3 ( bottom, right). Experimental RDCs are shown 
in red, while back-calculated RDCs from the different models are shown in blue. b Molecular rep-
resentation of the equilibrium of the molecular recognition element of NTAIL in solution. The four 
different helical states are presented as a single structure for the completely disordered form and as 
twenty randomly selected conformers for the three helical states. The molecular recognition argi-
nines are displayed in red, while N-capping residues are shown in blue. c The amino acid sequence 
of the molecular recognition element of NTAIL showing that the selected helical elements are all 
preceded by aspartic acids or serine residues. The cartoon representation illustrates an N-capping 
aspartic acid side chain-backbone interaction. d The occurrence of different amino acid types as 
N-capping residues in helices of folded proteins. Reprinted in part with permission from (Jensen 
et al. 2008). Copyright 2008 American Chemical Society
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measured data, and σi is the experimental error associated with the different NMR 
parameters. One has to take care in order not to over-fit the experimental data. Over-
fitting happens when the difference between the simulated and experimental data 
is minimized during the fitting process not in order to improve the physical model 
describing the system, but because the model is modified to fit the random error and 
noise contributions. A good fit therefore always means a good fit within the defined 
experimental error.

Ensemble size also influences the goodness of the fit and the ensemble should not 
be too small or too large. The ensemble obtained in the selection procedure is not ac-
curate if it is composed of too few structures and therefore does not represent the con-
formational heterogeneity present in solution. In this case, with too few conformers 
in the ensemble, we say that we are over-restraining or also under-fitting. On the 
other hand, as we increase the ensemble size, the number of parameters (e.g. dihedral 
angles) that can be independently adjusted increases and the total 

2χ  value will there-
fore decrease. The fit may improve because of an improvement in our model, but also 
because inaccuracies in the model are compensated by newly added structures.

There are tests that can help us decide on the ensemble size that we should choose 
for ensemble selection. Most commonly a plot of final 

2χ  against ensemble size is 
used to determine the appropriate size for a given set of experimental data. The fit 
does not improve significantly above a certain ensemble size, and the increase in 
the number of degrees of freedom introduced by selecting a larger ensemble is no 
longer justifiable.

An alternative method, and in principle a more correct one, is to use cross-vali-
dation procedures where a part of the experimental data is left out of the ensemble 
selection procedure. Ensembles of different sizes are selected and the “passive” 
data are back-calculated from the selected ensembles and compared to the experi-
mental data. The optimal reproduction of the passive data will normally occur for 
the most appropriate ensemble size. This procedure has for example been used to 
obtain the most appropriate ensemble size (200 structures) for describing the local 
conformational sampling of urea-denatured ubiquitin on the basis of multiple types 
of RDCs (Nodet et al. 2009).

12  Ensemble Size in Relation to Convergence Properties 
of NMR Parameters

When optimizing the size of the selected ensembles, one also needs to consider the 
convergence characteristics of the different NMR parameters when averaged over the 
sub-ensembles. We say that convergence of a parameter has been reached when the 
addition of one more conformer to the ensemble does not perturb the calculated aver-
age parameter within a predefined limit. The convergence of parameters is particularly 
important as the use of too few structures in the selected ensembles will force the fit-
ting procedure to accommodate fluctuations in the averaged NMR parameters that 
do not necessarily correspond to specific conformational propensities, thereby poten-
tially leading to incorrect residue-specific conformational sampling.
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The number of conformers needed for a certain simulated parameter to converge 
depends on its variance. This is the reason for the different convergence properties 
of RDCs and chemical shifts. Chemical shifts are sensitive to the local chemical en-
vironment and are affected by main and side chain dihedral angles, amino acid iden-
tity, ring current effects and hydrogen bonding. When chemical shifts are predicted 
in IDPs the most important factor is the dihedral angle distribution. Carbon (Cα, Cβ, 
C') and proton Hα chemical shifts depend mostly on the ϕ/ψ angles of the residue 
of interest, while the chemical shifts of the nitrogen (N) atom and the amide proton 
(HN) depend mostly on the ψ angle of the preceding residue. The fact that chemical 
shifts can be predicted from local structure only makes them a well-behaved param-
eter when it comes to convergence. Sufficient sampling of the ϕ/ψ space of a single 
amino acid can even be achieved with only a few hundred structures. As a conse-
quence, when selecting ensembles against experimental chemical shifts, 100–200 
structures are sufficient for achieving convergence of the predicted chemical shifts 
(Fig. 4.8a, 4.8b, 4.8c). Scalar couplings also report on local conformational features 
of the polypeptide chain, and similarly to chemical shifts, a hundred conformers in 
the model ensemble suffice for achieving convergence.

Fig. 4.8  Convergence of experimental NMR parameters over structural ensembles. a Secondary 
Cα chemical shifts averaged over 250 conformers generated using Flexible-Meccano for a model 
protein of 50 amino acids of arbitrary sequence. The results for five different ensemble aver-
ages are shown. Residues 7–18 populate the α-helical region of Ramachandran space, while the 
remaining residues adopt random coil conformations. b Ensemble-averaged secondary Cα chemi-
cal shifts for increasing ensemble size for residue 15 of the model protein. Ensemble-averaged 
secondary Cα chemical shifts for increasing ensemble size for residue 32 of the model protein. c 
Convergence of 1DNH RDCs over a structural ensemble with an increasing number of conformers 
for a model protein of 76 amino acids. Results are shown for the calculation using a global align-
ment tensor ( red) and employing different sizes of short segments for calculating the alignment 
tensor: 25 ( black), 15 ( blue), 9 ( green) and 3 ( pink) amino acids. Reprinted in part with permission 
from (Nodet et al. 2009). Copyright 2009 American Chemical Society
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As mentioned above, RDCs depend on both local and long-range structure, i.e. 
on the conformational sampling of the residue itself and immediate neighbours 
as well as intra-peptide long-range contacts. The large number of combinations 
of dihedral angle pairs that potentially all give different RDC values combined 
with the large range of RDCs calculated from a single structure make the con-
vergence of the RDC average much slower. In addition, RDCs converge more 
slowly for longer polypeptide chains and for an IDP of 100 amino acids, more 
than 10,000 structures are needed in order to achieve convergence of the RDC 
average (Fig. 4.8d). In order to overcome this problem, we can divide the pro-
tein chain into shorter, uncoupled segments and predict the RDCs for the central 
amino acid of each segment (Marsh et al. 2008), thereby achieving sufficient 
convergence of the RDC average with only a few hundred structures (Fig. 4.8d). 
The disadvantage of this approach is that we remove any information about long-
range structure from the predicted RDCs; however, this information can be rein-
troduced by multiplying the predicted RDCs by a baseline that takes into account 
the chain-like nature of the IDP (Nodet et al. 2009; Salmon et al. 2010). Our 
ability to separate the contribution to the RDCs from local conformational sam-
pling and long-range interactions allows convergence of the RDC average with 
an ensemble of only a few hundred structures. The use of short segments for the 
calculation of RDCs therefore appears essential when using RDCs in ensemble 
selection procedures.

13 Validation of Ensemble Descriptions

Due to the under-determined nature of ensemble selections in general, it is useful 
to think about how we can potentially validate the structural ensembles that we 
derive from experimental NMR data. One way of doing this is to exploit the 
complementary nature of different data types and use cross-validation procedures 
where a part of the experimental data is left out of the ensemble selection and 
subsequently back-calculated from the selected ensembles. If the selected 
ensemble correctly reproduces the local conformational sampling, the agreement 
between the “passive” data and that back-calculated from the selected ensemble 
should be good and no systematic deviations should be observed. An example of 
this procedure is shown in Fig. 4.9 where experimental 1DNH RDCs measured in 
Tau protein are compared to the RDCs extracted from ASTEROIDS ensembles 
of Tau selected on the basis of chemical shift data alone. The agreement between 
the two sets of data is excellent and even the turn motifs in the repeat regions of 
Tau—where positive 1DNH RDCs are observed experimentally—are reproduced 
by the chemical shift ensemble. This type of procedure therefore validates the 
local conformational sampling of Tau derived from chemical shifts only.
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14 Conclusions and Outlook

Ensemble descriptions have in recent years emerged as the preferred tool for rep-
resenting the structural and dynamic properties of IDPs and their functional com-
plexes. Within such descriptions it is assumed that the protein adopts a continuum 
of rapidly interconverting structures, and the determination of these representative 
ensembles is one of the major challenges in the studies of IDPs. In this chapter we 
have described how different NMR data types can be combined with sample-and-
select approaches to map local conformational propensities in IDPs. In particular, 
we have emphasized some of the pitfalls associated with these approaches such as 
under- and over-restraining, and we have discussed ways to validate the derived 
structural ensembles. Validating structural ensembles is particularly important if we 
are to use these ensembles in the future for the prediction of other, independent ex-
perimental observables or for the development of small molecules that can interfere 
with the biological function of IDPs.
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NMR Spectroscopic Studies of the 
Conformational Ensembles of Intrinsically 
Disordered Proteins

Dennis Kurzbach, Georg Kontaxis, Nicolas Coudevylle and Robert Konrat

Abstract Intrinsically disordered proteins (IDPs) are characterized by substan-
tial conformational flexibility and thus not amenable to conventional structural 
biology techniques. Given their inherent structural flexibility NMR spectroscopy 
offers unique opportunities for structural and dynamic studies of IDPs. The past 
two decades have witnessed significant development of NMR spectroscopy that 
couples advances in spin physics and chemistry with a broad range of applications. 
This chapter will summarize key advances in NMR methodology. Despite the avail-
ability of efficient (multi-dimensional) NMR experiments for signal assignment of 
IDPs it is discussed that NMR of larger and more complex IDPs demands spectral 
simplification strategies capitalizing on specific isotope-labeling strategies. Proto-
typical applications of isotope labeling-strategies are described. Since IDP-ligand 
association and dissociation processes frequently occur on time scales that are 
amenable to NMR spectroscopy we describe in detail the application of CPMG 
relaxation dispersion techniques to studies of IDP protein binding. Finally, we dem-
onstrate that the complementary usage of NMR and EPR data provide a more com-
prehensive picture about the conformational states of IDPs and can be employed to 
analyze the conformational ensembles of IDPs.

Keywords Intrinsically disordered proteins · Biomolecular NMR · Protein meta-
structure · EPR spectroscopy · Paramagnetic relaxation · NMR spin relaxation

1 Introduction

Intrinsically disordered proteins (IDPs) have attracted great attention in recent years 
based on their importance in eukaryotic life and their important roles in protein 
interaction networks. Their sampling of a vast and heterogeneous conformational 
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space allows for the interaction with multiple binding partners at the same time. 
This structural plasticity and adaptability is considered to be the reason for IDPs 
to engage in weak regulatory networks. The inherent structural flexibility of IDPs, 
however, requires the application of appropriate experimental methods since X-Ray 
crystallography cannot access the distribution of conformational states of these pro-
teins. In contrast, NMR spectroscopy has been developed into a powerful structural 
biology technique that offers unique opportunities for structural and dynamic stud-
ies of IDPs. Here we summarize recent experimental methodologies that have been 
developed to analyze the complex NMR spectra typically found for IDPs, spectral 
simplification strategies employing bio-organic chemistry based isotope-labeling 
approaches, cross-correlated NMR spin relaxation approaches to probe dihedral 
angle averaging, and finally paramagnetic relaxation enhancements strategies.

2 Experimental Techniques

NMR based methodology has emerged to characterize the structural dynamics of 
IDPs. Among those are: Hydrogen exchange rates, NMR chemical shifts and re-
sidual dipolar couplings (RDC) that can be used to evaluate local transient sec-
ondary structure elements with atomic resolution, whereas paramagnetic relaxation 
enhancements (PRE) report on transient long-range contacts (Dyson and Wright 
2004).

2.1 NMR Spectral Assignment of IDPs

NMR signal assignment is well established for globular proteins. Typically, a suite 
of triple-resonance experiments is used to find sequential connectivities between 
neighboring residues. These experimental strategies rely on coherence transfer 
steps involving backbone 13C, 15N and 1H nuclei. Application of these efficient 
techniques to IDPs is hampered because of severe spectral overlap (Fig. 5.1 shows 
a comparison of prototypical 1H-15N HSQC spectra obtained for folded proteins 
and IDPs) and due to significant chemical exchange with bulk water that reduces 
1HN signal intensities leading to low signal-to-noise (S/N) ratios. While the latter 
can be partly overcome by measurements at low temperature and/or low pH, signal 
overlap problems required the development of novel NMR techniques. Exploiting 
improved instrumental sensitivities substantial improvements were made (Chap. 3) 
due to: (i) non-uniform sampling technologies enabling high-dimensionality (> 4D) 
experiments (Kazimierczuk et al. 2009), (ii) faster acquisition of NMR experi-
ments making use of longitudinal relaxation enhancements (Schanda et al. 2006) 
and (iii) direct heteronuclei (13C) detection using cryoprobe technology (avoiding 
exchange problems) (Bermel et al. 2012; Bertini et al. 2011; Novacek et al. 2011). 
The problems of poor signal dispersion and extensive signal overlap found for IDPs 
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are overcome by high-dimensionality spectra (> 4D) using non-uniform sampling 
(NUS) of indirect dimensions together with appropriate processing schemes, e.g., 
Sparse Multidimensional Fourier Transform (SMFT) processing (Kazimierczuk 
et al. 2010a; Kazimierczuk et al. 2010b; Motackova et al. 2010; Zawadzka-Kazim-
ierczuk et al. 2012). The analysis of high-dimensionality spectra is straightforward 
as the relevant frequency regions can easily be identified based on some a priori 
knowledge of peak locations (resonance frequencies) known from lower dimen-
sionality spectra (2D, 3D, HNCO, HNCA) acquired before. Representative strip 
plots illustrating experimentally observed connectivities used for sequential signal 
assignment in IDPs are shown in Fig. 5.2.

Given that NMR spectroscopy of IDPs (due to their favorable spin relaxation 
properties) is typically not limited by sensitivity but rather spectral resolution, re-
laxation-optimized detection schemes were shown to lead to further improvements. 
Recently, a 3D BEST–TROSY-HNCO experiment has been described capitalizing 
on relaxation-optimized excitation schemes (Solyom et al. 2013). Additionally, 
given the fact that proline residues are highly abundant in IDPs, BEST-TROSY-op-
timized Pro-edited 2D 1H-15N experiments have been developed, that either detect 
1H-15N correlations of residues following a proline (Pro-HNcocan) or preceding a 
proline (Pro-iHNcan) (Solyom et al. 2013).

2.1.1 Specific Isotope-Labelling Strategies

Despite the availability of efficient NMR methodology for signal assignment of 
IDPs it is foreseeable that larger and more complex IDPs will require further 

Fig. 5.1  Comparison between spectra of stably folded (globular) and intrinsically disordered 
proteins. For comparison, 1HN-15N HSQC spectra for prototypical folded a lipocalin Q83 and 
unfolded b BASP1 are shown
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spectral simplification strategies. Specific isotope-labeling strategies have been 
demonstrated to simplify the spectral complexity of large globular proteins and 
thereby extend the realm of biomolecular NMR spectroscopy. Highly advanced 
NMR-experiments, together with diverse stable isotope labeling techniques, have 
therefore been developed in order to maximize the number of attainable structural 
and dynamic parameters while reducing the spectral complexity. The different 
isotope labeling strategies exploit the biosynthetic machinery by supplementing 
the growth medium with suitably labeled late stage amino acid precursor com-
pounds. Metabolic precursor compounds, such as pyruvate- (Guo et al. 2009), 
α-ketoacid-(Goto et al. 1999) or acetolactate-derivatives (Gans et al. 2010) have 
been efficiently applied in cell-based protein expression systems, leading to incor-
poration of stable isotopes at well-defined positions in the target macromolecules. 
Recently, it was demonstrated that α-ketoacids are very versatile precursor com-
pounds for specific labeling (Lichtenecker et al. 2004; Lichtenecker et al. 2013a, 
2013b) since problems of Cα stereochemistry can be avoided via this synthetic 
route. Starting from α-ketobutyrate and α-ketoisovalerate suitable compounds for 
selective Ile- as well as Val- and Leu-labeling are available. Another important 
step was the development of a novel approach for independent leucine labelling 
using α-ketoisocaproate as a direct metabolic precursor without interfering with 
the valine metabolic pathway (Lichtenecker et al. 2013a, 2013b). Most recently, 
this approach was extended to the aromatic amino acids phenylalanine and tyro-
sine (further extensions to tryptophan are underway) (Lichtenecker et al. 2013c). 
Although originally designed for the generation of unique isotope-labeling pat-
terns of methyl groups and aromatic ring systems the approach also allows for 
specific backbone labelling (Cα and/or C′ positions). As has been shown already, 
specific backbone labelling can be efficiently used to edit, for example, 2D 15N-
1H HSQC (by employing HNCO or HNCA-type pulse schemes and only record-
ing the 2D HN plane) (Lichtenecker et al. 2013a, 2013b, 2013c). The availability 
of specifically labeled amino acids offers exciting possibilities for spectral sim-
plification of large and complex IDPs. Here we demonstrate the approach with 
an application to the large intrinsically disordered linker domain of BRCA1. Fig-
ure 5.3 shows a comparison of 2D 15N-1H HSQC spectra obtained on uniformly 
15N-labelled 15N(u)-BRCA1 (a) and 2D HN HNCO planes obtained with either (b) 
15N(u),13C(Phe-13C′) or (c) 15N(u),13C(Val-13C′)-labelled BRCA1. The resulting 
significant spectral simplification allows for straightforward detection of spectral 
changes upon, for example, ligand binding. Figure 5.3d shows intensity changes 
observed for BRCA1 upon binding to the oncogenic transcription factor complex 
Myc-Max (Kurzbach et al. manuscript in preparation). Given the obtainable sig-
nificant spectral simplification it can be anticipated that these labeling strategies 
together with existing high-dimensionality NMR experiments will broaden the 
scope and applicability of the concept “IDPbyNMR”.
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Fig. 5.3  Illustration of spectral simplification in highly crowded IDP NMR spectra using selective 
amino acid precursor labelling a 2D 15N-1H HSQC of truncated BRCA1 (219–504), 2D 15N-1H 
taken form an HNCO experiment using respective b C′-labelled Phe and c C′-labelled Val keto-
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2.2 NMR Chemical Shifts

NMR Chemical shifts have been demonstrated to be sensitive reporters of backbone 
conformation and thus provide valuable information about local structural propen-
sities of IDPs (reviewed in Kragelj et al. 2013). Typically, deviations from random 
coil values are employed to probe local geometries in IDPs and quantitatively as-
sess secondary structure elements (secondary structure propensities, SSP) in IDPs 
(Chap. 3) (Marsh et al. 2006; Camilloni et al. 2012; Tamiola and Mulder 2012). 
More sophisticated analysis scheme of NMR chemical shift data involve ensem-
ble approaches (Chap. 4) (Choy and Forman-Kay 2001; Fisher et al. 2010 Fisher 
and Stultz 2011; Ozenne et al. 2012). Applications of this methodology have been 
summarized in comprehensive reviews (Kragelj et al. 2013; Mittag and Forman-
Kay 2007). Interestingly, NMR chemical shifts have also been shown to provide 
information about protein dynamics (Berjanskii and Wishart 2006). The inverse 
weighted sum of backbone secondary chemical shifts for Cα, CO, Cβ, N and Hα 
nuclei were used to define a Random Coil Index (RCI). Although originally defined 
for the analysis of globular proteins, applications to IDPs will be feasible given the 
growing number of experimental studies.

2.3 Residual Dipolar Couplings (RDCs)

Residual dipolar couplings (RDCs) have been developed into a powerful experi-
mental probe for structural dynamics of proteins in solution. Dissolving proteins 
in anisotropic media with restricted overall motional averaging lead to non-zero 
RDCs that are experimentally observable in NMR spectra (Tjandra and Bax 1997). 
Applications to IDPs are straightforward and have already been reported. For ex-
ample, negative 1DNH RDCs are found for segments in which the NH vector is 
largely oriented perpendicular to the polypeptide chain (extended conformations). 
Conversely, positive 1DNH values are found for α-helical segments (Mohana-Borges 
et al. 2004). Again, a more sophisticated ensemble approach provides information 
about specific structural properties such as transient secondary and tertiary struc-
tures (Chap. 4) (Bernadό et al. 2005; Wells et al. 2008). Despite the tremendous 
success of these applications of RDCs in the past care has to be taken in the case 
of IDPs and careful control experiments have to be employed to ensure that the 
conformational ensemble is not significantly perturbed by the anisotropic alignment 
media. A more comprehensive review of the field can be found elsewhere (Salmon 
et al. 2010).

acid precursor compounds (as described by Lichtenecker et al.) d Location of the interaction site 
in BRCA1 to the proto-oncogenic transcription factor complex Myc-Max. HNCO peaks of free 
( orange) and bound to Myc-Max ( blue) are overlaid
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2.4 Paramagnetic Relaxation Enhancements (PREs)

Undoubtedly the most relevant experimental approach to probe transient long-range 
contacts in IDPs employs the measurement of paramagnetic relaxation enhance-
ments (PREs) (Kosen 1989). As 1H-1H nuclear Overhauser effects (NOEs) are char-
acterized by pronounced distance dependence, conventional NOESY experiments 
are not sensitive enough to probe distances beyond approximately 6 Å, particu-
larly, as the effective populations of compact sub-states are generally rather small 
in IDPs. To study paramagnetic relaxation enhancements the protein under inves-
tigation is chemically modified by attaching paramagnetic spin labels at defined 
positions. Typically, the thiol groups of Cys residues (introduced via site-directed 
mutagenesis) are used to covalently attach the spin label. It has to be noted that the 
introduction of paramagnetic spin labels into the protein affects both chemical shifts 
(pseudo contact shifts, PCS) and/or signal intensities via dipolar relaxation between 
the unpaired electron and the 1HN and 15N nuclei (Otting 2010). Depending on the 
specific spin label used these effects will be different. Applications of PCS to IDPs 
are now also feasible due to the availability of novel ligands for lanthanide ions and 
will be a promising additional tool as PCSs report both on distances and orienta-
tions relative to the principal axes frame of the paramagnetic center. So far, how-
ever, paramagnetic relaxation enhancement (PREs) was the most common experi-
mental parameter used for the analysis of IDPs’ tertiary structures in solution. The 
presence of the paramagnetic spin label (e.g. nitroxide moiety, TEMPO or MTSL) 
leads to an enhancement in transverse relaxation rates, R2, depending on the inverse 
sixth power of the average distance (1/r6) between the unpaired electron and the 
observed nucleus. For the quantitative analysis of PRE data two approaches have 
been proposed. In the first approach PRE data are converted into distances or dis-
tance ranges using well-established methodology (Battiste and Wagner 2000) that 
can subsequently be used in, for example, MD simulations to calculate conforma-
tional ensembles (Lindorff-Larsen et al. 2004). A second approach involves a more 
sophisticated extended model-free model for the time–dependency of PRE effects 
(Salmon et al. 2010). Several applications to IDPs have been reported demonstrat-
ing the validity of the approach (Allison et al. 2009, Bibow et al. 2011; Marsh and 
Forman-Kay 2011; Pinheiro et al. 2011).

Despite the popularity and the robustness of the PRE approach applications to 
IDPs are still far from trivial. Firstly, the identification of suitable spin label attach-
ment sites without prior knowledge of potentially more compact substructures is 
not a trivial task as the introduction of the spacious spin label at positions that are 
relevant for the compact tertiary structure will inevitably perturb the structures. In 
the worst case, as observed for globular proteins, single point mutations can have 
detrimental effects on the structural stability of proteins. Thus, additional, entirely 
primary sequence-based analysis tools are needed for the reliable definition of at-
tachment sites. Secondly, it has been shown that the pronounced distance depen-
dence of PREs can lead to significant bias in the derived ensemble, although this 
can be partly improved by invoking independent, complementary experimental data 
(e.g. SAXS) (Allison et al. 2009).
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3  Novel Concepts and Experimental Tools for IDP 
Research

Although NMR is a well-established technique for solution studies of IDPs recent 
experimental developments highlight the need for further methodological and theo-
retical developments to provide a comprehensive description of the conformational 
ensembles of IDPs. Here we summarize novel physico-chemical concepts for the 
description of IDPs (protein meta-structure) and how these theoretical concepts 
can be fruitfully combined with new NMR experimental techniques (e.g., cross-
correlated NMR spin relaxation, NMR observation of sparsely populated excited 
states and the complementary usage of EPR and NMR spectroscopy) for structural 
dynamics studies of IDPs.

3.1 A Physico-Chemical Concept for Protein Disorder

The observation of dynamic conformational ensembles populated by IDPs in so-
lution mandates a reassessment of the order-disorder dichotomy (Konrat 2009). 
Despite the fact that “ordered” and “disordered” proteins have significantly dif-
ferent (tertiary) structural stabilities they share similar residue-residue interaction 
patterns leading to analogous protein folding funnels governed by the primary se-
quence. Thus the major differences between ordered and disordered proteins are 
merely the heights of energy barriers separating the various thermally accessible 
conformational substates. Specifically, as globular proteins can partly populate 
different(ly) unfolded states, the conformational ensemble of disordered proteins 
can also comprise a significant number of compact structures stabilized by favour-
able long-range interactions. In order to overcome the limitations of the popular 
dichotomic partitioning of proteins, the meta-structure was introduced as a novel 
concept for protein sequence analysis (Konrat 2009). In this conceptual view a pro-
tein is described as a network of interacting residues. The nodes in the network are 
the individual amino acids whereas edges connecting two nodes indicate spatial 
proximity in the 3D structure. It should be noted that in this conceptual view the 
intricate mutual couplings between amino acids and the resulting cooperative char-
acter of the protein are retained. Details of the methodology and applications have 
been described (Konrat 2009). In brief, the meta-structure of the protein is encoded 
by two sequence-derived parameters, compactness and local secondary structure. 
Residue-specific compactness values quantify the spatial neighborhood of individ-
ual residues within the 3D protein structures. Residues deeply buried in the interior 
of a 3D structure display large compactness values whereas surface exposed and 
conformationally flexible exhibit small (even negative) values. The meta-structure 
derived local secondary structure parameter is defined in analogy to the NMR 13Cα 
secondary chemical shift, with positive values for α-helices and negative values 
for extended conformations. It has already been shown that this novel approach is 
very useful for the analysis of IDPs (Konrat 2009; Mayer et al. 2012) since a large 
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scale comparison of calculated compactness values of IDPs (taken from the Dis-
Prot database) with well-folded proteins deposited in the PDB database showed that 
IDPs display significantly smaller compactness values (~ 230) compared to their 
well-folded counter parts (~ 330) and thus suggesting that compactness values are 
valuable quantitative probes for structural compaction of proteins (Konrat 2009). 
Furthermore, calculated local secondary structure parameters are reliable param-
eters for the identification of (transient) α-helices and β-strands or polyproline II 
helices (Geist et al. 2013). A meta-structure analysis together with a comparison to 
NMR data for a prototypical IDP is given in Fig. 5.4. Overall, the meta-structure 
values convincingly compare with experimental NMR secondary chemical shifts or 
NMR-derived secondary structure propensities. Novel applications to large-scale, 
sequence-based protein analysis and selection (e.g., identification of IDPs display-
ing significant local α-helical preformation) are feasible and have already been sug-
gested (Geist et al. 2013).

In addition to large-scale (bioinformatics) sequence analysis of primary sequence 
information meta-structure data can be used to improve NMR applications to IDP 
structural studies. Here we outline how meta-structure data (e.g., compactness) can 
be used to optimize PRE-measurements. Despite their ease of implementation, PRE 
applications to IDPs (actually to proteins in general) are limited due to uncertainties 
in the identification of appropriate spin label attachment sites without prior structur-
al information. In order to overcome these limitations, it was suggested to use meta-
structure derived compactness data to identify suitable sites of spin label attachment 

Fig. 5.4  Comparison between experimental NMR data and primary sequence-derived local sec-
ondary structure elements in the microtubule-binding domain of the IDP MAP1B light chain. (a, 
top) 13C secondary chemical shifts (ΔδCα), (b, bottom) meta-structure derived local 2nd structure. 
The meta-structure derived values are defined according to NMR convention (positive values: 
α-helical elements; negative: extended conformations or β-strands)
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(Platzer et al. 2011). The rationale behind the approach is that small compactness 
values indicate surface exposed residues in the protein structure and that the sites 
of spin label attachment should therefore be selected based on small compactness 
values as for these regions tight side chain interactions or packing can safely be ne-
glected. Figure 5.5 shows compactness and PRE data for a prototypical IDP.

Fig. 5.5  Rational identification of appropriate spin labeling sites based on meta-structure derived 
compactness data (see text for details). Large compactness values are found for compact regions 
of the proteins, whereas small compactness values indicate conformationally flexible residue posi-
tions (and thus suitable for attaching the spin label) a Meta-structure derived compactness val-
ues and b experimental PREs obtained on the IDP Osteopontin. Spin label attachment sites were 
selected using small compactness values. (Platzer et al.)
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3.2  Cross-Correlated Relaxation (CCR) to Define Backbone 
Conformation

NMR relaxation is particularly suited to characterize the dynamic behavior of glob-
ular proteins especially in the [ps-to-ns] regime as described in the ‘model-free’ 
formalism by Lipari and Szabo. (Lipari and Szabo 1981a, 1981b) In contrast, IDPs 
frequently show complex internal segmental motions in the [ns] range and thus the 
separation of internal and global correlation times, a basic underlying assumption 
of the Lipari-Szabo and extended Lipari-Szabo (Clore et al. 1990) formalism is 
likely to be inadequate. In general 15N relaxation is employed to characterize pro-
tein backbone dynamics, although it may only yield an incomplete picture, because 
only one single probe nucleus is sampled per residue. Other less commonly used 
nuclei are 13C′ and/or 13Cα. (Chang and Tjandra 2005; Pang et al. 2002; Wang et al. 
2005; Wang et al. 2006; Zeng et al. 1996) However the accurate measurement and 
interpretation of 13C relaxation is more complicated.

A less commonly known approach uses the interference effects of cross-correlated 
relaxation mechanisms, which have been utilized to great advantage in TROSY (Per-
vushin et al. 1997; Riek et al. 1999; Salzmann et al. 1998) and Methyl-TROSY meth-
odology (Tugarinov et al. 2003; Tugarinov and Kay 2004a, 2004b; Tugarinov et al. 
2004) for the study of large molecular weight systems. Beyond that, cross-correlated 
NMR relaxation (CCR) has attracted substantial interest in the past as a powerful tool 
to study structure and dynamics of proteins in solution. Cross-correlated relaxation 
arises from interference effects between the fluctuations of two different relaxation 
mechanisms of rank two, which are active simultaneously and in a correlated manner. 
These effects have been shown to be a valuable source of information about structure 
and dynamics of proteins, since their concerted effect is related to their relative geom-
etry. Typically cross-correlated interference effects can be observed between two dif-
ferent dipolar (DD) interactions (DD-DD), two different chemical shift anisotropies 
(CSA-CSA) or between a dipolar and a chemical shift anisotropy (DD-CSA) interac-
tion. Qualitatively, cross-correlated relaxation effects manifest themselves as unequal 
relaxation of multiplet components in the absence of decoupling. Best known is the 
so-called TROSY effect, which arises from the correlated action of the 15N (1HN) 
chemical shift anisotropy (CSA) and the 15N-1HN dipolar (DD) interaction. This re-
sults in an asymmetric broadening of the 15N{1HN} doublet of a backbone amide moi-
ety and thus the downfield component of the 15N doublet and the upfield component 
of the1H doublet relaxes much more slowly than the other half of the multiplet by an 
amount 2η. In the simple case of an amide N-HN moiewty:

1 3 1 2
15 0 N H NH N 0 N 2/ *( / 4 ) h /r * B ( ){4J(0) + 3J( )} / (3cos 1)−

^η = µ π γ γ γ σ − σ ω θ −�

where (σ||-σ^) is the chemical shift anisotropy of the nitrogen (assumed to be axi-
ally symmetric in this case) and θ is the angle between the orientation of σ|| and the 
NH bond vector (typically <20°) all other symbols have their usual meaning. Nor-
mally, J(0) >> J(ωN) and J(0) = S2τc (assuming isotropic re-orientation). Thus either 
geometric (θ) or, in the case of known geometry, dynamic information comprising S2 
and/or τc can be extracted from the analysis of cross-correlated relaxation. (Tjandra 
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et al. 1996) In general, cross-correlated effects manifest themselves through re-
laxation-mediated interconversion (Pelupessy et al. 1999; Pelupessy et al. 2003a, 
2003b; Schwalbe et al. 2001) between in- and anti-phase coherences depending 
on the initial conditions and the active relaxation mechanisms with their respec-
tive Hamiltonians. Of particular interest for structural studies are cross-correlated 
relaxation effects, which are centered on different atoms, with one or more rotatable 
bonds in between, as their dependence on relative orientation allows determination 
of intervening torsion angles (Reif et al. 1997). These can be either cross-corre-
lation rates between two dipolar interactions, which are typically the N-HN and 
Cα-Hα bond vectors of a protein backbone (Kloiber et al. 2002; Reif et al. 1997), or 
cross-correlations between a chemical shift anisotropy tensor, typically the carbonyl 
atom, and a dipolar interaction, e.g., the Cα-Hα interaction (Yang et al. 1998; Yang 
et al. 1997). For a compilation of common cross-correlated relaxation experiments 
and their applications see (Schwalbe et al. 2001).

Dipole-Dipole cross-correlation rates between adjacent N-HN and Cα-Hα bond 
vectors can be calculated as (Pelupessy et al. 1999; Reif et al. 1997)

ΓC H NH C N H CH NH ch r r S cosα α µ π γ γ γ τ θ, / ( / ) / ( ) / ( )= −−2
5 0

2 2 2 3 3 2 1
2

24 3 1

where all symbols have their usual meaning. The projection angle θ between the 
two bond vectors can be related to the backbone dihedral angles φ or ψ (assuming 
standard trans-peptide geometry) according to

cos( ) = 0.163 + 0.819cos( 120)θ ψ −

for inter-residue, sequential N-HN(i), Cα-Hα(i-1) and

cos( ) = 0.163 0.819cos( 60)  θ − ϕ −  

for intra-residue N-HN(i), Cα-Hα(i) pairs (Reif et al. 1997).
Dipole-CSA cross-correlated rates between the CSA tensor of the carbonyl and 

the Cα-Hα dipolar interactions can be calculated as: (Goldman 1984; Yang et al. 1997)
4 3 2 1

C ,C H 15 0 C H zCH C 0 x y/ ( / 4 )h / r B S (f f f )cα α
−

′Γ = µ π γ γ ∗ γ τ + +

where the fx,y,z are the projections of the dipolar vector onto the carbonyl CSA tensor 
1 2

x,y,z 2* xx,yy,zz x,y,zf / (3cos  1).= σ θ −

These projection angles are again related to the Ramachandran angle φ (in case 
of sequential, inter-residue C′(i-1)- Cα-Hα(i)) or ψ (intraresidue C′ (i-1)- Cα-Hα(i-1) 
cross-correlation effects) as

xcos 0.3095 0.3531 cos( 120)/( 120)θ = − + ψ − φ +

ycos 0.1250 0.8740cos( 120)/( 120)θ = − = ψ − φ +

zcos 0.9426sin( 120)/( 120)θ = − ψ − φ +
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assuming standard, trans peptide geometry and standard parameters of the carbonyl 
CSA tensor (Kloiber and Konrat 2000). Thus cross-correlated rates can be related 
to torsion angles φ and ψ through ‘pseudo Karplus’ relations. It should be noted that 
all cross-correlated rates scale with their effective order parameter. Experimentally, 
cross-correlated rates can be obtained through the relaxation of multiple-spin co-
herences (ZQ/DQ) involving the nuclei of interest (e.g. 15N/13Cα or 13C′/13Cα). It is 
possible to obtain the extent to which different interactions involving these spins are 
correlated to each other, and thus geometric information regarding the intervening 
dihedral angle(s) can be extracted.

CCRs have therefore become a powerful tool in solution-state NMR for obtain-
ing torsion angle restraints. Since their introduction a number of experiments have 
been developed to obtain CCRs and thus φ and ψ angles in proteins. In contrast to 
methods based on 3J scalar couplings, in theory, at least, no calibration is required 
for structural interpretation. For folded, globular proteins their order parameter S2 is 
well-defined and fairly uniform within structured regions. In contrast, this assump-
tion may not be justified for IDPs and thus complications arise and the interpreta-
tion of cross-correlated relaxation should be done in a qualitative or semi-quantita-
tive way. A number of experiments have been described to measure cross-correlated 
relaxation rates in proteins. (Schwalbe et al. 2001). Among these, two basic types of 
experiments can be distinguished:

I. The cross-correlated rates are active during a coupled evolution period so that a 
multiplet lineshape is observed in an indirect spectral dimension. If it is of the 
constant time (CT) type, the cross-correlation rates are extracted from the ampli-
tudes of the multiplet structure of the cross peak as ratios of individual multiplet 
components. This is also referred to as J-resolved CT-Γ spectroscopy. If the evo-
lution period is not a constant time (CT) delay, then it is rather the linewidths of 
the multiplet components that is individually affected.

II. The cross-correlated relaxation rates are active during a constant non-evolution 
delay. In that case couplings are refocused and the cross-correlated rates are 
determined from the intensity ratios of two different data sets: one, in which the 
decay of the original state is observed (the so-called ‘reference’ experiment) and 
one, in which the resulting state arising from relaxation-mediated conversion is 
observed (the so-called cross experiment). This is usually referred to as quantita-
tive Γspectroscopy. A typical experiment for the measurement of Γ(HN(i)−HαCα(i)) 
(Kloiber et al. 2002) is shown in Fig. 5.6.

To select, which CCR is active during a specified delay, their evolution can be con-
trolled and refocused by suitably applied inversion pulses on one or more of the nu-
clei involved, in a manner similar to refocusing shifts and J-couplings in correlation 
spectra, except that one must be aware that the product of two Hamiltonians is effec-
tive and thus must consider the overall behavior of the CCR. (Chiarparin et al. 1999; 
Schwalbe et al. 2001) Due to the favorable (slow) relaxation properties of IDPs even 
small cross-correlated relaxation rates can normally be measured with sufficient pre-
cision, because long mixing delays do not result in severe S/N penalties. Problems 
with signal overlap due to their small shift dispersion are usually resolved through the 
use of multi-dimensional techniques, sometimes in combination with nun uniform 
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sparse sampling (NUS) of the indirect spectral dimensions. (Konrat 2014) Normally, 
a single experimental cross-correlation rate does not provide unambiguous geometri-
cal information but due to the inherent symmetry of the DD and CSA interactions 
is consistent with several dihedral angles. To resolve these ambiguities a method 
has been suggested exploiting the simultaneous analysis of different complementary 
1HN-15N and1Hα-13Cα DD and 13C′ D-CSA cross-correlation rates for the extraction 
of unambiguous and reliable dihedral angles along the protein backbone. A typical 
implementation of this protocol simultaneously utilizes ΓCαHα(i),NH(i), ΓCαHα(i−1),NH(i), 
ΓC′(i−1), CαHα(i−1), ΓC′(i−1), CαHα(i), ΓCαHα(i−1), CαHα(i) rates together with some limited qual-
itative 3J-scalar coupling information (either 3JC′C′ or 3JHNHα). This is sufficient to 
determine torsion angles along a protein backbone. Furthermore, this approach has 
been shown to be reasonably robust and insensitive to small amplitude dynamics 
(Kloiber et al. 2002). It has been demonstrated that in favorable cases determina-
tion of protein backbone folds from cross-correlation spectroscopy, supplemented 
with limited J-coupling information is feasible. In the case of structured, globular 
proteins application of cross-correlation derived dihedral restraints is quite straight-
forward in structure determination protocols by applying them as dihedral restraints. 
The situation is more complicated when applying such methodology to IDPs due to 
their dynamic behavior. In IDPs small S2 order parameters flatten out the pseudo-
Karplus curves, which relate them to dihedral angles, and complicate quantitative 
interpretation of cross-correlation rates. Due to large-scale conformational dynamics 
only information regarding time- and ensemble-averaged backbone conformation 
and conformational propensities of the protein backbone can be obtained. Still this 
may be useful in defining conformational ensembles, which reflect the structural 
propensities obtained by NMR, especially, when used in combination with modified 
structure calculation protocols including time-averaging and ensemble refinement.

As a first example of an application to an IDP, it has been demonstrated that 
intra-residue 1H(i)-15N(i)-13C′(i) dipolar-CSA interference can be efficiently used 
to discriminate between type-I and type-II β-turns in IDPs. (Stanek et al. 2013) 
The experiment is based on a relaxation pathway originally designed for measure-
ments of dihedral angles in globular proteins. To improve spectral resolution the 
experiment was run as a 4-dimensional experiment and combined with non-uniform 
sampling techniques required in order to overcome the spectral overlap problem 
encountered in IDPs. Since IDPs populate Ramachandran space in a rather unique 
way and substantially sample β-turn (I, II) and polyproline II helical conforma-
tions, this novel experimental approach can be efficiently used to assess these (non 
α-helical, non β-strand) conformations in IDPs.

In this first application the experiment was also used to detect subtle local struc-
tural changes in IDPs upon pH-induced structural compaction. (Stanek et al. 2013) 
In another application a set of five cross-correlated rates (ΓCαHα(i),NH(i), ΓCαHα(i−1),NH(i), 
ΓC′(i−1),CαHα(i−1), ΓC′(i−1),CαHα(i), ΓCαHα(i−1),CαHα(i)) was measured for the partially un-
structured protein Myc, which acts as an proto-oncogenic transcription factor and 
belongs to the basic-helix-loop-helix-zipper (bhlhzip) protein family, to explore the 
feasibility of CCR based structure determination protocols and to characterize its 
conformational propensities utilizing CCRs.

Figure 5.7 shows CRR data for residue Gln 125 of Myc, which displays a char-
acteristic α-helical signature in its NOE pattern and 13Cα secondary chemical shift 
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Fig. 5.7  Automated backbone dihedral angle determination using cross-correlated relax-
ation (CCR). The figure shows a schematic description how the combined usage of different, 
complementary cross-correlation rates can be used to unambiguously identify the backbone 
dihedral angles φ and ψ. The figure demonstrates the generation of the dihedral angles probabil-
ity surface or Z-surface for residue Gln 125, which shows a clearly α-helical signature, of the 
partially unstructured protein Myc. a combined Z-surface for D-D cross-correlated relaxation: 
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in agreement with previous structural investigations (Fieber et al. 2001, Nair and 
Burley 2003). Beyond structural information, cross-correlated relaxation provides 
a versatile tool to study the dynamics of protein backbone and anisotropy, because 
they report on the generalized order parameter S2. Problems arise though in terms 
of the possible complexity of a full description of peptide plane dynamics. Recent 
studies utilizing multi-nuclear relaxation (including 13C′ and 13Cα) have hinted at 
substantial motional anisotropy of the peptide moiety, which makes it very difficult 
to consistently integrate 15N and 13C relaxation data into a unified model of pro-
tein dynamics. As cross-correlated relaxation usually involves interactions, which 
point into different orientations in three-dimensional space, it could help to bet-
ter define the anisotropic dynamics of peptide re-orientation and define amplitudes 
and timescales of dynamic modes in three-dimensional space. The magnitude and 
precise nature of anisotropy of peptide dynamics is, yet, a matter of controversy 
(Bytchenkoff et al. 2005; Carlomagno et al. 2000; Chang and Tjandra 2005; Vogeli 
and Yao 2009). Furthermore, cross-correlated relaxation could be ideally suited to 
study long-range collective motions, typical of segmental motions in IDPs with the 
only limitation of efficient excitation of long-range MQCs in sequentially adjacent 
peptide fragments

Given the sensitivity of CCR experiments to subtle structural changes, together 
with the diversity of CCR experiments, which are at the disposition of the investiga-
tor and which can be tailored to a specific structural or dynamic problem, it can be 
expected that CCR will be able to make a substantial contribution to the study of the 
dynamic nature of IDPs in solution.

3.3 A Combined NMR/EPR Approach for IDP Research

In addition to only NMR-based approaches and due to the fact that experimental 
parameters measured by electron paramagnetic resonance (EPR) and NMR spec-
troscopy depend differently on motional averaging, a novel approach to look at 
IDPs was recently proposed (Kurzbach et al. 2013). While solution NMR provides 
ensemble averages, pulsed EPR spectroscopy is performed at low temperature 
where transitions between different states are quenched and individual states can 
be probed. In a first proof of principle the methodology was applied to the IDP 

ZD–D{ΓDD(HαCα
i,H

NNi)(φi), ΓDD(HαCα
i−1,H

NNi)(ψi−1)}, b combined Z-surface for D-CSA cross-
correlated relaxation ZD−CSA{ΓDCSA(HαCα

i−1,C′i−1)(ψi−1), Γ
D(HαCα,C′)(φi)}, c combined Z-surface 

for cross-correlated relaxation rates reporting on the backbone angle φi Z
φi{ΓDD(HαCα

i,H
NNi)(φi), 

ΓDD(HαCα,C′)(φi)}, d combined Z-surface for cross-correlated relaxation rates reporting on the 
backbone angle ψi−1 Zψi−1 { ΓDD(HαCα

i−1,H
NNi)(ψi−1), ΓDCSA(HαCα

i−1,C′i−1))(ψi−1)}, e combined 
Z-surface for all cross-correlated relaxation rates ZCCR{ΓDD(HαCα

i,H
NNi)(φi), Γ

DD(HαCα
i−1,H

NNi)
(ψi−1), Γ

DCSA(HαCα
i−1,C′i−1)(ψi−1), Γ

DD(HαCα,C′)(φi), Γ
DD(HαCα

i−1, H
αCα

i)(φ,ψi−1)}, f Combined total 
Z-surface including 3J coupling information ZTotal = ZCCR*ZJ. Of the remaining last two possible 
backbone conformations at position Gln 125 the correct, α-helical conformation, indicated in (f) 
can be easily identified, because the alternative solution falls far outside the allowed region of the 
Ramachandran diagram. Details can be found elsewhere (Kloiber et al. 2002)
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Osteopontin (OPN), a cytokine involved in metastasis of several kinds of cancer. 
Conformational substates of OPN were probed by applying the EPR-based meth-
od double electron-electron resonance (DEER) spectroscopy to six spin-labeled 
Cys-double mutants of OPN. It is important to note that DEER experiments yield 
non-averaged data and reveal intra-molecular dipole-dipole coupling between the 
two spins of the labels of a double mutant. The detected signal modulation is 
related to the dipolar coupling frequency that in turn depends on the inter-spin 
distance as r−3. It is important to note that the analysis tools established for stably 
folded proteins fail in the case of IDPs as a consequence of the rather broad pair-
distribution functions between the two spin labels of a double mutant. To avoid 
over-interpretation (over-fitting) of data, the observed DEER data were quanti-
tatively analyzed via an effective modulation depth, Δeff, that is an approximate 
measure of the average inter-spin distance for broad P(R) distributions. To probe 
structural stability of the IDP the Δeff values were measured as a function of urea 
concentration (Fig. 5.8). Several double mutants (C54-C108, C108-C188, C188-
C247, C54-C188, C108-C247 and C54-C247) were prepared using low compact-
ness values as selection criteria (see above). Most importantly, while most of the 
double mutants showed a smooth decrease upon urea denaturation, for the double 
mutant C54-C247 an unexpected sigmoidal Δeff-derived denaturation profile with 
urea concentration was observed (Fig. 5.8b). This unexpected and unprecedented 
sigmoidal urea dependence of an IDP clearly indicates significant populations of 
stably and cooperatively folded tertiary structures in the structural ensemble of 
OPN. The conformational ensemble of OPN thus contains both, cooperatively 
folded and unfolded, extended conformations. It is also important to note, that 
EPR and NMR (PRE) experiments under high NaCl concentrations showed that 
not only hydrophobic interactions contribute to the OPN’s structural stability, but 

Fig. 5.8  Solution structural probing of IDPs using EPR-based double electron-electron reso-
nance (DEER) spectroscopy (Kurzbach et al. 2013). a DEER time traces of the double Cys-
mutant C54-C247 of the IDP Osteopontin (OPN) at different urea concentrations. The modulation 
depth, Δeff = 1.0−V(t = 3µs)/V(0) is a direct measure of structural compaction ((Kurzbach et al.)). 
Decreased Δeff at higher urea concentration is due to global unfolding of the protein. b Identifi-
cation of cooperatively folded substates in the ensemble of the OPN by measuring Δeff for the 
OPN double Cys-mutant C54-C247 as a function of urea concentration compaction. The sigmoidal 
dependence of Δeff vs urea concentration clearly shows the existence of a cooperatively folded 
substate (Kurzbach et al. 2013). Error bars stem from signal noise
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also electrostatics play a crucial role in the stabilization of compact structures of 
OPN in solution (Kurzbach et al. 2013). Taken together the data clearly indicated 
that the term “intrinsically disordered” does not apply for the “IDP” OPN but 
rather points to the subtle interplay of electrostatic and hydrophobic interactions 
for the realization of diverse structural ensembles of “rheomorphic” proteins (Holt 
and Sawyer 1993). The surprisingly detailed picture of the conformational en-
semble of OPN obtained by this novel approach indicates valuable applications to 
studies of structural dynamics of IDPs.

3.4 NMR Studies of Excited States of Proteins

IDPs are characterized by rugged energy landscapes devoid of distinct energy barri-
ers and therefore display significant structural plasticity and undergo large structural 
rearrangements. A comprehensive characterization of the solution structures of IDPs 
thus requires studies of conformational dynamics. NMR spectroscopy is destined 
for these studies and a plethora of different experiments are available providing 
detailed information about motional dynamics on different time scales. Fast (ps-ns) 
time scale motions are probed by 15N spin relaxation experiments (15N-T1,T2 and 
15N-1HN NOEs) and analyzed using well-established theoretical frameworks (e.g., 
the ‘model-free’ formalism (Lipari and Szabo 1981a)). Slower motions occurring on 
µs-ms time scales are investigated by CPMG-type experiments introduced decades 
ago that turned into a powerful experimental methodology applicable even to very 
large molecular weight systems as demonstrated by Kay and co-workers (Baldwin 
and Kay 2009). The particular uniqueness of NMR spin relaxation measurements is 
the fact that detailed information about internal motions can be discerned. In case of 
globular, stably folded proteins the analysis relies on distinctly different correlation 
times describing overall tumbling and internal motions.

Over the past decades a multitude of Carr-Purcell-Meiboom-Gill (CPMG) relax-
ation dispersion (RD) techniques have been developed for the investigation of µs-
ms exchange processes between different states in protein dynamics.(Kloiber et al. 
2011; Korzhnev and Kay 2008; Korzhnev et al. 2004b; Schanda et al. 2008) These 
methods were developed primarily for folded substates. Yet they are applicable for 
intrinsically disordered proteins, too. The principle appearance of CPMG disper-
sion profiles (in the case of two-site exchange between states A and B) in the pres-
ence and absence of exchange phenomena is shown in Fig. 5.9a. The observed ef-
fective relaxation rate, R2

eff(νcp), is affected by the frequency of pulses in the CPMG 
train, νcp. A fit of the dispersion profile R2

eff vs νcp yields the populations of the two 
states, PA and PB and the chemical shift difference, δω, and the rate or time constant 
of exchange kex or τex between them. In the absence of (detectable) exchange a 
population-weighted average is detected of the individual R2,i values of the differ-
ent interconverting species, i, present in the system. Typically, CPMG RD is used 
to detect sparsely populated states in two-site exchange systems (for which PA >> 
PB holds). Thus R2,A is effectively detected in the absence of exchange as base line 
value R2,0. The principle pulse scheme for the detection of RD profiles of protein 
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backbone or side chain (Tollinger et al. 2001) X-1H pairs (X = 15N, 13C)(Kloiber 
et al. 2011, Zintsmaster et al. 2008) are well-known. In general, a CPMG pulse 
train can be incorporated into a two-dimensional X-1H correlation detection scheme 
yielding relaxation dispersion data for one of the two nuclei, depending on to which 
the CPMG train is applied. The time, τcp, between pulses in the CPMG pulse train is 
related to the observed (normalized) intensity by I(νcp)/I0 = exp(−R2

eff(νcp)Tcp) with 
the pulse frequency νcp = (4τcp)

− 1 (Tollinger et al. 2001). I0 denotes the reference 
cross peak intensity in the absence of a CPMG element in the pulse sequence and 
Tcp the constant duration of the CPMG block.

For intrinsically disordered proteins a certain technical problem is that CPMG 
RD data should be recorded at two different field strength to avoid underdetermi-
nation of data fits and to yield reliable sets of the parameters PA, PB and δωτex. At 
lower field strength (500–600 MHz) severe signal overlap poses an experimental 
problem, since the recorded data typically appear as 2D correlation spectra and IDP 
spectra (monomeric state at 35 ºC) are confined to a narrow ppm range. In Fig. 5.9b 
a typical region of a 2D correlation spectrum of an intrinsically disordered protein, 
MAX (Myc associated factor X), extracted from a CPMG RD data set is shown both 
at 500 and 800 MHz for comparison. Since the constant length relaxation interval 
in CPMG pulse sequences has to be adjusted to the R2,0 values of the dominant state 
of a protein of interest, it should further be taken into account that R2,0 of IDPs is 
typically much smaller than that of folded proteins. Thus, Tcp might become unfa-
miliarly long.

Typically, three time regimes are specified in the realm of NMR: fast exchange, if 
(δωτex)

2 << 1, intermediate exchange (δωτex)
2 ~ 1 and slow exchange (δωτex)

2 >> 1. 
τex denotes the effective time constant of interconversion between the two states. 
For these regimes different models, comprising varying simplifications are appro-
priate for fitting CPMG RD data. From density matrix type of considerations one 
yields:

Fast exchange(Allerhand and Gutowsky 1964, Luz and Meiboom 1963):

Fig. 5.9  a Calculated CPMG RD data in the presence ( blue) and absence ( green) of exchange 
b 2D 1H-15N HSQC like correlation obtained from the application of a two-dimensional pulse-
sequence for measurement of CPMG relaxation dispersion data for the oncogenic protein MAX 
are shown at 500 and 800 MHz for comparison
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Intermediate exchange(Carver and Richards 1972):

1
2

1
2

1
2,A cp cp cp 2,A 2,B A B

/2 2

/2 2

R eff( ) = { (R R k k ) / 2

ln[(D cos h  D cos )

D + sinh  D sin ) ]}

ν −

+ + − −

+ + − −

− τ −τ + + +

+ + η − + η

+ η − + η

Slow exchange(Tollinger et al. 2001):

kA and kB are the forward and backward exchange rate constants and PA/B = kA/B
− 1/

(kA
− 1 + kB

− 1).
  There are several useful software packages for the analysis of CPMG data 

in different exchange regimes (CATIA; http://pound.med.utoronto.ca/~flemming/
catia/ or RD NMR http://reldispnmr.spinrelax.at). These programs provide simple 
graphical user interfaces and parameter setups facilitating data analysis. Typical-
ly, these programs assume that R2,A = R2,B. throughout the data fitting procedure. 
Yet, for IDPs R2,A might differ significantly from R2,B, if the observed exchange 
comprises, e.g., the transition into a sparsely populated folded state in which local 
backbone flexibility drastically differs from the unfolded state. In such a case the re-
spective relaxation rates of 15N amides might differ by an order of magnitude. This 
might be due to a ligand induced folding or mere sampling of a quite heterogeneous 
conformational space. The case of different R2,A/B has been thoroughly investigated 
by Ishima and Torchia (Ishima and Torchia 2006; Ishima and Torchia 1999). They 
provide evaluation methods for the induced errors of fitted parameters, but also 
mention that these errors are generally not too large, even if the difference between 
R2,A and R2,B is significant. Thus, analysis of IDP transitions into folded states by 
means of CPMG RD can be performed too with the aid of the above-mentioned 
programs despite of the oversimplifying assumption that R2,A = R2,B.

IDPs are often involved into complicated substrate recognition and coupled fold-
ing and binding events. Thus, it might be that the nature of the exchange process is 
not clear a-priori, e.g., whether a two- or multi-site exchange is observed, e.g., due 
to ligand association and dissociation in combination with major conformational 

1
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2/2 2 1
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2 2 1 1
2,A 2,B A B A B(2 (R R k k )) ( ) 4k k− −ψ = δω − + − − δω +

eff
2,A cp 2,A A A cp cpR ( ) = R k k sin( )/( )ν + − δωτ δωτ

http://pound.med.utoronto.ca/~flemming/catia/ or RD NMR http://reldispnmr.spinrelax.at
http://pound.med.utoronto.ca/~flemming/catia/ or RD NMR http://reldispnmr.spinrelax.at
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modifications (Kurzbach et al. 2014). In such a case double- and zero quantum 
CPMG analysis might be employed to screen the nature of the exchange process as 
suggested by Kay and coworkers (Orekhov et al. 2004). This technique is also ap-
plicable to improve data quality if amide proton spins are negatively influenced by 
contributions from neighboring protons (Korzhnev et al. 2004b).

Protein-ligand association and dissociation processes of IDPs are frequently too 
fast to be observed by means of relaxation dispersion, such that the exchange fre-
quency is not covered by one of the above mentioned exchange regimes. Neverthe-
less, conformational transitions of IDPs might yield effects that effectively lead to 
exchange on all timescales. An example is MAX that partially exists as a mono-
meric IDP under physiological conditions and body temperatures that might, hence, 
be of physiological importance. Yet, MAX also populates a stable (well-known) 
homodimer comprising a coiled-coil motif with a leucine zipper subunit (Fieber 
et al. 2001; Sauve et al. 2004).

Figure 5.10a shows RD traces for two of MAX residues, S22 and E49 at 35 and 
40 °C. Distinct changes in relaxation dispersion profiles as a function of temperature 
can be observed hinting towards temperature dependent conformational sampling 
of the folded state. Figure 5.10b shows the correlation between δω(15N) gained from 
single-quantum CPMG RD data fitting and from the frequency difference of 2D 
correlation spectra of both the pure disordered MAX monomer and the pure folded 
homodimer. Agreement of δω indicates a reasonable data fit and thus validates the 
choice of the model. Each data point corresponds to one single residue. The appear-
ance of δω(15N) in a 2D correlation plane is exemplarily illustrated in Fig. 5.9b. 
Error bars arise either from uncertainties of the numerical data fit (cf. Fig. 5.10a) or 
from uncertainties in resonance frequency of the low-populated state, since corre-
sponding 2D correlations spectra for both species can only be detected at drastically 
different experimental conditions that favor this (otherwise, under CPMG condi-
tions low-populated) state.

Fig. 5.10  a Relaxation dispersion profiles of Max residues S22 and E49 at 35 and 40 °C b correla-
tion of 15N-Chemical shift differences from HSQC data and fits of CPMG traces. A reliable fit will 
yield the shifts obtained from 2D correlation spectra
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Further, note that IDPs frequently show complex internal motions and the clas-
sification of internal and global correlation times by means of the Lipari-Szabo and 
extended Lipari-Szabo formalism is likely to be insufficient (Rule and Hitchens 
2006). Thus, in order to gain correct exchange rates between folded and unfolded 
state and their populations not only single residue fits should be taken into account 
but a global data fit of all available RD profiles by only one set of Pa and Pb, while 
only δω varies residue-dependent, is reasonable to perform (Sára et al. 2014). Global 
fitting of the data shown in Fig. 5.3 yield a population of the MAX dimer of ~ 0.9 % 
at 35 °C. In general populations as low as 0.5 % can be assessed and studied by 
means of CPMG RD (Korzhnev and Kay 2008; Mittag and Forman-Kay 2007; Su-
gase et al. 2007). However, it should be noted that up to today conformational tran-
sitions of IDPs, i.e., conformational sampling, taking place on the detectable time 
regime by CPMG at ambient temperatures were only rarely reported (Neudecker 
et al. 2006; Tollinger et al. 2006). Although CPMG is a promising alternative for 
the characterization of transient conformational sub-states, IDPs frequently sample 
their accessible conformational spaces too fast in order to be detected by means of 
RD. Other solution-state, NMR-based techniques, yet, still yield ensemble-aver-
aged data sets in most cases and low-populated sub-states become inaccessible by 
these means. The observation of conformational sampling with MAX, however, 
shows that in some cases, e.g., of sampling of rigidly folded structures, conforma-
tional sampling of IDPs is well within the time scale of CPMG experiments. IDP-
ligand association and dissociation processes, yet, frequently take place on time 
scales that are ideally suited for CPMG RD detection of the low-populated (bound/
free) state of the IDP (Sugase et al. 2007), since it is within the very nature of IDPs 
to form transient complexes—often associated with regulatory cell function—with 
their natural targets.

3.5 Post-Translational Modifications in IDPs

Post-translational modifications (PTMs) are an essential step in protein maturation 
and biosynthesis that allows a tight regulation of the activity, interactions, cellular 
location, lifetime and physico-chemical properties of proteins. Thus, knowing and 
understanding the impact of PTMs on proteins is essential in order to properly ad-
dress their function, and becomes particularly critical for the understanding of IDPs 
physiological properties. Indeed, IDP and disordered regions are more prone to 
PTMs than folded proteins (Khoury et al. 2011), and due to their ability to interact 
with multiple partners, IDPs are often acting as hubs in intricate regulation path-
ways (Liu et al. 2009). Thus, PTMs will contribute to this versatility by modulating 
and regulating their cellular location, activity and interaction properties (Deribe 
et al. 2010). Additionally, due to the inherent flexibility of IDPs, PTMs will have 
large impacts on their conformational ensemble and alter their structural dynam-
ics (Errington and Doig 2005; Maltsev et al. 2012; Mao et al. 2010; Meyer and 
Möller 2007; Theillet et al. 2014). Unfortunately, so far, an overwhelming majority 
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of NMR studies completely neglect the impact of PTMs on the properties and struc-
tural dynamics of IDPs and are consequently devoid of biological significance.

The traditional argument for neglecting PTMs is that biomolecular NMR re-
quires large amount of isotopically labeled and homogeneously modified protein, 
which (i) cannot be obtained by the use of recombinant technologies that lack the 
enzymatic machinery involved in mammalian PTMs (ii) rules out the usage of mam-
malian expression systems where the costs will be too high, the expression yield too 
low and the PTMs probably heterogeneous. However, recently developed chemical 
and biochemical tools allow the homogeneous modification of large amounts of 
isotopically labeled recombinant protein either during or subsequently to recombi-
nant expression.

Phosphorylation is one of the most common PTMs, and the easiest to achieve 
in vitro. IDP phosphorylation results in a modified net charge and strongly affects 
the structural dynamics of the IDP (Errington and Doig 2005; Mao et al. 2010). 
Phosphorylation will often regulate interaction properties. For example, site-
specific phosphorylation of GAP-43 and BASP-1 hampers their interactions with 
calmodulin and phosphorylation of MARCKS will regulate its interaction with 
calmodulin and F-actin (Liu et al. 2009; Maekawa et al. 1994; Tejero-Diez et al. 
2000). Additionally, many IDPs are hyperphosphorylated. For example, hyper-
phosphorylation of the neuronal protein tau abolishes its interaction with microtu-
bules and promotes the formation of pathogenic paired helical fragments (Beharry 
et al. 2014); hyperphosphorylation of the secreted osteopontin is required for its 
interaction with Ca2+ and CD44 (Hunter 2013; Kazanecki et al. 2007) (Fig. 5.11). 
Finally, the most striking example of IDP hyperphosphorylation comes from the 
work of Mittag et al. on the protein Sic1 (Borg et al. 2007; Mittag et al. 2010). 
They could show that the intrinsic dynamics of Sic1 combined with multiple phos-
phorylation generates a mean electric field mediating the interaction with Cdc4 
in an ultrasensitive manner, in order to form a so-called “fuzzy complex” (Mittag 
et al. 2008). This last example clearly illustrates the futility of studying unmodified 
polypeptide and the fascinating intrinsic versatility of IDP. In vitro phosphoryla-
tion of recombinant protein can be relatively easily achieved using either puri-
fied enzyme (recombinant or endogenous) or even cell extracts and a plethora of 
protocols have already been published (Landrieu et al. 2006; Selenko et al. 2008). 
Additionally, a noticeable recent application of fast acquisition NMR is to monitor 
in vitro phosphorylation in a site specific and time resolved manner (Theillet et al. 
2013; Liokatis et al. 2010).

Secreted IDPs, or disordered part of transmembrane proteins, are very likely to 
undergo glycosylation and/or tyrosine sulfation. Both modifications are expected 
to have significant effects on the structural dynamics and interaction properties of 
IDPs (Meyer and Möller 2007). Tyrosine sulfation in particular has been shown to 
regulate many extracellular interactions (Kehoe and Bertozzi 2000). Constitutively 
uniformly N-glycosylated (in a mammalian-like fashion) and isotopically labeled 
(15N and/or 13C) proteins can be obtained by expression or fermentation in Pichia 
pastoris (Guo et al. 2001; Wood and Komives 1999), an expression system that is 
also well suited for proteins rich in disulfide bridges. Expression of recombinant 
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isotopically labeled protein containing sulfotyrosine on specific positions can also 
fairly easily be achieved in E. coli by exploiting an expanded genetic code that in-
serts sulfotyrosine in response to the amber nonsense codon (Liu et al. 2009). The 
elegant usage of the amber codon has been perfected by Liu and co-workers who 
designed a plasmid that encodes for both the tRNACUA and a modified aminoacyl-
tRNA syntethase specific for sulfotyrosine. Interestingly, this general strategy can 
be used to co-translationally insert non-natural amino acids in proteins expressed 
in E. coli and Pichia pastoris (Young and Schultz 2010). Of particular interest for 
the biomolecular magnetic resonance community is the usage of this strategy to co-
translationally incorporate spin labels and allows the straightforward measurement 
of NMR-PRE and EPR data (Fleissner et al. 2009).

Acylation is a very common PTM where the length of the fatty acid attached 
to the protein can vary from C2 (acetyl) to C14 or C16 (mirystoyl or palmitoyl). 
Many neuronal IDPs appear to be acylated; α-synuclein experiences an N-termi-

Fig. 5.11  Effect of Ser/Thr phosphorylation on IDPs. Overlay of the 1H-15N HSQC spectra of 
unmodified osteopontin ( black resonances) and hyperphosphorylated osteopontin ( red resonances)

 



5 NMR Spectroscopic Studies of the Conformational Ensembles of Intrinsically … 175

nal acetylation (Bartels et al. 2011), MARCKS and BASP-1 are myristoylated 
(Zakharov et al. 2003) (Fig. 5.12), GAP-43 is palmitoylated (Arnaudon et al. 1993). 
N-terminal acylation, mirystoylation and palmitoylation are generally involved in 
sub cellular trafficking and membrane association, the longer the acyl chain the 
more likely the protein is to interact with membranes, but it has also been shown 
that N-terminal acylation of α-synuclein enhances the helical propensity of the 
N-terminal part of the protein (Maltsev et al. 2012) and increases the affinity of 
α-synuclein towards calmodulin by a factor of 10 (Gruschus et al. 2013). Similarly, 
BASP-1 can only interact with calmodulin in its mirystoylated form (Matsubara 
et al. 2004). Palmitoylation of recombinant protein can be achieved in vitro using 
the relatively expansive palmitoyl-CoA (Veit 2000). The condensation to the re-
duced or activated thiol group of a cysteine residue is spontaneous and quantitative 
at slightly basic pH. Kim et al. recently proposed an alternative cheaper method in 
order to mimic palmitoylation by attaching a thioalkyl chain (Kim et al. 2014). N-
terminal acetylation and mirystoylation, on the other hand, can be achieved directly 
in eukaryotic cells. In both cases, this is achieved by co-expressing in the cell the 
enzyme responsible for the PTM, the fission yeast NatB acetylation complex (John-
son et al. 2010) or the human N-myristoyl-transferase (Gluck et al. 2010).

Acetylation can occur on lysine residues, which are also prone to methylation. 
These modifications of the lysine side chains modulate protein interactions and are 
highly relevant in the well-known cases of the disordered N-terminal “tail” do-
mains (NTDs) of the core histones and the C-terminal tail domain (CTD) of linker 
histones, where lysine acetylation and methylation will modulate the interaction 
between the histone and its many partners (Latham and Dent 2007). Both modifica-
tions can easily be performed unspecifically in vitro, by condensation to Acetyl-
CoA or by reductive methylation (Means and Feeney 1968). Considering the rela-
tive abundance of lysine residues it might be desirable to use a site-specific method. 
The production of recombinant protein acetylated or methylated on specific lysines 
is possible by using the same strategy as for the incorporation of non-natural amino 
acids. In the case of acetylation, the expression system is co-transformed with a 
vector containing the tRNACUA and a N-acetyllysyl-tRNA syntethase and the incor-
poration of the acetylated lysine occurs co-translationally (Neumann et al. 2008). In 
the case of lysine methylation, a protected lysine is incorporated co-translationally 
at the desired position by co-transforming the expression system with a vector car-
rying the tRNACUA and a modified tRNA syntethase. After purification of the pro-
tein, the other amino groups are protected using an orthogonal protecting group, 
the lysine side chain of interest can then be specifically deprotected, methylated in 
vitro and finally remove the orthogonal protection from the rest of the amino groups 
(Nguyen et al. 2010). Moreover, it is interesting to note that reductive methylation 
can be done with 13C labeled formaldehyde, providing a very sensitive probe which 
can be exploited to study structure, dynamics or interactions by NMR (Geist et al. 
2013). Finally, as for phosphorylation, fast acquisition NMR can be used to moni-
tor in vitro acetylation and methylation in a site specific and time resolved manner 
(Liokatis et al. 2010; Theillet et al. 2012).
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To conclude, the last 10 years have witnessed the development of many chemi-
cal, biochemical and molecular biological tools that can be used to generate recom-
binant proteins with precisely controlled PTMs. Most of these tools will certainly 
benefit from further refinements and sophistications in the near future. Addition-
ally, they are all suitable for biomolecular NMR as they allow for isotopic labeling, 
which opens exciting possibilities for biochemical studies and NMR–aided bio-
chemistry of intrinsically disordered as well as natively folded proteins.

3.6 The IDP Conformational Ensemble

Although IDPs are generally annotated as unstructured/disordered there is ample 
NMR experimental evidence that the conformational space of IDPs is very het-
erogeneous and comprises both extended, marginally stable as well as stably, even 
cooperatively folded compact states with distinct side-chain interaction patterns 
(Kurzbach et al. 2013). The challenging problem in the structural characterization 
of IDPs is therefore the definition of a representative conformational ensemble 
sampled by the polypeptide chain in solution. To date the commonly used concep-
tual approaches are: (1) ensemble averaging using restrained MD simulations or 
Monte Carlo sampling incorporating experimental constraints as driving force and 
(2) the assignment of populations to a large pool of structures that have been pre-
generated by employing different experimental constraints (e.g., PREs, chemical 
shifts, RDCs, SAXS) (Choy and Forman-Kay 2001; Bernadό et al. 2005; Fisher 
et al. 2010; Fisher and Stultz 2011; Ozenne et al. 2012). Due to limited sampling 
of the enormously large conformational space accessible to IDPs there are still 
doubts remaining about how representative the resulting ensembles are. It should 
be noted that a similar conclusion was made for the unfolded state of proteins (Rose 
et al. 2006), as experimental findings and theoretical considerations have provided 
evidence that the unfolded state is not a featureless structural ensemble but rather 
comprises distinct conformations retaining a surprisingly high degree of structural 
preformation. This structural preformation is a direct consequence of the existence 
of autonomously folded structural (sub)domains comprising basic structural ele-
ments (e.g., super-secondary structure elements, closed loops) (Levitt and Chothia 
1976) (Berezovsky and Trifonov 2002; Trifonov and Frenkel 2009) (Rose et al. 
2006). Detailed analysis of protein structures revealed that the fundamental build-
ing blocks of proteins typically consist of residue stretches of 20–25 amino acids 
length (Berezovsky and Trifonov 2002). A recent bioinformatics study revealed that 
protein structures can be regarded as tessellations of basic units (Parra et al. 2013). 
These data suggest a building principle capitalizing on the existence of pre-defined 
fundamental structural motifs that are combined in a combinatorial and (pseudo)-
repetitive fashion. The inherent symmetry or higher order correlations in protein 
structures are also relevant in the context of energy landscape theory, as it was 
predicted that funnelled landscapes and low energy structures are more easily real-
ized when symmetry prevails (Wolynes 1996). Since both IDPs and their folded 
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counterparts share the same composing amino acids with similar physico-chemical 
properties it can thus be concluded that fundamental building principles of protein 
structures can be exploited for the generation of reliable and meaningful structural 
ensembles of IDPs by finding and using adequate sequence alignment techniques 
to identify structural homologues and existing basic motifs. The future strategy will 
rely on a pre-generated large pool of structures from which most suitable conforma-
tions are selected using experimental (e.g., PRE, chemical shifts, RDC, SAXS) con-
straints. To this end appropriate sequence alignments techniques will be necessary. 
Preliminary experiments suggest that meta-structure based sequence alignments of 
IDPs to sequences taken from the PDB structural database can indeed reveal hidden 
similarities and structural building blocks in IDPs that can be subsequently used to 
generate meaningful conformational ensembles.

4 Conclusion

IDPs seriously challenge classical structural biology that, historically, has empha-
sized only structural aspects of proteins, the spatial arrangements and mutual inter-
actions of atoms in unique conformations. However, proteins do not exist in single 
conformations and are thus characterized by a funnel-like energy landscape and 
exchange between many different conformational isomers (substates). Fundamen-
tal biological processes involve protein interactions (protein domain exchanges/
swapping, conformational adaptations or switches, induced-fit vs. conformational 
selection). Most importantly, the protein-funnel conceptual view provides a unified 
physical framework for globular proteins and IDPs. While stably folded, globular 
proteins display a smooth bottom with only few, very narrow, (structurally similar) 
minima, IDPs sample broad, but rugged energy surfaces with low barriers and a 
large number of accessible and energetically comparable minima. It is interesting to 
note, that the problem of characterizing IDPs has a parallel in the history of polymer 
science where the application of quantitative statistical mechanics allowed for the 
successful explanation of the dependence of physical properties of polymeric mate-
rials on molecular weight distributions (Dill 1999). For the characterization of the 
properties of IDPs, too, it seems that statistics will be required to fully grasp their 
physico-chemical properties that endow them with unique molecular properties and 
subsequent functionalities. Clearly, the comprehensive description of intrinsically 
disordered proteins will involve information about structure, dynamics and thermo-
dynamics. As outlined in this chapter, NMR (in conjunction with EPR) can provide 
valuable information about cooperative effects in IDPs. An intriguing question to 
be addressed will be: “What is the relationship between the geometry of the com-
plex IDP energy landscape and the nature of conformational transitions between 
different states?” While in stably folded proteins transitions between different 
conformational states often occur as (discontinuous) first-order phase transitions, 
IDPs will experience more complex phase transitions and conformational averag-
ing might also proceed in a continuous manner. NMR has already been developed 
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into a uniquely powerful technique to study conformational exchange processes 
(folding-unfolding processes, phase transitions) and provided unique insight into 
the structures and dynamics of low-populated (excited) protein states in solution. 
Although new computational tools and theoretical concepts will still be required to 
properly address the phase transition behavior of proteins, NMR spectroscopy is 
undoubtedly destined to play an important role in this fascinating area of structural 
biology research.
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Chapter 6
Recombinant Intrinsically Disordered Proteins 
for NMR: Tips and Tricks

Eduardo O. Calçada, Magdalena Korsak and Tatiana Kozyreva

Abstract The growing recognition of the several roles that intrinsically disordered 
proteins play in biology places an increasing importance on protein sample avail-
ability to allow the characterization of their structural and dynamic properties. The 
sample preparation is therefore the limiting step to allow any biophysical method 
being able to characterize the properties of an intrinsically disordered protein and 
to clarify the links between these properties and the associated biological functions.

An increasing array of tools has been recruited to help prepare and characterize 
the structural and dynamic properties of disordered proteins. This chapter describes 
their sample preparation, covering the most common drawbacks/barriers usually 
found working in the laboratory bench. We want this chapter to be the bedside book 
of any scientist interested in preparing intrinsically disordered protein samples for 
further biophysical analysis.
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1 Introduction

It is becoming evident that intrinsically disordered proteins (IDPs) are not fully dis-
ordered, but have all sorts of transient, short and long-range structural organisations 
that are function-related.

The structural and functional study of biomolecules is a highly interdisciplinary 
field that requires a correlation between different biophysical techniques. Although 
at first glance the study of IDPs seems very similar to the traditional analysis of 
structured proteins, specific skills and different approaches are needed to deal with 
IDP different properties (Uversky 2011). Structural biology requires a large number 
of steps to convert DNA sequence information into protein samples, including the 
selection of the proper expression constructs and vectors, the setting of the right 
growth conditions, and efficient purification strategies. The following is intended to 
assist in the sample preparation of IDPs from genome browsing to sample prepara-
tion and analysis. Different methodologies will be addressed with special tips and 
tricks highlighted that are helpful for overcoming common drawbacks/barriers usu-
ally found when working with IDPs.

2 Genome Browsing and Bioinformatics Analysis

Intrinsic structural disorder is a widespread phenomenon, especially in eukaryotes, 
where conservative bioinformatics predictions suggest that 5–15 % of proteins are 
IDPs, and about 35–50 % of proteins have intrinsically disordered regions (IDRs) 
longer than 30 residues (Ward et al. 2004). It has been accepted that disorder is 
needed for signalling among various living systems, and increases with organism 
complexity (Dunker and Obradovic 2001). Indeed, 75 % of the signalling proteins 
in mammals are predicted to contain long disordered regions (Dunker et al. 2008) 
(Fig. 6.1).

The web tools currently available are incredibly easy to use and, in most cases, 
very accurate information can be obtained quickly. Advanced genome tools for 
studying biology made an incredible amount of biological data available with a 

Gene cloningGene cloning

Fig. 6.1  Molecular biology - bioinformatic analysis
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concomitant proliferation of biological databases and web software tools, i.e. data 
banks containing information on DNA, protein sequences, expression profiles, pro-
tein ensembles and structures. One example is the recently created protein ensemble 
database1 for IDPs (Chap. 11) (Varadi et al. 2013).

The first step when beginning to work with a new protein, whether you are a 
protein hunter looking for an interesting target to study or if you’ve just joined 
on-going scientific work, is the sequence analysis. DNA sequence analysis by bio-
informatic tools is useful either to amplify the gene from a natural source or for the 
synthetic gene construction. In the latter case, the sequence of the target protein 
should be adapted to the expression system used. Make sure to analyse the domain 
composition, presence of signal peptides and inert-membrane helices, as well as 
disordered regions in order to create suitable expression constructs. Even if the 
bioinformatic analysis is just a prediction, it could be useful in any case in order to 
obtain preliminary information on the target protein. In the case of IDPs, the predic-
tion of disordered domains is essential (Chap. 9).

A number of approaches have been developed to predict regions of protein 
disorder. These methods can be broadly classified into several different categories: 
ab initio, clustering and meta or consensus.

The majority of these predictors are available through public servers, and links to 
many of them can be found in the “Disordered Protein Database” (Disprot)2, (Sick-
meier et al. 2007), the “Database of Disordered Protein Prediction” (D2P2)3 (Oates 
et al. 2013), and in the recently created IDPbyNMR website4.

The large majority of available prediction methods depends almost exclusively 
on sequence information. In other words, nothing more than the primary sequence 
is needed in order to make a prediction. Disordered regions in proteins are predicted 
using features extracted from the primary sequence in conjunction with statisti-
cal models. In clustering methods, tertiary structure models are predicted for the 
target protein, and then these models are superimposed by carrying out structural 
alignments.

The generation of disorder prediction tools started from a comparison between 
the amino acid sequences of IDPs and those of structured globular proteins, which 
resulted in a number of significant differences including amino acid composition, 
sequence complexity, hydrophobicity, aromaticity, charge, and flexibility (Dunker 
et al. 2001). For example, IDPs are significantly depleted in hydrophobic (Ile, Leu, 
and Val) and aromatic (Trp, Tyr, and Phe) amino acid residues, which form and 
stabilize the hydrophobic core of folded globular proteins. These residues are called 
order-promoting amino acids. On the other hand, IDPs/IDRs are substantially rich 
in polar (Arg, Gln, Glu, Lys, and Ser) and structure-breaking (Gly and Pro) disorder-
promoting amino acid residues (Dunker et al. 2001; Radivojac et al. 2007). Among 
the twenty common amino acid residues, proline is the most disordered-promoting 

1 http://pedb.vib.be.
2 http://www.dabi.temple.edu/disprot/index.php.
3 http://d2p2.pro.
4 http://www.idpbynmr.eu/home.
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(Theillet et al. 2013). The accuracy of predictors is regularly assessed as part of 
the Critical Assessment of Structure Prediction (CASP) experiment5 (Monastyrskyy 
et al. 2011). It is therefore now possible to predict the tendency of a polypeptide 
chain to be disordered based on its primary sequence with an approximate accuracy 
of 80 % (He et al. 2009).

To obtain more accurate disorder predictions, a good option is the use of meta 
predictors such as PONDR-FIT (Xue et al. 2010), which combine the output of 
several individual predictors.

After obtaining the preliminary view of your sequence with information about 
folded and unfolded regions, you can think about creating a set of constructs by 
omitting folded regions, creating shorter segments containing overlays on the ter-
minals, or simply substituting some amino acid.

IDPs are often able to bind to different partners or to act as hub proteins, and in this 
way play an important role in a variety of different processes. IDPs are particularly 
relevant for viruses, which need to exploit simple amino acid sequences (short lin-
ear motifs, SLiMs), which are well-exposed and ready to function, in order to inter-
act with crucial key proteins from the host organism (Chap. 9). They are also known 
as molecular recognition features (MoRFs) and different tools for their prediction 
are available such as SLiMfinder6 (Davey et al. 2010), MoRFpred7 (Disfani et al. 
2012) and Anchor8 (Mészáros et al. 2009).

Using the BLAST alignment it is possible to establish the homology of the target 
protein with some proteins with known three-dimensional structure. In this case 
one can consider the use of the MODELLER software to generate a homology 
comparative structural model of the target protein. The development of comparative 
software allows the study of the homology modelling of the protein’s three-dimen-
sional structures (Eswar et al. 2006). With this tool, the user provides a sequence 
alignment of the protein of interest and obtains a model based on known related 
Protein Data Bank9 (PDB) structures. For example, a model containing all of the 
non-hydrogen atoms calculated by comparative protein structure modelling based 
on the satisfaction of spatial restraints can be obtained using MODELLER (Šali and 
Blundell 1993). MODELLER also performs de novo modelling of loops in protein 
structures, multiple alignments of protein sequences and structures, optimization of 

5 http://predictioncenter.org.
6 http://bioware.ucd.ie/~compass/biowareweb/Server_pages/slimfinder.php.
7 http://biomine-ws.ece.ualberta.ca/MoRFpred/index.html.
8 http://anchor.enzim.hu.
9 http://www.pdb.org/pdb/home/home.do.

Consider the possibility of creating different domain constructs as well as the 
full-length construct.
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various models of protein structure with respect to a defined objective, searching of 
sequence databases, clustering, comparison of protein structures, and so on.

Once the protein sequence has been defined, the easiest way to obtain the cor-
responding gene is by ordering the synthesized gene of interest suitable for your 
expression system. With the development of new instruments that facilitate the pro-
duction of biological material, the synthesis of genes containing the DNA sequence 
of a target protein is now feasible. Many companies such as Invitrogen’s GenArt®, 
OriGene, Eurofins MWG Operon, GenScrip, and DNA2.0 among others provide 
web tools to order these genes, with several possibilities and strategies, including 
the optimization of the codons for the specific expression organism. It is important 
to highlight that the over-expression of human proteins in E. coli systems could be 
compromised, resulting in low expression yields, if the open reading frame (ORF) 
of the protein contains codons infrequently used by E. coli, the so-called “rare co-
dons”. In particular, codons for arginine (AGG, AGA, CGA), isoleucine (ATA), 
leucine (CTA) and proline (CCC) should be avoided (Schenk et al. 1995). Different 
web tools, such as those offered by Genscript10 and the United States National In-
stitutes of Health (NIH)11, are available to check the presence of rare codons related 
to the desired expression system. Nevertheless, the gene of interest can be directly 
cloned from the organism cDNA, if available. The cloning strategy should be de-
signed carefully, as it could be the basis of a successful work.

3 Expression Plasmid Generation

The standard procedure to express a recombinant protein is to carry out a screening 
of different constructs to identify the most efficient conditions for downstream pur-
poses. The first step of the cloning process consists of the amplification of the target 
gene from a DNA template or plasmid through a polymerase chain reaction (PCR) 
using specific primers. After purification, the amplified product is inserted into a 
specific expression vector. Different vectors may be selected in order to obtain na-
tive protein or protein fused with different tags. The tags vary in size starting from 
6-His to fusion proteins of 10–20 kDa or even 40 kDa proteins such as maltose-
binding protein (MBP). They can enhance the expression level, increase solubility, 
and be very useful for the subsequent purification procedure due to their chemical 
properties (Esposito and Chatterjee 2006). Later on these tags may be removed by 

10 http://www.genscript.com/cgi-bin/tools/rare_codon_analysis.
11 http://nihserver.mbi.ucla.edu/RACC/.

IDPs usually have a high proline content. Avoid rare codons in the DNA 
sequence, as they could lead to a low expression yields.
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proteolytic cleavage with specific enzymes such as factor Xa, enterokinase (EK) or 
tobacco etch virus (TEV) protease (Arnau et al. 2006; Malhotra 2009).

The classic method to insert an amplified PCR product into a vector is to use restric-
tion enzymes that cleave DNA at specific recognition sites. Both the DNA and the 
cloning vector have to be treated with two restriction enzymes that create compat-
ible ends. Later on these ends are joined together by a ligation reaction performed 
by the bacteriophage T4 DNA ligase. Finally an aliquot of the product of the reac-
tion is transformed in suitable E. coli strains such as DH5α, TOP10, JM109 etc. E. 
coli competent cells and positive clones are screened by PCR screening followed by 
DNA sequencing. However, the classic cloning strategy is sometimes not feasible 
for the preparation of different constructs in parallel due to the lack of the suitable 
restriction sites common for the target gene and available vectors. Together with 
low efficiency and false positive clones, this technique is not the best for high-
throughput cloning. Therefore, other cloning strategies have been developed that 
exploit ligation-independent cloning such as Gateway® (Invitrogen), TOPO clon-
ing, and most recently ElectraTM (DNA2.0) (Katzen 2007).

Gateway® cloning technology has been one of the most used strategies and enables 
rapid and highly efficient simultaneous transfer of DNA sequences into multiple 
vector systems for protein expression and functional analysis while maintaining 
orientation and reading frame. It basically consists of the generation of an expres-
sion silent entry clone that can be further recombined in the several expression vec-
tors without the use of any restriction enzyme, taking advantage of the site-specific 
recombination properties of bacteriophage lambda. There are many ways to create 
an entry clone but the most straightforward method is directional TOPO® cloning. 
The ligation reaction of the PCR product to the pENTR vector is accomplished by 
topoisomerase I. After isolation of the entry clone, the second step is to generate 
an expression vector. This is done by recombination of the gene on the entry clone 
with the final expression vector, performed by LR Clonase®. The different antibi-
otic resistances of the vectors allow fast clone selection. A large selection of Gate-
way® expression vectors is available for the expression of native proteins as well 
as proteins fused with tags. One of the versions of the Gateway® Cloning System 
is pENTR/TEV/D-TOPO. This version of the Gateway® Cloning System includes 
the TEV recognition site on the N-terminus of the protein. The following expression 
destination vectors can be used in order to create the expression clones: pDEST-17 

Even if the tags are considered a good strategy, always consider expressing 
the native protein sequence.

Many companies offer the possibility to clone the synthetic gene directly into 
a desired expression plasmid.
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(conferring 6x histidine N-terminus), pETG-30A (conferring GST plus 6x histidine 
N-terminus), and pDEST-His-MBP (conferring MBP plus 6x histidine N-terminus), 
pETG-20A (conferring Trx plus 6x histidine N-terminus), and pTH34 (conferring 
GB1 plus 6x histidine N-terminus), among others. It is important to highlight that 
the use of this methodology will result in the expression protein including extra resi-
dues on the N-terminus. For example, using the expression vector pDEST-17 that 
contains the 6xHis tag, the expressed and purified target protein will have 44 extra 
amino acids. After tag removal using TEV protease, the final construct will contain 
4 extra residues on the N-terminus, GSFT.

Site-directed mutagenesis is a standard technique used to make point mutations, re-
place amino acids, and delete or insert single or multiple adjacent amino acids. Point 
mutations in which a single nucleotide is exchanged but the new codon specifies the 
same amino acid are called silent mutations. They basically code for the same amino 
acid, and are an easy way to avoid the “rare codons” that may decrease expression 
yield. If just a few silent mutations are sufficient, this approach is valuable; other-
wise synthetic genes optimized for E. coli expression, or specific E. coli strains (such 
as CodonPLUS or pRARE containing strains), should be used for improving yields.

Briefly, site directed mutagenesis uses the double-stranded DNA vector template 
containing the target gene and two complementary synthetic oligonucleotide prim-
ers, both containing the desired mutation. The primers are mixed with the DNA 
vector template and extended during PCR cycles performed by a high fidelity DNA 
polymerase. The PCR product is then treated with DpnI, an endonuclease that will 
digest the DNA template due to its high specificity to Dam methylated and hemi-
methylated DNA isolated from E. coli strains. The new copies of the DNA PCR 
product were never methylated and are thus not digested. The digested solution is 
then transformed into XL1-Blue super-competent cells and subsequently subjected 
to sequencing analysis.

4 Protein Expression

Several host systems are available for protein production including fungi, plant, 
bacteria, insect, yeast and mammalian cells (Shatzman 1995). The choice of the 
expression system for the high-level production of recombinant proteins depends on 

Added fusion tags can be removed upon protease cleavage, but many of them 
can result in the addition of an extra amino acids sequence.

Use site-directed mutagenesis to create silent mutations of rare codons, 
increasing the expression yield.



E. O. Calçada et al.194

many factors, including biological activity of the target protein, post-translational 
modifications, cell growth features, intracellular and extracellular characteristics, 
and expression levels. The many advantages of the use of Escherichia coli  (E. coli) 
have ensured that it has remained a valuable organism for the high-level production 
of recombinant proteins; it is the easiest, quickest and cheapest expression system 
(Tong et al. 2008). Protein expression using the yeast expression system is also a 
good solution; however, for 13C labelling, which requires a correct promoter for the 
carbon source (Weinhandl et al. 2014), it can be an extremely expensive solution 
compared with the E. coli expression system for isotopically enriched proteins. A 
wealth of biochemical and genetic knowledge of E. coli has driven the development 
of a variety of strategies for achieving high-level protein expression. The major 
challenges for obtaining high protein yields at low cost involve several aspects such 
as expression vector design, transcriptional regulation (promoter), mRNA stabil-
ity, translational regulation (initiation and termination), host design considerations, 
codon usage, and the culture conditions to increase the expression of the protein of 
interest (Jana and Deb 2005) (Fig. 6.2).

The expression condition should be tested once the expression system has been 
selected. Therefore, the best approach is to use parallel test expression strategies 
(Lesley 2009). A preliminary expression test can be performed using a small vol-
ume in order to find the best conditions to be reproduced in large volumes to ob-
tain soluble recombinant protein. It is important to take the following factors into 
consideration for protein expression: culture medium, temperature, optical density, 
inducer concentration and induction time. A library of different E. coli strains pos-
sessing various properties that could be advantageous in the expression of a certain 
protein is available. Common examples are the E. coli strains BL21(DE3) (the stan-
dard version) or some variants such as BL21(DE3)pLysS, which encode the T7 
lysozyme to decrease the background expression level of target genes under the 

Expression of isotopically labelled proteins in E. coli is much cheaper as com-
pared to yeast due to carbon-source costs.

Fig. 6.2  Protein expression - screening of the expression conditions
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control of the T7 promoter, but do not interfere with expression levels following 
induction by isopropyl β-D-1-thiogalactopyranoside (IPTG), Rosetta(DE3) and Co-
don Plus for genes containing rare codons, Origami(DE3) for proteins containing 
disulfide bridges, and Gold(DE3) for increasing expression yields.

Depending on the research purpose the cells can be grown in different types 
of media: rich media, lysogeny broth (LB), yeast extract and tryptone broth (YT), 
Terrific broth, NZY and the minimal medium M9. When an isotopically labelled 
protein is necessary, the M9 medium is a good choice as [13C] enriched glucose 
and [15N] enriched ammonium sulphate/chloride are used as the sole 13C and 15N 
sources. In order to increase the expression yield of isotopically labelled protein, 
one good solution could be the use of the Marley method (Marley et al. 2001). The 
cells transformed with the expression plasmid are initially grown in rich medium 
until high optical densities, and are then centrifuged and exchanged into an isotopi-
cally defined minimal media enriched with (15NH4)2SO4 (1 g/L) and (13C) glucose 
(4 g/L). Labelled protein can also be produced in commercially available and isoto-
pically enriched rich media, e.g. Silantes. This could be particularly advantageous 
for the expression of deuterated labelled protein as the cell adaptation process is 
generally easier. Small-scale test expression is the first step in the expression of the 
target protein; it is important to reproduce the expression conditions required for 
large-scale production as much as possible.

Care should be taken in controlling the concentrations of metal ions in the culture 
medium in general and when working with metallo-proteins in particular. For ex-
ample, zinc(II) is essential for many cellular processes, including DNA synthesis, 
transcription, and translation, but its excess can be toxic (Babich and Stotzky 1978; 
Kindermann et al. 2005). In order to find the optimal quantity of zinc additive, dif-
ferent trials should be performed using controlled minimal media instead of rich 
LB (Outten and O’Halloran 2001). The amount of zinc can be tested by comparing 
zinc-depleted cultures with those containing zinc(II) in a concentration range of 
10–400 µM (obtained adding ZnCl2 or ZnSO4).

In order to avoid hundreds of different screening conditions, one can start with a 
couple of sets and alter specific conditions if needed, according to the preliminary 
results obtained. Three different E. coli strains induced at a single optical density 

In some cases the isotopically labelled carbon and nitrogen sources may 
give different expression yields and protein solubility. Consider a small test 
expression using isotopically labelled nutrients.

When working with a metalloprotein, the expression tests should be per-
formed taking into account the concentration of the required metal ion.



E. O. Calçada et al.196

of 0.6, using a single IPTG concentration of 0.5 mM, three different expression 
temperatures (17, 30 and 37 ºC) and two expression times (4 and 16 h) will result 
in 18 different conditions. In case of non-satisfactory results, one can try different 
E. coli strains, optical densities or IPTG concentrations. Cells should be harvested, 
disrupted and normalized to the final optical density. The presence of soluble pro-
tein is checked with sodium dodecyl sulfate polyacrylamide gel electrophoresis 
(SDS-PAGE).

One important aspect of IDPs when running an SDS-PAGE is abnormal protein 
size. IDPs typically run on SDS-PAGE as though they exhibit a higher molecular 
mass. This aberrant migration occurs due to the different amino acid composition 
caused by the high acidic residue content of some IDPs (Graceffa et al. 1992; 
Armstrong and Roman 1993).

If all the trials to obtain soluble protein fail, the protein in the insoluble fraction 
can be recovered through a refolding process. In some cases the latter approach may 
even become the most efficient method to obtain the protein in good yield, of course 
after proving that the protein obtained through the refolding process has the same 
properties of the native one.

5 Protein Purification

The protein purification strategies rely on the biophysical and biochemical prop-
erties of each specific protein. The purification strategy could be summarized in 
three main steps (Fig. 6.4), which may or may not be performed depending on the 
required purity of the final sample. In the first step the target protein is isolated 
from the cells and protected from possible degradation. The main bulk of impurities 
could then be removed by heating, passing the lysate through ion exchange, hydro-
phobic interaction or affinity columns. In the final step the samples could undergo 
size exclusion or high-resolution chromatography for the removal of trace impu-
rities. Of course the order in which the various purification steps are performed 
depends on the specific case.

The peculiar amino acid composition of IDPs will contribute to specific biophysical 
properties that are different from those of folded proteins. Several characteristics must 

Fig. 6.3  Protein purification - Chromatography techniques

 



6 Recombinant Intrinsically Disordered Proteins for NMR: Tips and Tricks 197

be considered, for example whether or not the protein is soluble and, if not, which 
agents might help solubilizing it. Is the protein sensitive to variations in salt concen-
tration, pH, temperature, or oxidation, particularly by oxygen? Is the protein labile at 
high or low concentrations? A set of preliminary experimental trials should be per-
formed to learn which reagents might be present during the purification, which one 
must be avoided, and under which conditions the protein has to be stored. Designing 
the protein purification strategy for a new protein from scratch requires a preliminary 
bioinformatics study to predict several biochemical and biophysical characteristics as 
well as the study of previously published purification strategies (Hunt 2005). Several 
factors should be taken into account for both soluble and insoluble proteins, includ-
ing: ionic strength, pH, temperature, oxygen concentration, and protein concentra-
tion. For example, if the protein contains several free cysteine residues, the use of 
reducing agents and of anaerobic conditions during the purification steps may be 
required to avoid the formation of non-physiological multimers and oligomers.

The localization of the expressed protein within the cell (soluble in cytoplasm 
or periplasm, or present in inclusion bodies (IBs)) makes a strong contribution to 
the choice of the purification strategy (Linn 2009). In each case the isolation is 
performed in different ways. Assuming the protein was not excreted into the growth 
medium, cell lysis is the first step for protein purification. The disruption of the 
cells can be performed through several techniques, ranging from mechanical to 
detergent-based methods. For instance, the French press is an efficient method, 
though it heats the final lysate, while freeze-thaw or enzymatic and detergent lysis 
are considered mild methods but less efficient. A good choice can be the cell dis-
ruption performed by sonication, which comprises pulsed, high frequency sound 
waves to mechanically agitate and lyse the cells. The isolation of proteins using 
sonication should be done carefully because the mechanical wave energy will heat 
the sample. To avoid sample warming, sonication should be performed using an 
ice bath and with short pulses, with intervals to allow the temperature to decrease. 

Fig. 6.4  Protein purification-three step purification strategy
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Sonication methods can be also performed inside an anaerobic chamber (glove box) 
for anaerobic purification strategies. If degradation of the protein target has been 
observed during the purification steps, different cocktails of protease inhibitors can 
be directly added to the lysis buffer.

IDPs are prone to degradation due to their properties, which make the amino 
acid chain fairly exposed and allow easy access to proteases. The use of protease 
inhibitor cocktails starting from the first step of protein purification may be a good 
solution to avoid IDP degradation. Working at low temperatures may also help de-
creasing protease activity. Conversely, some IDPs are thermo-stable at high temper-
atures, property which can be exploited as an initial purification step. By warming 
the cell extract, several folded proteins including proteases will precipitate and can 
be easily separated by centrifugation. High temperature can cause some conforma-
tional changes in protein structure. Comparison of the pure protein sample obtained 
with and without heating should be performed by using circular dichroism (CD), 
dynamic light scattering (DLS) and nuclear magnetic resonance (NMR). Different 
temperatures and durations of sample exposure to the heat can be checked in order 
to find the optimal conditions where the IDP can be isolated without being damaged.

Once the protein fraction is isolated from the cells, the following purification step 
can be performed in a multitude of chromatography runs. The methodology should 
always be optimized to reach an efficient protocol in terms of yield, speed and costs. 
Among all the different chromatography techniques, we will describe the three most 
used ones: immobilised metal ion affinity chromatography (IMAC), ion exchange 
chromatography (IEX) and size exclusion chromatography (SEC).

Immobilized metal ion affinity chromatography (IMAC) is currently the most 
used affinity technique exploiting the interaction between chelated transition metal 
ions (such as Zn2 +, Co2 + or Ni2 +) and the side chains of specific amino acids (such 
as histidines) on the protein. For the purpose, a so-called “histidine-tag” can be 
introduced either at the beginning or at the end of the protein primary sequence to 
enhance the interaction with the IMAC column.

In basic terms, by using IMAC the target protein is tightly bound to the resin ma-
trix and the impurities are washed out with increasing concentrations of imidazole, 
which acts as a competitive agent respect to histidine side chains. At higher imidaz-
ole concentrations the target protein is eluted at an almost pure concentration (Block 
et al. 2009).

Take advantage of the specific metal affinity of your protein in the choice of 
metal ions for IMAC.

Check how thermo-stable your IDP is. It may be helpful for the purification 
steps. 
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Fused proteins can be separated from the histidine-tag by enzymatic digestion 
to cleave the tags. After tag cleavage the separation of tag and target protein can be 
accomplished by the second IMAC chromatography step.

IEX separates proteins on the basis of a reversible interaction between the poly-
peptide chain and a specific charge ligand attached to a chromatographic matrix. 
The isoelectric point (pI) of the target protein must be known to guide the choice 
of chromatographic conditions. The sample is loaded in conditions that favour 
specific binding such as specific pH and low ionic strength in order to enhance 
the interaction between the target protein and column matrix. The unbound im-
purities are washed out and the bound protein is eluted by varying the pH or 
the ionic strength of the elution buffer. If the overall net charge of the protein 
is positive, a cationic IEX resin must be used, while if it is negative, an anionic 
IEX resin must be used. The buffer pH should be at least ± 1 unit different from 
the protein pI.

SEC is a separation technique based on the hydrodynamic radius of the pro-
teins. The column matrix is composed of precisely sized beads containing pores 
of given sizes. Larger proteins whose hydrodynamic dimensions are too big to fit 
inside any pore will only have access to the mobile phase between the beads, and 
will be excluded as they will just follow the solvent flow and reach the end of the 
column before molecules of a smaller size. Proteins with smaller hydrodynamic 
dimensions will be drawn into the pores by diffusion, and have access to the mo-
bile phase inside and between the beads. Therefore, smaller molecules will have 
a long distance to cross with several small retention times between the diffusion 
movements through the bead pores. Due to larger retention, smaller hydrodynamic 
molecules will elute last during the size exclusion separation. SEC can be used 
to separate proteins by size and shape, to exchange the buffer, and also to isolate 
protein mixtures and separate monomers, multimers or oligomers. In the case of 
folded proteins, it can also be used to have an estimate of the molecular mass 
by performing a molecular weight distribution analysis using available standards. 
Salts are necessary to avoid ionic interaction with the resin.

To avoid high quantities of imidazole during the IMAC protein elution pro-
cess, which can interfere with the metal binding properties of the protein 
itself, an elution buffer with low pH could be used to favour the protonation 
of histidines.

Hydrodynamic volume is one of the most important IDP biophysical param-
eters to be taken into consideration.
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SEC profiles are therefore dependent on the hydrodynamic volume of a protein, 
which is one of the most important and fundamental structural parameters of a pro-
tein molecule. Hydrodynamic volume is a prerequisite for an accurate classifica-
tion of a protein conformation. It changes dramatically depending on whether the 
protein hydrodynamic dimension is compact like a folded protein or extended or 
partially extended like an IDP.

Comparing two proteins with the same molecular weight, a well-folded protein will 
have a smaller hydrodynamic radius while an IDP will have a bigger one, behaving 
like a large folded protein with SEC. The SEC retention times for a folded protein 
and an IDP of the same molecular mass will therefore be very different and the IDP 
will elute first. SEC has been used for over three decades for the separation of un-
folded and folded proteins (Gupta 1983). However, due to the particular character-
istics of IDPs, SEC can be used for the analytical study of the conformational IDP 
properties in solution where the size and shape of molecules are the prime separa-
tion parameters (Uversky 2013). SEC is usually performed at 4 °C as the last purifi-
cation step for the preparation of high purity samples. For example, a column of at 
least one meter high connected to a water thermostatic cooling system at 4 ºC can be 
one of the best solutions for separating proteins with large hydrodynamic volumes.

Purifying and refolding a protein from the insoluble fraction could be a challenging 
task and should be planned carefully. The strategy can be based on a previous bio-
informatics analysis of the target protein combined with knowledge of the state-of-
the-art of similar protein systems. Although many protocols have already been pub-
lished and summarized in many reviews and book chapters (Vincentelli et al. 2004; 
Singh et al. 2005; Cowieson et al. 2006; Qoronfleh et al. 2007; Burgess et al. 2009), 
each protein is unique and requires a specific approach to the refolding process.

The first step in refolding is solubilisation of the inclusion bodies. The solubilis-
ing agent/denaturant could be a chaotropic agent such as GdHCl and urea, or a 
detergent, and should be prepared in a controlled pH buffer. As for the other tech-
niques already described in this work, the key concept for refolding is the system-
atic, parallel screening of multiple refolding conditions. Many additives may prove 

Comparison between the protein in native conditions and in the presence of a 
chaotropic agent allows a better understanding of how compact or extended 
the IDP hydrodynamic volume is. A comparative analysis can easily be 
addressed by SEC, CD, DLS and SAXS.

When using analytical SEC to have information on the properties of IDPs, do 
not rely only on globular proteins as standard samples but consider other IDPs 
for comparison of the results.
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useful in refolding, but preventing aggregation and precipitation upon refolding 
is crucial for refolding at low protein concentrations. However, many variables in 
refolding should be controlled such as pH, temperature, salt concentration, redox 
environment, and the presence of divalent metal ions.

Redox Agents
Various redox pairs can be used including reduced and oxidized cysteine or gluta-
thione as well as a reducing agent such as β-mercaptoethanol (BME), dithiothreitol 
(DTT) or tris (2-carboxyethyl) phosphine hydrochloride (TCEP) to control the oxi-
dation state of the protein. Since the cytoplasm of E. coli is highly reducing, most 
internal proteins are in the reduced state. If the protein contains both native disulfide 
bonds and free cysteines, the redox couple should be introduced into the refolding 
system in order to achieve optimal native disulfide bond formation, keeping native 
free cysteine residues.

Salt Concentration
To prevent undesirable hydrophobic interactions, the ionic strength of the solution 
could be increased by the addition of salt starting from 150 mM.

pH
In general the pH of the buffer should be at least 1 pH unit different from the pI 
in order to avoid a zero net charge of the protein, making it prone to precipitation. 
Some protocols rely only on a single pH refolding procedure (Coutard et al. 2012).

Temperature
Most refolding procedures are carried out at room temperature, which is low enough 
to prevent thermal damage to the protein and high enough to increase the thermal 
motion of the molecules, an important aspect that allows them to reach their native 
state. Screening of different temperature conditions might be useful to optimize 
sample conditions.

Proline and Arginine
Proline is considered an osmoprotectant and has been found to be effective in in-
creasing solubility both in vitro and in vivo (Ignatova and Gierasch 2006). Arginine 
can decrease aggregation by slowing the rate of protein–protein interactions by su-
pramolecular assembly formation in solution. However, effective concentrations 
are reported to be in the range of 0.5–1.0 M (Das et al. 2007).

Glycerol
Glycerol has been found to be an excellent refolding additive in many cases, and is 
usually used in the 5–30 % range.

Consider the presence of disulfide bridges; the addition of a high concentra-
tion of the reductant can break them.
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For the sake of protein long-term stability, work in the presence of protease 
inhibitor cocktails and at low temperatures during the purification steps.

Detergents
Detergents can increase solubility, preventing aggregation during refolding. At low 
concentrations they bind weakly to exposed hydrophobic regions, preventing ag-
gregation.

As their concentration decreases they dissociate and allow reformation of the 
native structure. At high concentrations detergents are denaturants, but at low con-
centrations they can act as an artificial chaperone, promoting refolding without ag-
gregation. One important aspect of detergents is the critical micelle concentration 
(CMC), the concentration at which micelles begin to form. The CMC value can 
be subject to buffer conditions such as pH and ionic strength. The CMC should 
be checked once for each buffer system as the manufacturer only provides a few 
values/conditions. Tables exist that report several values for each specific buffer 
condition (Brito and Vaz 1986; Jumpertz et al. 2011).

Once the protein of interest has been solubilised and all the refolding buffer con-
ditions have been defined, refolding can be attempted. The refolding procedure is 
the removal of the denaturant agent, allowing the protein to reach its native state. 
Refolding can therefore be performed by dilution, multi-step dialysis, single dialysis, 
or with on-column refolding. Dialysis is one of the most used methods but it is time- 
and reagent-consuming. Affinity tagging of the recombinant protein can give the 
possibility of efficient and rapid on-column refolding and purification. If it doesn’t 
precipitate inside the column, the refolded protein can be purified performing a few 
washing steps followed by elution. Alternatively, dilution refolding can be performed 
by reverse dilution (the addition of refolding buffer to denatured protein with mix-
ing between each addition), by flash dilution (the addition of denatured protein to 
refolding buffer quickly), and by drip dilution (the addition of denatured protein to 
refolding buffer very slowly, drop-by-drop, allowing refolding at low concentration).

Several commercial products have been developed to help identify suitable 
refolding conditions such as EMD/Novagen’s iFOLD kits, Pierce Biotechnology’s 
ProMatrixTM and AthenaES’s QuickFoldTM.

6 Sample Handling of Intrinsically Disordered Proteins

The preparation of samples for different biophysical and biochemical characterisa-
tions should be prepared according to the technical limits of each technique/method 
(Fig. 6.5).

Stability
Stability is one of the first conditions to check. One can try to perform the degrada-
tion test at various temperatures in order to understand if the protein is susceptible 
to degradation.
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Anaerobic Purification
Proteins containing cysteine residues must be handled inside an anaerobic chamber 
under nitrogen atmosphere to prevent the oxidation of cysteine residues. All buffers 
used for the purification and sample preparation steps should be extensively de-
gassed with nitrogen or argon. Reducing agents may be added to keep the cysteine 
residues reduced.

Reducing Agents
Reducing agents can be exogenous sulfhydryl containing reducing agents such as 
DTT, or non-sulfhydryl reducing agents such as TCEP. The control of the redox 
state of the IDP target is crucial for a successful purification. The optimal reducing 
activity of DTT is in the 6.5–9.0 pH range, while TCEP has a wide optimal reduc-
ing activity pH range spanning from 1.5 to 9.0. In some cases TCEP was reported 
to be more useful than DTT for protein sample preparation (Getz et al. 1999; Krezel 
et al. 2003).

6.1 Measuring Protein Concentration

Once the protein sample is pure, stable and its conditions are known, it is important 
to determine the protein concentration accurately.

Electronic spectroscopy can be generally used when tryptophan (Trp), tyrosine 
(Tyr), and phenylalanine (Phe) are present in the protein sequence, as aromatic resi-
dues absorb light in the UV-range with absorption maxima around 280 nm. How-
ever, Trp, Tyr, and Phe absorption spectra of IDPs can be compromised as typically 
IDPs are depleted of these residues (Dunker et al. 2001).

The concentrations can be calculated using the Beer-Lambert law, A = εcl, where 
A is the absorbance value at the chosen wavelength, c is the sample concentration 
(M) and l is the length of the light path through the sample (cm). The theoretical mo-
lar extinction coefficient ε at a specific wavelength can be calculated, for example 
using the ExPASyProtparam12 tool (Gasteiger et al. 2005).

12 http://web.expasy.org/ protparam/.

Fig. 6.5  Protein analysis - protein characterization and quality assessment

 



E. O. Calçada et al.204

When the IDP doesn’t contain any aromatic residues, a refractometer is a valuable 
instrument for measuring protein concentration. This method is very sensitive to 
buffer conditions, so a standard curve should be created in the exact same buffer as 
the protein of interest. The preparation of a similar buffer will not work. The last 
step dialysis buffer, or even better the flow-through buffer, should be used when 
concentrating a pure protein sample. The same buffer should be used for the prepa-
ration of a standard-protein solution of known concentration to create a standard 
curve measured on the refractometer instrument. The target protein concentration 
can then be measured with high accuracy by interpolation.

6.2 Handling IDPs by NMR

The use of NMR to study IDPs requires protein sample enrichment by the use of 
isotopic labelled sources of carbon and nitrogen and sometimes also deuterium. 
This will allow the use of advanced techniques such as the recently developed mul-
tidimensional NMR experiments (Bermel et al. 2012).

The optimization of NMR sample conditions is the most important task before 
starting NMR data acquisition. The quality of the sample can be easily checked 
by 1D 1H spectra or even better by 2D 1H 15N high resolution heteronuclear single 
quantum coherence spectroscopy (HSQC), in particular for IDPs due to their typical 
low chemical shift dispersion (Chap. 3).

The most suitable NMR experiments to evaluate the feasibility of a complete 
NMR characterisation of the protein are the 2D experiments that correlate the amide 
nitrogen with the directly bound amide proton (HSQC) or carbonyl (CON). The 
low chemical shift dispersion provides the first indication that the protein is not 
characterized by a stable 3D structure. The heteronuclear correlations involving 
backbone nitrogen nuclei, both for HN-N and C′-N, can be detected with several 
different variations of the experiments that may help to increase sensitivity, increase 
resolution, decrease experimental time, increase the number of detected cross peaks 
and so on (Chap. 3). The spectral quality can often also be improved through minor 
changes in the experimental conditions (temperature, pH, buffer, salt, etc.).

Some reagents used during the purification procedures such as imidazole 
or DTT exhibit absorbance at 280 nm. Remember to use the blank sample 
containing the same concentration of these reagents that is present in your 
sample. The best blank is the flow-through of a centrifugation.

A refractometer is very useful for IDPs that lack aromatic residues, but a 
standard curve should be created with exactly the same buffer as the one of 
the target IDP.
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The analysis of individual peak line widths and signal to noise intensities should 
be addressed, in particular when playing with different buffers, pH, salt concentra-
tion and most important the protein sample concentration. A highly concentrated 
protein sample is always required for NMR spectroscopy but special care should be 
taken to avoid protein aggregation.

IDPs are often considered particularly prone to aggregation, but this represents 
only a small fraction of the disordered proteome (Theillet et al. 2014). As IDP pro-
tein concentration is an important factor in the induction of protein aggregation, 
a concentration dependence study should be performed. The temperature and pH 
should also be monitored as well as the use of different NMR fields for relaxation 
studies.

The suite of experiments generally used for the sequence-specific assignment 
of folded proteins can also be applied to IDPs, taking care to optimize the experi-
mental set-up for resolution using a high number of acquired data points. The long 
magnetization transfer pathways and small scalar couplings, which generally dras-
tically reduce the sensitivity of these experiments when applied to the study of 
folded proteins, have less of an impact when used with IDPs since the high protein 
flexibility causes an increase in coherence lifetime. Experiments with long coher-
ence transfer delays as well as with multiple coherence transfer steps can therefore 
be planned. Better descriptions of suitable NMR experiments to study IDPs are 
reported in Chap. 3.

The highly flexible nature of IDPs induces extensive conformational averag-
ing, reducing the nuclear chemical shift dispersion (Bertini et al. 2012). Taking 
flexibility to its extreme, chemical shifts progressively collapse to those of ran-
dom coil polypeptides, causing extensive resonance overlap. The intrinsic chemical 
shift dispersion increases from protons to heteronuclei (13C, 15N). Therefore, exclu-
sively heteronuclear NMR experiments based on 13C direct detection have crucial 
relevance for IDP studies (Bermel et al. 2006a, 2006b; Braun et al. 1994; Zhang 
et al. 1997), of course in combination with 1H detected experiments, as all the in-
formation available is welcome when studying complex systems. In addition, the 
determination of 15N relaxation rates provides accurate information on the motional 
properties of the backbone for each amino acid, as well as a general estimation of 
the expected transverse relaxation rates, which of course have a large impact on the 
overall sensitivity of multidimensional NMR experiments.

6.3 Complementary Biophysical Techniques

NMR is known as the best technique to study IDPs at atomic level, providing de-
tailed residue-specific information. However, it is useful to complement the infor-
mation obtained from NMR with other biophysical methodologies to better under-
stand all kinds of function-related transient, short, and long-range structural organ-
isations (Chap. 7, Chap. 8).
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Different biophysical methods can be used according to the information needed 
to complement NMR data. Mass spectrometry (MS), circular dichroism (CD), light 
scattering (LS), including dynamic light scattering (DLS) and small angle X-ray 
scattering (SAXS) are excellent complementary techniques of NMR data (Chap. 7, 
Chap. 8). In this section we will focus our attention on IDP sample preparation for 
different biophysical techniques.

The potential of MS for analysing proteins is due to the advances gained through 
the development of soft ionization techniques such as electrospray ionisation (ESI) 
and matrix-assisted laser desorption ionisation (MALDI), which can transform bio-
molecules into ions. ESI can be efficiently interfaced with separation techniques, 
expanding the range of applications in the Life Sciences (Di Marco and Bombi 
2006). MALDI has the advantage of producing singly charged ions of peptides and 
proteins, minimizing spectral complexity.

These strategies can be used to retrieve accurate molecular weight measure-
ments, determine the purity of a sample, verify amino acid substitutions, detect 
post-translational modifications, calculate the number of disulphide bridges, and 
analyse intermolecular interactions (e.g. protein-protein binding). Application of 
hydrogen-deuterium exchange mass spectroscopy can provide valuable information 
about the localisation of flexible regions and protein folding (Kaltashov et al. 2013).

Non-denaturing ESI-MS has recently been used to study IDPs. Although ESI 
can be used to study the conformational states of a protein, recent advances have 
been made to implement ion mobility electron spray ionisation (IM-ESI) to better 
understand additional IDP charge and shape characteristics. This technology has the 
potential to separate and discern different conformational families even for IDPs, 
so that the conformational properties of different forms of the same protein can be 
compared and structural events taking place during the transition from co-populated 
conformations can be monitored, giving interesting insights into their respective 
conformational behaviour patterns (Knapman et al. 2013).

NMR requires higher sample concentrations for the implementation of some 
specific experiments, but the higher concentration samples can promote intermo-
lecular interactions that may lead IDPs to aggregate in solution. This question can 
be easily addressed by a concentration dependence studied by MS using a large 
spectral window to look for higher molecular mass species present.

CD is an excellent tool that allows the quick evaluation of the presence of secondary 
structural elements (e.g. arrangement of peptide bonds in secondary structure ele-
ments such as helices and strands) of proteins in solution and is based on differential 
absorption of left- and right-handed circularly polarized light, which allows for the 
assessment of the secondary structural properties of a protein or protein regions 
(Chap. 7).

Use MS as one of the complementary techniques to characterize the different 
conformational states of IDPs.
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IDPs present particular CD characteristics different from those of folded pro-
teins and also different from random coil polypeptides, presenting specific con-
formational preferences and thus revealing partially populated secondary structure 
content. These dynamic secondary structure elements can be stabilized or perturbed 
by temperature, by different chemical agents such as solvents, pH, ionic strength, 
and reducing agents, by post-translational modifications such as phosphorylation, 
and by the presence of metal ligands. The secondary structural properties of IDPs 
can therefore be studied by CD measurements, changing the chemical conditions to 
analyse the nature of the intrinsically disordered protein samples.

Proteins present CD bands in the far ultraviolet (UV) or amide region (175–
250 nm), providing information about the secondary structure content, mostly 
based on the asymmetric conformation attained by the main polypeptide backbone. 
CD bands in the far-UV region are characteristic for different types of secondary 
structure. The α helix structure displays the most invariable band pattern: a char-
acteristic spectrum with a positive band at 190 nm and two negative bands at 208 
and 222 nm. Beta sheet elements, however, are more variable, with a positive band 
at around 198 nm and a single negative band ranging from 214 to 218 nm, depend-
ing on the type of structure. The random coil conformation is characterized by a 
negative band below 200 nm (Kelly et al. 2005).

Special care should be devoted to sample preparation. All samples prepared 
for CD measurements should be of the highest possible purity due to the fact that 
contaminations lead to deceptive results. The high concentrations of chloride and 
nitrate, as well as common chelators (ethylene glycol tetraacetic acid (EGTA)/
ethylenediaminetetraacetic acid (EDTA)) and reducing agents (dithiothreitol and 
2-mercaptoethanol) should be avoided in the buffer. It is also not advisable to use 
certain organic solvents (dioxane, dimethyl sulfoxide) and some biological buffers 
such as HEPES, PIPES, and MES. If the IDP target is oxygen sensitive, anaerobic 
conditions should be established.

The CD data can be fitted using the secondary structure estimation programs 
such as K2D313 (Louis-Jeune et al. 2012).

DLS, also known as photon correlation spectroscopy or quasi-elastic light scatter-
ing, analyses the temporal fluctuations of the light scattering intensity caused by 
hydrodynamic motions in solution. DLS is therefore an appropriate technique to de-
termine the hydrodynamic radius (RH) of a protein, also known as the Stokes radius. 
The RH value reflects the apparent size adopted by the solvated tumbling molecule, 
making it possible to monitor the expansion or compaction of protein molecules.

13 http://www.ogic.ca/projects/k2d3/.

CD allows the determination of whether or not a purified protein is folded and 
how sample conditions affect its conformation or stability.
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Among many parameters that describe a molecule’s size and shape, RH is the 
most important information that can be obtained from DLS measurements of 
IDPs. A comparison with Rg from SAXS should be made.

Considering a spherical particle such as a folded protein, DLS can also be useful 
for determining molar mass. For IDPs, RH is the most informative parameter DLS 
provides, allowing a characterization considering the buffer, concentration and tem-
perature conditions. A comparison of the measured RH radii with those of particular 
reference states, such as the compactly folded or fully unfolded states, is very infor-
mative. Comparing the RH of native and denaturant conditions (such as 8 M urea or 
6 M GdHCl) will provide information on how far the IDP under study is from the 
completely random coil state.

To characterize IDPs, it might be interesting to compare DLS data with pro-
teins of the same molecular mass and also with well studied standard IDPs such as 
α-synuclein, ensuring the measurements are made under the same conditions for a 
proper RH comparison.

Coupled with chromatography, DLS also provides information about the aggrega-
tion state of the proteins. An essential point in sample preparation for DLS measure-
ments is removal of interfering dust particles, for example by filtration of the pro-
tein solution. It is important to remove unwanted scattering events that will exclude 
coherence and destroy determinations of the diffusion coefficient and therefore the 
size of the sample of interest.

Although DLS allows an easy and quick way to determine the value of the hydro-
dynamic Stokes radius (RH), obtainment of the geometric radius of gyration (Rg) 
through this technique is usually hampered by an excessively small size of the pro-
tein. This limitation can be overcome by utilization of SAXS. The ratio of Rg and RH 
(Rg/RH) provides useful shape information about a protein molecule, being the most 
informative parameter comparing SAXS and DLS data for the same IDP measured 
at the same buffer, temperature and concentration conditions.

A useful procedure to compare the measured Stokes radius for an IDP through 
DLS is to use well-known proteins with similar number of residues but with 
different disordered states, measured in the same conditions.

The use of DLS attached to a fast protein liquid chromatography (FPLC) with 
SEC system might be applied for the investigation of the aggregation state of 
the IDPs, as well as efficient separation of their different assemblies such as 
oligomers.
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SAXS complemented with NMR structural calculations is the major technique 
for describing IDP structural ensembles. SAXS provides low-resolution structural 
characterisations of biological macromolecules in solution, contributing with infor-
mation on the IDP’s hydrodynamic behaviour and the topology of the polypeptide 
chain. In a SAXS experiment, samples containing soluble protein are exposed to 
an X-ray beam. The different scattered beam intensities are further recorded by a 
detector as function of the scattering angles of the soluble protein, giving rise to 
an isotropic scattering intensity (I). The solvent scattering is subtracted and the 
background corrected intensity is presented as a radially averaged one-dimensional 
curve I(s) (Petoukhov and Svergun 2013). A monodisperse solution is required to 
take advantage of all the analysis potential of SAXS. SAXS can be very challenging 
to use in the case of polydisperse IDP sample solutions. For monodisperse solu-
tions of non-interacting identical and randomly oriented proteins, the SAXS curve 
is proportional to the scattering of a single particle averaged over all orientations. 
The scattering profile therefore carries information about the major geometrical 
parameters of the particle. In particular, the molecular mass (M) of the solute and 
its radius of gyration (Rg) are derived from the slope of the Guinier plot. Moreover, 
the values of the hydrated particle volume (V) and its specific surface (S) can be 
obtained using the so-called Porod invariant (Petoukhov and Svergun 2013).

SAXS has been actively used to characterize the conformational flexibility of IDPs 
(Bernadó et al. 2007; Bernadó and Svergun 2012a). A complete description of SAXS 
techniques and data acquisition and analysis for IDPs is presented in Chap. 8.

SAXS not only provides shapes, oligomeric states, and quaternary structures of 
folded protein complexes, but also allows for the quantitative analysis of flexible 
systems. This fact can be successfully used to study the conformational flexibility 
of IDPs (Bernadó et al. 2007; Bernadó and Svergun 2012b) and allows the explora-
tion of different protein conformations in response to variations in external condi-
tions such as buffer composition, ionic strength, pH, and temperature. Temperature 
measurements are particularly useful for studies of the thermodynamic characteris-
tics of IDPs. However, in order to avoid radiation damage, SAXS measurements are 
usually made below room temperature.

A set of the different conditions to be studied should be designed in advance in 
order to estimate the number of conditions/samples to measure. Conditions such as 
buffer composition, ionic strength, pH, and temperature, among others, can be used 
to analyse the conformational properties of the IDP under investigation.

Sample preparation for SAXS experiments should follow the standard guidelines 
(Jacques et al. 2012). SAXS experiments typically require a highly pure, mono-
disperse protein solution in a concentration range from 1 to 10 mg/ml in order to 

Many IDPs are prone to aggregate, making SAXS measurements a chal-
lenging task. The sample preparation conditions may need to be redesigned 
according to the SAXS instrumentation capabilities.
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fulfil the condition of a “dilute” solution. The concentrations must be determined 
accurately as it is necessary to appropriately normalize the scattering data and thus 
to estimate the effective molecular mass of the solute. If the sample is aggregat-
ed, the scattering data will be difficult or even impossible to interpret. A typical 
sample volume required for each single measurement depends on the SAXS sta-
tion and a volume of about 50 µl is typically required for each single measure-
ment. Each SAXS experiment at a given condition should be prepared in at least 
three different concentrations. Each condition such as buffer, ionic strength, pH, 
and temperature therefore requires 1–2 mg of purified sample. The concentration 
range can be prepared by dilution of a concentrated stock, if it is known that the 
protein is not affected by aggregation. In case the protein tends to aggregate it is 
better to prepare a stock of diluted protein sample and then prepare the concentrated 
samples immediately before the SAXS experiments. Is important to note that for 
each experiment at a given condition, the scattering of the buffer is also measured 
by SAXS for further subtraction; the background can therefore be corrected and the 
intensity can be presented as a radially averaged one-dimensional curve I(s).

All scattering-based techniques such as DLS, SAXS and small angle neutron 
scattering (SANS) require very homogeneous samples. The presence of even a 
small fraction of the aggregated material is known to dramatically affect the scat-
tering profile, making data interpretation difficult. The buffer composition must 
precisely match the composition of the sample. Even a small mismatch in the chem-
ical composition of the solvent between the buffer and the sample may lead to 
difficulties during background subtraction. The best approach is to use the dialysis 
buffer in which the protein was prepared.

Different strategies and software packages are available for the analysis of the 
SAXS data. One example is the protocol based on the use of the program ATSAS, 
which is in use at the German Electron Synchrotron DESY (Konarev et al. 2006; 
Petoukhov et al. 2012). The ATSAS package also includes the Ensemble Optimiza-
tion Method (EOM), which has been developed as a strategy for the structural char-
acterization of IDPs (Bernadó et al. 2007). This program takes into consideration a 
large amount of conformations that are in equilibrium and is especially useful for 
flexible systems.

Although SAXS provides a low-resolution structural characterization of 
biological macromolecules, it is an excellent complementary method to solution 
NMR to study IDPs.
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Chapter 7
Biophysical Methods to Investigate Intrinsically 
Disordered Proteins: Avoiding an “Elephant  
and Blind Men” Situation

Vladimir N. Uversky

Abstract Intrinsically disordered proteins (IDPs) and hybrid proteins possessing 
ordered domains and intrinsically disordered protein regions (IDPRs) are highly 
abundant in various proteomes. They are different from ordered proteins at many 
levels, and an unambiguous representation of an IDP structure is a difficult task. 
In fact, IDPs show an extremely wide diversity in their structural properties, being 
able to attain extended conformations (random coil-like) or to remain globally col-
lapsed (molten globule-like). Disorder can differently affect different parts of a pro-
tein, with some regions being more ordered than others. IDPs and IDPRs exist as 
dynamic ensembles, resembling “protein-clouds”. IDP structures are best presented 
as conformational ensembles that contain highly dynamic structures interconverting 
on a number of timescales. The determination of a unique high-resolution structure 
is not possible for an isolated IDP, and a detailed structural and dynamic character-
ization of IDPs cannot typically be provided by a single tool. Therefore, accurate 
descriptions of IDPs/IDPRs rely on a multiparametric approach that includes a host 
of biophysical methods that can provide information on the overall compactness of 
IDPs and their conformational stability, shape, residual secondary structure, tran-
sient long-range contacts, regions of restricted or enhanced mobility, etc. The goal 
of this chapter is to provide a brief overview of some of the components of this 
multiparametric approach.
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1 Intrinsic Disorder in a Few Bullet Points

As part of a book on the study of intrinsically disordered proteins (IDPs) by nuclear 
magnetic resonance (NMR), this chapter does not require a lengthy introduction of 
the protein intrinsic disorder phenomenon. Therefore, there is an exceptional pos-
sibility to introduce IDPs and hybrid proteins possessing both ordered domains and 
intrinsically disordered protein regions (IDPRs) in the form of a few short bullet 
points.

• IDPs and IDPRs are biologically active in the absence of unique structures 
(Dunker et al. 1998; Wright and Dyson 1999; Uversky et al. 2000a; Dunker et al. 
2001; Tompa 2002; Daughdrill et al. 2005; Uversky and Dunker 2010);

• They are found in all of the proteomes characterized so far (Dunker et al. 2000; 
Ward et al. 2004; Dunker et al. 2001; Uversky and Dunker 2010; Uversky 2010);

• Their amino acid sequences/compositions are very different from the sequences 
and amino acid compositions of ordered proteins and domains (Dunker et al. 
1998; Dunker et al. 2001; Uversky 2002b; Uversky et al. 2000a; Uversky and 
Dunker 2010; Williams et al. 2001; Romero et al. 2001; Radivojac et al. 2007; 
Vacic et al. 2007; Garner et al. 1998);

• IDPs and IDPRs are predictable from just the amino acid sequence (He et al. 
2009);

• Structurally, IDPs and IDPRs are highly heterogeneous and can be more or less 
compact, possess smaller or larger amounts of flexible secondary structure, and 
contain smaller or larger numbers of tertiary contacts (Dunker and Obradovic 
2001; Uversky and Dunker 2010; Uversky 2002b; Daughdrill et al. 2005);

• Although IDPs/IDPRs exist as highly dynamic ensembles (Dunker and Uversky 
2010), their structures can be described reasonably well by a rather limited num-
ber of lower-energy conformations (Choy and Forman-Kay 2001; Huang and 
Stultz 2008);

• The functions of IDPs/IDPRs complement the functions of ordered proteins 
(Iakoucheva et al. 2002; Dunker et al. 2005; Uversky et al. 2005);

• Functionally, IDPs/IDPRs can be grouped into several broad classes such as as-
semblers, chaperones, display sites, effectors, entropic chains, and scavengers 
(Tompa 2002);

• Some IDP functions are described as “entropic chain activities” since they rely 
entirely on the constant motion of extended random-coil-like polypeptides 
(Dunker et al. 2001);

• IDPs are infrequently responsible for enzymatic catalysis, except for rare oc-
casions in which collapsed IDPs exhibit catalytic activity (Uversky et al. 1996; 
Pervushin et al. 2007; Vamvaca et al. 2008; Woycechowsky et al. 2008);

• IDPRs commonly contain sites of various posttranslational modifications 
(Dunker et al. 2002; Iakoucheva et al. 2004);

• IDPs are promiscuous binders and are able to interact with nucleic acids, metal 
ions, heme groups, other small molecules, proteins, polysaccharides, and mem-
brane bilayers (Uversky et al. 2000a; Dunker et al. 2002);
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• Some IDPRs are able to interact specifically with multiple structurally unrelated 
partners (Oldfield et al. 2008);

• Many IDPs/IDPRs can participate in one-to-many and many-to-one binding 
(Dunker et al. 2005; Uversky et al. 2005);

• They frequently serve as hubs in protein interaction networks (Dunker et al. 
2005; Uversky et al. 2005);

• IDPs/IDPRs can undergo disorder-to-order transitions caused by interaction with 
specific binding partner(s) (Dyson and Wright 2002; Oldfield et al. 2005);

• Some IDPRs can adopt different conformations upon binding to different part-
ners (Oldfield et al. 2008);

• IDPs/IDPRs display a wide range of binding modes that produce a multitude of 
rather unusual complexes (Uversky 2011);

• Some IDPs/IDPRs do not fold (partially or completely) in their bound state, 
forming so-called disordered, dynamic, or fuzzy complexes (Nash et al. 2001; 
Mittag et al. 2008; Mittag et al. 2010; Uversky 2011);

• IDPs are commonly associated with the pathogenesis of various human diseases 
(Uversky et al. 2008).

2  Multiparametric Approach in the Structural Analysis  
of IDPs/IDPRs

Due to the highly dynamic nature of IDPs/IDPRs, their structures do not converge 
to a single conformation during the experimental time frame, giving rise to cloud-
like conformational ensembles and suggesting that structural analysis of these pro-
teins/regions is not an easy task. Since the determination of a unique high-resolution 
structure is not possible, a set of rather complex methods must be used to obtain 
experimental constraints on the ensemble of states that is sampled by the intrinsi-
cally disordered polypeptide chain (Uversky and Dunker 2012c).

It should be considered that all of the techniques used for the structural charac-
terization of a protein have restrictions. For example, even though nuclear mag-
netic resonance (NMR) spectroscopy is considered to be the technique of choice for 
providing high-resolution structural information on IDPs in solution (Chaps. 2–5) 
(Daughdrill et al. 2005; Eliezer 2009; Jensen et al. 2010), this technique has some 
logical limitations such as protein size (increasing size leads to slower tumbling 
and shorter spin-spin relaxation times as well as increasingly complex spectra), 
increased redundancy due to the presence of tandem repeats, a lack of spectral 
dispersion due to similar environments for the various residues, and extreme line 
broadening due to the motional dynamics in the millisecond to microsecond time 
scale (which typically precludes direct NMR studies of molten globules). Further-
more, NMR information arises from nuclei and their local environments, so NMR 
approaches provide very little information regarding the overall size and shape of 
the IDPs (though overall size information is provided by diffusion estimates from 
line broadening) (Uversky and Dunker 2012c).
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Due to their highly heterogeneous nature and conformational fluctuations occur-
ring at multiple time scales, the full spectrum of structural and dynamic characteris-
tics of IDPs cannot be gained by a single tool and clearly requires a multiparametric 
approach (Uversky and Dunker 2012c). The use of such a multiparametric approach 
for the structural and dynamic characterization of IDPs gives a number of important 
advantages. In essence, multiparametric analysis resembles the compound eyes of 
insects (Uversky and Dunker 2012c) which, compared with simple eyes, possess a 
very large view angle, and can detect fast movement (Völkel et al. 2003). Many of 
the tools in the modern arsenal of biophysical techniques that can be used to charac-
terize the dynamic structure of IDPs have been the subject of focused reviews and 
books (Receveur-Brechot et al. 2006; Daughdrill et al. 2005; Eliezer 2009; Jensen 
et al. 2010; Longhi and Uversky 2010; Uversky and Dunker 2012a, b, c).

The biophysical tools included into this set of “compound eyes” of the multipa-
rametric approach were elaborated to provide information on the different structural 
levels of a protein such as the overall compactness, residual secondary structure, 
transient long-range contacts, shape, conformational stability, and presence of re-
gions of restricted or enhanced mobility. Obviously, a complete picture can be ob-
tained only through the simultaneous application of various techniques sensitive to 
the different structural levels of a protein molecule. In other words, the use of the 
multiparametric approach allows one to avoid the “elephant and blind men” situa-
tion described below (see the Box 7.1).

Box 7.1. A multiparametric approach to the structural and conformational analy-
sis of intrinsically disordered proteins allows researchers to avoid the “blind men 
and an elephant” situation by generating a complete picture of an IDP (elephant) 
based on the techniques sensitive to its different structural levels (elephant’s leg, 
tail, trunk, ear, belly, and tusk).
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3 Warning: You are Dealing With an IDP!

The vast majority of techniques used for the structural characterization of IDPs/
IDPRs were initially elaborated for the analysis of the structural properties and 
conformational behaviour of ordered proteins. Therefore, these techniques were not 
originally intended to provide information on IDPs/IDPRs without unique struc-
ture. To avoid potential misinterpretations, extreme caution should be used while 
interpreting data generated by these structure-centred approaches, since informa-
tion on the presence of intrinsic disorder often results from the absence of a signal 
characteristic for the ordered protein. Again, a simultaneous analysis of a given 
protein by several techniques sensitive to the different structural levels provides 
the most unambiguous characterization of its disordered ensemble (Uversky and 
Dunker 2012c).

The “elephant and blind men” story

The story below is reproduced from http://www.jainworld.com/literature/
story25.htm.

Once upon a time, there lived six blind men in a village. One day the vil-
lagers told them, “Hey, there is an elephant in the village today.”

They had no idea what an elephant is. They decided, “Even though we 
would not be able to see it, let us go and feel it anyway.” All of them went 
where the elephant was. Everyone of them touched the elephant.

“Hey, the elephant is a pillar,” said the first man who touched his leg.
“Oh, no! It is like a rope,” said the second man who touched the tail.
“Oh, no! It is like a thick branch of a tree,” said the third man who touched 

the trunk of the elephant.
“It is like a big hand fan” said the fourth man who touched the ear of the 

elephant.
“It is like a huge wall,” said the fifth man who touched the belly of the 

elephant.
“It is like a solid pipe,” Said the sixth man who touched the tusk of the 

elephant.
They began to argue about the elephant and everyone of them insisted that 

he was right. It looked like they were getting agitated. A wise man was pass-
ing by and he saw this. He stopped and asked them, “What is the matter?” 
They said, “We cannot agree to what the elephant is like.” Each one of them 
told what he thought the elephant was like. The wise man calmly explained 
to them, “All of you are right. The reason every one of you is telling it differ-
ently because each one of you touched the different part of the elephant. So, 
actually the elephant has all those features what you all said.”

“Oh!” everyone said. There was no more fight. They felt happy that they 
were all right.”

7 Biophysical Methods to Investigate Intrinsically Disordered Proteins
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4  Techniques for the Analysis of Intrinsically  
Disordered Proteins

4.1  X-Ray Crystallography: Regions with Missing Electron 
Density and High B-Factor

In X-ray crystallographic experiments, the increased flexibility of atoms in disor-
dered regions leads to non-coherent X-ray scattering and makes them “invisible”, 
therefore giving rise to regions with missing electron density. Many proteins in the 
Protein Data Bank (PDB)1 have portions of their sequences missing from the de-
termined structures (so-called missing electron density) (Bloomer et al. 1978; Bode 
et al. 1978), with these unobserved atoms being assumed to be disordered. Curi-
ously, the use of the term “disorder” by crystallographers when describing missing 
regions of electron density has a long history (Arnone et al. 1971). Many studies 
have demonstrated the biased nature of the PDB toward ordered proteins (Peng 
et al. 2004; Gerstein 1998). In fact, intrinsically disordered proteins are under-rep-
resented in the PDB, with roughly 6 % of the proteins in the dataset of PDB proteins 
that share less than 25 % sequence identity presenting long (≥ 30 consecutive amino 
acids) regions of missing residues (Le Gall et al. 2007). Although some missing 
density corresponds to wobbly, structured domains rather than to intrinsically disor-
dered ensembles, such wobbly domains are evidently not very common among the 
long regions of missing electron density (Radivojac et al. 2004).

Traditionally, searching the PDB for regions with missing electron density (e.g. 
by using the “REMARK 465 MISSING RESIDUE” option of the PDB file) repre-
sents one of the classical approaches for finding experimentally validated IDPRs. 
This approach is used, for example, in MobiDB2 to show PDB-based experimental 
disorder in a query protein (Di Domenico et al. 2012).

Besides the regions of missing electron density, crystallized proteins often con-
tain regions with a high B-factor (the B-factor of the α-carbon and the B-factor aver-
aged over the four backbone atoms are the commonly used measures of the residue 
flexibility of folded proteins (Karplus and Schulz 1985; Vihinen et al. 1994; Kundu 
et al. 2002)), which in crystal structures of macromolecules reflects the uncertainty 
in atom positions in the model and often represents the combined effects of thermal 
vibrations and static disorder (Rhodes 1993). In order to differentiate between flex-
ible but ordered regions and IDPRs, comparisons were made among four categories 
of protein flexibility: low-B-factor ordered regions, high-B-factor ordered regions, 
short disordered regions, and long disordered regions (with the last two categories 
being selected as the short and long regions of missing electron density, respec-
tively) (Radivojac et al. 2004). The high-B-factor regions were shown to be more 
similar to IDPRs than to ordered regions with low-B-factor. Furthermore, the ob-
served distinctive amino acid biases of high-B-factor ordered regions, short IDPRs, 
and long IDPRs clearly indicated that the sequence determinants for these flex-
ibility categories differ from one another, suggesting that the amino acid attributes 

1 http://www.rcsb.org.
2 http://mobidb.bio.unipd.it/.
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that specify flexibility and intrinsic disorder are distinct and not merely quantitative 
differences on a continuum (Radivojac et al. 2004).

4.2  NMR: Another High-Resolution Technique  
for the Characterization of Protein Disorder

Since the detailed consideration of the peculiarities of application of NMR-based 
techniques for the structural characterization of IDPs/IDPRs is given in several 
preceding chapters (Chaps. 3–5), only a few very basic points are given below. 
Heteronuclear multidimensional NMR can be used for gaining precise structural in-
formation on IDPs/IDPRs and can also provide direct measurement of the mobility 
of IDPRs. Recent advances in this technology have allowed the complete assign-
ment of resonances for several unfolded and partially folded proteins (Chap. 3), as 
well as the disordered fragments of folded proteins (Wright and Dyson 1999; Dyson 
and Wright 2002; Eliezer 2007, 2009; Mittag and Forman-Kay 2007; Jensen et al. 
2009).

Although long-range contacts in IDPs are transient and difficult to detect by 
traditional NMR approaches (such as chemical shifts or long-range nuclear Over-
hauser effects (NOEs) typically used for obtaining topological distance constraints 
in well-structured proteins), paramagnetic relaxation enhancement (PRE) has been 
shown to be a highly successful tool for the unambiguous detection of the long-
range contacts in disordered protein ensembles (Eliezer 2009).

4.3 Techniques for the Analysis of Intrinsic Disorder in Cells

In-cell NMR spectroscopy represents a very promising approach for the structural 
characterization of IDPs in their natural environments, i.e. within cells. In fact, the 
acquisition of heteronuclear multidimensional NMR spectra of biomacromolecules 
inside living cells is the only currently available technique for investigating the 3D 
structure and dynamics of proteins at atomic detail in the intracellular environment. 
Successful in-cell characterizations of IDPs have been reported for both bacterial 
and eukaryotic cells (Dedmon et al. 2002; Li et al. 2008; McNulty et al. 2006; Bod-
art et al. 2008; Binolfi et al. 2012; Freedberg and Selenko 2014; Takaoka et al. 2013; 
Selenko and Wagner 2007; Theillet et al. 2014). Peculiarities of the in-cell NMR 
analysis of IDPs are described elsewhere in this book (Chap. 10) and therefore will 
not be discussed in this chapter.

Another spectroscopic technique, Fourier transform infrared (FTIR) microspec-
troscopy (Orsini et al. 2000), can also be used for the characterization of complex 
biological systems (Shaw et al. 1999; Shaw and Mantsch 1999; Heraud and Tobin 
2009) such as intact cells, tissues, and even whole model organisms (Wood et al. 
2008; Ami et al. 2008; Walsh et al. 2009; Kretlow et al. 2006; Ami et al. 2004; Ami 
et al. 2012). This non-invasive and label free approach provides a unique molecular 
fingerprint that contains information on the composition and structure of the main 
cellular biomolecules such as proteins, nucleic acids, lipids, and  carbohydrates. 
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Therefore, FTIR microspectroscopy provides an invaluable tool for the in situ anal-
ysis of various biological processes that take place within the biological system. 
This spectroscopic approach was successfully used to monitor in situ protein fold-
ing and aggregation (Diomede et al. 2010; Gonzalez-Montalban et al. 2008; Doglia 
et al. 2008; Kneipp et al. 2003; Choo et al. 1996), cell differentiation (Ami et al. 
2008; Tanthanuch et al. 2010), and cancerogenesis (Kelly et al. 2009; Schultz et al. 
1997).

Utilization of the susceptibility of IDPs to the 20 S proteasome is an alternative 
approach for the operational determination of these proteins inside the cell (Tsvet-
kov et al. 2008; Tsvetkov and Shaul 2012). In fact, both IDPs and ordered proteins 
are subjected to proteasomal degradation. However, unlike ordered proteins that 
have to unfold prior degradation within the 20 S catalytic subunit of the proteasome, 
there is no crucial need of protein unfolding step for the IDPs to be degraded by 
the proteasome. As a result, IDPs can be degraded by the 20 S proteasome subunit 
by default, without being polyubiquitinated or undergoing any other modifications. 
However, they can escape degradation by default by a number of mechanisms, with 
a more general one being interaction with a partner, a “nanny” protein. Therefore, 
one can define IDP by conducting a set of specially designed cell free and cell 
culture experiments (Tsvetkov et al. 2008; Tsvetkov and Shaul 2012). IDPs and 
IDPRs are also characterized by an increased susceptibility to proteolytic degrada-
tion in vitro and therefore limited proteolysis can be used to indirectly confirm their 
increased flexibility (Dunker et al. 2001; Iakoucheva et al. 2001a; Fontana et al. 
1986, 1993, 1997a, b).

Fast relaxation imaging (FReI) is a promising method based on making mov-
ies of fast protein dynamics inside living cells (Ebbinghaus et al. 2010; Dhar et al. 
2012; Dhar and Gruebele 2011). Here, a combination of temperature jumps and 
Förster resonance energy transfer (FRET) imaging is used to probe biomolecular 
dynamics and stability inside a single living cell with high spatiotemporal resolu-
tion (Ebbinghaus et al. 2010). Protein dynamics are measured by jumping the tem-
perature of the cell up by a few degrees with an infrared laser, and then monitoring 
FRET by imaging fluorescence in the donor and acceptor (Dhar et al. 2012). The 
corresponding FReI sample consists of live cells expressing a recombinant protein 
of interest sandwiched between two fluorescent proteins that comprise a FRET pair. 
The protein stability and folding/aggregation/binding kinetics in vivo are evaluated 
based on the assumption that the average distance between FRET pairs will change 
upon (un)folding or aggregation (Ebbinghaus et al. 2010; Dhar et al. 2012; Dhar 
and Gruebele 2011).

4.4 Low-Resolution Spectroscopic Techniques

4.4.1 Tools for Protein Secondary Structure Analysis

Low levels of ordered secondary structure may be detected by several spectroscopic 
techniques including far ultra violet (UV) CD (Adler et al. 1973; Provencher and 
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Glockner 1981; Johnson 1988; Woody 1995; Fasman 1996; Kelly and Price 1997; 
Vassilenko and Uversky 2002), optical rotatory dispersion (ORD) (Chen et al. 
2003a), Fourier transform infrared spectroscopy (FTIR) (Uversky et al. 2000a), Ra-
man optical activity (Smyth et al. 2001), and deep-UV resonance Raman spectros-
copy (Xu et al. 2005; Xu et al. 2008).

4.4.1.1  Some Basic Principles of Circular Dicroism (CD) and Optical Rotation 
Dispersion (ORD)

Circular dicroism (CD) and optical rotation (OR) phenomena are defined by the un-
equal absorption and refraction of left- and right-handed circularly polarized light by 
matter. These phenomena occur when asymmetric/chiral molecules (enantiomers) 
or molecules/chromophores in the asymmetric environment interact with polarized 
light. The electric field, E, of the linearly polarized light oscillates sinusoidally in 
a single plane. When viewed from the front, the sinusoidal wave can be visualized 
as the resultant of two vectors of equal length, which trace out circles, one which 
rotates clockwise ( ER) and the other which rotates counterclockwise ( EL). There-
fore, a linearly polarized wave can be considered a superposition of a right- and a 
left-handed circular polarized wave of the same frequency and phase.

The asymmetric or optically active molecules may absorb right- and left-handed 
circularly polarized light to different extents and also have different indices of re-
fraction for the two waves. As a result of this unequal refraction and absorption of 
left- and right-handed circularly polarized light, the plane of the light wave is ro-
tated and the addition of the differently absorbed ER and EL components generates 
the elliptically polarized light. The phenomenon of different refraction is associated 
with optical rotatory dispersion (ORD), whereas different absorption of left- and 
right-handed circularly polarized light gives rise to circular dichroism (CD).

OR originates in the optically active media, where left- and right-circularly 
polarized waves propagate with different speeds due to the fact that these media 
have different refractive indices for left- and right-handed circularly polarized light: 
nL ≠ nR. Due to the different refractive index for the two waves, their electric field 
vectors rotate at different speeds. Superposition of the two waves after a distance d 
yields a linearly polarized wave with the polarization plane rotated by an angle of 
rotation α that depends on the wavelength and the difference of the two refractive 
indices Δn = nL—nR. In other words, because of the inequality of nL and nR, there 
is the inclination of the plane of polarization of the superposition of left- and right 
handed light after passing through the optically active medium. One should keep 
in mind that the typical difference of the two refractive indices Δn is in the order of 
10−6, being therefore very small in comparison with the nL and nR values, which are 
usually between 1.0 and 1.8. However, one can measure Δn by measuring the rota-
tion of the linearly polarized light. OR is typically reported as specific rotation [α] 
defined by the following equation: [α] = 100 × α/lC, where l is the pathlength in dm 
and C is the concentration in g/100 ml. A plot of [α] versus wavelength represents 
the ORD spectrum.
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The absorption of light by a chromophore is characterized by an absorption band 
that has a maximum at a particular wavelength λmax. In the case of an optically ac-
tive substance, a corresponding ORD spectrum is characterized by specific anoma-
lous behavior in the neighborhood of the absorption band. Here, the OR absolute 
magnitude at first varies rapidly with wavelength, crosses zero at absorption maxi-
mum and then again varies rapidly with wavelength but in opposite direction. This 
phenomenon is known as Cotton effect, which is said to be positive if the optical 
rotation first increases as the wavelength decreases, and negative if the rotation first 
decreases (Djerassi 1960).

CD spectroscopy is a simple and powerful technique for the assessment of the 
secondary structure of a protein or protein domain. In fact, the alignment of the 
chromophores of the amides of the polypeptide backbone of proteins in ordered ar-
rays of different secondary structure elements results in the shifting of their optical 
transitions or leads to the splitting of their optical transitions into multiple transi-
tions due to “exciton” interactions (Greenfield 2006).

CD is reported either in units of Δε, which is the difference in absorbance of ER 
and EL by an asymmetric molecule (i.e., the difference in the extinction coefficients 
for the right- and left-circularly polarized light), or in degrees (ellipticity). Here, el-
lipticity is defined as the angle whose tangent is the ratio of the minor to the major 
axis of the ellipse; i.e., tan θ = ( ER − EL)/( ER + EL). The two mentioned parameters [θ] 
(molar ellipticity measured in deg × cm2/dmol) and ΔE are related via the follow-
ing equation: [θ]= 3298.2Δε = 100 × θ/lC, where l is the cell pathlength, and C is the 
protein concentration.

Since typical CD spectra report on the π → π* and n → π* transitions of the same 
structural motifs (Woody 1968), CD spectroscopy is sensitive to global secondary 
structure and has long been used to monitor the amount of α-helix, β-sheet and ran-
dom coil in proteins. In fact, because of different chromophore arrays interact with 
light differently, different elements of protein secondary structure have character-
istic CD spectra. For example, stable α-helices have negative bands at 222 nm and 
208 nm and a positive band at 193 nm, β-structural proteins have a negative band 
at 218 nm and a positive band at 195 nm, whereas disordered proteins have very 
low ellipticity above 210 nm and are characterized by a negative band near 195 nm 
(Greenfield 2006). Furthermore, a CD spectrum of any protein can be considered as 
a simple weighted sum of these reference spectra (Greenfield and Fasman 1969). A 
more accurate approach is based on assumption that a CD spectrum can be analyzed 
as a linear combination of the CD spectra of proteins whose secondary structure is 
known from X-ray crystallography (Provencher and Glockner 1981). This analysis 
is particularly sensitive for the evaluation of α-helical and β-sheet structures, where-
as the β-turn and remainder structures are determined with essentially lower accu-
racies (Provencher and Glockner 1981). Although classical Provencher-Glockner 
type of analysis is heavily dependent on accurate evaluation of protein concentra-
tion, a more recent study showed that protein secondary structure can be estimated 
rather well independently of protein concentration (Raussens et al. 2003). In this 
approach, a single-wavelength normalization procedure is made first, and then a 
quadratic model equation including one or two wavelength intensities is applied. As 
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a result, protein secondary structure is estimated based on the information on the 
values of CD signal at 193.0 nm, 196.0 nm, 207.0 nm (the point of normalization), 
211.0 nm, and 234.0 nm (Raussens et al. 2003).

4.4.1.2 Circular Dichroism of Extended IDPs

Despite the fact that CD spectroscopy cannot provide the secondary structure of 
specific residues and therefore belongs to the category of the low-resolution struc-
tural techniques, this approach is definitely a tool of choice for the reliable and rela-
tively fast evaluation of the overall secondary structure content in a given protein or 
peptide. Among obvious advantages of CD is the ability of this method to be used 
for the analysis of diluted samples (e.g., containing 20 µg or less of protein) in aque-
ous solutions under physiological conditions.

One should keep in mind that even extended IDPs (which are typically consid-
ered as the most disordered species of natural proteins) are not random coil poly-
peptides since their different regions possess specific conformational preferences, 
exhibiting dynamic secondary structure elements or residual secondary structure 
(Uversky 2002b). These dynamic secondary structure elements can be stabilized 
or perturbed by different chemical (solvent, ionic strength, pH) or physical (tem-
perature) agents, by post-translational modifications, and by ligands (Chemes et al. 
2012).

Figure 7.1a represents the far-UV CD spectra of several extended IDPs 
(α-synuclein, prothymosin α, phosphodiesterase γ-subunit, and caldesmon 636–771 
fragment) in comparison with the far-UV CD spectra of typical ordered proteins. 
One can see that extended IDPs possess distinctive far-UV CD spectra with char-
acteristic deep minima in the vicinity of 200 nm, and relatively low ellipticity at 
220 nm. The analysis of these spectra yields a low content of ordered secondary 
structure (α-helices and β-sheets). It has been emphasized that distinctive features 
of far-UV CD spectra can be used to differentiate native coils and native pre-molten 
globules (Uversky 2002a). In fact, Fig. 7.1b represents a “double wavelength” plot, 
[θ]222 vs. [θ]200, that was proposed as a tool to assort extended IDPs into two non-
overlapping groups characterized by different levels of residual secondary structure 
(Uversky 2002a). Figure 7.1b shows that approximately half of the ~ 100 proteins 
analysed by far-UV CD spectroscopy possessed the far-UV CD spectra characteristic 
of almost completely unfolded polypeptide chains: with [θ]200 = − (18,900 ± 2,800) 
deg·cm2·dmol−1 and [θ]222 = − (1700 ± 700) deg·cm2·dmol−1. On the other hand, 
the other half of these proteins possessed CD spectra consistent with the existence 
of some residual secondary structure, thereby resembling the pre-molten globule 
states of globular proteins (with [θ]200 = − (10700 ± 1,300) deg·cm2·dmol−1 and 
[θ]222 = − (3,900 ± 1,100) deg·cm2·dmol−1) (Uversky 2002a).

It was also emphasized that the difference in the shape of far-UV CD spectra 
alone does not provide exclusive grounds for an unambiguous discrimination be-
tween these two classes of extended IDPs. However, among more than 100 pro-
teins with a coil-like shape of far-UV CD spectrum (Uversky 2002a), 23 proteins 
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Fig. 7.1  Evaluating the secondary structure of extended IDPs by CD spectroscopy. a Far-UV 
CD spectra of extended IDPs, α-synuclein ( black line), prothymosin α( yellow line), caldesmon 
636–771 fragment ( green line), and phosphodiesterase γ-subunit ( red line). Far-UV CD spec-
tra of a typical ordered protein (apomyoglobin) in different conformational states are shown for 
comparison as a set of blue lines. Spectra for folded, acid unfolded (pH 2.0) and a partially folded 
form stabilized at pH 2 by salt (50 mM Na2SO4) are shown as solid, short dash, and dash-dot-
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were simultaneously characterized by CD and hydrodynamic methods (see below), 
making classification more certain. Intrinsic pre-molten globules and intrinsic coils 
studied by both techniques are indicated in Fig. 7.1b as white-dotted and black-dot-
ted symbols, respectively. These data clearly showed that the more compact poly-
peptides (with the pre-molten globule-like hydrodynamic characteristics) possessed 
larger amounts of residual secondary structure than the less compact, coil-like IDPs 
(Uversky 2002a). This situation represents a nice illustration of the importance of 
the multiparametric approach, since it shows that the simultaneous application of 
CD spectroscopy and hydrodynamic analysis provides very strong evidence for 
the notion that extended IDPs should be subdivided into two structurally distinct 
groups: intrinsic coils and intrinsic pre-molten globules (Uversky 2002a).

4.4.1.3  Optical Rotatory Dispersion (ORD) in Analysis of Protein  
Secondary Structure

In addition to CD, a useful polarization spectroscopy technique for the analysis of 
protein secondary structure is optical rotation (OR) (Chen and Kliger 2012) in the 
form of optical rotatory dispersion (ORD) (Keston and Lospalluto 1953) or time-re-
solved optical rotatory dispersion (TRORD) (Lewis et al. 1985; Milder et al. 1990; 
Chen et al. 2010). ORD and CD measurements are analytically interconvertible by 
use of the Kramers-Kronig transform (Moscowitz 1962), and therefore they report 
the same secondary structure information. There are important practical differences 
between the two methods. In comparison to CD, ORD measurements have the ad-
vantage that the signals can be monitored away from the absorption bands (Gratzer 
and Cowburn 1969). This enhances the amount of light transmitted by the solution 
and renders it a sensitive probe for changes in protein structure. However, for this 
very reason, which offers a signal-to-noise advantage to ORD measurements, there 
are also more difficulties in the interpretation of ORD due to multiple Cotton con-
tributions to the tail of the signal.

Already early studies revealed the usefulness of ORD for structural and con-
formational analysis of proteins and polypeptides (Jirgensons and Hnilica 1965; 
Jirgensons 1965). In fact, it has been shown that the ORD spectrum of polyglutamic 
acid in a disordered form is very different from the α-helical form of this polypep-
tide, that 20 of 28 globular proteins have ORD spectra closely resembling those of 
α-helical polyglutamic acid, and that denaturation of enzymes by acid, alkali, or 
the detergent sodium dodecyl sulfate was not accompanied by complete disorga-
nization of their structure (Jirgensons 1965). These and other studies revealed that 
protein secondary structure can be efficiently evaluated the analysis of their ORD 
spectra (Chen et al. 1972).
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dot lines, respectively. b Analysis of the far-UV CD spectra in terms of double wavelength plot, 
[θ]222 vs. [θ]200, provides a means for division of the extended IDPs into coil-like ( red circles) and 
pre-molten globule-like ( PMG-like) subclasses ( pink circles). Intrinsic pre-molten globules and 
intrinsic coils for which the hydrodynamic parameters were measured are marked by white-dotted 
symbols. Data from (Uversky 2002a) were used to make this plot
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Far-UV time-resolved ORD (TRORD) was shown to give significant second-
ary structure insights into the kinetics of many protein function-related reactions 
(e.g. phytochrome, myoglobin, photoactive yellow protein, and light-, oxygen-, or 
voltage-regulated domains (Chen et al. 1993; Chen et al. 1997; Chen et al. 2007b; 
Chen et al. 2003b; Chen and Kliger 1996)) and folding reactions (e.g. cytochrome 
c and azobenzene cross-linked peptides (Chen et al. 1998; Chen et al. 1999; Chen 
et al. 2003c, 2004; Chen et al. 2003d; Chen et al. 2007a; Chen et al. 2008)).

4.4.1.4 Fourier-Transform Infrared Spectroscopy (FTIR)

FTIR spectroscopy is one of the most powerful tools for the study of protein confor-
mation, dynamics, and aggregation (Arrondo et al. 1993; Arrondo and Goni 1999; 
Seshadri et al. 1999; Barth and Zscherp 2002; Barth 2007; Goormaghtigh et al. 
1994c, b, a; Natalello and Doglia 2010). Infrared light can be absorbed by a molecu-
lar vibration when the frequencies of light and vibration coincide. The frequency of 
the vibration and the probability of absorption depend on the strength and polarity 
of the vibrating bonds and are therefore influenced by intra- and intermolecular ef-
fects. In first approximation, the relationships between the vibrational spectrum of 
a molecule and its structure and environment can be illustrated reasonably well by 
the simple two-atomic oscillator. According to this approximation, the frequency 
of such a two-atomic oscillator increases when the force constant increases, that 
is when the bond strength increases. As a result, double and triple bonds absorb at 
higher wavenumber than single bonds since for double and triple bonds the force 
constant is approximately twice or three times that of a single bond. The second fac-
tor significantly influencing the frequency of oscillations is related to the masses of 
the vibrating atoms, with smaller atoms being characterized by the faster vibration. 
Also, different types of vibrations are typically distinguished in a molecule with 
several atoms: stretching vibrations (where the bond length elongates and contracts 
periodically), bending vibrations (where the bond angle of a 3-atomic fragment of 
the molecule changes in plane or out of plane), and torsional vibrations (where the 
torsional angle of a 4-atomic fragment of the molecule oscillates). Bond lengths and 
bond angles are known as internal coordinates of a molecule. In a typical situation, 
several of such internal coordinates are coupled and oscillate together with the same 
frequency and pass through their equilibrium position at the same time. Such type 
of motion, termed a normal mode of vibration, corresponds to a vibrational degree 
of freedom. Each normal mode is independent from the others.

There are several normal modes describing the behaviour of a polypeptide chain, 
whose structural repeat unit, the peptide group, generates up to nine characteristic 
bands named amide A, B, I, II, III, IV, V, VI, and VII, with amide I and amide II 
being the two major bands of protein infrared spectrum. Some of these modes are 
briefly described below.

N-H stretching vibrations—amides A and B (~ 3300 and ~ 3170 cm−1). The N-H 
stretching vibration gives rise to the amide A band which is located between 3310 
and 3270 cm−1. This type of vibration exists exclusively within the NH group and 
is therefore insensitive to the conformation of the polypeptide backbone, being, 
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however, strongly dependent on the strength of the hydrogen bond. Both the amide 
A and amide B bands (which corresponds to the weak absorption between 3100 and 
3030 cm−1) are the parts of the Fermi resonance between the first overtone of amide 
II and the N-H stretching vibration. In α-helical polypeptides, the N-H stretching 
vibration is resonant with an overtone of the amide II vibration, in β-sheets with an 
amide II combination mode (Barth 2007).

C = O stretching—amide I (~ 1650 cm−1). The amide I vibration corresponds to 
absorption near 1650 cm−1. This band arises mainly from the C = O stretching vibra-
tion with minor contributions from the out-of-phase C-N stretching vibration, the 
C-C-N deformation, and the N-H in-plane bend (Barth 2007). The latter is respon-
sible for the sensitivity of the amide I band to N-deuteration of the backbone. The 
extent to which the several internal coordinates contribute to the amide I normal 
mode depends on the backbone structure (Krimm and Bandekar 1986).

Although the amide I vibration is known to be affected by the nature of the side 
chain (Measey et al. 2005), the strong dependence of this vibration mode on sec-
ondary structure of the backbone determines the wide usage of the amide vibration 
for secondary structure analysis in protein structural studies. In fact, major types 
of protein secondary structure have specific contributions to the overall infrared 
spectrum of a protein. Although these secondary structure-related bands are broad-
ened, essentially overlapped, and typically cannot be directly distinguished in the 
amide envelope, they can be efficiently resolved using a Fourier self-deconvolution 
protocol (Susi and Byler 1986; Byler and Susi 1986; Susi and Byler 1987). For 
example, β-turns absorb in the 1682–1662 cm−1 region, whereas β-sheet structure 
is characterized by the peaks at the 1689–1682 and 1637–1613 cm−1, with intramo-
lecular antiparallel β-sheets being ascribed to the 1630–1640 cm−1 region, α-helices 
and 310-helices have peaks at 1648–1658 cm−1 and 1660–1666 cm−1 respectively, 
whereas unordered structure has a broad band at within the 1645–1637 cm−1 region 
(Barth 2007; Barth and Zscherp 2002).

Amide II (~ 1550 cm−1). The amide II mode is the out-of-phase combination of 
the N-H in plane bend and the C-N stretching vibration with smaller contributions 
from the C = O in plane bend and the C-C and N-C stretching vibrations (Barth 
2007). Similar to the amide I vibration, the amide II vibration is hardly affected by 
side chain vibrations. Although the correlation between secondary structure types 
and frequency of the amide II vibration is less straightforward than that for the am-
ide I vibration (Barth 2007; Jackson and Mantsch 1991), this band can be used for 
obtaining valuable structural information and secondary structure evaluation (Oberg 
et al. 2004). In fact, the very useful application of the amide II band in protein struc-
ture analysis is based on the observation that N-deuteration converts the amide II 
mode to largely a C-N stretching vibration at 1490–1460 cm−1 (named amide II´ 
mode) (Barth 2007). Since the N-2H bending vibration has a considerably lower fre-
quency than the N-1H bending vibration, it does not couple with the C-N stretching 
vibration anymore, but is mixed with some other modes in the 1070 − 900 cm−1 re-
gion (Barth 2007). Because N-H bending contributes to the amide II mode but not to 
the amide II´ mode, both modes are differently affected by backbone  conformation 
and the environment of the amide group. For example, hydrogen bonding will be 
sensed predominantly by the NH bending vibration, which contributes to the amide 
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II but not to the amide II´ vibration. As a result, the effect of a hydrogen bond will 
be larger on the amide II vibration than on the amide II´ vibration (Barth 2007).
Amide III (1400 − 1200 cm−1). The amide III mode is the in-phase combination 

of the N-H bending and the C-N stretching vibration with small contributions from 
the C = O in plane bending and the C-C stretching vibration. In polypeptides and 
proteins, the composition of this mode is more complex, since it depends on side 
chain structure and since N-H bending contributes to several modes in the 1400 to 
1200 cm−1 region (Barth 2007). Despite the noticeable side chain contributions to 
the amide III, this mode can be used for secondary structure prediction (Cai and 
Singh 1999, 2004). Upon N-deuteration, the N-2H bending vibration separates out 
and the other coordinates become redistributed into other modes (Barth 2007).

The mentioned correlation between the vibrational spectra and helix, coil, sheet 
and turn structural motifs allows conformations that affect the C = O and N-H 
stretches of the amide bands to be monitored (Callender and Dyer 2002; Callen-
der et al. 1998). IR spectra are sensitive to backbone secondary structures and to 
the formation of intermolecular β-sheets in protein aggregates. Furthermore, FTIR 
spectroscopy allows the examination of not only proteins in solution but also highly 
scattering protein aggregates (Natalello et al. 2012). This technique has been suc-
cessfully applied for the characterization of IDP native secondary structure, induced 
folding, and aggregation (Natalello and Doglia 2010).

4.4.1.5 Raman Spectroscopy

Raman spectroscopy has emerged as a valuable tool for exploring the structure and 
dynamics of biomolecules over the last 40 years (Small et al. 1970). This technique 
relies on inelastic scattering, also known as Raman scattering, of the monochromat-
ic light by matter, where the laser light interacts with molecular vibrations, phonons 
or other excitations in the system, resulting in the energy of the laser photons being 
shifted up or down. This shift in energy gives information about the vibrational 
modes in the system. Therefore, similar to infrared (IR) absorption, Raman scat-
tering spectroscopy provides information on the vibrational, rotational, and other 
 low-frequency modes in a system. Therefore these two techniques provide comple-
mentary information. Importantly, although both techniques depend on the same 
types of transitions, the technique-specific selection rules are somewhat different. 
As a result, weak bands in the IR may be strong in the Raman and vice versa (Pel-
ton and McLean 2000). Typical Raman spectra reflect the difference between the 
incident and scattered radiation frequencies which depend on the types of bonds and 
their modes of vibration (Pelton and McLean 2000).

While resonance Raman, which involves the excitation of molecules within the 
wavenumber range of optical absorption of chromophores, is very frequently uti-
lized to probe site-specific structural changes, non-resonance Raman spectroscopy 
can still be used to explore the secondary structure changes of proteins and peptides 
in a way similar to IR spectroscopy, i.e. by measuring and analysing the band pro-
files of amide backbone modes (Bandekar 1992).



231

In terms of application to IDPs, Raman spectroscopy can be used for the struc-
tural analysis and description of conformational changes of peptide backbones 
(Schweitzer-Stenner et al. 2012a). It has been emphasized that Raman spectroscopy 
has the ability to provide a variety of probes to look into the structure of disordered 
polypeptides (Maiti et al. 2004). Raman studies of protein secondary structure have 
followed the approach taken by CD studies and focused on correlating the posi-
tions of the amide I and amide III vibrations with the crystallographically deter-
mined fraction of each secondary structural element present in globular proteins 
(Williams 1986; Berjot et al. 1987; Thomas 2002; Sane et al. 1999). In relation to 
structural analysis of IDPs, Raman spectroscopy has several important advantages 
for characterization of their vibrational spectra and secondary structural tendencies 
(Maiti et al. 2004). An illustrative example of the power of Raman spectroscopy in 
conformational analysis of IDPs is given by the work of Maiti et al., who showed 
that this technique provides a reliable structural description of α-synuclein in the 
presence and absence of methanol, sodium dodecyl sulfate (SDS), and hexafluoro-
2-propanol (HFIP) (Maiti et al. 2004).

Another important Raman scattering-based technique is Raman optical activity 
(ROA), which is able to determine the vibrational optical activity by measuring a 
small difference in the intensity of Raman scattering from chiral molecules in right- 
and left-circularly polarized incident laser light, or, equivalently, as the intensity of 
a small circularly polarized component in the scattered light using incident light of 
fixed polarization (Barron et al. 2000). Contrarily to the conventional Raman spec-
trum of a protein, which is dominated by bands arising from the amino acid side 
chains that often obscure the peptide backbone bands, the largest signals in a ROA 
spectrum are often associated with vibrational coordinates that sample the most 
rigid and chiral parts of the structure; i.e., the protein backbone (Barron et al. 2000). 
As a result, protein ROA spectra contain information on the secondary and tertiary 
structure of the polypeptide backbone, backbone hydration and side chain confor-
mation. In addition to structural description of ordered proteins, ROA can also be 
used to analyze the structural elements present in unfolded and partially unfolded 
states of globular proteins, as well as for the structural analysis of IDPs (Smyth et al. 
2001; Syme et al. 2002; Zhu et al. 2005). Surprisingly, the Raman optical activity 
spectra of several IDPs (such bovine β- and κ-caseins, recombinant human α-, β-, 
and γ-synuclein, together with the A30P and A53T mutants of α-synuclein associ-
ated with familial cases of Parkinson’s disease, and recombinant human tau46 pro-
tein together with the tau46 P301 L mutant associated with inherited frontotemporal 
dementia) were shown to be very similar, being dominated by a strong positive band 
centred at approximately 1318 cm−1 that may be due to the polyproline II (PPII) 
helical conformation (Syme et al. 2002).

4.4.2 Vibrational and Electron Paramagnetic Resonance Spectroscopy

A very useful development of IR spectroscopy is isotope-edited IR spectroscopy, 
which is a powerful tool for studying the structural and dynamic properties of 
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 peptides and proteins with site-specific resolution (Buchner and Kubelka 2012). 
Here, isotopically labelled amino acids are introduced at specific locations within 
the protein of interest (Tadesse et al. 1991; Decatur 2006). Since amide I vibrations 
of 13C labelled residues are decoupled from 12C vibrations and result in a separate 
signal shifted to lower wavenumbers, this technique provides information on the lo-
cal structure within the labelled protein segment (Buchner and Kubelka 2012) and 
can be used for the analysis of the backbone conformation (secondary structure) of 
the labelled region (Huang et al. 2004), as well as to follow changes in tertiary struc-
ture that can be probed through the solvent exposure of labelled amides (Manas 
et al. 2000; Walsh et al. 2003; Brewer et al. 2007; Fesinmeyer et al. 2005).

Besides FTIR spectroscopy, vibrational circular dichroism (VCD) spectroscopy 
has emerged as a very powerful tool for the structural analysis of peptides and 
proteins (Keiderling 1996; Keiderling and Xu 2002). In the case of VCD, infrared 
rather than UV or visible light is used to probe the dichroisms of bands associated 
with transitions between the different vibrational energy levels of the electronic 
ground state of a molecule (Schweitzer-Stenner et al. 2012b). This serves as a mea-
sure of chirality in the vicinity of the respective chromophore as defined by the 
normal mode composition of the mode probed by the IR-absorption (Schweitzer-
Stenner et al. 2012b).

The fast intrinsic time scale of infrared absorption and the sensitivity of molecu-
lar vibrational frequencies to their environments can be applied with site-specificity 
by introducing the artificial amino acid β-thiocyanatoalanine, or cyanylated cyste-
ine, into chosen sites within IDPs (Yang et al. 2012). This cyanylation of cysteine, 
which converts the native cysteine thiol group to a covalently attached thiocya-
nate, represents a simple and useful approach for the structural analysis of IDPs 
based on the detection of a vibrationally active artificial amino acid. As described 
in (Yang et al. 2012): “The CN stretching band of aliphatic thiocyanate appears 
in an otherwise clear spectral window near 2160 cm−1 and is a reasonably strong 
infrared absorber (Choi et al. 2008; Maienschein-Cline and Londergan 2007). The 
CN stretching absorption frequency is sensitive to the local presence or absence 
of water (McMahon et al. 2010), as well as to the local electric field presented by 
the nearby structure (Fafarman et al. 2006). Its line-width is dynamically sensitive 
(Edelstein et al. 2010) to fluctuations of the local solvent and structure on the fs-ps 
time scale (which is the time scale of H-bond formation and breaking and dipolar 
reorientation).” It has been shown that this technique can be used in the analysis of 
partner-induced structural transitions in an IDP (Bischak et al. 2010).

Electron paramagnetic resonance (EPR) spectroscopy studies chemical species 
that have unpaired electrons, such as paramagnetic metalloproteins. EPR-sensitive 
reporter groups (spin labels or spin probes) can also be introduced into biological 
systems via site-directed spin-labelling (SDSL). SDSL is usually accomplished by 
cysteine-substitution mutagenesis followed by covalent modification of the unique 
sulfhydryl group with a selective nitroxide reagent (Feix and Klug 1998; Hubbell 
et al. 1996; Hubbell et al. 1998; Hubbell et al. 2000; Biswas et al. 2001; Columbus 
and Hubbell 2002; Hubbell et al. 2003; Fanucci and Cafiso 2006; Klare and Steinhoff 
2009; Altenbach et al. 1989; Altenbach et al. 1990). SDSL EPR spectroscopy has been 
shown to be a sensitive and powerful method for studying structural transitions within 
IDPs (Morin et al. 2006; Belle et al. 2008; Pirman et al. 2011; Habchi et al. 2012).
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4.4.3 Fluorescence-Based Techniques

Various fluorescence characteristics such as the shape and position of the intrinsic 
fluorescence spectrum, fluorescence anisotropy and lifetime, accessibility of the 
chromophore groups to external quenchers, steady-state and time-resolved parame-
ters of the fluorescent dyes, and fluorescence resonance energy transfer can be used 
to describe the intramolecular mobility and compactness of an IDP (Neyroz and Ci-
urli 2012). In addition to intrinsic fluorescence (e.g. tryptophan fluorescence), use-
ful information on the conformational behaviour of IDPs can be obtained by using 
the extrinsic fluorescence of labels covalently bound to IDPs, or probes that bind to 
proteins by weak non-covalent coupling. For example, binding of 8-anilino-1-naph-
thalenesulfonate (ANS) fluorescent probe to proteins is accompanied by a dramatic 
increase in the quantum yield of ANS fluorescence coupled with significant blue 
shift (Sulatskaya et al. 2012). As a result, this fluorescent probe is widely used 
for testing the presence of hydrophobic clusters and hydrophobic “pockets” in the 
structure of target objects (Stryer 1965; Peters Jr 1996), as well as for the analysis 
of partially folded intermediates (Semisotnov et al. 1991; Semisotnov et al. 1987; 
Goto and Fink 1989; Rodionova et al. 1989; Ptitsyn et al. 1990) and IDPs (Neyroz 
et al. 2006; Uversky et al. 2001; Bailey et al. 2001; Lavery and McEwan 2008).

The lifetimes of fluorescent states are very sensitive to the environment of the 
fluorophores. The advantage of measuring lifetimes comes from the fact that this 
can reveal the heterogeneity and dynamic properties of this environment (Schreurs 
et al. 2012). In fact, lifetime analysis can be used to characterize static and dynamic 
conformational properties and the heterogeneity of fluorescent groups in different 
areas of a protein and as a function of time for an evolving protein. The fluorescent 
groups involved are either natural amino acid side chains, such as tryptophan (Trp) 
or tyrosine (Tyr), or fluorescent labels covalently engineered into the protein. The 
phenomena that determine the lifetime of a fluorophore are its intrinsic properties, 
dynamic quenching by neighbouring groups, and exposure to the solvent, as well as 
FRET between different groups (Schreurs et al. 2012).

The distance dependence of FRET is a very useful tool for the characterization 
of polypeptide dynamics (Flory 1969; Stryer and Haugland 1967). The fluorescent 
donor and acceptor are attached to the polypeptide through synthesis or mutagen-
esis, with a defined separation in the primary sequence. In a dynamic polypeptide 
chain, FRET efficiency can be related to the root mean squared (rms) displacement 
in any direction, R Rrms = 〈 〉2 , or absolute distance in stable structures (Choi et al. 
2012). Such methods are used to examine polymer models of the denatured state 
of a protein (Chen and Rhoades 2008) and IDPs under native conditions (Ferreon 
et al. 2009; Weninger et al. 2008). Although ensemble FRET can provide valuable 
insights into IDPs, single molecule FRET (smFRET) can resolve sample heteroge-
neity and to some extent probe dynamics (Choi et al. 2012). FRET can measure dis-
tances and conformational fluctuations on the scale of 2–8 nm (Stryer and Haugland 
1967). For a highly disordered polypeptide chain, this corresponds to fluorophore 
separations of 50 to 175 residues in the primary sequence (Choi et al. 2012).

Measurements of dynamic FRET (Forster 1948, 1959, 1965; Steinberg 1971; 
Stryer et al. 1982; Van Der Meer 1994; Haas 2004), which is based on the dis-
tance dependent interactions between the excited state dipoles, can be applied for 
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the determination of long-range distances between the labelled sites in disordered 
or partially folded proteins (Haas 2012). Ensemble time resolved FRET (trFRET) 
and smFRET measurements of double labelled protein samples can be used for the 
analysis of distributions of intramolecular segmental end-to-end distances and for 
the monitoring and analysis of fast fluctuations and fast and slow conformational 
transitions within selected sections of the molecule (Haas 2012). FRET measure-
ments can also be used for the detection and analysis of intermolecular interactions 
(Haas 2012).

Fluorescence correlation spectroscopy (FCS) can be used for an accurate deter-
mination of the diffusion coefficient of fluorescently labelled subjects (Petrasek 
and Schwille 2008) including IDPs. This technique uses a confocal microscope to 
analyse the intensity fluctuations that appear over time, when fluorescent molecules 
are diffusing in and out of the confocal volume (Nath et al. 2012). This method can 
also uncover heterogeneity of diffusion coefficients and the formation of spikes 
when bright objects are formed. Such an analysis of heterogeneity over time can be 
quantified to study protein-DNA interactions (Vercammen et al. 2002) or complex 
formation (Buyens et al. 2008). Importantly, this technique can be used for vari-
ous analyses of proteins in vitro, in cellular extracts and inside cells. For example, 
using a combination of FCS and FRET it was shown that early aggregation steps 
of a classical IDP, α-synuclein, are characterized by a contagious conformational 
change (Nath et al. 2010).

4.4.4 Single Molecule Techniques

The basic idea of a single molecule experiment using FRET is very simple: a donor 
dye and an acceptor dye are attached to specific residues of a protein. If a protein 
molecule resides in the volume illuminated by the focused laser beam, excitation of 
the donor dye can result in energy transfer to the acceptor. The efficiency of energy 
transfer, which can be determined from the rates of detected donor and acceptor 
photons, depends on the distance between the fluorophores and can thus be related 
to the separation of the dyes (Schuler et al. 2012).

smFRET has been used to address a wide range of questions in protein folding 
and dynamics (Schuler and Eaton 2008; Schuler and Haran 2008). Due to the pos-
sibility for resolving conformational heterogeneity, the method is uniquely suited 
to probing the properties of proteins in their denatured and other non-native states 
(Schuler and Eaton 2008). The application of smFRET to IDPs has increased nota-
bly in the last few years (Ferreon et al. 2010). In addition to the analysis of immobi-
lized proteins, smFRET can be used within confocal microscopy settings (Schuler 
et al. 2012).

Immobilization of single fluorescently labelled molecules under conditions that 
retain their biological activity allows for extended smFRET-based observation of 
the same molecule for tens of seconds. This approach can capture slow conforma-
tional transitions or protein binding and unbinding cycles. Using an open geometry 
for immobilisation allows for direct observation of the response to changing solu-
tion conditions or ligand binding (Choi et al. 2012).
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Atomic force microscopy (AFM)-based single molecule force spectroscopy 
(SMFS) is one very useful technique for gaining information on the biophysical 
properties of IDPs (Oroz et al. 2012). In SMFS the protein of interest is stretched, 
typically in order to measure its mechanical resistance. This resistance is usually 
unique and characteristic in folded proteins. However, the different conformations 
of IDPs may also exhibit diverse mechanical properties. Therefore, SMFS provides 
a way to analyse the conformational plasticity of these proteins (Oroz et al. 2012). 
For example, SMFS measurements were used for the unique conformational analy-
sis of an IDP (such as α-synuclein) inserted as a domain in a chimeric multimodular 
polyprotein (Sandal et al. 2008). The insertion of an IDP into a chimeric polyprotein 
in which it is flanked by several globular domains, which act as both “molecular 
handles” and as internal mechanical gauges, is absolutely necessary to perform suf-
ficiently clean SMFS experiments (Sandal et al. 2008). This requirement limits the 
general usefulness of the technique, since the needed flanking modules unavoid-
ably influence the energy landscape of the IDP domain via steric and electrostatic 
effects, and its resulting conformational equilibria are thus different from those of 
the free IDP in the same conditions (Brucale et al. 2009). However, this technique 
can be used to assess the impact of a single factor of choice on the (perturbed) con-
formational distribution of a disordered domain (Brucale et al. 2012). For example, 
this approach was recently used to show that α-synuclein point mutations linked to 
familial Parkinson’s disease increase the propensity of the α-synuclein domain to 
acquire compact structures under the tested conditions (Brucale et al. 2009).

High-speed atomic force microscopy (HS-AFM) can not only visualize IDPs 
and IDPRs, but also generate molecular movies that can be used to gain important 
information on the mechanical properties of IDPRs (Ando and Kodera 2012). HS-
AFM can visualize IDPs that are weakly attached to a highly flat surface in solution, 
without chemical immobilization (Ando et al. 2003; Ando et al. 2001; Yamamoto 
et al. 2010; Ando et al. 2007). This technique was successfully applied for the ob-
servation of the dynamic behaviour of several proteins in action (Kodera et al. 2010; 
Shibata et al. 2010; Yamamoto et al. 2008; Milhiet et al. 2010). In application to 
IDPs, HS-AFM was shown to report the location of ordered and disordered regions 
in the molecules, mechanical properties of IDPRs, and the dynamic of order-disor-
der transitions of IDPRs (Ando and Kodera 2012).

4.5  Hydrodynamic Techniques and other Tools  
for the Evaluation of the Hydrodynamic  
Dimensions and Shapes of IDPs

Detailed information on the hydrodynamic dimensions of a polypeptide provide 
very important constraints for IDP structural characterization. IDPs have increased 
hydrodynamic volumes relative to ordered proteins of similar molecular mass. The 
degree of protein compaction can be evaluated by various techniques such as gel 
filtration, viscometry, small angle X-ray scattering (SAXS), small angle neutron 
scattering (SANS), sedimentation, and dynamic and static light scattering.
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One of the most unambiguous characteristics of the conformational state of a 
globular protein is its hydrodynamic dimensions. It was noted long ago that hydro-
dynamic techniques may help to recognize when a protein has lost all of its non-
covalent structure, i.e. when it becomes unfolded (Tanford 1968). This is because 
an essential increase in the hydrodynamic volume is associated with the unfolding 
of a protein molecule. It is known that globular proteins may exist in at least four 
different conformations—folded, molten globule, pre-molten globule and unfolded 
(Ptitsyn 1995; Uversky and Ptitsyn 1994, 1996b; Uversky 2002a, b, 2003)—which 
may easily be discriminated by the degree of compactness of the polypeptide chain. 
In fact, Fig. 7.2a shows that the hydrodynamic volume of a polypeptide chain in the 
molten globule, the pre-molten globule and the unfolded states, in comparison with 
that of the completely folded state, increases 1.5, ~ 3 and ~ 12 times, respectively. 
Finally, it has been established that folded and unfolded conformations of globular 
proteins possess very different molecular mass dependencies of their hydrodynamic 
radii, RS (Tanford 1968; Tcherkasskaya et al. 2003; Tcherkasskaya and Uversky 
2001, 2003).

Based on these considerations, hydrodynamic techniques were used to clarify the 
physical nature of extended IDPs. To illustrate a point, Fig. 7.2b compares log( RS) 
vs. log( M) curves for extended IDPs with the same dependencies for the folded, 
molten globule, pre-molten globule, and urea- or guanidinium chloride (GdmCl) 
unfolded globular proteins (Uversky 2002a). The log( RS) vs. log( M) dependencies 
for different conformations of globular proteins can be described by straight lines:

 (7.1)

 (7.2)

 (7.3)

 (7.4)

 (7.5)

Here F, MG, PMG, U(urea) and U(GdmCl) correspond to the folded, molten glob-
ule, pre-molten globule, urea-, and GdmCl-unfolded globular proteins, respectively.

As for the extended IDPs, Fig. 7.2b clearly shows that they can be divided into 
two groups based on their log( RS) vs. log( M) dependence. One group of the ex-
tended IDPs behaved as polymeric coils in poor solvent (denoted as IDP(coil)), 
whereas proteins from the other group were noticeably more compact, being close 
with respect to their hydrodynamic characteristics to pre-molten globules (denoted 
as IDP(PMG)) (Uversky 2002a):

 (7.6)

 (7.7)

log( ) = (0.204 0.024) + (0.357 0.005)  log( )F
SR M− × × ×

log( ) = (0.053 0.094) + (0.334 0.021) log( )MG
SR M− × × ×

log( ) = (0.21 0.18) + (0.392 0.041) log( )PMG
SR M− × × ×

( )log( ) = (0.649 0.024) + (0.521 0.004) log( )U urea
SR M− × × ×

( )log( ) = (0.723 0.024) + (0.543 0.007) log( )U GdmCl
SR M− × × ×

( )log( ) = (0.239 0.055) + (0.403 0.012) log( )IDP PMG
SR M− × × ×

( )log( ) = (0.551 0.032) + (0.493 0.008) log( )IDP coil
SR M− × × ×
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Fig. 7.2  Hydrodynamic dimensions of variously disordered IDPs. a Top line: Collapsed (molten 
globule-like, MG) disorder; extended (pre-molten globule-like, PMG) disorder; (coil-like, coil) 
disorder. An ordered globular protein of the same length is also shown for comparison. The fig-
ure represents model structures of a 100 residue-long polypeptide chain. Middle line: Relative 
hydrodynamic volumes occupied by a 100 residue-long polypeptide chain in these four conforma-
tions. Spheres in the middle lines show an increase in the hydrodynamic volume relative to the 
volume of the corresponding ordered protein. Modified from (Uversky and Dunker 2010). Bottom 
line: Apparent oligomerization states evaluated assuming that volumes occupied by differently 
disordered forms of a 100 residue-long polypeptide chain correspond to the oligomers of a 100 
residue-long folded/ordered protein. b Variation of the density of protein molecules ρ with protein 
molecular weight M for folded/ordered ( blue squares), molten globular ( dark pink diamonds), pre-
molten globular ( yellow circles), 8 M urea-unfolded ( blue-pink circles), and 6 M GdmCl-unfolded 
( red circles) conformational states of globular proteins and extended IDPs with coil-like ( pink 
circles) or pre-molten globule-like properties ( green circles). The data used to plot dependencies 
for native, molten globule, pre-molten globule and GdmCl-unfolded states of globular proteins are 
taken from (Tcherkasskaya and Uversky 2001)
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This dramatic dependence of the hydrodynamic dimensions of an IDP on the degree 
of disorderedness should definitely be taken into account to avoid misinterpretation 
of the experimental data.

SANS and SAXS (Chap. 8) have been used extensively for several decades to 
study the structural properties of polymers (Chu and Hsiao 2001; Schurtenberger 
2002) and bio-macromolecules (Doniach 2001; Heller 2010; Jacrot 1976; Koch 
et al. 2003; Lipfert and Doniach 2007; Putnam et al. 2007; Svergun and Koch 2002) 
in solution. These techniques provide useful information on several length-scales 
for unfolded systems (from radii of gyration over persistence lengths to cross-
sectional analysis). Although both SAXS and SANS have been applied to study 
the structural properties of unfolded proteins (Bernadό et al. 2005; Calmettes et al. 
1994; Doniach 2001; Gabel et al. 2009; Kataoka et al. 1995; Kirste et al. 1969; 
Kohn et al. 2004; Millet et al. 2002; Perez et al. 2001; Petrescu et al. 1997; Petrescu 
et al. 1998), it has been recognized that the study of polymer structures can benefit 
from contrast variation and specific deuterium-labelling using SANS (Rawiso et al. 
1987; Schurtenberger 2002; Gabel 2012).

Analysis of the SAXS data in the form of a Kratky plot (a plot of I(S)*S2 versus 
S, with I(S) being the scattering intensity, and S being the scattering vector given 
by 2sinθ/λ, where θ is the scattering angle and λ is the wavelength of the X-ray) 
can provide crucial information on the degree of globularity of a given protein. 
Here, the lack of a characteristic maximum on this plot can be taken as the indica-
tion of the absence of a tightly packed core in a protein molecule (Uversky et al. 
2000b; Uversky et al. 1999; Uversky et al. 2001b). Furthermore, SAXS can provide 
quantitative characterization of IDPs in solution via the utilization of the ensemble 
optimization method (EOM). Here, the flexibility of IDPs is taken into account 
by considering the coexistence of different conformations that are selected using 
a genetic algorithm from a pool containing a large number of randomly generated 
models covering the protein configurational space and that contribute to the ex-
perimental scattering pattern (Bernadό et al. 2007). A combination of SAXS with 
high-resolution techniques such as NMR can be used to generate reliable models 
and to gain unique structural insights into the IDP over multiple structural scales 
(Receveur-Brechot and Durand 2012).

The hydrodynamic size of an IDP is large compared to a folded protein of similar 
molecular mass and the resulting mass-to-size ratio is unusual (Receveur-Brechot 
et al. 2006; Uversky 2002b). The sedimentation coefficient, which can be obtained 
from sedimentation velocity (SV) analytical ultracentrifugation (AUC), is directly 
related to this ratio and can be easily interpreted in terms of frictional ratio (Salvay 
et al. 2012). In fact, AUC-based SV experiments provide information on the molar 
mass ( M) and hydrodynamic (Stokes) radius ( RH) of macromolecules in solution 
(Ebel 2007; Lebowitz et al. 2002; Ebel 2004; Howlett et al. 2006). AUC is comple-
mentary to the methods based on size determination (e.g. size exclusion chroma-
tography, dynamic light scattering) that probe RH. As an illustration, it is difficult 
to distinguish an IDP (monomer) that appears large in size-exclusion chromatogra-
phy (SEC) from a dimer. The same IDP will sediment more slowly than a folded 
monomer while a dimer would sediment faster, leading to an easy experimental 
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diagnostic of the extended shape and association state of the protein (Manon and 
Ebel 2010).

It has been indicated that the combination of dynamic light scattering (DLS) and 
static light scattering (SLS) is a unique technique for the analysis of the molecular 
dimensions of IDPs coupled with thorough control of their monomeric state (Gast 
and Fiedler 2012).

As was already pointed out, gel filtration chromatography (or SEC) is a useful 
tool for structural and conformational analyses of IDPs (Uversky 2012). SEC can be 
used for the estimation of the hydrodynamic dimensions of a given IDP, evaluation 
of its association state, and analysis of interactions with binding partners, and for 
induced folding studies. It also can be used to physically separate IDP conformers 
based on their hydrodynamic dimensions, thus providing a unique possibility for 
the independent analysis of their physicochemical properties (Uversky 2012). SEC 
is very useful in ascertaining the degree of compactness of a protein, and can dis-
tinguish between partially and fully unfolded states, since an increase in hydrody-
namic volume is associated with unfolding. The transformation of a typical globular 
protein into a molten globule state results in a ~ 15–20 % increase in its hydrody-
namic radius (Ptitsyn 1995; Ptitsyn et al. 1995; Uversky 1994, 1993, 2003; Tcher-
kasskaya and Uversky 2003). The relative increase in the hydrodynamic volume of 
less folded intermediates is even larger (Uversky 2003; Tcherkasskaya et al. 2003; 
Tcherkasskaya and Uversky 2003; Uversky and Ptitsyn 1996b; Ptitsyn et al. 1995; 
Uversky and Ptitsyn 1994). Furthermore, equilibrium conformations of any given 
IDP (coil-like, PMG-like, or molten globule-like) can easily be discriminated by 
the degree of compactness of the polypeptide chain (Uversky 2012) (see Fig. 7.2).

In the protein field, the most frequent uses of SEC are separation of proteins 
based on their size and estimation of their molecular masses. Formally, SEC is a 
separation technique based on hydrodynamic radius and not molecular mass. How-
ever, as follows from Eqs. 6.1–6.7, for similarly shaped/disordered molecules hy-
drodynamic radius is proportional to molecular mass. We can therefore think of 
SEC as a mass-based separation even though this is not strictly true. A few words 
must be added here to illustrate how ignoring the physical principles of SEC can 
lead to the misinterpretation of SEC data and reaching incorrect conclusions if SEC 
is used to estimate protein molecular mass and not its hydrodynamic radius. A poly-
peptide of 300 residues with a molecular mass of 35 kDa in its folded, molten 
globular, pre-molten globular IDP, and coil-like IDP forms has an RS of 26.2, 29.2, 
39.1, and 48.9 Å, respectively. However, if SEC column is calibrated in molecular 
masses of globular proteins and is used to evaluate the molecular mass of an un-
known protein, the same 300 residue-long polypeptide chain in the aforementioned 
structural states would be found to have molecular masses of 35.0, 47.4, 107.5, and 
201.1 kDa, respectively. These data would then suggest that the query protein exists 
as a monomer, dynamic dimer, very stable trimer or very stable hexamer, instead of 
a differently disordered polypeptide of 300 residues.

Obviously, a combination of multiple techniques provides a better character-
ization of a subject under study. Size exclusion chromatography coupled, AUC 
and quasi-elastic light scattering (QELS) coupled online to a Tetra Detector Array 
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(which combines right and low angle light scattering (RALS and LALS) detec-
tors, a spectrophotometer (UV), a refractometer (refractive index (RI)), and pres-
sure transducers) represents a useful platform for characterizing the hydrodynamic 
properties of macromolecules, including IDPs (Karst et al. 2012). The combined ap-
plication of these techniques evaluates the molecular mass, intrinsic viscosity, and 
hydrodynamic radius of a protein and provides information on its time-averaged 
apparent hydration and shape factor (Karst et al. 2012). This unique technology has 
been successfully applied for studies of IDPs, protein/ligand interactions (Chenal 
et al. 2009; Sotomayor Perez et al. 2010), protein/protein interactions, and proteins 
exhibiting anomalous behaviour (Bourdeau et al. 2009).

4.6 Evaluating the Conformational Stability of IDPs

IDPs, being highly dynamic, are characterized by low conformational stability, 
which is reflected in the low steepness of the transition curves describing their un-
folding induced by strong denaturants or even with the complete lack of the sigmoi-
dal shape of the unfolding curves. This is in strict contrast to the solvent-induced 
unfolding of ordered globular proteins, which is known to be a highly cooperative 
process (Uversky 2009). Based on the analysis of the shapes of unfolding transi-
tions in ordered globular proteins it has been concluded that the steepness of urea- 
or GdmCl-induced unfolding curves depends strongly on whether a given protein 
has a rigid tertiary structure (i.e. is ordered) or is already denatured and exists as 
a molten globule (Ptitsyn and Uversky 1994; Uversky and Ptitsyn 1996a). In ap-
plication to IDPs, it has been proposed that this type of analysis can be used to dif-
ferentiate whether a given protein has ordered (rigid) structure or exists as a native 
molten globule (Uversky 2002a). Although the denaturant-induced unfolding of a 
native molten globule can be described by a shallow sigmoidal curve (e.g. see (Ney-
roz et al. 2006)), urea- or GdmCl-induced structural changes in native pre-molten 
globules or native coils are non-cooperative and typically seen as monotonous fea-
tureless changes in the studied parameters, which is due to the low content of the 
residual structure in these species.

Using the high thermal resistance of extended IDPs and their insensitivity to 
urea-induced unfolding, a useful two-dimensional electrophoresis technique was 
elaborated for the de novo recognition and characterization of IDPs (Szollosi et al. 
2008; Tantos and Tompa 2012). This approach represents a combination of a native 
gel electrophoresis of heat-treated proteins followed by a second, denaturing gel 
containing 8 M urea and was shown to be a straightforward technique to separate 
IDPs from globular proteins in a cellular extract. The rationale for the first dimen-
sion is that IDPs are very often heat-stable, and thus heat treatment results in a good 
initial separation from globular proteins, most of which aggregate and precipitate. 
In the native gel, IDPs and rare heat-stable globular proteins will then be separated 
according to their charge/mass ratios. As urea is uncharged and IDPs are just as 
“denatured” in 8 M urea as under native conditions, they are expected to run the 
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same distance in the second dimension and end up along the diagonal. Heat-stable 
globular proteins, on the other hand, will unfold in urea, slow down in the second 
gel, and arrive above the diagonal (Szollosi et al. 2008; Tantos and Tompa 2012).

Since typical extended IDPs contain relatively few hydrophobic residues and are 
enriched in amino acids carrying a net charge at physiological pH, these proteins 
are characterized by a “turned out” response to changes in pH (Uversky et al. 1999; 
Uversky et al. 2001; Konno et al. 1997; Lynn et al. 1999; Johansson et al. 1998), 
where a decrease (or increase) in pH induces partial folding of extended IDPs due to 
the minimization of their large net charge present at neutral pH, thereby decreasing 
charge/charge intramolecular repulsion and permitting hydrophobic-driven collapse 
to the partially-folded conformation (Uversky et al. 2001; Smith and Jelokhani-
Niaraki 2012).

The analysis of temperature effects on the structural properties of several ex-
tended IDPs revealed that native coils and native pre-molten globules possess a 
so-called “turned out” response to heat (Uversky et al. 2001; Permyakov et al. 2003; 
Uversky et al. 2002; Timm et al. 1992; Kim et al. 2000), where an increase in 
temperature induces partial folding of IDPs, rather than the unfolding typical of 
ordered globular proteins. The effects of elevated temperatures were attributed to 
the increased strength of the hydrophobic interaction at higher temperatures, lead-
ing to a stronger hydrophobic attraction, which is the major driving force for folding 
(Uversky et al. 2001).

4.7 Mass Spectrometry-Based Approaches

4.7.1  Analysing IDPs with Electro-Spray Ionization Mass Spectrometry 
(ESI-MS)

Since the charge acquired by biomolecules during ESI is strongly influenced by 
their three-dimensional structure in the sprayed solution, ion charge-state distribu-
tion (CSD) analysis in ESI-MS represents a robust and fast technique for the di-
rect detection and characterization of co-existing protein conformations in solution 
(Abzalimov et al. 2012). For example, tightly-folded protein conformations, with 
minimal solvent exposure, give rise to ESI generated ions carrying a small num-
ber of charges, whereas less compact conformers will accommodate larger number 
of charges upon the electro-spray ionization process depending on the extent of 
their unfolding. Therefore, an ESI-MS spectrum of multiple protein conformers 
represents a linear combination of ionic contributions from individual conform-
ers (Gumerov et al. 2002). This allows the direct detection and characterization of 
distinct conformers, including transiently populated ones, and transitions between 
them. This feature of ESI-MS is widely employed in studies of protein dynam-
ics (Konermann and Douglas 1998; Frimpong et al. 2007; Invernizzi and Gran-
dori 2007) and protein-ligand (Zhang et al. 2004) and protein-protein interactions 
(Griffith and Kaltashov 2003; Simmons et al. 2004).

7 Biophysical Methods to Investigate Intrinsically Disordered Proteins



242 V. N. Uversky

4.7.2 Finding IDPRs by Hydrogen/Deuterium Exchange Mass Spectrometry

Another useful application of mass spectrometry (MS) is the monitoring of the 
 incorporation of deuterium into a protein’s backbone amide. Analysis of this 
 hydrogen/deuterium exchange (HDX) in proteins by MS (HDX-MS) coupled to 
high-performance liquid chromatography (HPLC) can provide invaluable structural 
information about the protein of interest (Smith et al. 1997; Zhang and Smith 1993). 
The rate of exchange of the backbone amide hydrogen is determined by its chemi-
cal environment and solvent accessibility. In fact, hydrogen deeply buried within 
the protein core or involved in hydrogen bonding would require a substantial local 
or global conformational change before exchange is possible and would therefore 
be considered to have a high level of protection from HDX. Conversely, hydrogen 
located on the surface of the protein or not constrained by hydrogen bonding would 
be unprotected and readily undergo exchange. This ability to readily distinguish 
protein regions by their level of protection makes HDX-MS an ideal technique for 
detecting intrinsic disorder (Bobst and Kaltashov 2012).

4.7.3 Finding Binding Domains Involved in Protein-Protein Interactions

MS is indispensable for proteomic studies as it allows the identification of thousands 
of proteins in a single experiment (Yates et al. 2009). The combination of chemical 
cross-linking, proteolysis, and MS analysis represents a powerful tool for the iden-
tification of the binding domains found in protein-protein interactions (Back et al. 
2003; Eyles and Kaltashov 2004; Farmer and Caprioli 1998; Kalkhof et al. 2005; 
Schulz et al. 2004; Sinz 2003; Trester-Zedlitz et al. 2003). This approach has mul-
tiple advantages (Sinz 2006; Auclair et al. 2012). In fact, cross-linkers with different 
space arms and chemistries have inherently different masses and can therefore give 
insight into distance constraints and highlight networks of nearby residues. The 
mass of the protein complex is not limiting because proteolysis precedes mass mea-
surement, resulting in peptides that are tractable for liquid chromatography-mass 
spectrometry (LC-MS)/MS analysis. The quantities of protein required for MS are 
very small, since only nanomoles, and in some cases even femtomoles, of protein 
are needed. Cross-linking is conducted in solution, and therefore flexible regions of 
proteins can undergo any necessary disorder-to-order transitions in order to form 
intermolecular interactions (Sinz 2006; Auclair et al. 2007; Auclair et al. 2012).

4.8 Other Useful Techniques for the Structural Analysis of IDPs

4.8.1 Immunochemical Analyses of IDPs

Immunochemical methods may also be applied toward the elucidation of protein 
disorder. The immunoglobulins obtained against a given protein may be specific 
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for different macromolecular levels: the primary structure (Amit et al. 1985; Wilson 
et al. 1985), secondary structure (Fujio et al. 1985), or tertiary structure (Amit et al. 
1985; Wilson et al. 1985). In the latter case, the antigenic determinants may reside 
on either the neighbouring residues in the chain (loops) (Amit et al. 1985; Wilson 
et al. 1985) or on spatially distant residues (Fujio et al. 1985). Furthermore, it has 
been shown that antibodies in the immune serum may possess a high affinity for 
the internal elements of an antigen (Fujio et al. 1985). Thus, antibodies may be suc-
cessfully used to study the structural changes that a protein-immunogen undergoes 
upon changes to experimental conditions. For example, antibodies obtained against 
the Ca2+-saturated F1-fragment of prothrombin did not interact with the calcium-
free apo-form of this protein (Furie and Furie 1979). An analogous effect was also 
observed in the case of osteocalcin (Delmas et al. 1984).

4.8.2 Abnormal Electrophoretic Mobility

Due to their distinctive, significantly polar amino acid compositions, IDPs bind less 
sodium dodecyl sulphate (SDS) than ordered proteins. Because of this, IDPs and 
hybrid proteins with long IDPRs possess abnormal mobility in SDS polyacrylamide 
gel electrophoresis experiments, giving rise to the apparent molecular masses that 
are noticeably higher than molecular masses calculated from sequence data or mea-
sured by mass spectrometry (Tompa 2002; Receveur-Brechot et al. 2006).

4.8.3 Limited Proteolysis of IDPs and Hybrid Proteins with IDPRs

The extent of proteolytic digestion by specific proteases, such as trypsin, correlates 
with flexibility in the region of the cut site and not just to surface exposure (Hub-
bard 1998). In fact, the structure and dynamics of a substrate protein play a crucial 
role in determining the efficiency of proteolysis (Hubbard et al. 1998; Hubbard 
et al. 1994). It has been established that sites of limited proteolysis are structurally 
different from the inhibitor loops, suggesting that they must undergo a conforma-
tional change in order to enter the proteinase active site (Hubbard et al. 1991). 
Furthermore, it has been shown for several proteins that local unfolding of at least 
13 residues is needed for a set of observed cut-sites to properly fit into trypsin’s ac-
tive site (Hubbard et al. 1998; Hubbard et al. 1994). It has also been established that 
limited proteolytic sites are typically found within flexible solvent-exposed loop 
regions (as indicated by crystallographic temperature factors or B-values) (Hubbard 
et al. 1991; Fontana et al. 1986; Novotny and Bruccoleri 1987), and are notably 
absent in regions of regular secondary structure, especially within β-sheets (Hub-
bard et al. 1994; Fontana et al. 1997a, b). These proteolytic sites protrude from the 
protein surface and are expected to be found at regions where local packing does 
not inhibit the local unfolding (Hubbard et al. 1991). It has also been established 
that computational indications of order and disorder were perfectly correlated with 
protease digestion profiles (Iakoucheva et al. 2001a, b); regions predicted to be 
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ordered were generally not cut at all, while regions predicted to be disordered were 
rapidly cut.

Therefore, proteolytic digestion happens much faster in IDPRs and can be used 
to map ordered and disordered regions in a protein (Fontana et al. 2012). Depending 
on the amount of intrinsic disorder in a given protein, three major scenarios for pro-
teolytic digestion are expected (Johnson et al. 2012). Highly disordered proteins are 
expected to be digested quickly, typically without accumulation of stable fragments. 
However, some of these proteins might produce semi-stable fragments, the number 
and protease resistance of which are expected to be dependent on the amount and 
stability of partially ordered structure. Highly ordered proteins are expected be di-
gested slowly, typically with accumulation of one or several stable fragments. Par-
tially disordered proteins (proteins with long IDRs) are expected to show intermedi-
ate proteolytic behaviour. As accessible cut sites in disordered regions are cleaved, 
stable fragments may emerge if enough structural stability is maintained. Therefore, 
by comparing the rates of digestion as determined by the disappearance of the initial 
protein band on SDS-PAGE and by the analysis of the digestion patterns, one can 
loosely characterize the degree of disorder in protein samples (Johnson et al. 2012).

4.8.4 Measuring the Mean Net Charge of IDPs

The electrophoretic mobility of a protein sample is measured by applying an elec-
tric field between two electrodes. Although charged macromolecules dispersed in 
the solvent will migrate toward the electrode of opposite sign with a velocity that 
is proportional to the applied voltage, electrophoretic mobility is also dependent 
on the charge, mass, hydration and shape of the macromolecule (Sotomayor-Perez 
et al. 2012). It is believed that the electrophoretic mobility is proportional to the 
number of charges and inversely correlated to the protein molecular mass and fric-
tional ratio ( )0/f f  (Basak and Ladisch 1995). Therefore, the mean net charge of 
an IDP is evaluated from the experimentally determined parameters, hydrodynamic 
radius and electrophoretic mobility (Sotomayor-Perez et al. 2011). Furthermore, 
an accurate determination of the mean net charge of an IDP in both the ligand-free 
and ligand-bound states allows one to estimate the number of ligands bound to the 
protein in the holo-state (Sotomayor-Perez et al. 2012).

4.8.5 Evaluating Tertiary Structure of IDPs

There are two types of optically active chromophores in proteins—side groups of 
aromatic amino acid residues and peptide bonds (Adler et al. 1973; Fasman 1996). 
Far-UV CD is used for the evaluation of protein secondary structure, whereas CD 
spectra in the near-UV region (250–350 nm), also known as the aromatic region, 
reflect the symmetry of the environment of aromatic amino acid residues and, con-
sequently, are characteristic of protein tertiary structure. The absorption and CD 
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bands of proteins in the near-UV region are weaker by an order of magnitude or 
more relative to those in the far-UV region. Therefore, near-UV CD measurements 
require higher concentrations and/or longer path lengths than those used in the far-
UV CD analyses. However, this wavelength region has several advantages, such as 
high signal-to-noise ratio and lack of noticeable contribution from the absorption of 
various solvent components, such as most buffer components, and chemical dena-
turants such as urea and guanidinium chloride. Due to the relatively small number 
of aromatic residues in most proteins combined with vibronic fine structure charac-
teristic of each type of aromatic amino acid, it is possible to assign specific features 
in the near-UV CD spectrum to particular residue types. On the other hand, the lack 
of rigid tertiary structure in a protein containing aromatic residues may be easily 
detected by the simplified near-UV CD spectrum with low intensity.

5  Concluding Remarks: Looking at an Elephant  
with Multifaceted Eyes

The accurate characterization of the multifaceted phenomenon of protein intrinsic 
disorder clearly requires a multiparametric approach. The use of this approach for 
the structural and dynamic characterization of IDPs provides a number of impor-
tant advantages. In essence, multiparametric analysis resembles the compound or 
multifaceted eyes of insects, which, compared to simple eyes, possess a very large 
view angle, and can detect fast movement (Völkel et al. 2003; Uversky and Dunker 
2012c). Detailed biophysical studies utilizing a wide spectrum of techniques sensi-
tive to the different levels of protein structure and to dynamic behaviour at different 
time scales are crucial for the structural characterization of IDPs and for the clari-
fication of the relationship between their highly dynamic structure and biological 
functions.
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Chapter 8
Application of SAXS for the Structural 
Characterization of IDPs

Michael Kachala, Erica Valentini and Dmitri I. Svergun

Abstract Small-angle X-ray scattering (SAXS) is a powerful structural method 
allowing one to study the structure, folding state and flexibility of native particles 
and complexes in solution and to rapidly analyze structural changes in response to 
variations in external conditions. New high brilliance sources and novel data analy-
sis methods significantly enhanced resolution and reliability of structural models 
provided by the technique. Automation of the SAXS experiment, data processing 
and interpretation make solution SAXS a streamline tool for large scale structural 
studies in molecular biology. The method provides low resolution macromolecu-
lar shapes ab initio and is readily combined with other structural and biochemical 
techniques in integrative studies. Very importantly, SAXS is sensitive to macromo-
lecular flexibility being one of the few structural techniques applicable to flexible 
systems and intrinsically disordered proteins (IDPs). A major recent development 
is the use of SAXS to study particle dynamics in solution by ensemble approaches, 
which allow one to quantitatively characterize flexible systems. Of special interest 
is the joint use of SAXS with solution NMR, given that both methods yield highly 
complementary structural information, in particular, for IDPs. In this chapter, we 
present the basics of SAXS and also consider protocols of the experiment and data 
analysis for different scenarios depending on the type of the studied object. These 
include ab initio shape reconstruction, validation of available high resolution struc-
tures and rigid body modelling for folded macromolecules and also characterisa-
tion of flexible proteins with the ensemble methods. The methods are illustrated by 
examples of recent applications and further perspectives of the integrative use of 
SAXS with NMR in the studies of IDPs are discussed.
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1 Introduction

Small angle X-ray and neutron scattering (SAXS and SANS) are powerful and rap-
id techniques for characterising biological macromolecules in solution at a broad 
range of sizes ranging from a few kDa to GDa. In small angle scattering (SAS), 
a solution of macromolecules is irradiated by a monochromatic X-ray or neutron 
beam and the scattered intensity I is recorded by a two-dimensional detector (see 
Fig. 8.1). The two techniques, SAXS and SANS, differ in the type of radiation 
utilized—X-rays in the former and neutrons in the latter. The X-rays are scattered 
by electrons and neutrons are scattered by nuclei, and in both cases only elastic 
scattering is considered where the energy (and thus the wavelength) of the incoming 
beam are the same as in the scattered beam.

The potential of SAXS for studies of disperse systems was discovered by the 
French physicist Andre Guinier in the 1930’s when he observed that the intensity 
of the scattered beam depends on the grain size in the material (Guinier 1939). This 
technique was later also found to be useful for the analysis of the size and shapes of 
biological macromolecules in solutions (Kratky 1963).

The radiation source for a SAXS experiment can be a synchrotron storage ring 
(e.g. PETRA III (Hamburg) or ESRF (Grenoble); all major synchrotrons in the 
world currently offer SAXS beamlines) or an in-house camera (laboratory X-ray 
instruments are produced by several companies). Because of the high brilliance 
at modern (so-called third generation) synchrotrons, very little sample is needed 
(10–30 μl) and the exposure time can be down to the sub-second range. SAXS ex-
periments using in-house machines (and also SANS measurements, which can only 
be performed at large scale facilities, fission reactors or spallation sources) usually 
take much longer times, i.e. minutes to several hours. More about SAXS/SANS 
instrumentation can be read in (Svergun et al. 2013).

Short measurement times and recent advances in automation allow the perfor-
mance of high-throughput SAXS experiments in which changes in the macromole-
cule conformations are analysed under different environmental conditions such as pH 
or temperature. The latest developments in SAXS also allow for measurement times 
in the microsecond range for the time-resolved analysis of processes such as protein 
folding kinetics. Radiation damage caused by X-rays is a serious problem with high-
brilliance X-ray beamlines, but can be combatted by flowing the sample while mea-
suring or adding compounds such as reducing agents or glycerol in low quantities.

During a SAXS or SANS experiment each sample measurement must be ac-
companied by a measurement of the buffer (pure solvent scattering). The buffer 
scattering will then be subtracted from the sample scattering in order to obtain 
the net scattering from the dissolved particles. The main sample requirements for 
SAS experiments are (a) the sample should be pure (ideally, 95 % monodisperse 
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or better); (b) unspecific aggregates must be absent; and (c) the sample should be 
measured at different solute concentrations. Relatively dilute solutions are studied 
such that a typical concentration series looks like 0.5, 1, and 2 mg/ml, and, if avail-
able, higher concentrations (5 mg/ml and higher). The concentration series is used 
to extrapolate the sample signal to infinite dilution, i.e. to simulate a concentration 
of 0 mg/ml. The useful signal coming from the solute depends on the number of 
macromolecules in the illuminated volume, i.e. is proportional to the concentration. 
However, higher solute concentrations can lead to interparticle interactions that al-
ter the signal at lower angles and make the data more difficult to analyse. At lower 
concentrations the interparticle interaction effects are usually negligible but the data 
is much noisier. Extrapolation to infinite dilution is therefore an important step in 
the scattering experiments and subsequent data analysis.

The formation of unspecific aggregates due to strong attractive interparticle in-
teractions must be avoided because these aggregates significantly alter the scat-
tering patterns and the data from such samples can usually not be meaningfully 
analysed. Therefore, prior to the SAXS/SANS experiments it is necessary to check 
the sample purity using other techniques such as gel filtration chromatography, dy-
namic light scattering (DLS) or analytical ultracentrifugation (AUC).

SANS experiments require larger sample quantities (about 300 µl) and there 
are fewer neutron facilities available then SAXS ones. Also, the major advantage 
of SANS—the use of deuteration of the sample or solvent—is a very powerful 
approach for characterising multicomponent macromolecular complexes (Svergun 
2010), but this is of less importance for studies of intrinsically disordered proteins 
(IDPs). For these reasons the rest of the chapter will focus mostly on SAXS.

2 Overview of the SAXS Theoretical Background

Scattering by the ensemble of macromolecules randomly oriented in the solvent is 
isotropic because of the average over their orientations. The intensity I( s) can be 
defined as a function of the modulus of the scattering vector s (also called q in some 
publications), which is defined as:

Fig. 8.1  Scattering curve size and shape (courtesy of Al Kikhney)
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 (1)

Where λ is the wavelength of the incoming radiation and 2θ is the angle between 
the incident and the scattered beam. The scattering intensity can be defined as the 
squared amplitude,

 (2)

Here, < > stands for the average over all directions of the scattering vector and the 
scattering amplitude A(s) is a Fourier transformation of the excess electron density 
Δρ(r). The latter is defined as the difference between the scattering density of the 
solute ρ(r) and that of the solvent : ( ) ( )s sρ ρ ρ ρ∆ = −r r

 (3)

Two types of samples can be analysed with SAS:

1. monodisperse, where all the particles are identical,
2. polydisperse, where the particles are different from each other.

In the case of monodisperse samples the intensity is proportional to that of a single 
particle averaged over all orientations; several parameters defining the size and 
shape of the particle can therefore be extracted from the distribution p( r) of the 
distances r within the particle.

 (4)

The maximum distance inside a particle ( Dmax) corresponds to the distance r beyond 
which the p( r) distribution is equal to zero. The p( r) distribution is not only used 
to calculate Dmax but also gives information about the overall shape of the particle 
(see Fig. 8.2).

The inverse Fourier transform of the p(r) distribution function on the interval [0, 
Dmax] gives the scattering intensity I(s) (see Fig. 8.3).

 (5)

At very small angles the SAXS data can be represented by two parameters, the 
forward scattering intensity I(0) and the radius of gyration Rg using the classical 
Guinier approximation I( s) ≈ I(0)exp(-( sRg)

2), which is valid in the range s < 1.3/Rg 
(Guinier 1939). These parameters are calculated from the Guinier plot, which should 
be a linear function in the coordinates ln(I(s)) vs. s2. From the forward scattering to 
s = 0 it is possible to calculate the molecular weight (MW) and therefore assess the 
oligomerization state of the particle. In SAXS one of the possible ways to calculate 
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the MW is based on a separate measurement of a known standard protein (for ex-
ample bovine serum albumin), for which the MW is known, through the proportion:

 (6)

where both I(0) values are normalized for the solute concentration.
The slope of the Guinier plot gives Rg, which is defined as the average of squared 

distances to the centre-of-mass of the molecule weighted by the contrast. Rg pro-
vides indications about the overall shape of the particle; for the given volume, lower 
Rg values correspond to more compact particles, with the lowest Rg being that of a 
spherical shape.

I
MW

I
MW

( ) ( )0 0standard

standard

molecule

molecule
=

Fig. 8.2  The p( r) distribution depends on the dimension and shape of the macromolecule (cour-
tesy of Al Kikhney, European Molecular Biology Laboratory-Hamburg Outstation, unpublished 
data)

 

Fig. 8.3  The scattering curve depends on size and shape of the macromolecules (courtesy of Al 
Kikhney, European Molecular Biology Laboratory-Hamburg Outstation, unpublished data)
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The hydrated particle volume and its specific surface can be derived from the 
scattering data using Porod’s invariant and Porod asymptotics (Porod 1982). The 
Porod invariant Q is proportional to the integrated intensity weighted with s2 and 
the particle volume is expressed as V I Q Qp = 2 2π ( ) / . The asymptotic behaviour 
of the scattering curve for homogeneous particles at large angles indicates that the 
intensity is proportional to the product of the surface area of the particles and s−4.

In addition to the structural parameters, it is possible to obtain an ab initio low-
resolution shape of the macromolecule at a resolution of about 1–2 nm from a SAXS 
experiment. The idea of ab initio methods is to represent the particle as an assembly 
of densely-packed spheres (dummy beads) as is done, for example, in the DAM-
MIN program (Svergun 1999). The radius of the dummy beads depends on the size 
of the particle and, in particular, on Dmax (a few 1000 beads are typically used). The 
positions of the beads are fixed and each dummy atom is assigned to either the sol-
ute (protein) or solvent phase by a simulated annealing optimization process aimed 
at finding the shape that gives the curve Icalc (s) fitting the experimental data Iexp (s) 
with the minimum discrepancy.

 (7)

where c is a scaling factor, N is the number of points and σ is the experimental error 
(Blanchet and Svergun 2013). Penalties such as looseness and disconnectivity are 
also taken into account in order to build a physically sensible model.

Furthermore, with SAXS it is also possible to reconstruct the quaternary struc-
ture of complexes, when the high-resolution structures of the single subunits are 
available, using a rigid body modelling approach (Petoukhov and Svergun 2005). 
One can compute a theoretical scattering from a given high-resolution structure 
(e.g. with CRYSOL (Svergun et al. 1995)); the computed curve can then be com-
pared to the experimental one to minimize the discrepancy value χ2 (Eq. 7.7).

Most of the modelling software applications in SAXS use algorithms aimed at 
the minimization of the discrepancy between the theoretical scattering curve and 
the experimental one. Some of these procedures will be explained in detail later on 
in this chapter.

The overall parameters ( Rg, Dmax, I(0), MW, and Porod volume) and the shape 
information are extracted from the scattering intensity in an angular range within 
the resolution to about 1–2 nm, i.e. scattering vector s ≈ 3–6 nm−1. For the X-ray 
wavelength λ of about 0.1 nm typically employed in SAXS, this range corresponds 
to scattering angles of a few degrees, which is why the technique is called “small 
angle scattering”. Even higher angles (the range of “wide angle X-ray scattering” or 
WAXS) bear information about the internal organization of the macromolecule and 
its secondary structure (see Fig. 8.4); however, interpretation of the WAXS data is 
not straightforward (Graewert and Svergun 2013).
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For monodisperse systems, the overall parameters such as Rg, Dmax and MW 
directly describe those of a single particle. In the case of polydisperse systems, 
however, one deals with different species in solution and these parameters become 
averages over the distribution of these species. The equation describing the scatter-
ing intensity of a polydisperse system can be written as:

 (8)

Where k is the number of species in solution, vk is the volume fraction of a single 
species and Ik( s) is its normalized intensity. In most cases, the task of the analysis 
lies in reconstructing the volume fractions given (or assuming) the intensities of the 
single components.

I s I s
k

( ) ( )= ∑ν k k

Fig. 8.4  SAXS-WAXS resolution (Svergun and Koch 2002)

 



268 M. Kachala et al.

Solutions of IDPs and flexible modular multi-domain proteins belong to polydis-
perse samples containing astronomic numbers of components, and are therefore not 
easy to structurally analyse. Several developments that will be addressed further in 
this chapter have advanced this field in recent years.

3 SAXS as a Complementary Technique to NMR

SAXS can be extremely useful when coupled with other structural techniques, es-
pecially with high-resolution techniques such as X-ray crystallography and nuclear 
magnetic resonance (NMR). SAXS and NMR are rather complementary techniques 
for the structural characterisation of biological macromolecules. Indeed, SAXS pro-
vides information about the overall shape of the molecule and NMR yields high-res-
olution data on the local structure. Both methods use solutions in the mM range as 
samples, but in many cases the NMR experiment requires isotope labelling, making 
sample preparation expensive and time-consuming. The range of molecular masses 
of proteins suitable for a SAXS experiment goes from a few kDa to GDa, while for 
structural NMR the range spans from 10 Da to 100 kDa. This means that for large 
proteins or biomolecular complexes (> 100 kDa), a high-resolution structure of in-
dividual subunits or components can be obtained by NMR and the overall shape of 
the entire construct as well as of the individual components may be assessed with 
SAXS. Further, when studying multidomain proteins or complexes, SAXS is more 
sensitive to movements of the subunits or domains (which alter the overall shape) 
while NMR is more sensitive to their rotations through residual dipolar coupling 
(RDC) and interfaces (chemical shifts and spin labels). A combination of the two 
methods is therefore a powerful approach to characterize such complexes (Mattinen 
et al. 2002). Another difference between the techniques is the acquisition time: a 
single NMR experiment can take days or even weeks, while SAXS measurements 
of one sample are done in seconds on modern synchrotrons and in hours using in-
house sources. Furthermore, the interpretation of an NMR spectrum usually takes 
days or weeks while the SAXS data analysis may be completed in minutes (e.g. 
validation of a given high-resolution structure or ab initio shape analysis) or hours 
(e.g. rigid body modelling or multi-phase ab initio modelling). The dynamic capa-
bilities of these techniques also differ significantly, with SAXS data averaged over 
the exposure time while NMR yields data on the time scale of the spin relaxation. 
All the mentioned similarities and differences show the complementarity of SAXS 
and NMR and a joint use of the techniques is one of the most widely applied strate-
gies for the characterization of biological macromolecules.

Several protocols for SAXS data collection and analysis for different scenarios 
of its combined use with NMR are outlined later in this section. Only globular 
proteins are considered here, while approaches to the characterization of flexible 
biomolecular systems are presented in the next sections.



2698 Application of SAXS for the Structural Characterization of IDPs

3.1 Validation of High-Resolution Models

The amount of available high-resolution structures is rapidly increasing and the 
validation of these structures in solution, i.e. in conditions close to native, is becom-
ing more important. SAXS is among the main techniques to rapidly perform this 
validation, and the procedure typically consists of the following steps:

1. The SAXS data is collected on dilute solutions using several concentrations of 
purified sample to avoid aggregation and radiation damage effects.

2. Possible effects caused by intermolecular interaction are eliminated by extrapo-
lation of experimental data from various concentrations to infinite dilution. This 
can be done, for example, by either using the program PRIMUS (Konarev et al. 
2003) with a graphical interface or with the command line program ALMERGE 
(Franke et al. 2012).

3. Evaluation of Rg and the forward scattering I(0) is performed using the Guinier 
approximation, for example interactively with PRIMUS (Konarev et al. 2003) or 
by the automated program AutoRG (Petoukhov et al. 2007). The forward scatter-
ing is needed for the further estimation of the MW and consequently the oligo-
meric state.

4. The maximal dimension of the molecule Dmax is defined from the distance dis-
tribution function p( r), which can be obtained either interactively (e.g. using 
the program GNOM (Svergun 1992)) or automatically (with DATGNOM 
(Petoukhov et al. 2007)).

5. An ab initio reconstruction of the overall shape is performed using one of the 
bead modelling programs (e.g. DAMMIN (Svergun 1999), DAMMIF (Franke 
and Svergun 2009), GASBOR (Svergun et al. 2001)). The modelling is usually 
performed several times and the obtained models are clustered and averaged 
using DAMAVER (Volkov and Svergun 2003). The final model is then overlaid 
with the available high-resolution structure to see if they match each other. This 
can be done automatically with the program SUPCOMB, which also provides 
a measurement of the agreement, a so-called normalized spatial discrepancy 
(Kozin and Svergun 2001).

6. As a final or additional step the direct calculation of the scattering pattern of the 
given high-resolution structure and its comparison with the experimental data 
can be performed, for example using CRYSOL (Svergun et al. 1995). If several 
alternative models are considered, the one with the smallest χ2 is the one most 
likely to be present in solution.

3.1.1 Rigid Body Modelling

The determination of the high-resolution structure of large biomolecules and com-
plexes using NMR or X-ray crystallography can be difficult because of problems 
with assignment of the resonances with the first technique and potential difficulties 
in growing crystals with the second one. In such cases SAXS provides an alterna-
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tive by building hybrid models. As explained in the introduction, if the atomic struc-
tures are available they can be used as building blocks to reconstruct the quaternary 
structure of the protein or complex. In order to obtain more accurate models, the 
scattering data of individual subunits and, if possible, of partial constructs should 
be collected in addition to the scattering pattern for the entire construct. Assuming 
that the arrangement of subunits is the same in the entire complex and in partial 
constructs, the simultaneous fit of the corresponding datasets adds extra informa-
tion for a more reliable determination of the overall structure. The initial analysis of 
all scattering curves used for additional modelling is described in steps 1–5 of the 
previous section. The next stages include the following steps:

6. Calculate the scattering amplitudes for each subunit in a reference orientation 
with CRYSOL (Svergun et al. 1995). If scattering data for individual compo-
nents is available, the fit obtained by CRYSOL can be used for the validation of 
their given high-resolution structures.

7. Employ SASREF (Petoukhov and Svergun 2005) to build an interconnected 
complex from rigid subunits without steric clashes that fits the experimental 
scattering profile. If the tentative model of the complex is known a priori it 
could be refined by this procedure. As in the case of ab initio modelling, rigid 
body reconstruction should be run multiple times to discover the variability of 
the possible quaternary structures corresponding to the experimental data.

 In addition to high-resolution structures, other types of NMR data can be used in 
rigid body modelling:

8a.The information about distances and interfaces obtained via chemical shifts, nu-
clear Overhauser effect (NOE) and paramagnetic relaxation enhancement (PRE) 
can be used in SASREF to set restraints on relative positions of the subunits as 
distances between certain residues or loops.

8b.Data about the mutual orientation of the subunits can be derived from RDCs 
and pseudocontact chemical shifts(PCSs) and also used as SASREF restrictions. 
If the studied system consists of two components, their relative orientations are 
defined with a four-fold degeneracy (the rotations of one of the subunits by 180 
degrees around the orthogonal axes of the reference frame). Taking this into ac-
count, rigid body modelling can be done only with translations probing the four 
possible relative orientations determined based on the RDC data.

The models obtained by the modelling with either distance or orientation constric-
tions should be compared with the unrestrained models to check if the imposed 
restraints introduced any bias.

3.2 SAXS and IDPs

SAXS is traditionally used to analyse the shape of globular proteins or complexes in 
purified monodisperse solutions, when all particles can be considered identical and 
the scattering pattern reflects the properties of a single particle. In this case a low-
resolution reconstruction of the overall shape of particles in solution using either the 
ab initio approach (when no a priori structural information is available) or hybrid 
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modelling (when high-resolution structures of domains or subunits is given) is pos-
sible and successfully applied even in the most complicated situations.

These approaches are not applicable to polydisperse solutions because the scat-
tering pattern is averaged over different types of particles. In this case, the struc-
ture of the individual components cannot be determined solely from the scattering 
profile. However, if the scattering curves of individual components are given it is 
possible to obtain their volume fractions through Eq. 7.8.This approach is typically 
used to estimate the volume fractions of components in oligomeric mixtures, for in-
stance monomer-dimer equilibrium (Konarev et al. 2003), but it can also be suitable 
for the characterisation of more complicated systems, and even for flexible systems 
such as IDPs or multidomain proteins with flexible linkers.

For flexible systems, each component is a single conformation of the protein and 
the number of conformations can be astronomical, and therefore plain decomposi-
tion into the volume fractions is not feasible. Still, the scattering pattern of a flexible 
system is an average of patterns of individual conformation existing in solution. This 
average causes the distinct behaviour of the SAXS data of IDPs shown in Fig. 8.5 
(Bernado and Svergun 2012), where scattering profiles of 10 random conformations 
of a synthetic 100 amino acid-long polypeptide extracted from a pool of 10,000 

Fig. 8.5  Individual SAXS profiles ( black) of 10 randomly selected chains and averaged curves of 
10,000 conformations ( red) (Bernado and Svergun 2012)
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Fig. 8.6  Kratky plot for three constructs of Src kinase. The globular SH3 domain ( blue), the fully 
disordered unique domain ( red), and a construct joining both domains ( purple). The prototypi-
cal features of globular and disordered domains are combined in the partially folded construct. 
Courtesy of Yolanda Pérez and Miquel Pons (Institute for Research in Biomedicine, Barcelona). 
(Bernado and Svergun 2012)
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conformations are exhibited together with the averaged scattering profile of the 
entire pool. Each individual conformation displays distinct features in the simulated 
momentum transfer range and the initial parts of the curves, corresponding to the 
largest intramolecular distances, vary greatly, indicating that conformations of un-
folded proteins are very diverse in size and shape. At the same time the averaged 
SAXS profile of 10,000 conformations is smoother and has almost no features. 
Such behaviour of the scattering curve is often a sign of a disordered state, although 
a simple visual analysis is not sufficient to unambiguously determine if the protein 
is unfolded.

A Kratky plot ( I( s) · s2 as a function of s) is traditionally used to qualitatively 
distinguish unfolded and structured states because the appearance of this plot vi-
sualizes the degree of compactness (Bernadό and Blackledge 2009). The scattering 
intensity of solid bodies decreases at higher angles with momentum transfer ap-
proximately as 1/s4 and the Kratky plot for globular proteins has a bell-like shape 
with a well-defined maximum. As another limiting case, the scattering curve of an 
ideal Gaussian chain has an asymptotic behaviour as 1/s2 and has a plateau at large 
s values in the Kratky representation. The experimental scattering curves of un-
folded proteins display a plateau over a specific range of s followed by a monotonic 
increase. Typical experimental Kratky plots for globular, partially unfolded, and 
completely disordered proteins are presented in Fig. 8.6.

Another way to detect unfolded proteins is based on the comparison of the ex-
perimentally obtained Rg of the sample with theoretical estimates for globular and 
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disordered proteins. IDPs usually demonstrate larger overall parameters due to the 
presence of extended conformations. The most used quantitative description for 
Rg is based on Flory’s equation (Flory 1953), which postulates the dependence be-
tween Rg and the MW of the protein as a power law:

 (9)

Where N is the number of residues in the chain, R0 is a constant, and ν is an ex-
ponential scaling factor. Flory’s equation estimated ν to be approximately 0.6 for 
the Gaussian chain and further calculations determined a refined value of 0.588 
(Le Guillou and Zinn-Justin 1977). The measurements of Rg for 26 chemically de-
natured proteins containing from 8 to 549 amino acids established the following 
values:ν = 0.598 ± 0.028 and R0 = 1.927 ± 0.27 (Kohn et al. 2004). The obtained val-
ues indicate that denatured proteins behave similarly to random coils in terms of Rg.

The comparison of measured Rg with the corresponding theoretical estimate 
for unfolded proteins obtained using Flory’s equation is widely applied for the 
detection of disordered conformations, and yet it is not clear whether chemically 
denatured and intrinsically disordered proteins have equivalent conformational 
properties. It has been reported that chemical denaturation agents such as urea or 
guanidinium chloride interact with backbone and/or side chain atoms, possibly 
causing an alteration of Ramachandran populations (Stumpe and Grubmüller 2007). 
The observed perturbations at the residue level could result in changes in the overall 
properties. An NMR study based on several RDC measurements along the back-
bone of ubiquitin showed that the chemically denatured samples have larger popu-
lations of extended conformations as compared to IDPs (Meier et al. 2007). The 
ensemble approach (see next section) has also been applied to compare Rg values 
for chemically denatured and natively unfolded proteins, proving a 15 % increase 
in extended conformations in ensembles describing denatured proteins as compared 
to IDPs (Bernadό and Blackledge 2009). The same study derived new estimates 
for the Flory’s equation parameters for IDPs:ν = 0.522 ± 0.010 and R0 = 2.54 ± 0.01.

Although the traditional methods of modelling used in the SAXS analysis are 
not applicable for flexible systems, they can be used to identify disorder. For ex-
ample, an attempt at ab initio modelling performed using the scattering curve of 
an unfolded protein will result in highly elongated shapes because of the extended 
conformations. The most effective method for the quantitative characterization of 
flexible structures with SAXS is currently an ensemble approach, which is reviewed 
in the next section.

3.3  Ensemble Representation of IDPs in SAXS Data Analysis 
and its Application

The main problem for a quantitative SAXS analysis in flexible systems lies in the 
tremendous number of coexisting conformers in solution. A short time ago the only 

R R Ng = 0
ν
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approach to obtain a qualitative description of such proteins was the use of Krat-
ky plots to distinguish between globular and unfolded structures. Today, several 
methods based on an ensemble representation of flexible structures in solution are 
making quantitative analysis possible. In this section the theoretical basis of the 
ensemble approach is briefly presented, complemented with an overview of exist-
ing software implementations and examples of their practical application (also in 
combination with NMR).

There are different types of flexibility present in proteins: fast fluctuations in 
globular proteins, slow molecular reconfigurations on a large scale, and constitutive 
disorder of IDPs and intrinsically disordered regions (IDRs). In all of these cases 
the dynamics of the protein is essential for the biological functionality of the 
molecules, e.g. recognition, regulation or catalysis. The widely accepted concept 
used for the quantitative description of dynamic systems is an ensemble of 
conformations (Bernadό et al. 2005; Bernadό et al. 2007; Bernadό and Blackledge 
2009; von Ossowski et al. 2005) also called the supertertiary structure (Tompa 
2012). In order to be reliable the properties of the ensembles must correspond to 
available experimental data obtained by experimental methods (NMR, SAXS, 
circular dichroism (CD), bioinformatics methods such as structure prediction, etc.). 
In SAXS data analysis an ensemble represents a polydisperse mixture of various 
conformations, each with its own scattering pattern. Based on these ideas several 
methods for the SAXS data analysis of flexible molecules have been developed, 
following a strategy consisting of three major steps:

1. Generation of a large pool of various structures covering the conformational 
space of the studied protein;

2. Calculation of the scattering properties of each individual conformation;
3. Selection of an ensemble of structures that fits the experimental data using one 

or another optimization method.

In the following paragraphs we describe different approaches to implement this 
strategy and their distinct features.

3.3.1 Ensemble Optimization Method

The first method developed to analyse SAXS data of flexible structures using the 
ensemble approach is the ensemble optimization method (EOM) (Bernadό et al. 
2007). The underlying idea of this method is the reconstruction of the experimental 
SAXS curve as the average scattering profile of coexisting conformations in solu-
tion. The number of conformations is unknown beforehand and can be determined 
during the optimization procedure. A sub-ensemble is selected from pre-computed 
scattering patterns of a large pool, which represents maximum possible flexibility 
according to the protein topology. EOM is not a completely model-independent 
approach, but instead relies on the structural limitations coming from the known 
information about the system and being imposed during the pool generation.
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The potential solution considered by EOM at each step of optimization is an 
ensemble of N different conformers of the same molecule or, in more complicated 
cases, of a mixture of conformers with different oligomeric states. The scattering 
profile of the ensemble is calculated using the individual scattering patterns and as-
suming equal populations of each conformer:

 (10)

Where In( s) is the scattering from the n-th conformer. This principle requires that 
the pool adequately covers the conformational space of the molecule and contains 
M >> N structures. The optimization is performed through the genetic algorithm 
(GA) to select an ensemble that fits the experimental data assuming that all struc-
tures are equally represented in the ensemble.

EOM is mostly applied to estimate parameters of highly flexible structures such 
as IDPs, which have tremendous number of conformations in solution. The gen-
eration of complete pools containing such an amount of structures is practically 
impossible, which is why EOM results are reported not as distinct structures but as 
distributions of low resolution parameters including radius of gyration ( Rg), maxi-
mum dimension ( Dmax), interdomain distances and anisotropy. The distributions of 
the selected ensemble and of the pool are compared with each other to outline the 
overall properties of studied biomolecules. Although EOM results are of low reso-
lution they have a significant advantage over traditional methods for characterizing 
flexible proteins because they provide distributions of structural parameters instead 
of just the averaged values. Additionally, the resolution of EOM can be improved 
by using scattering data from deletion mutants and analysing them together with the 
full length constructs (see the example on tau protein below).

A notable example of the application of EOM together with NMR data is the 
study of the two-domain ribosomal L12 protein. L12 forms dimers in solution via 
its N-terminal while the C-terminal is connected through a highly flexible 20-amino 
acid long linker expected to move freely in solution (Bernado et al. 2010). The 
scenario for investigation of such systems is similar to an IDP case, because even 
with the short flexible linker the number of possible conformations in solution is 
astronomical. The application of EOM for multidomain proteins provides, in addi-
tion to the distribution of the standard parameters Rg and Dmax, the distribution of the 
interdomain distances, which are determined by the structure of the linker between 
domains. In the case of L12 the optimized ensemble was obtained by fitting scat-
tering data in correspondence with the correlation times of orientation eigenmodes 
compatible with 15N relaxation. The use of EOM demonstrated that the overall 
shape of L12 is longer and anisotropy is more pronounced than it would be with 
a random linker; consequently, the flexible linker is in an extended conformation 
(Fig. 8.7). Moreover, the analysis also showed an asymmetry of both linkers, which 
may be relevant for the biological function of L12, providing efficient translation.
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Fig. 8.7  Ensemble optimization analysis of the SAXS profile measured for L12. a Cartoon of a 
single L12 conformation, 1rqu (16), showing the NTD dimer ( green), the CTD ( blue), and the 
linker ( red). b Logarithm of the scattering intensity (black dots) as a function of the momentum 
transfer, s = 4π θ λsin( ) / . The fitted scattering profile of the optimized ensemble (OE) obtained by 
the EOM approach is shown in red. The theoretical scattering curve of the random ensemble (RE, 
green line) is shown for comparison. The bottom panel displays the point-by-point error function 
for the two ensembles using the same colour code. Both ensembles contain 10,000 independent 
conformers. c Three orthogonal views of a random subset (N = 50) of the OE; colour code as in 
panel A. The orientation in the side view ( left) is the same as in panel a. d Radius of gyration (Rg) 
and (e) anisotropy (a) distributions for the RE ( black lines) and the OE ( red lines). The sharp peaks 
at A < 1 correspond to oblate conformers with populations of 4.8 % and 14.2 % for the OE and RE, 
respectively. (Bernado et al. 2010)
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3.3.2 Minimal Ensemble Search

The approach employed in the minimal ensemble search (MES) (Pelikan et al. 
2009) method is similar to that of EOM, with a focus on avoiding overfitting the 
experimental data. The chosen strategy to achieve this goal is to determine the mini-
mal number of conformations and the corresponding curves which, being treated as 
an ensemble, describe the given data. During the process of determination the num-
ber of used conformations is increased from two to five. The relative populations of 
each selected structure may also change in the course of optimization. The change 
of the discrepancy χ2 with the increase in the number of conformations is used to 
determine a minimal ensemble that fits the experimental data. A comparative analy-
sis of the final ensemble and the initially generated pool is used to draw conclusions 
about the flexibility of the studied macromolecule in a similar way as in EOM. Due 
to its nature MES is more suitable in cases of biomolecules with limited flexibility, 
where the conformational space can be covered with a few structures.

3.3.3 Basic-Set Supported SAXS

Basic-set supported SAXS (BSS-SAXS) was developed for the analysis of confor-
mational transitions of Hck tyrosine kinase (Yang et al. 2010). In the same way as 
the aforementioned approaches BSS-SAXS starts with covering the conformational 
space and pre-computing the scattering profiles of each structure, and then selecting 
conformations/curves that collectively describe the input data. However, unlike oth-
er methods, the investigators pre-select the conformations and associated scattering 
curves before the optimization process; for example, in the original study of Hck 
tyrosine kinase, this was done in two steps. First, a large number of residue-level 
coarse-grinded structures were clustered into 25 groups considered to be distinct 
conformational states of the kinase, and a scattering profile was calculated for each 
group. Second, the number of clusters was reduced to nine by clustering groups 
with similar theoretical SAXS properties, a step that can result in conformation-
ally different structures being grouped in the same cluster. BSS-SAXS employs a 
Bayesian-based Monte Carlo algorithm yielding not only the fraction of each con-
formation but also their uncertainties. BSS-SAXS, similarly to MES, is especially 
effective for macromolecular systems with a number of discrete conformations. The 
technique employs an accurate statistical method to analyse the data, but it can only 
be used with a realistic representation of the conformational sampling of the bio-
molecule, which is not always available.

3.3.4 Ensemble Refinement of SAXS

As in all the other mentioned methods, the first step of the ensemble refinement of 
SAXS (EROS) approach (Rozycki et al. 2011) is an extensive sampling of the con-
formational space. Similarly to BSS-SAXS, a coarse-grained approach is applied to 
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generate the structures, which are later clustered to determine independent states. 
The relative population of the clusters is an optimization parameter that is varied to 
fit the experimental data. The initial values are defined by the number of conforma-
tions in each cluster and the refinement is based on minimisation of a pseudo-free 
energy function consisting of two terms. The first term is the discrepancy χ2 that 
compares the experimental and computed scattering profiles. The second term pro-
posed to avoid overfitting is effective entropy, which assigns a penalty to variations 
in the relative cluster populations as compared to the initial values. The inventors of 
this method therefore presume that the initial cluster populations are close to reality 
and the algorithm just refines the values, treating large changes as overfitting. In the 
subsequent publication, a simple term increasing with the number of conformation 
is used in the pseudo-free energy function instead of maximum entropy (Francis 
et al. 2011). EROS was applied to investigate properties of the ESCRT-III CHMP3 
protein, which has a long terminal tail with two small helical regions (Rozycki et al. 
2011). Six conformations selected by EROS using a SAXS curve corresponding to 
low salt concentration conditions are very similar to the crystallographic structure 
with one of the small helices bound to the globular part of the protein. At high salt 
concentration the small helices are much more flexible and the ensemble is repre-
sented by 60 conformations.

3.3.5 ENSEMBLE

One example of the ensemble approach that uses many types of experimental data 
including SAXS profiles and several NMR parameters (RDCs, J-couplings, chemi-
cal shifts, PREs, NOEs, etc.) is ENSEMBLE (Krzeminski et al. 2013). The pool 
generation in this approach proceeds in a different way than the previously de-
scribed methods. First, a large pool of 100,000 conformations called the “initial 
soup” is populated by structures provided by the user and/or conformers generated 
by the TraDES program (Feldman and Hogue 2000). For each structure the dif-
ferent parameters are back-calculated either by ENSEMBLE or external software, 
for example CRYSOL (Svergun et al. 1995) in the case of SAXS data. During the 
next step 5000 conformations from the initial soup are randomly selected to cre-
ate the “initial pool”. Here, each conformer can be selected several times, but the 
algorithm prefers structures that have been chosen fewer times. The pool content 
is periodically updated by removing structures that are not involved in the fitting 
of experimental data and by adding slightly modified conformers from the selected 
ensemble. In the selection phase ENSEMBLE selects structures from the initial 
pool. Each type of experimental data is assigned a weight defining its importance in 
the scoring function. The ensemble is selected by the“switching Monte-Carlo algo-
rithm” and is considered to fit the experimental data when the discrepancy is lower 
than a threshold automatically determined by ENSEMBLE for each type of input 
data. During the optimization process these thresholds as well as the weights of the 
scoring function may change in order to fit the experimental data. The ENSEMBLE 



2798 Application of SAXS for the Structural Characterization of IDPs

approach provides an opportunity to incorporate data of various natures, for ex-
ample NMR and SAXS data, and fit them simultaneously. The underrestraining 
and overfitting problem is approached in ENSEMBLE by finding the smallest en-
semble that explains all of the experimental observations. The method was applied 
in the structural characterisation of the Sic1 protein and its hexaphosphorylated 
variant pSic1 (Paoletti et al. 2009) by following the NMR parameters chemical 
shifts, PREs, RDCs, and 15N R2 with SAXS data.

3.3.6 Flexible-Meccano

The program Flexible-Meccano (FM) is another example of software that gener-
ates ensembles to simultaneously describe SAXS and NMR data and has thus far 
been the most tested structural model for IDPs. FM samples conformational space 
and consecutively assembles rigid peptidic units according to the residue-specific 
Ramachandran space and a coarse-grained description of the side-chains to avoid 
clashes within the chain. FM has been tested for a large number of IDPs and has 
successfully described several NMR observables and SAXS data measured for 
these proteins (Jensen et al. 2009).

3.3.7 Maximum Occurrence

The maximum occurrence (MO) method employs a different approach to integrate 
NMR and SAXS data. MO is defined as the maximum fraction of time a system can 
spend in a given conformation and still be compatible with the experimental obser-
vations. To determine this fraction, the weight of a conformation in the ensemble is 
increased until the experimental data cannot be fitted by the best possible ensemble of 
other conformations. The procedure is performed for each conformer and the ones with 
the largest occurrence are selected. One successful example of its application is the 
aforementioned combined use of SAXS data with RDCs and PCSs obtained by NMR. 
This was done to investigate the structural disorder of calmodulin, a two-domain flex-
ible protein (Bertini et al. 2010). RDC and PCS data were obtained in three measure-
ments with Tb3+, Tm3+ and Dy3+ loaded in the N-terminal domain of calmodulin and 
demonstrated the presence of extensive interdomain mobility. The computationally 
expensive procedure of MO calculation was applied to 400 calmodulin conformations 
of a large pool of 56,000 structures that exhaustively samples the translational and 
orientational interdomain space. Comparison of the MO for each conformation clearly 
shows that moderately extended conformations are the most populated (35 %) whereas 
closed and fully extended structures only reach 5 and 15 % MO, respectively.
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3.4  Protocols for the Characterization of Flexible Systems Using 
SAXS (EOM)

A typical analysis protocol of SAXS data for flexible bimolecular systems using 
EOM includes several steps: the first three are common to most data analysis ap-
proaches for any type of molecule and are presented in the previous section. The 
other steps are specific to the ensemble-based analysis of unfolded or flexible pro-
teins and are listed here for the case of EOM.

4. The initial step of the EOM procedure is the generation of the random pool,where 
the protein sequence is used as input. Here the user may select the following 
parameters:

a. Degree of flexibility, which can be either random or native. The former cor-
responds to the case of IDPs or flexible linkers of multidomain proteins, while 
the latter is more appropriate for regions that are expected to be more struc-
tured, but whose exact structure is unknown.

b. The generated structures may incorporate high-resolution elements if they are 
available. The EOM aligns the sequences of the whole construct and the pro-
vided fragment and places the fragment at the first suitable position.

c. Pools consisting of oligomeric assemblies can be generated using the symme-
try parameter of EOM. The user can choose a symmetry of the assembly core 
from P1 to P19 or Pn2 (where n can be from 1 to 12). The flexible part of the 
structure may be generated using the same symmetry as the high-resolution 
core or in an asymmetric manner.

d. The optimal number of structures that can cover the conformational space 
depends on the size of the unfolded protein or disordered region. To represent 
short disordered regions (e.g. flexible linkers),5000 conformations may suf-
fice; for large, completely unfolded proteins the pool size should not be less 
than 20,000. An important feature of EOM is the ability to incorporate high-
resolution models into the generated structures; in this way, proteins with 
flexible loops or interdomain linkers can be modelled.

5. In the second step, EOM selects the ensemble that fits the experimental data 
using GA. The selection procedure is repeated several times by using different 
random sequences and averaging the results. The users can choose the number of 
runs of the genetic algorithm(more runs will increase accuracy, but take longer 
time) and the number of input curves to fit (e.g. several curves with different 
concentrations).

6. The last step is the analysis of the results of the genetic algorithm selection. 
Distributions of the properties of the chosen ensemble such as Rg and Dmax are 
compared to the corresponding distributions of the initial pool. For example, 
if the mean Rg of the selected ensemble is larger than that of the pool, the sol-
ute particles are more extended then randomly generated structures. The cor-
respondence between the mean Rg of the ensemble and the one obtained using 
the Guinier approximation (step 3) is a good way to control the consistency of 
the genetic algorithm selection. The width (standard deviation) of the distribu-
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tions shows the variability of the selected conformers and therefore provides a 
measure of flexibility;the ratio of the standard deviations of the ensemble and the 
pool is denoted Rratio. Another metric used for the quantitative characterization 
of the ensemble properties is Rflex, which is based on the information entropy of 
the obtained distribution and varies from 0 % (no flexibility) to 100 % (maximum 
flexibility). In some cases EOM can also be used to discriminate between two 
subpopulations of the same protein in solution, for example open and closed 
states.

One of the examples of EOM application is the structural characterization of the 
N-terminal region of the phosphoprotein of vesicular stomatitis virus (VSV-P60), 
whose interaction with the nucleoprotein is crucial for the encapsidation of the viral 
RNA genome (Leyrat et al. 2011).The protein is 68 amino acids long and contains 
the recognition element of the nucleoprotein. Large values of Rg and Dmax, the poor 
dispersion of 1H NMR signals, and CD spectroscopy and size-exclusion chroma-
tography (SEC) data indicate that the protein is intrinsically disordered. Other NMR 
methods such as chemical shifts and relaxation rates showed the presence of two 
regions in the protein with transient helical conformations. The analysis of SAXS 
data performed with EOM displayed a bimodal distribution of Rg values with two 
subpopulations corresponding to compact and extended conformers (Fig. 8.8a, b). 
This distribution is considered to be robust because it was observed regardless of 
the parameters of the genetic algorithm. A series of experiments with different 
additives affecting the structure of the protein were completed to discover the struc-
tural nature of the two subpopulations. The first measurements were performed in 
a 50 mM Arg/Glu buffer that induced compaction of the protein thus increasing its 
solubility and stability (Blobel et al. 2011). When the concentration of Arg/Glu was 
decreased to 10 mM the amount of compact conformations decreased (Fig. 8.8c, d).
In the case of the addition of 6 M of destabilizing consolute GdmCl, the unimodal 
distribution of extended conformers was observed (Fig. 8.8d, e). Conversely the ad-
dition of the stabilizing agent trimethylamine N-oxide (TMAO) increased the sub-
population consisting of compact structures (Fig. 8.8f, g). The authors assumed that 
the existence of transient helical elements and the distribution of charged residues 
plays a role in the preconfiguration of certain VSV-P60 conformations to enable the 
recognition of the nucleoprotein. The bimodal distribution of overall parameters is 
not unique and was observed in other IDPs (Paz et al. 2008; Boze et al. 2010), and 
EOM’s ability to distinguish between two subpopulations makes it a helpful tool to 
explore such properties of unfolded proteins.

3.4.1 Multiple Constructs (Deletion Mutants)

Due to the low-resolution nature of SAXS data, EOM provides overall informa-
tion but not the exact conformation of a certain region. More structural details, 
even with a low-resolution method, can be obtained using deletion mutants. The 
protocol of experiments in this case includes measurements of multiple constructs 
according to steps 1–5 of the single construct scenario. For each mutant, a pool 
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Fig. 8.8  Conformational ensemble selection and effects of stabilizing and destabilizing cosolutes. 
Ensembles of 20 conformers that collectively reproduce the experimental curves were selected 
from the initial ensemble. In each figure, the black curve shows the Rg and Dmax distributions 
calculated for the initial ensemble of conformers, while the red curve shows the Rg and Dmax distri-
butions of the selected ensemble that fit the experimental SAXS data. a Rg and b Dmax  distribution 
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of conformations is taken from the appropriate portions of the full length proteins 
generated in the main pool using the corresponding amino acid sequence. The GA 
is then applied to select ensembles that simultaneously fit the available experi-
mental data to distributions of Rg and Dmax for all the constructs. A comparison 
of these distributions is used to determine the contribution of different protein 
regions to overall flexibility and compactness and therefore to obtain clues of 
the local structural properties of the regions. An example of the implementation 
of this idea is the study of tau protein (Mylonas et al. 2008), which plays a role 
in stabilizing the neuronal microtubule and is found in abnormal deposits in the 
brains of Alzheimer’s disease patients (Mandelkow and Mandelkow 1998). Three 
isoforms of this protein with four, three and zero repeats (Fig. 8.9) were investi-
gated and for each isoform, SAXS data for the full-length constructs and several 
different deletion mutants were collected (Fig. 8.10). The EOM results (Fig. 8.11) 

from the EOM analysis in 50 mM Glu and 50 mM Arg. c Rg and d Dmax distribution from the EOM 
analysis in 10 mM Glu and 10 mM Arg. e Rg and f Dmax distributions from the EOM analysis in 
6 M GdmCl. g Rg and h Dmax distributions from the EOM analysis in 1 M TMAO. (i) Members of 
the conformational ensemble. The cartoon models show some of the selected models at varying Rg 
values, highlighting the presence of residual helical structures. The chains are coloured from the 
N-terminal ( blue) to the C-terminal ( red). The numbers refer to their position in the distribution 
shown in (a). (Leyrat et al. 2011)

Fig. 8.9  Bar diagrams of isoforms and mutants of tau protein. All residue numbers refer to the 
sequence of ht40, the longest of the human tau isoforms in the central nervous system [441 resi-
dues]. Constructs with four repeats: ht40 (441 amino acids); K32, residues (M)S198-Y394; K16, 
residues (M)S198-E372; and K18, residues (M)Q244-E372. Constructs with three repeats: ht23 
(352 amino acids); K27, residues (M)S198-Y394 without the second repeat; K17, residues (M)
S198-E372 without the second repeat; K19, three repeats where the second repeat is missing (M)
Q244-E372; K44, residues M1-E372 without the second repeat and where two N-terminal inserts 
(E45-T102) are missing; K10, residues (M)Q244-L441 without the second repeat. For repeatless 
tau, K25 contains the amino-terminal domain of ht23 and consists of residues M1-L243 (residues 
E45-T102, representing the amino-terminal inserts in ht40, are missing) and K23 represents the 
ht23 molecule without repeats (residues Q244-N368 are missing). (Mylonas et al. 2008)
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Fig. 8.10  Experimental 
SAXS data (O) with the cor-
responding ensemble fit (s). 
Constructs were grouped into 
three categories: a ht40 (con-
taining four repeats), b ht23 
(containing three repeats with 
K25, which is the N-terminal 
part of ht23), and c K23 
(repeatless tau equivalent to 
ht23 and the N-terminus of 
ht23). (Mylonas et al. 2008)
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determined that the so-called repeat region is the source of residual secondary 
structure in tau, which agrees with previously obtained NMR data indicating the 
presence of turns and extended fragments in this region. The averaged Cα-Cα 
interresidue distance matrix (Fig. 8.12) obtained as the result of multiple curve 
fitting identifies a distinct conformational behaviour depending on the number of 
repeats in the isoforms. In the three-repeat isoform (ht23) the maximum separa-
tion is located within the repeat domain itself, while for the full-length isoform 
(ht40) with four domains an enhanced separation is found between the repeat 
domain and the preceding region. These results imply that the global arrangement 
of the chains may depend on the number of turns (one per repeat), resulting in 
the extension or shortening of the average interdomain distances as compared to 
a random coil.

Fig. 8.11  Radius of gyration distributions of the pools (s) vs. the selected structures (—) using 
EOM (the histograms were smoothed using a sliding average). The integral of the area defined by 
the histograms equals 1. (Mylonas et al. 2008)
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Fig. 8.12  CR-CR distance 
plot of ht40, ht23, and K23 
using multiple curve fitting. 
Each plot point shows the 
ratio of the average CR 
distance of the selected struc-
tures to all the structures from 
the pool. The legend shows 
the ratio represented by each 
colour. White lines indicate 
the residues of the repeat 
domain for ht40 and ht23 
and the N- and C-terminal 
connections for K23. Note 
that the numbering for ht23 
and K23 is not based on the 
ht40 construct, but gives the 
ordinal residue numbers of 
the two former constructs. 
(Mylonas et al. 2008)
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4 Conclusions

This chapter focused on the applications of SAXS to IDPs and there was only a brief 
description of the basics of the technique and its numerous other applications in 
structural biology. A more comprehensive description of SAXS/SANS and its prac-
tical applications can be found in recent reviews (e.g. Graewert and Svergun 2013) 
and monographs (Svergun et al. 2013). SAXS experienced a recent renaissance in 
structural biology thanks to recent advances in instrumentation and methods devel-
opment, from a new generation of synchrotrons to the automation of data analysis 
software and novel methods of structure analysis. With the advent of the ensemble 
approach, the last decade also brought long-awaited progress in applications to 
IDPs, allowing for the quantitative description of these rather complicated systems.

We have briefly described experimental data collection, computational methods 
and analysis protocols, and presented practical examples to demonstrate that SAXS 
is a powerful technique for the structural characterization of unfolded and disor-
dered proteins. The ensemble approach has proven to be a powerful tool for the 
quantitative analysis of IDP data as evidenced by a number of various implementa-
tions of this idea and an increasing number of studies employing this approach.

SAXS is inherently a low-resolution method and therefore profits from joint use 
with high-resolution techniques. The combination of SAXS and NMR provides an 
opportunity to analyse protein properties on multiple levels, ensuring a comprehen-
sive and accurate description especially with flexible systems such as IDPs. The 
study of IDPs is a rapidly developing field, and SAXS, which is able to characterize 
complex systems in solution, is expected to further contribute to a better under-
standing of the problems of “unstructural biology”.
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Chapter 9
Bioinformatics Approaches for Predicting 
Disordered Protein Motifs

Pallab Bhowmick, Mainak Guharoy and Peter Tompa

Abstract Short, linear motifs (SLiMs) in proteins are functional microdomains 
consisting of contiguous residue segments along the protein sequence, typically not 
more than 10 consecutive amino acids in length with less than 5 defined positions. 
Many positions are ‘degenerate’ thus offering flexibility in terms of the amino acid 
types allowed at those positions. Their short length and degenerate nature confers 
evolutionary plasticity meaning that SLiMs often evolve convergently. Further, 
SLiMs have a propensity to occur within intrinsically unstructured protein segments 
and this confers versatile functionality to unstructured regions of the proteome. 
SLiMs mediate multiple types of protein interactions based on domain-peptide rec-
ognition and guide functions including posttranslational modifications, subcellular 
localization of proteins, and ligand binding. SLiMs thus behave as modular interac-
tion units that confer versatility to protein function and SLiM-mediated interactions 
are increasingly being recognized as therapeutic targets. In this chapter we start 
with a brief description about the properties of SLiMs and their interactions and 
then move on to discuss algorithms and tools including several web-based meth-
ods that enable the discovery of novel SLiMs ( de novo motif discovery) as well 
as the prediction of novel occurrences of known SLiMs. Both individual amino 
acid sequences as well as sets of protein sequences can be scanned using these 
methods to obtain statistically overrepresented sequence patterns. Lists of puta-
tively functional SLiMs are then assembled based on parameters such as evolution-
ary sequence conservation, disorder scores, structural data, gene ontology terms 
and other contextual information that helps to assess the functional credibility or 
significance of these motifs. These bioinformatics methods should certainly guide 
experiments aimed at motif discovery.

© Springer International Publishing Switzerland 2015
I. C. Felli, R. Pierattelli (eds.), Intrinsically Disordered Proteins Studied by 
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1 Introduction

Protein modularity is a central and recurrent theme in our understanding of protein 
function. The basic functioning of almost all proteins occurs by the interaction of its 
modules with various other partners (proteins, nucleic acids, small molecules, etc.). 
Each module has a defined set of function(s) (eg, interactions with specific partners) 
that is linked to its surface characteristics, shape and structural dynamics and the 
variety of functions that a protein can carry out is closely linked to the number and 
types of modules it contains (Bhattacharyya et al. 2006). These modules include 
globular domains, Short Linear Motifs (SLiMs) or other Molecular Recognition 
Features (MoRFs). The presence of these elements in a given protein will determine 
its function by specifying its set of interaction partners.

Protein domains possess well-defined three dimensional structures with the mem-
bers of any given domain family sharing strong and clearly visible evolutionary re-
lationships; domain signatures are therefore comparatively easy to detect from pro-
tein primary sequence using information contained in databases such as Pfam (Finn 
et al. 2014) and Prosite (Sigrist et al. 2013). Domain structures can also be predicted 
reliably using in silico methods such as homology modelling based on sequence-
structure alignments and this is now done routinely in protein structure prediction 
competitions like CASP ( Critical Assessment of protein Structure Prediction) (Moult 
et al. 2014). The Protein Data Bank (PDB) currently has more than 100,000 depos-
ited structures that have accumulated rapidly over the past few decades (Berman 
et al. 2013), and most of the domain types are now thought to have been discovered.

At present, scientists are focusing not only on structured regions of the proteome but 
also on the disordered regions in search of functional modules (Tompa 2012; Habchi 
et al. 2014). In eukaryotes, up to 33 % of the proteome may have putative long disor-
dered segments (defined as > 30 consecutive disordered residues) (Ward et al. 2004). 
Contained within these disordered regions, there may be a million or more estimated 
peptide motifs (SLiMs) existing in the proteome (Tompa et al. 2014) although rela-
tively few of them have been discovered and experimentally validated so far. Work 
over the past decade has brought to the forefront the importance of sequence (peptide) 
motifs in protein function. These motifs are typically found at functional sites of pro-
teins like cleavage sites, binding sites, sites for post-translational modifications and 
sub-cellular targeting sites. Some of the functions mediated by peptide motifs include 
specific protein-protein interactions, regulatory functions and signal transduction (Van 
Roey et al. 2014). The large number of annotated motifs in the Eukaryotic Linear Motif 
(ELM) database (Dinkel et al. 2014) provide overwhelming evidence of the fact that 
linear motifs are a ubiquitous and essential part of cellular biology.
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Although clearly very abundant, true positive (ie, functional) linear motif in-
stances are difficult to predict de novo from protein sequences due to the difficulty 
associated with obtaining robust statistical assessments (Gould et al. 2010). It is 
therefore of great interest to discover (using both computational and experimental 
techniques) new functional motifs that may form the basis of future drug discovery, 
by disrupting or regulating important interactions.

2  Short Linear Motifs (SLiMs) and Molecular 
Recognition Features (MoRFs)

In this chapter we focus on the characteristic features of SLiMs and on the various 
algorithms that have been developed to aid in their identification. Protein sequence 
motifs (SLiMs) have been described as functional microdomains that are short 
and flexible in length (between 2 to 11 consecutive residues). These are thought 
to arise by convergent evolution (Davey et al. 2009; Dinkel et al. 2014), thus the 
same SLiM may be found within otherwise unrelated proteins. They form compact 
functional modules and mainly occur within intrinsically disordered regions and 
surface accessible regions of proteins (Fuxreiter et al. 2007). Of the residues that 
constitute a SLiM, only a certain fraction are invariant (ie, fully conserved) across 
multiple instances of the motif. Usually these residues confer functional specific-
ity, for binding interactions and/or undergo posttranslational modifications (PTMs). 
Other positions may tolerate conservative substitutions (eg, residues with similar 
size and/or physicochemical characteristics may be used interchangeably). Final-
ly, some positions are not under selective constraints (wildcard positions). Thus, 
SLiMs have well-defined sequence patterns that are usually represented graphi-
cally using sequence logos (Schneider and Stephens 1990) or by machine-readable 
regular expressions (REs), that constitute position-specific definitions of allowed 
residue types and/or certain wildcard or ambiguous positions. Regular Expressions 
(REs) will be explained and elaborated upon later in the chapter.

Molecular Recognition Features (MoRFs) are so-called because these protein 
segments form a specific class of intrinsically disordered regions (IDRs) that ex-
hibit specific molecular recognition and binding functions. MoRFs are short (usu-
ally 20 residues or fewer) segments that are located within longer IDRs and are 
very interaction-prone (Vacic et al. 2007). MoRFs undergo characteristic disorder-
to-order transitions upon binding to their partners (Mohan et al. 2006); based upon 
their bound state structures, they have been classified into α-MoRFs, β-MoRFs and 
ι-MoRFs (the latter class forms non-regular structures without regular backbone 
hydrogen bonding patterns). Unlike SLiMs, MoRFs are not defined on the basis 
of a sequence pattern (RE), but as interaction-prone disordered segments that (are 
predicted to) form ordered secondary structures upon binding to a protein partner. 
However, MoRF segments may themselves contain SLiMs, such as demonstrated 
in Fig. 9.1a (see next section).
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3  Motif (SLiM)-Mediated Interactions  
and Their Biological Importance

Our current understanding of protein-protein interactions has changed significantly 
with the knowledge of how IDRs play crucial roles in enabling protein interactions 
(‘domain-peptide’ interactions) (Dinkel et al. 2014; Petsalaki and Russell 2008; Ed-
wards et al. 2012). Interactions mediated by SLiMs have been shown to function in 
diverse processes, such as in the control of cell cycle progression, substrate selec-
tion for proteasomal degradation, targeting proteins to specific subcellular loca-
tions and for stabilizing scaffolding complexes. Figure 9.1a shows an example of 
a motif-mediated interaction (a p53 peptide bound to the folded SWIB domain of 
MDM2) (Schon et al. 2002). The region of p53 present in the crystal structure con-
tains an 8-residue SLiM (the ELM degradation motif ‘DEG_MDM2_1’). The motif 
is disordered in the unbound state, but forms an α-helical secondary structure in the 
complex with MDM2, thus conforming to the classical definition of a MoRF. In this 
example, the SLiM overlaps with a larger MoRF segment that can be detected by 
the MoRFPred predictor (Disfani et al. 2012). Figure 9.1b illustrates recognition of 
the ELM SUMOylation motif ‘MOD_SUMO’ present on the C-terminal domain of 
RanGAP1 by the mammalian SUMO E2 enzyme UBE2I (Bernier-Villamor et al. 
2002). Note that in this case the peptide motif is not classified as a MoRF by the 
predictor.

Fig. 9.1  Examples of SLiM-mediated interactions. a The p53 peptide ( red cartoon) that is rec-
ognized by the folded SWIB domain (surface representation) of MDM2 (PDB code: 1YCR) is a 
MoRF that attains a helical bound state conformation. This MoRF region also contains a SLiM 
(degron) as indicated on the figure. b Interaction between the mammalian SUMO E2 enzyme 
(UBE2I, in surface representation) and its SUMOylation substrate RanGAP1 ( green ribbon) medi-
ated by a modification motif (shown in red) (PDB code: 1KPS). In both the figures, the amino 
acid sequence of the peptide motif segments and their sequence neighborhood are shown below 
their respective molecular diagrams along with the MoRFPred predictions (the letter ‘M’ on a red 
background indicates the segments that are predicted to be a MoRF, whereas ‘n’ against a green 
background indicates non-MoRF residues). The SLiM segments and their corresponding ELM 
identifiers are also indicated
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Interface areas in peptide-protein complexes observed in the PDB average about 
500 Å2 (London et al. 2012), significantly smaller than the size of an average pro-
tein-protein hetero-interface (1900 Å2) or homodimer interface (3900 Å2) (Janin 
et al. 2008). The limited size of SLiM-mediated interfaces often results in micro-
molar binding affinity for these interactions, whereas globular protein-protein com-
plexes formed via domain-domain interactions can be much stronger (nano-molar 
or lower Kd). This permits transient and reversible interactions that are necessary 
for many dynamic cellular binding events, such as those required for the rapid trans-
mission of intracellular signals (Neduva and Russell 2005; Gibson 2009).

A further advantage is the ‘switching’ behaviour that can be achieved by the use 
of PTMs within SLiMs to regulate interactions. Phosphorylation/dephosphorylation 
is widely used to enhance (or disrupt) interactions for example, and this enables 
direct cross-talk between multiple signaling pathways (Akiva et al. 2012). Multiple 
SLiMs can also form more complex switches by co-operating with each other and 
acting in synergy with post-translational modifications to assist switching between 
different functional states of proteins (Dinkel et al. 2014). In the example illustrated 
in Fig. 9.2, the phosphorylation of beta-catenin (CTNNB1) at Thr41 generates a 
docking site for Glycogen synthase kinase-3 beta (GSK3B) which phosphorylates 
Ser37 and generates a new docking site for GSK3B. Subsequent phosphorylation of 
Ser33 by GSK3B switches CTNNB1 binding specificity to the F-box/WD40 repeat 
containing protein BTRC which functions as a substrate recognition component of 
a SCF (SKP1-CUL1-F-box protein) multi-subunit E3 ubiquitin-protein ligase. This 
results in the recruitment of β-catenin to the SCF E3 ligase complex followed by 
ubiquitination and proteasome-dependent degradation of β-catenin (Wu et al. 2003; 
Hagen and Vidal-Puig 2002; Van Roey et al. 2013).

SLiMs represent an important target for diseases, both in terms of causal muta-
tions and potential therapeutics (Uyar et al. 2014). Further, many pathogens have 
taken advantage of the plasticity of SLiMs by mimicking host motifs to dysregulate 

Fig. 9.2  Schematic illustration of the use of multiple overlapping SLiMs (ELM identifiers MOD_
GSK3_1 and DEG_SCF_TRCP1) in beta-catenin (CTNNB1) that allows the recognition and relay 
(sequential) phosphorylation of beta-catenin by glycogen synthase kinase-3 beta (GSK3B) result-
ing in the activation of a degradation motif (degron) that is recognized by the WD40 repeat domain 
of the substrate adaptor subunit of a multi-subunit E3 ubiquitin ligase, resulting in the ubiquitina-
tion of beta-catenin and its 26 S proteasome-mediated degradation. Phospho groups are shown in 
blue circles and ‘P’ written in red
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and rewire cellular pathways of the host to their own advantage (Davey et al. 2011b; 
Kadaveru et al. 2008). Our growing appreciation of the importance of motif-medi-
ated protein functions is evidenced by the recent growth of motif databases. The 
eukaryotic linear motif (ELM) resource maintains curated data on protein SLiMs 
whose functional validity has been demonstrated experimentally (Dinkel et al. 
2014). MiniMotifMiner (MnM) (Mi et al. 2012) is another resource dedicated to 
the annotation and detection of a broad spectrum of motifs from a large number of 
species and currently contains 880 consensus minimotifs and 294,053 instances. 
Similar to SLiM, minimotif is another term used to define short contiguous peptide 
sequences that possess a demonstrated function (including post translation modifi-
cations, binding to a target protein or molecule and protein trafficking) in at least 
one protein. Another database ScanSite (Obenauer et al. 2003) stores data for 65 
motifs in 12 different groups (functionally similar motifs have been grouped togeth-
er). Similarly, Prosite (Sigrist et al. 2013) contains data for 1308 patterns or regular 
expressions although it contains domain signatures in addition to SLiMs. However, 
in spite of their immense functional importance in eukaryotic cell regulation, de-
tailed information regarding the majority of SLiMs are still limited, and at present 
only a small proportion of human motifs have been discovered (Tompa et al. 2014). 
This highlights the pressing need to develop and further enhance computational 
methods that can efficiently predict novel SLiMs in protein sequences and thereby 
serve as a useful guide for experimental motif discovery efforts.

4  Representing Motifs: Regular Expressions (REs), 
Position Weighted Matrices (PWMs) and Position-
Specific Scoring Matrices (PSSMs)

SLiMs are commonly represented by RE-patterns and PWMs. SLiMs are comprised 
of both defined amino acid positions as well as wildcard positions which may be 
occupied by any amino acid type. Defined positions may be (i) fixed or invariant, in 
which only a single amino acid type is permitted at that position, or (ii) ambiguous, 
in which case multiple amino acids (often of similar size and/or physicochemical 
properties) may occupy that site and still result in a functional SLiM. Thus, a RE 
describes a sequence of letters that may match at each position in a given motif. The 
simplest RE is just a string of letters, such as the “RGD” motif present in extracel-
lular matrix proteins that is recognised by different members of the integrin family 
(Corti and Curnis 2011). This regular expression matches only one defined amino 
acid sequence: Arg-Gly-Asp (RGD). To allow variable positions in a RE, additional 
symbols are used. For example, [KR] specifies that either K or R may be present; 
{min, max} specifies a range of minimum and maximum numbers of residues al-
lowed (eg. M{0,1}) indicates that Met can either be absent (0) or can be present but 
only once (1); the ‘.’ (dot symbol) at a given position indicates that any amino acid 
is allowed at that position. One disadvantage of REs is that residue-specific fre-
quency information is lost: [KR] does not indicate the relative occurrence frequency 
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of K vs R. Table 9.1 provides an overview of how regular expressions are used to 
represent sequence motifs.

Unlike REs, PWMs indicate the probability of each residue type occurring at 
each position in a motif. PWMs are widely used for characterizing and predicting 
sequence motifs (Bailey 2008). A PWM is an ‘n’ by ‘w’ matrix where ‘n’ is the 
number of letters in the sequence alphabet (20 amino acids for proteins) and ‘w’ 
is the number of motif positions. Pa,i represents the probability of letter ‘a’ at the 
ith position in the motif. A PWM can be used to define an occurrence probability 
for any possible sequence containing ‘w’ characters (calculated as the product of 
the corresponding entries in the PWM), based on the assumption that each motif 
position is statistically independent. The relationship between a RE and the cor-
responding PWM is shown in Fig. 9.3 for the KEN-box motif. The 16 validated 
occurrences (sites) from which this motif was constructed (data from ELM entry 
DEG_APCC_KENBOX_2) are shown aligned with each other on the left-hand 
panel. The corresponding RE is shown in the middle panel along with the observed 
counts of each letter in the corresponding alignment columns (frequency table). The 
PWM is shown on the right-hand panel. Finally, the figure represents the KEN-box 
sequence logo (Schneider and Stephens 1990).

Motif discovery algorithms also output a position-specific scoring matrix (PSSM) 
which takes the background probabilities of different letters into account (Bailey 
2008). The PSSM entries are calculated as a log likelihood: Sa,j = log2 (Pa,j/fa), where 
fa is the overall (background) probability of letter ‘a’ in the set of input sequences 
that will be scanned for motif occurrences, and Pa,j represents the frequency of letter 
‘a’ at the jth position as explained earlier. Sequences are assigned scores by sum-
ming up (rather than multiplying position specific probabilities as with a PWM) 
the appropriate numbers from the PSSM table. PSSM scores are more useful for 
scanning sequences as compared to PWM probabilities because they allow scaling 
by background probability: this reduces false positive rates caused by non-uniform 
distribution of letters in sequences (Xia 2012; Bailey 2008).

Table 9.1  Description of the different types of symbols used to construct Regular Expressions 
(REs) for peptide motif representation
Character Name Description
. Dot Any amino acid allowed
[…] Allowed character class Amino acids listed are allowed
[^..] Disallowed character class Amino acids listed are not allowed
X{min, max} Allowed range (number) of con-

secutive specified character ‘X’
Min required, max allowed

^ Caret Matches the amino terminal
$ Dollar Matches the carboxy terminal
? Question One amino acid is allowed but is optional
* Star Any number of amino acids are allowed 

but are optional
+ Plus One amino acid is allowed, additional are 

optional
| Alternation Matches either expression it separates
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5  Overview of Functionally Specialized SLiM Categories 
in ELM

The latest published ELM release contained 197 classes and 2404 instances (Dinkel 
et al. 2014). SLiMs in ELM have been classified into six categories based on their 
function: proteolytic cleavage sites (‘CLV’), sub-cellular targeting sites (‘TRG’), 
ligand binding sites (‘LIG’), post-translational modification sites (‘MOD’), de-
struction motifs or degrons (‘DEG’) and finally, docking sites (‘DOC’) (Table 9.2). 
Figure 9.4 shows representative examples of SLiM-mediated interactions from each 
ELM class (except ‘CLV’ sites for which none of the entries had a corresponding 
PDB entry).

Fig. 9.3  Converting a multiple sequence alignment of known motif instances into a RE and PWM. 
The alignment of motif sites (validated instances of the KEN-box (Dinkel et al. 2014)) is shown 
on the left. The RE is shown at the top of the middle panel. The counts of each amino acid type in 
each alignment column (the position specific count matrix, PSCM) are shown beneath the RE. The 
PWM is shown on the right hand side. The last figure shows the information content sequence logo 
for the motif (generated by http://weblogo.berkeley.edu/logo.cgi)
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Cleavage ‘CLV’ sites are recognised by proteases for the processing of predeces-
sor proteins into their active biological products (eg, N-arginine dibasic convertase 
is an endopeptidase that recognizes (.RK)|(RR[^KR]) dibasic cleavage sites for pro-
cessing secreted proteins (Hospital et al. 2000)). ‘TRG’ motifs are used for protein 
recognition and targeting to diverse sub-cellular compartments: for example, the 
‘tyrosine-based sorting signal’ (Y..[LMVIF] motif) is found in the cytosolic tails of 
some membrane proteins and is responsible for deciding the traffic flow in endosom-
al and secretory pathways (Fig. 9.4a). Motifs that mediate binding to globular protein 
domains form the ‘LIG’ class: for example, the AP2 (Adaptor Protein) α subunit 
recognizes and binds to accessory endocytic proteins such as amphiphysin, AP180 
and synaptojanin170 via their F.D.F motifs resulting in their recruitment to the site of 
clathrin coated vesicle formation and thereby assists and regulates vesicle assembly 
(Brett et al. 2002) (Fig. 9.4b). SLiMs located at post-translational modification sites 
constitute the ‘MOD’ class (eg, the Protein kinase B substrate phosphorylation site 
has residue preferences as shown in Fig. 9.4c).

Earlier ELM versions contained only these four motif categories (‘CLV’, ‘TRG’, 
‘LIG’, and ’MOD’) (Gould et al. 2010). Recently however with the increase in the 
number of ELM classes, two additional but functionally specialized ‘LIG’ (ligand-
binding) categories were introduced—‘DEG’ (degron) motifs and ‘DOC’ (docking) 
motifs. Degrons are motif sequences embedded within proteins that enable their spe-
cific recognition by E3 ubiquitin ligases, normally resulting in the channeling of 
these substrates into the ubiquitin-proteasomal degradation pathway (Glickman and 
Ciechanover 2002). For example, the [IL]A(P).{6,8}[FLIVM].[FLIVM] motif pres-
ent in the α subunit of the heterodimeric transcription factor Hif-1 (hypoxia-inducible 
factor 1) is an oxygen-dependent degron that is hydroxylated by prolyl hydroxylases 
under conditions of normal oxygen availability (Masson and Ratcliffe 2003). Prolyl 
hydroxylation confers degron recognition and binding by the von Hippel-Lindau tu-
mor suppressor protein (pVHL) (Fig. 9.4d) which forms a multi-subunit E3 ubiquitin 
ligase complex with elongin C, elongin B, Cul-2, and Rbx1 leading to the ubiquitina-
tion and proteasomal degradation of Hif-1α (Min et al. 2002).

Table 9.2  Summary of data stored in the ELM database (as of September 2013) (reprinted with 
permission from Dinkel et al. 2014). Breakup of ELM data according to (1) the six ELM class 
types (LIG, MOD, TRG, DEG, DOC and CLV motifs) and the number of ELM classes corre-
sponding to each class, (2) ELM instances by organism type, (3) the number of ELMs that are 
represented in the PDB, and finally, (4) the number of GO terms associated with the data in ELM
Functional 
sites

ELM classes ELM instances PDB 
structures

GO terms

Total 197 2404 290 419
By category LIG 103 Human 1391 Biological process 217

MOD 30 Mouse 211
TRG 23 Rat 115 Cell compartment 95
DEG 15 Yeast 86
DOC 15 Fly 77 Molecular function 107
CLV 11 Other 524
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Fig. 9.4  PDB structures corresponding to representative examples from each ELM class showing 
the SLiM peptide (drawn using stick representation, colored red and surrounded by a surface mesh) 
in complex with their globular protein partners (displayed using light grey surface representation). 
SLiM-containing sequence segments of all the experimentally validated vertebrate instances (data 
from ELM) are shown in the multiple sequence alignments. The first sequence in each alignment 
corresponds to the SLiM-containing protein shown in the PDB structure (SLiM residues are shown 
in red). SLiM residues for the other instances are highlighted using light blue color. Consensus 
motif patterns are shown in bold under each alignment. a Targeting motif derived from the trans-
Golgi network integral membrane protein (TGN38) interacting with the mu subunit of the adaptor 
protein complex 2, Ap2m1 (PDB code: 1BXX). b Ligand binding motif from human Amphiphysin 
interacting with the alpha-2 subunit of the adaptor protein complex 2, Ap2a2 (PDB code: 1KY7). 
c Modification motif from Glycogen synthase kinase-3 beta (Gsk3b) in complex with the kinase 
domain from RAC-beta serine/threonine-protein kinase (AKT2) (PDB code: 1O6K). d Degrada-
tion ( degron) motif of human hypoxia-inducible factor 1-α protein (HIF1A) interacting with the 
Von Hippel-Lindau (VHL) component of the multi-subunit VHL ubiquitination complex (PDB 
code: 1LM8). e Docking motif derived from human Retinoblastoma-associated protein, RB1 inter-
acting with the cyclin A2/CDK2 complex (PDB code: 1H25). Figures were drawn using PyMol
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Finally, docking(‘DOC’)motifs are used to recruit modifying enzymes onto their 
target substrates. However, ‘DOC’ sites are distinct from ‘MOD’ sites that are tar-
geted for the actual enzymatic modification; initial binding to docking motifs on the 
substrate helps to direct and enhance enzyme specificity for the modification site 
(the two motifs together can be considered to possess a bi-partite architecture). For 
example, the docking motif DOC_CYCLIN_1 ([RK].L.{0,1}[FYLIVMP]) initiates 
substrate interactions with cyclin (Fig. 9.4e) resulting in increased specificity of 
phosphorylation (at the associated MOD_CDK_1 phosphorylation sites) by cyclin/
Cdk complexes (Takeda et al. 2001).

6 Motif Discovery Algorithms and Tools

Given the diverse gamut of functions that are mediated by SLiMs, the development 
of methods and algorithms that will aid in (1) the discovery of new motifs ( de novo 
motif prediction), and (2) filtering functional motif instances from the background 
of stochastic occurrences, is expected to be useful for identifying functional sites 
in proteins, especially within the unstructured segments. Usually motif discovery 
algorithms fall into three categories: enumeration, deterministic optimization and 
probabilistic optimization (D'Haeseleer 2006).

Enumeration is an exhaustive search based word counting method. The target 
sequences are broken up into shorter fragments (words of length ‘n’) and by count-
ing the occurrence frequencies of all ‘n-mers’, the method attempts to identify sta-
tistically overrepresented short motifs. The highest occurrence frequency within the 
target sequences does not necessarily indicate a specific motif; statistical overrepre-
sentation can be more reliably estimated by searching for motif patterns that appear 
more frequently than the random expectation (this random expectation is based on a 
background model that takes into account compositional biases). These steps need 
to be repeated several times until it finds statistically significant motifs. Further, by 
allowing mismatches and degeneracy in certain positions, consensus motifs can be 
defined in a more flexible and realistic manner. Alternatively, multiple overrepre-
sented motifs that exhibit similarity may be combined into a single, more flexible 
motif. However, this method is computationally expensive because it requires the 
generation and storage of large numbers of short segments in memory.

Deterministic optimization is based on Expectation Maximization (EM). In the 
first step of EM, a PWM is initialized with a single n-mer segment of user-defined 
length (‘n’) along with some amount of background frequencies (nucleotides or 
amino acids). Next the input sequences are split into substrings (n-mers) and each 
substring then matched against the PWM. A probability value is calculated that 
indicates whether the substring was generated by the motif (PWM) model or by 
the background sequence distribution. Taking a weighted average of the current 
probabilities for each substring, the PWM is refined and the probabilities for the 
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substrings then recalculated based on the updated PWM. The steps are repeated 
iteratively until a maximum likelihood motif model (PWM) is obtained. A well-
known implementation of EM is the Multiple EM for Motif Elicitation (MEME) 
software (Bailey et al. 2006).

Finally, probabilistic optimization is based on Gibbs sampling. Briefly one motif 
from each input sequence is randomly selected to determine an initial model and 
a PSSM is built from those sub-strings. Then the PSSM is used to scan each input 
sequence to find a motif that better contributes to improve the PSSM quality; this 
new motif with higher PSSM score is then added to the model and the old motif 
is removed. This process is repeated until the PSSM reaches convergence. The al-
gorithm assumes that most of the target sequences will contain the motif. Aligns 
Nucleic Acid Conserved Elements (AlignACE) (Chen et al. 2008) is a program 
based on the Gibbs sampling approach and is used to discover motifs from sets of 
DNA sequences.

Many de novo motif discovery tools are currently available that are dedicated to 
discover motifs present in disordered protein regions. De novo discovery methods 
take as input the protein primary sequence and utilize features such as disordered 
structural environment and evolutionary context as pointers to reduce false posi-
tive matches (Davey et al. 2012b). Functional SLiMs have been characterized to 
be enriched within disordered regions of the proteome, motif residues can be dis-
tinguished from their sequence neighborhood on the basis of higher evolutionary 
conservation, and furthermore, SLiMs often exhibit a propensity to form ordered 
secondary structures upon partner binding (Davey et al. 2012b). These additional 
layers of information are therefore used to enhance the filtering and removal of false 
positive hits.

Additional strategies to improve true positive motif detection include: remov-
al prior to input of sequence segments that are spurious for motif discovery (eg, 
masking repeat sequences and low complexity regions), and sequence regions that 
are poorly represented in SLiMs (such as well structured domains, transmembrane 
segments and poorly conserved segments). Furthermore, the use of multiple motif 
predictors that cover a range of motif descriptions and search algorithms, followed 
by a comparison of results is always recommended. Optimizing the runtime details 
such as motif width, expected number of motif occurrences, deciding cutoffs for 
various parameters also require careful consideration. Sometimes it may be useful 
to combine similar motifs into a smaller set of (more) flexible motif descriptions. 
Users should also consider multiple high scoring motifs as the top hit may not nec-
essarily be the most biologically relevant. Finally, the chances of detecting a true 
functional motif are also maximized if one can reduce (based on available evidence) 
the number of sequences that are not likely to possess that functionality (“noise”).

The Discovery@Bioware portal (http://bioware.ucd.ie/~compass/biowareweb/) 
and MEME Suite (http://meme.nbcr.net) contain a host of useful resources per-
taining to the discovery, characterization and analysis of SLiMs (Table 9.3). The 
Eukaryotic Linear Motif (ELM) resource (http://elm.eu.org) has an extensive col-
lection of curated SLiM instances, and is a useful tool for sequence annotation to 
identify protein segments that match known functional SLiMs. Regular expressions 



3039 Bioinformatics Approaches for Predicting Disordered Protein Motifs

representing the ELM classes are used by ELM’s motif detection pipeline to scan 
proteins for putative SLiM instances (Davey et al. 2012a; Dinkel et al. 2012). Mini-
motif Miner (MnM, http://mnm.engr.uconn.edu/MNM/SMSSearchServlet) is also 
widely used for motif searches and analysis.

7  Details of Usage and Functionality of Some Selected 
Motif Discovery Tools

SLiMPrints (short linear motif fingerprints, currently at version 3.0) attempts to 
identify putative functional motifs from the input amino acid sequence on the ba-
sis of evolutionary conservation as a discriminatory feature for SLiM discovery 
(Davey et al. 2012a). Residue conservation statistics are analyzed and their signifi-
cance estimated by comparison against the background conservation of neighbor-
ing residues. The method identifies relatively conserved (overconstrained) proximal 
residue clusters present within disordered regions; such “islands of conservation” 
located inside structurally unconstrained and mutation-prone disordered regions 
have been shown to be indicative of putatively functional SLiMs. The reader is 
referred to the original publication for a detailed description of the methodology 
(Davey et al. 2012a).

We demonstrate here how the user can provide input to the SLiMPrints web appli-
cation (http://bioware.ucd.ie/~compass/biowareweb/Server_pages/slimprints.php), 

Table 9.3  A list of commonly used motif discovery resources that enable motif prediction, dis-
covery and analysis
Name Description
SLiMProb Searches for occurrences of pre-defined motifs (REs) in protein sequences 

(http://bioware.ucd.ie/~compass/biowareweb/)
SLiMSearch 3 Searches for occurrences of pre-defined motifs proteome wide (http://bio-

ware.ucd.ie/~compass/biowareweb/)
SLiMPred Predicts potential SLiMs in a protein sequence (http://bioware.ucd.

ie/~compass/biowareweb/)
SLiMPrints Predicts potential motifs by searching for clusters of locally conserved 

residues present in intrinsically disordered regions (http://bioware.ucd.
ie/~compass/biowareweb/)

SLiMFinder Identify SLiMs in a group of proteins (http://bioware.ucd.ie/~compass/
biowareweb/)

GLAM2 Identify DNA or protein motifs using gapped local alignment (http://meme.
nbcr.net)

MEME Identify DNA or protein motifs using EM (http://meme.nbcr.net)
ELM Database of experimentally validated SLiMs in eukaryotic proteins and a 

resource for investigating candidate functional SLiMs (http://elm.eu.org/)
MnM Examines query protein for presence of short contiguous peptide sequences 

that have a known function in at least one protein (http://mnm.engr.uconn.
edu/MNM/SMSSearchServlet)
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provide a brief overview of the methodology involved and finally, describe how the 
output is displayed and its contents. The user can analyse a protein of interest by 
providing the UniProt Accession of the protein into the search box (Fig. 9.5, “Query 
protein”). SLiMPrints contains pre-computed multiple sequence alignments of least 
divergent orthologs selected using the GOPHER algorithm, following a BLAST 
search for homologs against a database of EnsEMBL metazoan (plus Saccharomy-
ces cerevisiae) genomes (Flicek et al. 2011). The alignments have been processed 
to increase their quality by the removal of potential biases (for example, low com-
plexity regions in highly divergent proteins were removed from the alignments and 
alignments with identified orthologs in < 10 metazoan species were not considered 
further) (Davey et al. 2012a). Further, regions shown to be deficient in motifs (anno-
tated domains, transmembrane segments, extracellular regions and highly structured 
residues) are masked before the motif discovery step. Because the algorithm aims 
to identify regions of functional constraint (proximal clusters of strongly conserved 
residues) against a backdrop of evolutionary drift especially within disordered seg-
ments, relative local conservation (RLC) statistics (that measures residue conserva-
tion against the background conservation of a neighboring sequence window) are 
employed to obtain better information about the putative functionality of a motif re-
gion. SLiMPrints combines RLC and disorder predictions to identify putative SLiMs 
in the input sequence. Figure 9.5 illustrates an example SLiMPrints output using hu-
man p53 as the input sequence. The output contains the identified motifs ranked by 
their significance score (Sigmotif is a metric that represents the likelihood/significance 
of the observed grouping of highly conserved residues that form a putative sequence 
motif (Davey et al. 2012a)). The underlying alignment(s) corresponding to the re-
spective motif regions can be visualized by clicking on the “view” links. The RE of 
the obtained motifs and their sequence context (with the motif start and end residue 
positions in the input sequence) are also printed. The average IUPred (Dosztanyi 
et al. 2005) disorder score of the motif is also output. Finally, if the obtained motif 
matches an annotated ELM identifier, the ELM entry is also shown.

SLiMFinder (Short, Linear Motif Finder) software/web server (http://bioware.
ucd.ie/~compass/biowareweb/Server_pages/slimfinder.php) is intended to al-
low researchers to de novo discover novel SLiMs from a set of input sequences 
(Davey et al. 2010). The purpose is to identify shared motifs among a set of un-
related proteins that possess a common function suspected to be SLiM-mediated 
(eg, binding to a common protein partner). SLiMFinder accounts for evolutionary 
relationships amongst the input sequences by clustering them into unrelated protein 
clusters (UPCs), such that proteins separated into different clusters do not share 
any BLAST-detectable similarity (Altschul et al. 1990). An explicit model of con-
vergent evolution is used whereby the method searches for SLiMs that are statisti-
cally overrepresented in a maximum number of proteins from the different UPCs. 
SLiMFinder combines two algorithms: (i) SLiMBuild, which performs the actual 
task of identifying recurring motifs, and, (ii) SLiMChance estimates the statistical 
significance of returned motifs. We refer the reader to the original publication for 
full details of the methodology involved (Edwards et al. 2007).
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Fig. 9.5  SLiMPrints input and output. Input options: SLiMPrints takes as input a UniProt acces-
sion number (shown on the top panel). Output options: summarized results of SLiMPrint hits are 
initially displayed as shown below the input options panel. This section provides a summary of 
the identified motifs along with their main features (highlighted using the red ovals and the red 
arrows). The results specify the motif rank, a “Visualize” option (link to visualize alignment of 
orthologs, an example of which is shown in the bottom panel), “Sigmotif” (Significance score of the 
identified motif), “Motif” (Regular Expression of the observed motif), “Context” (motif contain-
ing sub-sequence), “IUPred” (average disorder score of the motif) and “Annotated ELM” (if the 
motif is found in ELM)
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Figure 9.6 shows the SLiMFinder web server input page. The input may be a 
list of UniProt IDs or user-built sequence files in UniProt or FASTA format. Next 
to the input box are the lists of options (separately for ‘Masking’, ‘SLiMBuild’, 
‘SLiMChance’ and ‘Output’) that the user can employ to fine tune searches. First, 
there are multiple options to mask out regions (from the input sequences) known 
to be depleted in SLiMs: users can exclude from the motif search unconserved 
residues, ordered regions (based on IUPred predictions) such as Pfam domains, 
low complexity regions as well as certain amino acid types. Next, SLiMBuild has 
options that specify the minimum and maximum number of consecutive wildcard 
positions that are to be permitted, the total number of allowed wildcard positions 
and the minimum number of input sequences that must contain each generated mo-
tif for it to be returned as a putative SLiM. Users will also find settings to modify 
residue groupings based on physicochemical or other parameters: these groupings 
are used to define ambiguous SLiM positions. Once a set of motifs is generated by 
SLiMBuild, the SLiMChance algorithm assigns a statistical significance score (P-
value) to each motif (the user can select the significance cutoff for returning motifs). 
Although the default behaviour is to return upto 100 motifs at P-value < = 0.99, the 
most significant motifs are those with P < = 0.05 (the stricter the significance cutoff, 
the smaller the proportion of false positive hits).

SLiMFinder output provides rich visualization and a host of options for data 
analysis (Fig. 9.6). In the main output page, a summary of the returned (predicted) 
motifs are shown ranked by significance score. With each motif hit there are as-
sociated hyperlinks: under the “Aligned” column, the ‘M’ and ‘A’ alignment links 
will allow the visualization of the motif region in the input sequences (‘masked’ 
and ‘unmasked’, respectively). Clicking the red links under the “Proteins” column 
shows those proteins in which the motif was found and their position in the se-
quence. The small thumbnail figure under “Plot” will direct the user to alignments 
for the corresponding protein and its GOPHER orthologs around the region of the 
generated motif. Finally, for each putatively returned motif there are links to run 
CompariMotif (Edwards et al. 2008) and SLiMSearch (Davey et al. 2011a): the 
former compares the motif to known, literature-derived motifs, whereas the latter 
searches for all UniProt entries that contain this motif alongwith statistical estimates 
about the validity of the observed occurrence.

GLAM2 ( Gapped Local Alignment of Motifs) is a software for finding motifs in 
input (protein or DNA) sequences (Frith et al. 2008). The web version is located at 
http://meme.nbcr.net/meme/cgi-bin/glam2.cgi. GLAM2 examines the set of input 
sequences for common motifs and finds a motif alignment with maximum score. 
GLAM2 enables the detection of gapped ( ie, with indels) motifs. The algorithm 
starts from an initial random alignment constructed from the input sequences and 
uses simulated annealing to make repetitive changes to it. These changes are ran-
dom and they affect the motif score (which can either increase or decrease), the idea 
being to prevent the system from being trapped in local optima. The changes are 
applied iteratively until the score fails to improve further even after ‘n’ successive 
changes (n = 10,000 by default). The types of changes that are possible and their 
details are beyond the scope of this chapter and the reader is referred to the original 
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publication (Frith et al. 2008). Essentially, GLAM2 builds on the idea that motifs 
contain a certain number of “key positions” defined by strict residue preferences at 
highly conserved and therefore presumed to be functional sites. The algorithm opti-
mizes the number of key positions and then searches for an alignment of substrings 

Fig. 9.6  SLiMFinder input and output. Input options are shown on the top. Input is a list of 
UniProt identifiers corresponding to the set of proteins in which we want to discover common 
(shared) motifs. Options are categorized into the following sub-sections: “Masking”, “SLiM-
Build”, “SLiMChance” and “Output” options (shown using the red ovals and arrows). The web 
server provides short descriptions for each option if the user hovers the mouse over the ‘?’ sign 
next to each option. Output: summarized results are initially displayed (shown in the panel below 
the input options). This section outputs the “Rank” (motif rank), “Motif” (RE of the generated 
motif), “Aligned (M|A)” (links to visualize motif alignments for masked or unmasked sequence 
context, an example is shown on the bottom most panel), “Sig” (motif significance score), “Pro-
teins” (list of input proteins that contain the motif). Under the “Proteins” header, the user will see 
in red the number of proteins containing each predicted motif. By clicking on the number of hits, 
the output will expand to show the names of those proteins from the input list that contain the motif 
in question. Each protein can then be further analyzed for that motif based on the conservation 
statistics (for example by clicking on “Link to ortholog alignment”). Finally, “Run CompariMotif” 
(comparison against known motifs) and “Run SLiMSearch” (search for generated motif pattern in 
sequence databases) functions are also available for each predicted motif

 



308 P. Bhowmick et al.

(one from each input sequence) to match a series of key positions. Thus in the 
scoring scheme, the alignments of identical or similar residues in the same key 
positions are rewarded, whereas insertions and deletions are penalised. Ultimately 
with the simulated annealing approach GLAM2 attempts to find a motif alignment 
with maximum score. To cross-check that a reproducible, high-scoring motif has 
been identified, the steps are repeated multiple (by default 10) times using different 
starting alignments selected randomly by the program. The algorithm then checks 
whether similar (but not necessarily identical) alignments recur. This is suggestive 
that the optimal motif has been found.

Figure 9.7 shows the input page on the GLAM2 server and an example output. 
Input can be either in the form of a text file containing the input sequences or by 
pasting the sequences into the box provided. The user can check details about the 
input formatting by clicking on the links (colored cyan) just above the input box. 
There are several parameters that can be customized (Fig. 9.7). The allowed align-
ments can be constrained by specifying variables such as: minimum number of in-
put sequences to be used in building the motif alignment, minimum and maximum 
number of aligned columns ( ie, key positions), and the initial number of aligned 
columns. The user can also modify the scores for tolerating insertions and deletions, 
and turn off/on shuffling of original sequence (used as a control to compare with 
the score of original sequence). Running GLAM2 is computationally heavy and 
the analysis time depends on sequence length and the size of the input dataset. One 
feature of this method is that it can detect only a single motif at a given time (by 
default 10 variants/replicates of the highest scoring motif are generated) and it does 
not model alternative binding motifs simultaneously (Tran and Huang 2014; Frith 
et al. 2008). However, more advanced users can use the command line installation 
to detect alternate (weaker) motifs, by first masking the strongest identified motif 
region (using the program ‘glam2mask’) and then re-running GLAM2.

The output is provided in three different formats: html, text and MEME text 
format. Figure 9.7 ( bottom) shows a screenshot from the html output page. Because 
GLAM2 attempts to find the strongest motif in the set of input sequences using a 
‘replication strategy’, if the top ranking motifs are very similar to each other, it 
is an indication that a successful replication has been achieved. Thus, by default 
GLAM2 outputs 10 variations of the strongest motif shared by the input sequences 
(this value “number of alignment replicates” can be changed by the user). Thus the 
topmost/first alignment is the interesting one: the purpose of the others is to indi-
cate the reproducibility of the first motif. The output contains the list of motifs with 
maximum score and corresponding alignments of the motif containing segments 
(only the first one is shown in Fig. 9.7), their start and end positions, marginal 
score for each motif segment (this reflects the amount by which the total alignment 
score would decrease if that segment were to be removed from the alignment; thus, 
higher scores reflect better matches to the motif), and finally, the motif sequence 
logo. For each candidate motif, GLAM2 has additional options including, for ex-
ample, scanning the motif against sequence databases (using GLAM2SCAN). The 
HTML output page also provides a link to view the Position Specific Probability 
Matrix (PSPM).
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MEME Multiple EM for Motif Elicitation (MEME) is a widely used tool for search-
ing novel ‘signals’ in sets of biological sequences (Bailey et al. 2006); the webserver 
version is available on MEME suite (http://meme.nbcr.net/meme/cgi-bin/meme.cgi). 

Fig. 9.7  GLAM2 input and output. Input ( top panel) is accepted in fasta format. The available 
input options are shown using red arrows. These include options to specify the number of sites 
contributing to the motif (if known), number of key positions (maximum, minimum and initial 
number), maximum number of iterations and position specific insertion and deletion penalty 
scores. Output ( bottom panel) showing the best statistically significant motif and a list of motif 
occurrences in the input dataset, their start and end positions, and marginal score followed by the 
motif logo. Hyperlinked buttons (“Scan alignment”, “View alignment” and “View PSPM”) that 
allow the motif to be analysed are shown at the bottom

 

http://meme.nbcr.net/meme/cgi-bin/meme.cgi
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MEME has been used previously to discover common transcription factor binding 
sites in promoter sequences of similarly regulated genes (Lyons et al. 2000) and 
to identify novel sequence signatures in proteins with common interaction partners 
identified from large scale protein interaction data in Saccharomyces cerevisiae 
(Fang et al. 2005). MEME is based on the expectation maximization (EM) algorithm 
and it looks for ungapped, shared sequence patterns within the input (DNA or pro-
tein) sequences. One drawback is its inability to discover motifs containing indels 
as it does not allow gaps. To increase the chances of finding statistically significant 
motifs, it is recommended to keep the input sequences as short as possible (eg, by 
deleting repetitive regions and low complexity regions that do not generally contain 
functional motifs) and to curate the input sequence list to reduce as much as possible 
those sequences that are not likely to contain the motif. Although only a single motif 
can be modeled at a time, MEME erases previously discovered motifs and repeats 
the search, this enables new patterns to be extracted (Tran and Huang 2014; Hu et al. 
2005; Bailey et al. 2006; Bailey et al. 2009).

For web server use, one has to provide a set of FASTA format sequences by 
either uploading a text file or by pasting the sequence information into the box as 
shown in Fig. 9.8. The other required input is an email address where the results 
will be sent. MEME searches for motifs ranging from 6 and 50 residues in length by 
default, although the user can specify other values between {2,300}. There is an op-
tion to specify the estimated number of motif sites per input sequence, particularly 
if there is any prior knowledge about the distribution of motif occurrences within 
the dataset. These options for setting the distribution of motif occurrences are called 
OOPS ( One Occurrence Per input Sequence), ZOOPS ( Zero or One Occurrence Per 
input Sequence) and ANR ( Any Number of Repetitions) modes. ‘OOPS’ assumes 
that each input sequence contains exactly one occurrence of each returned motif, 
whereas ‘ZOOPS’ assumes that each input sequence may contain at most one oc-
currence of each returned motif; the latter option is useful when certain of the input 
sequences may be missing some of the motifs. The ANR option can be used to ex-
plore multiple occurrences of a given motif within one or more sequences. MEME 
uses the ZOOPS option by default.

The output is generated in three different formats: HTML, TEXT and XML. 
Figure 9.8 shows part of the HTML output. MEME generates up to three top-rank-
ing motifs by default, and each of the generated motifs may be present in either 
a subset of sequences or in all the input sequences (this refers to the number of 
occurrences). Every output motif is assigned an ‘E-value’. The E-value refers to 
the probability of finding an equally well-conserved sequence pattern in random 
sequences; thus, the lower the E-value, the greater the statistical significance of the 
observed motif. The output overview shows the rank of the motif, its E-value and 
number of occurrences (sites) and the sequence logo for the motif. Below the “Motif 
Overview” section, further details about each of the identified motifs are available. 
This includes the multiple alignments showing the identified motif region in the 
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input sequences (Fig. 9.8, bottom right panel). Below the alignments are so-called 
“Block diagrams” showing the relative positions of the motifs within the input 
sequences (not displayed in the figure). Clickable buttons allow each motif to be 
analysed by other programs. Clicking on the ʻMAST’ (Motif Alignment and Search 
Tool) button will send the motif to the MAST web server where various sequence 
databases (or sets of user-uploaded sequences) can be searched for sequences that 
contain matches to that motif. Similarly, the button ‘FIMO’ (Find Individual Motif 
Occurrences) (Grant et al. 2011) will also trigger searches of sequence databases 
for hits to the motif patterns. Finally, these motifs may be compared against entries 
in the BLOCKS database of protein motifs (Henikoff et al. 1999) by clicking on the 
‘BLOCKS’ button.

Fig. 9.8  MEME input and output. Input options are shown in the top panel. There are options to 
include the number of sites for each motif (if there is prior knowledge about the number of occur-
rences), and options to specify motif length. Output ( bottom left) showing a list of protein motifs 
(by default 3 motifs) that MEME has discovered in the input sequences. Some of the hyperlinked 
buttons that allow the motif to be analysed further are shown at the bottom right
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8  Prediction Performance on Disordered Motifs: Case 
Study on the KEN-box Motif

KEN-box mediated target selection is one of the mechanisms used in proteasomal 
destruction of mitotic cell cycle regulatory proteins via the Anaphase-promoting 
complex (APC/C complex) (Peters 2006; Michael et al. 2008; Pfleger and Kirschner 
2000). ‘KEN’ motifs are significantly enriched in proteins with cell cycle keywords 
and further the KEN-box is significantly conserved throughout the eukaryotic taxon 
(Michael et al. 2008). Cdh1 and Cdc20 act as APC/C co-activators at distinct stages 
of the cell cycle. Cdc20 interacts with the APC complex during the M phase and is 
later replaced by Cdh1 (late M/G1 transition). Whereas both Cdh1 and Cdc20 can 
recognise target proteins via the Destruction Box (D-box) motif, the KEN-box is only 
recognised by Cdh1. Interestingly Cdc20 itself contains a KEN-box that is identified 
by Cdh1 and undergoes temporal degradation; Cdh1 then replaces Cdc20 as the adap-
tor of the APC complex. However Cdh1 contains two D-box motifs that ensure self-
degradation of Cdh1 via APC/C in an auto-regulatory feedback mechanism; this is 
important for tuning the levels of active Cdh1 throughout G1 (Listovsky et al. 2004).

Motif discovery algorithms have to deal with the problem of spurious (stochas-
tic) pattern matches that turn out to be non-functional (false positive) instances. In 
other words, merely observing a KEN pattern within a protein sequence does not 
necessarily indicate a functional degradation targeting motif. Many factors includ-
ing protein cellular compartmentalization, tertiary structure and motif accessibility, 
etc regulate interaction of the KEN-containing protein with APC/C. All the func-
tional KEN-box motifs discovered so far have been found within natively unfolded 
(disordered) regions of proteins; however, certain proteins (eg, HIPK4) carry a 
KEN-motif within a globular domain although their role in proteasomal degrada-
tion is unknown (Michael et al. 2008).

KEN-box instances were collected from the ELM database: 16 instances from 14 
proteins were found classified as true positives (Dinkel et al. 2014). Table 9.4 shows 
their prediction performance using the 4 motif discovery algorithms discussed in 
the previous section. Whereas SLiMPrints analyzes every protein individually, the 
other methods (SLiMFinder, GLAM2 and MEME) take a set of sequences as input. 
Thus the complete set of 14 sequences carrying validated KEN motifs were sup-
plied as input. With each method, we always tried the default settings first to evalu-
ate how well these parameters performed. Any modifications that were necessary 
are mentioned at the appropriate places in the following description.

Of the 16 known instances, SLiMPrints returned 9 instances as significant hits 
(P < 0.05) that either completely or partially overlapped with the known KEN box 
and were recognized as being similar to the ELM entry LIG_APCC_KENbox_2. 
For two proteins (‘CIN8_YEAST’ and ‘VE1_BPV1’) it completely failed to predict 
the KEN-boxes. In case of the viral protein ‘VE1_BPV1’, this failure may have been 
due to the fact that SLiMPrints has been trained on the EnsEMBL (Flicek et al. 2014) 
metazoan and Saccharomyces cerevisiae genomes, and therefore it is unable to pre-
dict for viral proteins. For ‘CIN8_YEAST’ the program resulted in an error message.
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Table 9.4  Prediction accuracy on the KEN-box (.KEN.) motif using four motif discovery algo-
rithms (‘Yes’ indicates that the motif was successfully identified, ‘No’ that the method failed to 
identify the motif; ‘*’ indicates that the KEN motif was returned by the algorithm as a significant 
hit; (Number) indicates the rank obtained for the predicted motif)
KEN-box containing proteins Motif discovery methods used
Protein 
name

Gene name Start,End SLiMPrintsa SLiM-
Finderb

GLAM2c MEMEc

ACM1_
YEAST

ACM1  97,101 Yes*(2) Yes*(10) Yes(1) Yes(1)

AURKB_
HUMAN

AURKB  3,7 Yes(5) Yes*(10) Yes(1) Yes(1)

BUB1_
HUMAN

BUB1 534,538 Yes*(3) Yes*(10) No Yes(1)

BUB1_
HUMAN

BUB1 624,628 Yes(16) Yes*(10) Yes(1) No

BUB1B_
HUMAN

BUB1B  25,29 Yes(25) Yes*(10) Yes(1) Yes(1)

BUB1B_
HUMAN

BUB1B 303,307 Yes*(9) Yes*(10) No No

CDC20_
HUMAN

CDC20  96,100 Yes(20) Yes*(10) Yes(1) Yes(1)

CDC6_
HUMAN

CDC6  80,84 Yes*(1) Yes*(10) Yes(1) Yes(1)

CDCA5_
HUMAN

CDCA5  87,91 Yes*(2) Yes*(10) Yes(1) Yes(1)

CG22_
YEAST

CLB2  99,103 Yes*(1) Yes*(10) Yes(1) Yes(1)

CIN8_
YEAST

CIN8 931,935 No Yes*(10) Yes(1) Yes(1)

CKAP2_
HUMAN

CKAP2  80,84 Yes*(1) Yes*(10) Yes(1) Yes(1)

HSL1_
YEAST

HSL1 774,778 Yes*(8) Yes*(10) Yes(1) Yes(1)

MPIP3_
HUMAN

CDC25C 150,154 Yes(19) Yes*(10) Yes(1) Yes(1)

PTTG1_
HUMAN

PTTG1  8,12 Yes*(3) Yes*(10) Yes(1) Yes(1)

VE1_BPV1 E1  27,31 No Yes*(10) Yes(1) Yes(1)
a SLiMPrints accepts a single protein sequence at a time and provides the score for the identified 
motif
b SLiMFinder can take multiple sequences simultaneously as input. SLiMFinder can either use 
the complete set of input sequences or automatically selects a subset thereof such that a high 
confidence motif can be generated. For this example SLiMFinder returned a list of 11 significant 
motifs, KEN motif was found in 10th position. Two similar motifs (‘KEN..D’ and ‘KEN.{1,2}P’) 
were ranked at 4th and 6th positions respectively
c Although GLAM2 and MEME can optimize how many sequences to use in order to obtain 
significant candidate motifs, in this case study both methods were controlled to use all 14 input 
sequences simultaneously. This was meaningful because in this particular example we knew 
beforehand that all the input sequences contained a true positive KEN motif
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SLiMFinder performed significantly well on the dataset using default param-
eters. SLiMFinder outputs a list of candidate motifs identified from the set of input 
sequences ranked by their significance score. We found a KEN motif (with a signifi-
cance score of 0.002) at rank 10 that contained all 16 KEN instances. Interestingly, 
two higher ranking motifs that closely resembled the KEN were also found: KEN.P 
ranked #4 (Sigscore = 6.96E-5) and KEN.{1,2}P ranked #6 (Sigscore = 9.53E-5). 
These two motifs contained 9 and 10 respectively of the total KEN instances present 
in the input dataset.

GLAM2 initially failed to detect the KEN-motif in the input set. The following 
parameters were used (all default settings, except for the number of motif contain-
ing sequences, which we knew beforehand to be 14): –z 14 (number of sequences), 
–a 2 (minimum width of motif), –b 50 (maximum width of motif), –w 20 (initial 
number of ‘key positions’), and –n 2000 (number of iterations). On reflection, we 
felt that there was a mismatch between the length of the KEN motif and the value 
used for the “initial number of key positions” parameter; accordingly, we modi-
fied this to a low value consistent with the length of the motif being searched ( ie, 
w = 2). This enabled GLAM2 to successfully identify 14 out of the 16 motif instanc-
es (Table 9.4). BUB1_HUMAN and BUB1B_HUMAN each contain 2 validated 
KEN-boxes, however only one from each protein was identified (since GLAM2 as-
sumes that every input sequence may contain at most one occurrence of each motif). 
Further, we tested different values of ‘w’, and all values in the range [2, 15] were 
successfully able to recover 14 instances (one from each input sequence).

MEME also did an excellent job of discovering KEN-box motifs in the ELM 
benchmark dataset. It successfully identified 14 of the 16 instances using the fol-
lowing parameters: –minw 6 (minimum width of motif), –maxw 50 (maximum 
width of motif), –minsites 14 (minimum number of motifs), –maxsites 14 (maxi-
mum number of motifs), and –mod zoops (zero or one occurrences). The ‘minsites’ 
and ‘maxsites’ values were set to 14 since the number of motif occurrences in the 
dataset were already known (default values were used for all the other parameters). 
However, MEME failed to identify the second motifs of ‘BUB1_HUMAN’ (624, 
628) and ‘BUB1B_HUMAN’ (303, 307) because the ‘zoops’ mode assumes that 
each input sequence may contain at most one occurrence of each motif. Although 
we knew that these two sequences contained 2 KEN-boxes each, there is no param-
eter setting on the input page where we could set the number of motif occurrences 
exactly to 2. We did however use the ANR ( Any Number of Repetitions) option to 
try and detect the multiple motifs. However, this option resulted in a large number 
of false positive hits and even so the multiple KEN’s in both BUB1 and BUB1B 
remained unidentified.

9 Limitations of Motif Discovery Algorithms

Although motif discovery algorithms have improved considerably over the past 
years, considerable challenges remain. For example, since a large majority of mo-
tif types have been characterized to be preferentially located in disordered protein 
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segments, one main challenge will be to design effective multiple sequence align-
ment tools that can efficiently align intrinsically disordered regions. However, it 
can also be argued that by focusing mostly on IDRs and by routinely masking out 
structured domains we might miss finding (some) novel SLiMs. On the other hand, 
another level of complexity is introduced if we include domain sequences in the 
alignments used for motif discovery. The strong similarities between domain se-
quences would hide the weak SLiM signals. Although it is difficult to estimate how 
frequently functional SLiMs may occur within domains (eg, on their surface re-
gions), this might be an avenue to explore in the future. Another limitation of motif 
discovery algorithms is their unsuitability to take entire genomes as input to dis-
cover motifs. Especially with short length motifs, their statistical significance in the 
context of the entire proteome is difficult to establish. Therefore, motif discovery 
tools need to be improved further to be able to discover the full complement of short 
linear motifs in the proteome.
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Chapter 10
Towards Understanding Protein Disorder 
In-Cell
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Abstract Investigating the activity and structure of cellular biochemical machinery 
at atomic resolution has been a point of paramount significance for understanding 
health and disease over the decades. The underlying molecular mechanisms are 
primarily studied in vitro. Nuclear magnetic resonance (NMR) is a technique that 
allows to look into cells and study proteins and other constituents, thanks to careful 
experimental design and technological advances (spectrometer sensitivity and pulse 
sequence design). Here we outline current applications of the technique and propose 
a realistic future for the field.

Keywords In-cell NMR · Isotopic labeling · Cell types · Cell extracts

1 Introduction

The structural underpinning of enzymatic processes in solution has been exten-
sively described. Despite technical sophistication, experimentalists have unveiled 
molecular mechanisms, and details of activities, and described structural features 
of isolated biological systems with relative accuracy. In these experiments, ex-
perimental conditions can usually be controlled due to dealing with an isolated, 
purified protein. However, living cells are extremely heterogeneous at the micro-
environment level in which a protein/enzyme displays an optimum performance. 
That is, the exact conditions in which a protein exists cannot be fully reproduced 
by bench biologists, fueling discussions about the relevance of some  physiological 
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parameters (Ellis 2001). A scientific debate regarding in vitro assays versus in 
vivo ones starts with a consideration of the protein environment, as well as the 
physiologically relevant concentration and the size of the protein under scrutiny. 
At the centre of these debates is nuclear magnetic resonance (NMR), which is the 
most powerful and versatile technique that allows the examination of proteins at 
atomic level. In this regard, there are basic, well-defined concepts that need to be 
addressed.

First of all, a disordered protein behaves very differently from a globular protein 
of similar size. Regardless of function and shape, a given protein freely diffusing in 
buffer (e.g. in a test tube) might not necessarily reflect its behaviour in a cell matrix, 
i.e., in the presence of other macromolecules, metabolites, membranes and local 
pH changes. Subtle shifts within a given population of interconverting structures 
can occur and binding events could also be affected from the kinetic and thermody-
namic points of view.

The concept of protein crowding also complicates the cell’s inner scenario. 
Crowding means that life inside a cell occurs in a non-continuous, dynamic and 
viscous environment, in which every molecule exerts an excluded-volume effect 
on other surrounding molecules, restricting both its rotational diffusion and internal 
motions.

Protein structural propensities and dynamics information can be deduced by the 
appropriate NMR experiments. However, the inner milieu of living cells poses a 
challenge for NMR measurements because of its inherent viscosity. As a general 
rule for spectroscopy purposes, macroscopic intracellular viscosity directly affects 
the rotational diffusion rate of a given protein inside the cell (Dr’). This magnitude 
differs from that of the same protein if observed in solution (Dr), and the cell com-
ponents (primarily macromolecules) collectively contribute to these differences. 
The overall phenomena affecting rotational diffusion can be referred to as “mo-
lecular crowding” and the diffusional rotation of a molecule can be described as 
“tumbling”.

It is not difficult to mimic molecular crowding by chemical agents, namely: 
polyethylene glycol (PEG), Ficoll, Dextrans or even protein matrices built up from 
bovine serum albumin (BSA) (Li et al. 2008). Under normal conditions, cells are es-
timated to have a protein concentration of ca. 400 mg/mL. Many other components, 
such as metabolites and membranes, are also present, and therefore mimicking 
agents do not reconstitute the entire system, although their use is widely accepted 
(Fig. 10.1). Due to the limitation of their use to gain physiological insight, they will 
never provide the wealth of information of an in-cell experiment due to the lack of 
biological relevance in terms of specific protein-protein interactions and signalling 
events. In the following section, we aim to address the most common questions to 
ask before embarking on an in-cell NMR experiment.
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2  Is It Possible to Detect/Observe Proteins inside Cells 
using NMR?

The investigation of proteins by solution NMR depends on certain dynamics 
parameters (Chap. 3). The relaxation properties of the protein under investiga-
tion ( R1,2, also expressed as the reciprocal of T1,2) are related to its global motions 
and affect the detection of signals by NMR. Intense cross peaks in correlation 2D 
spectra are usually recorded for either highly dynamic systems (intrinsically disor-
dered  proteins (IDP)) or for systems that are not so “dynamic” (globular proteins) 
but small in size; in these situations, the proteins can “tumble” freely and relaxation 
rates are favourable for NMR. This provides a rationale to why so many large IDP 

Fig. 10.1  ERD14 is a plant protein present during the late stages of embryogenesis and is thought 
to be a stress response element in plants. It represents a case of study for in-cell NMR (on-going 
work, not published). Here it can be observed how signals are not dramatically affected (peak 
width/intensity) due to crowding effects alone. The right panel corresponds to a 13C detected CON 
experiment while the left panel refers to an HSQC of the same sample at the same temperature 
(15˚C); the spectra were recorded for protein in solution (in black) and protein in Ficoll at approxi-
mately 200 mg/mL (in red). No significant loss of signal is observed
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are actually observed by NMR, even though folded proteins of similar size are not 
amenable to solution state NMR. Among other factors, viscosity and temperature 
also play a role in the detectability of particular signals for certain regions of pro-
teins or for the entire molecule.

The effects of peak broadening and loss of intensity are remarkable for large 
well-folded proteins, especially when embedded in viscous matrices, making them 
difficult to detect by NMR (Selenko and Wagner 2007). In contrast, IDPs experi-
ence little peak broadening and/or consequent loss of signal when embedded in a 
crowding environment, (Inomata et al. 2009). IDPs are therefore more suitable for 
conducting in-cell NMR experiments, whereas globularity and large size represent 
the most important limitations. On the one hand, globular proteins tend to “tumble” 
slowly when in solution, generating a particular set of intensities/peak-widths. On 
the other hand, increasing viscosity (crowding agents or cytosol) makes the protein 
tumble more slowly, decreasing intensity and therefore broadening peaks beyond 
detection.

Such limitations are found experimentally while aiming for in-cell NMR. None-
theless, it is worth mentioning that signal intensity from a globular protein such as 
cytochrome c inside cells is remarkably diminished (Crowley et al. 2011). Similar 
observations, yet for different reasons, were obtained for ubiquitin, which engages 
in stable or transient interactions with other proteins inside human cells, affecting 
mobility and hence affecting tumbling. Specific interactions have also been report-
ed to generate peak broadening in ubiquitin, although after mutating key residues 
that mediate the relevant protein-protein interactions, it is possible to recover the 
line width of signals and a spectrum comparable to that under in vitro conditions, 
meaning ubiquitin “recovers” its capacity to tumble almost freely even inside a 
viscous medium (Serber et al. 2001).

Cytochrome c and ubiquitin have long residence times within complexes (stable/
functional oligomers), which implies that the proteins increase their apparent mo-
lecular weight beyond detection. A similar analysis can be performed for proteins 
associated with membranes or those inside cellular compartments. Schematically, 
these concepts and their direct consequences on spectrum quality and experimental 
design are summarized in Figs. 10.2, 10.3.

Regarding membrane proteins, the debate remains whether solid state NMR (ss-
NMR) could shed some light on their behaviour. However, the physiological relevance 
of such experiments is questionable due to the experimental design applied in ssNMR 
(spinning frequencies may not be compatible with normal living conditions for a cell).

3  Is it Possible to “Place” an Isotopically Labelled 
Sample inside a Living Cell?

The performance of in-cell NMR experiments also requires a critical assessment 
of the methods employed to deliver an isotopically labelled protein into the cell of 
interest. Depending on the type of cell and the availability of technological tools, it 
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is possible to place proteins inside cells either by “production” of the sample using 
cellular endogenous machinery (e.g. aided by inducible systems) or by introducing 
them from outside (see Sect. 10.3).

Endogenous generation of labelled proteins is based, for example, induced via 
the T7 promoter of E. coli. After induction of the culture—and depending on the 
solubility of the translation product—it is possible to proceed to in-cell NMR stud-
ies. This has been demonstrated in E. coli under isotopic labelling conditions, upon 
IPTG addition, where it is possible to collect a HN-HSQC spectrum of overex-
pressed protein inside cells (Serber et al. 2001). The N-terminal domain (metal bind-
ing motif) of MerA was detected inside E. coli by this approach. Cells were grown 
in lysogeny broth (LB) and then harvested and re-suspended into labelling me-
dium just before induction. This procedure ensures that the endogenous translation 
machinery will only produce the protein of interest upon induction,  incorporating 

Fig. 10.2  Schematic representation of NMR experiments in terms of the intrinsic ability to detect 
signals. This highlights how feasible it is to carry out in-cell NMR studies for both globular and 
disordered proteins. Disordered proteins are good candidates in general (Theillet et al. 2014)
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isotopes. Due to the stringency of the T7 promoter, the translation of the desired 
product is tightly regulated, and only low concentrations of isotopically labelled 
by-products are formed; therefore, a working HSQC spectrum can be recorded after 
only 1 h of induction (Selenko et al. 2006).

The relevance of these studies might be strongly limited by cell viability. This 
is an important remark if one considers that the major advantage of in-cell NMR is 
not only the ability to study the protein under crowding conditions, but also that the 
protein is inside a living organism. Life in this sense refers to the full integrity and 
activity of the biochemical machinery inside a cell; therefore, cell survivability and 
the proper handling of cellular samples is critical when performing these experi-
ments.

Early experiments demonstrated that it is possible to collect NMR data in E. coli, 
so the community interest rapidly moved towards more complicated systems, such 
as eukaryotic cells. Different technological tools have been adapted; microinjection 
and cell penetrating peptides were introduced at almost the same time in the in-cell 
NMR field.

Fig. 10.3  Methods for protein delivery
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Microinjection was already extensively used for DNA transfection using large 
cells such as oocytes and was soon customized to deliver isotopically labelled pro-
teins. This technique was exploited for protein delivery allowing high-resolution 
correlation spectra not only for globular proteins (Selenko et al. 2006; Sakai et al. 
2006), but also with IDPs (Bodart et al. 2008). Microinjection was introduced into 
this field as an attempt to produce the first eukaryotic in-cell NMR sample Xenopus 
laevis oocytes, selected for their size, cell cycle arrest capability and homogeneity 
(Selenko et al. 2006). Streptococcal GB1 domain (GB1, 56 residues, 7 kDa) was 
injected inside Xenopus laevis eggs (cell volume of ≈ 1 μL) using a commercially 
available micromanipulator and a microinjection system adjusted to deliver around 
50 nL of purified labelled protein. Protein concentrations ranging between 0.5 and 
10 mM yielded in-cell NMR samples (cells) with a protein concentration of about 
25–500 μM. An exhaustive quality control was required to carry out a reproduc-
ible in-cell NMR experiment, primarily to prevent the protein from leaking out of 
the cells (Thongwichian and Selenko 2012). In-cell NMR experiments involving 
IDPs are more prone to yield reliable results even though this is not a rule of thumb 
(Barnes and Pielak 2011).

The introduction of proteins using cell-penetrating peptides (CPP) can also be 
achieved and many molecular tricks can be included to deliver untagged samples 
inside cells. For example, HIVtat peptide is a protein transduction domain derived 
from human immunodeficiency virus type 1 that is rapidly taken up by cells (Ino-
mata et al. 2009). Constructs in which endogenous ubiquitin peptidases cleave the 
tat peptide from the protein of interest and generate the labelled free protein upon 
entry to cells, have been developed, as well as those which include an attachment 
of HIVtat via an S-S bond. In the latter, the CPP, which is not isotopically labelled, 
can be cleaved from the labelled protein so that the background from isotopically-
labelled by-products is completely reduced inside cells. Bekei and collaborators 
demonstrated the amenability of this technique for IDPs to study the role of disorder 
under physiologically relevant conditions (Bekei et al. 2012a).

Alternatively, the formation of pores in cell membranes can also aid the delivery 
of labelled proteins inside living cells. Pore forming methods include the use of 
chemicals such as Ca2 +, toxins, or PEG, or physical forces such as electropora-
tion and mechanical deformation (Sharei et al. 2013). Upon pore opening, diffusion 
drives the protein inside cells. Streptolysin, a known pore-forming toxin, has been 
used for IDP delivery into several cell lines, after which HSQC spectra with reason-
able quality were obtained (Ogino et al. 2009; Bekei et al. 2012b).

Only a few studies using overexpression in eukaryotic cells and demonstrating 
its potential in the in-cell NMR field have been published (Banci et al. 2013; Ha-
matsu et al. 2013; Luchinat et al. 2014; Barbieri et al. 2014).

Even though it cannot be called in-cell in the strictest sense, there is also a mod-
est study showing how peptides can bind a VEGF receptor on the surface of Porcine 
Aortic Endothelial Cells (Diana et al. 2015).

10 Towards Understanding Protein Disorder In-Cell
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4  In-Cell NMR seems to be a very Useful Technique. 
What for?

Serber and collaborators showed how to manipulate bacteria ( E. coli) in order to 
produce a good sample that can yield spectra of decent quality. Their work also 
demonstrated that specific methyl labelling is feasible for in-cell NMR samples 
(Serber et al. 2004). Even though no IDPs were used for these seminal experiments, 
they presented a strong proof-of-concept and physiologically relevant issues were 
soon addressed.

α-synuclein, a well-known IDP involved in neurodegeneration, has been stud-
ied by in-cell NMR almost from the very beginning. By measuring periplasmic 
α-synuclein in E. coli it was possible to demonstrate that there is no change in 
secondary structure propensity under cellular conditions. The disordered state of 
this protein prevails even when NMR experiments are carried out at a tempera-
ture slightly higher than in previous in vitro experiments. Equivalent in vitro ex-
periments at high temperatures suggested a more helical structure (McNulty et al. 
2006) however electrostatic contributions should be taken into account for each 
experiments either in solution or in-cell as was suggested by Croke (Croke et al. 
2008). Pielak and collaborators concluded that α-synuclein and its disease-related 
variants remained disordered in both the periplasm of bacteria and under artificially 
induced crowding conditions using BSA (300 g/L). Dedmon, however, investigated 
FlgM inside E. coli and compared the cellular behaviour of the protein to when 
it is studied in solution. These experiments were validated by crowding agents, 
finally suggesting that crowding itself could trigger disorder-to-order transition in 
the C-terminal part of the protein while the N-terminal portion remains unfolded 
(Dedmon et al. 2002). The authors suggested that there could be two distinct types 
of IDPs, based on their ability to gain structure (or remain disordered) under physi-
ologically relevant conditions. Taken together, these experiments also exemplify a 
persistent debate within the IDP field and they also demonstrate the unique potential 
that in-cell NMR has to address important questions without leaving biology aside.

Besides 13C and 15N, another “active” isotope for NMR is 19F, also used for in-
cell NMR purposes. 19F 3-fluorotyrosine was initially observed inside E. coli, but 
its use was limited to small globular proteins (chymotrypsin inhibitor 2, calmodulin, 
ubiquitin) (Williams et al. 1997). Meanwhile, modifications with the synthetic ami-
no acid trifluoromethyl-L-phenylalanine allowed the observation of signals from 
larger proteins (green fluorescent protein and histidinol dehydrogenase) (Li et al. 
2010). In the latter, 19F labelled α-synuclein was overexpressed in E. coli and the 
authors showed the suitability of the method for obtaining useful information about 
IDPs. In the same direction, 19F NMR data helped to explore α-synuclein in the 
presence of mitochondria-like vesicles, evidencing regions that are more likely to 
interact with membranes of a given composition (Zigoneanu et al. 2012).

Many IDPs are predicted to be nuclear proteins, and it is therefore not surprising 
to find examples of nuclear events being analysed by in-cell NMR, including im-
portant post-translational modifications (PTM), such as phosphorylation (Selenko 
et al. 2008), acetylation (Liokatis et al. 2010) and methylation (Theillet et al. 2012) 
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that regulate the cell cycle. Liokatis and collaborators reported both acetylations 
and phophorylations of the histone H3 N-terminal region (amino acids 1–33) us-
ing HeLa cell nuclear extracts (Liokatis et al. 2012). This disordered region of H3 
histone was subject to detailed analyses in vivo as many relevant PTMs are tightly 
regulated and do not resemble previously reported patterns. Selenko later used the 
mentioned fragment of histone H3 and the N-terminal disordered regions of H4 and 
H2A to demonstrate the suitability of NMR for the observation of methylations. 
A tailored pulse sequence (1H-13C presat-SOFAST-HMQC) was required to detect 
CH2ε at the lysine residues and quantitatively assign the level of methylation in a 
given position by signal integration. An individual mapping of de novo methyla-
tion sites remained inaccessible by the latter approach, so a two-dimensional pulse 
sequence was developed, making it possible to differentiate the mono-, di- and tri-
methylated forms of lysine, particularly in the case of H2A. The approach was then 
tested using purified fragments of histone H3 reacting within cellular extracts of 
HeLa cells, demonstrating that the methodology has unique advantages and can be 
potentially useful during in-cell experiments, providing a wider range of functional 
assays using NMR (Theillet et al. 2012). In the context of developmental biology, 
these tools open the door towards a more realistic description of chromatin assem-
bly in cell cycle progression in health and disease.

Using microinjected X. laevis eggs, it was possible to unveil a particular mecha-
nism of adjacent phosphorylation in a disordered region of the SV40 regulatory 
domain (Ogino et al. 2009). The proposed mechanism highlights the advantage of 
continuously monitoring phosphorylation events within disordered regions of mod-
el substrates by in-cell NMR.

Tau, a protein related to Alzheimer’s disease, represented a major challenge for 
both solution and in-cell NMR due to its size (45 kDa.). When tau was injected into 
oocytes, it was possible to confirm its association with microtubules and visualize 
some relevant phosphorylation events. These landmark experiments allowed the 
confirmation of two important facts: first, a largely disordered protein was visible 
inside cells despite the effect of crowding on its tumbling, and, second, that strong 
binding to microtubules inside cells did not hamper its analysis by in-cell tech-
niques. Complementary studies were achieved using in vitro solution experiments 
in which tau was titrated with microtubules (Bodart et al. 2008). The contribution 
of these results is significant from a biological point of view and the authors have 
paved the way towards more comprehensive approaches regarding IDPs and related 
pathologies.

More detailed and accurate protein-protein interaction assays can be achieved by 
titrating interacting proteins inside E. coli (Burz and Shekhtman 2010). This method 
has been used to map interaction sites and recognition patterns in a residue-specific 
way inside the cell. It is relatively easy to manipulate labelling conditions and tim-
ing, which allows to visualize either only one protein at a time or multiple interac-
tors. The IDP field awaits more in-depth studies on challenging cases in which a 
single protein can bind to several partners (e.g. moonlighting), as would be the 
case with hubs, adaptors and chaperones. Shekhtman and collaborators evaluated a 
library of peptides that can disrupt the complex of FKBP-FRB inside E. coli cells, 
showing that in-cell NMR can also aid in drug screening assays (Xie et al. 2009).

10 Towards Understanding Protein Disorder In-Cell
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Bertini and collaborators demonstrated the feasibility of using 13C direct detec-
tion in-cell to collect correlation spectra of folded proteins and of IDPs (Atx1 pro-
tein and α-synuclein) in E. coli. CON experiments showed a better signal dispersion 
for α-synuclein than the analogous HN correlation experiments, proving particu-
larly useful for the study of IDPs. On the other hand, for folded proteins such as 
Atx1, the signal dispersion of 2D HN spectra was sufficient to acquire a snapshot of 
the protein in cell (Bertini et al. 2011; Felli et al. 2014; Binolfi et al. 2012).

 5  Can We Describe the Ensemble Distribution of IDPs 
inside Cells?

There is a growing demand in the NMR community for describing reliable ensem-
bles of proteins in cells, but such calculations require not only chemical shift data 
but also values of nuclear Overhauser effects (NOE). More recently, new protocols 
have been developed for IDPs based on in vitro data; these no longer require NOEs, 
which are not detectable in disordered systems. They are promising in vitro and 
are expected to be widely implemented for in vivo data as well in the near future 
(Ozenne et al. 2012; Granata et al. 2013).

Ensemble calculations of IDPs enable an accurate and meaningful approximation 
of naturally highly dynamic molecules. However, it is well accepted that the more 
experimental data points are used, the more accurate any given ensemble will be, 
regardless of the methodology employed. Residual dipolar coupling values (RDCs) 
are meaningful observables in vitro but they are not accessible for in-cell NMR 
due to difficulty of physical alignment required for the RDC. As paramagnetic re-
laxation enhancement (PRE) measurements in vivo would also provide important 
information, efforts are being made to make them accessible for in vivo structure 
calculation and other purposes.

Structure calculation requires complete sets of assigned chemical shifts, for 
which several multidimensional experiments are required. Such experiments in-
volving long and time-consuming acquisitions are not amenable to in-cell NMR as 
cell viability can be dramatically compromised inside an NMR tube.

TTHA1718 is a globular protein from Thermus thermophilus that has been over-
expressed inside E. coli for solving its “in-cell” structure (Sakakibara et al. 2009). 
This study compared structures of the protein in vitro and in vivo, and concluded 
that these structures do not differ, also implying that no protein-protein interactions 
occur. The challenge still remains for proteins that are exposed to their interacting 
partners and/or are being post-translationally modified in their native environments. 
Increasing the level of complexity of the system, Ito and co-workers prepared in-
cell NMR samples using insect cells and a baculovirus protein expression system. 
NMR experiments involving 3D triple-resonance (HNCA, HN(CO)CA and HNCO) 
were collected using non-linear sampling (Hamatsu et al. 2013). Each experiment 
was collected for 3.5 h on average, which represents a significant reduction in time 
compared to normal sampling schemes, ensuring the viability of the cells. This 
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study enabled chemical shift assignments directly for in-cell samples instead of 
transferring a previous in vitro assignment. The challenge stills remains regarding 
ensemble calculations; fast acquisition methods (Solyom et al. 2013) or protonless 
methods amenable to IDPs must still therefore be regularly employed for in-cell 
NMR (Gil et al. 2013).

6  Overall Dynamics of IDPs inside Cells: Pushing  
the Boundaries

In general, NMR can address the global motions and dynamics of macromolecules. 
Several in-cell NMR experiments addressed GB1. For example, Wang and collabo-
rators (Wang et al. 2011) demonstrated that viscosity inside cells is a determinant 
of the dynamics and visibility of NMR signals, without limiting data acquisition. 
Furthermore, the authors showed the difference in line widths between TROSY and 
antiTROSY lines, namely ΔΔνTAT, which is a parameter that helps understand the ro-
tational diffusion of molecules. ΔΔνTAT varies linearly for globular proteins in glyc-
erol, and it indicates that GB1 rotates approximately 8–10 times slower inside E. coli 
cells. Nonetheless, a similar approach has not yet been taken for a disordered protein. 
Using 19F NMR, Brindle and co-workers reached a similar conclusion regarding the 
reduction of rotation of proteins inside cells (Williams et al. 1997). It is difficult to 
separate rotational components that derive from high viscosity from the effect arising 
from protein-protein interactions; interaction-free methods should therefore be devel-
oped, requiring conceptual and technological advances (Li and Liu 2013).

Cino and collaborators have worked on IDPs under crowding conditions (Cino 
et al. 2012). By studying ProTα, TC-1 and α-synuclein, they concluded that globu-
lar parts of TC-1 experience dramatic to mild changes in R1 (

15N) and R2 (
15N), 

whereas disordered segments within the same protein do not exhibit major changes. 
ProTα exhibits increased R2 (

15N) under crowding, while its R1 (
15N) variation is 

small. In general, internal motion is restricted for IDPs under crowding conditions, 
suggesting motif stabilization towards binding of partners or substrates. The mea-
sured values of het-NOEs are unaffected, which indicates that backbone dynamics 
do not suffer variations even though structural diversity is still observed.

7 Perspective and Proposed Path

Biomolecular NMR provides adequate answers in many different fields, from a 
basic understanding of biochemistry at atomic detail all the way to complicated 
explanations of signalling in a cellular context (Amata et al. 2013). However, from 
the cell biology point of view, NMR techniques still often miss the link between 
detailed structural information and the processes of life such as protein regulation 
and metabolism.

10 Towards Understanding Protein Disorder In-Cell
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There is limited information about structural changes and mechanisms of regula-
tion mediated by PTMs other than those described above (namely small molecule 
modifications (SMM): phosphorylation, acetylation and methylation). Furthermore, 
there are only a handful of studies addressing a system in which several modifica-
tions are induced, even only considering in vitro studies. SUMOylation and ubiqui-
tination, although essential modifications in every aspect of living processes, have 
not been thoroughly investigated (Cai et al. 2012).

Cell differentiation and regulation are processes in which several modifications 
work in a concerted way. In this context, a large body of information has been col-
lected over the past years, translating into the so-called modern field of regenerative 
medicine. It is now well understood how differentiation is regulated, whereas the 
reverse process is still a matter of discussion. There are several alternative views in 
which protein disorder plays a key role (Xue et al. 2012). Novel means to revert dif-
ferentiation and produce induced pluripotent stem cells (iPSC) currently represent 
the ultimate hope in terms of regenerative medicine.

In-cell NMR could provide the answers many scientists are awaiting to under-
stand how certain transcription factors can revert the differentiation process when 
induced in somatic cells. The suggested proteins (transcription factors) listed in the 
table below share two defining features that make them highly interesting for in-cell 
NMR studies:

• they play crucial roles as transcription factors in regulating stem cell pluripo-
tency and reprogramming somatic cells into iPSC, and

• they are predicted to contain intrinsically disordered domains (regions) as well 
as structured regions, whereas relevant experimentally determined three-dimen-
sional structural data are sparse.

Not surprisingly—and as seen for many IDPs—the available structural data cor-
responds to either structured domains or a disordered region stabilized in a complex 
with binding proteins and DNA (see Table 10.1). Indeed, based primarily on bioin-
formatics analyses, a previous study suggested that most reprogramming factors are 
enriched with intrinsic disorder (Xue et al. 2012). It is of great interest to establish 
the following: a) the extensive 3D structural analysis of the reprogramming factors 
and b) the role that intrinsic disorder plays in regulation. Figure 10.4 shows the 
significant length of disordered regions missing within the structural data available 
for some selected proteins.

By the detailed analysis of specific cases (see Table 10.1 and Fig 10.4), it is pos-
sible to gather an idea about the role of disorder in the regulation of the activity/
binding of these specific transcription factors. Such long disordered fragments are 
usually neglected/missing in previous in vitro studies, basically because of solu-
bility, isolation/purification or crystallization issues. However, in-cell NMR may 
overcome these difficulties in an elegant way as the protein can be studied inside the 
most appropriate environment in terms of stability: the interior of the cell.

Expanding our knowledge in this sense is highly relevant as it helps bridge the 
gap between basic research and applied medicine.
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Chapter 11
The Protein Ensemble Database

Mihaly Varadi and Peter Tompa

Abstract The scientific community’s major conceptual notion of structural biology 
has recently shifted in emphasis from the classical structure-function paradigm due 
to the emergence of intrinsically disordered proteins (IDPs). As opposed to their 
folded cousins, these proteins are defined by the lack of a stable 3D fold and a high 
degree of inherent structural heterogeneity that is closely tied to their function. Due 
to their flexible nature, solution techniques such as small-angle X-ray scattering 
(SAXS), nuclear magnetic resonance (NMR) spectroscopy and fluorescence reso-
nance energy transfer (FRET) are particularly well-suited for characterizing their 
biophysical properties. Computationally derived structural ensembles based on 
such experimental measurements provide models of the conformational sampling 
displayed by these proteins, and they may offer valuable insights into the functional 
consequences of inherent flexibility. The Protein Ensemble Database (http://pedb.
vib.be) is the first openly accessible, manually curated online resource storing the 
ensemble models, protocols used during the calculation procedure, and underly-
ing primary experimental data derived from SAXS and/or NMR measurements. 
By making this previously inaccessible data freely available to researchers, this 
novel resource is expected to promote the development of more advanced model-
ling methodologies, facilitate the design of standardized calculation protocols, and 
consequently lead to a better understanding of how function arises from the disor-
dered state.

Keywords Database · Experimental validation · Calculation protocols · Ensembles 
of structures
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1 Introduction to IDP Ensembles

The ultimate goal of structural biology is to understand the function of a protein in 
terms of its structural properties, as traditionally formulated in the structure-func-
tion paradigm. Connecting structure and function is never truly trivial, yet the phe-
nomenon of the intrinsic structural disorder that can be observed in a large number 
of proteins has certainly added a layer of complexity that makes functional inter-
pretation even more difficult. These proteins are termed intrinsically disordered (i.e. 
IDPs), and they are defined by the lack of a static tertiary structure under physi-
ological conditions (Dyson and Wright 2005; Dunker et al. 2008; Tompa 2002). 
Instead of adopting a single well-defined fold, IDPs exist in a state of continuous 
fluctuation among conformations that are separated by low energy barriers. Disor-
dered proteins and protein regions dominate biological processes such as cell-cycle 
regulation, transcription, translation and membrane fusion (Dunker et al. 2008; Dy-
son and Wright 2005; Tompa 2002; Gsponer and Babu 2009), and they are also 
often associated with pathological conditions such as Alzheimer’s disease and Par-
kinson’s disease (Chiti and Dobson 2006). Disordered regions may function either 
by serving as entropic chains, flexibly connecting folded protein domains, or by 
binding protein or nucleic acid partners. Binding of disordered regions might be 
transient, often modulated by post-translational modifications, or permanent, as in 
most cases where the protein acts as a scaffold. Disordered segments generally go 
through binding-induced folding or disorder-to-order transitions upon binding, but 
in a number of known cases the bound regions retain their flexibility, forming so-
called ‘fuzzy’ complexes (Tompa and Fuxreiter 2008).

The presence of conformational flexibility may be inferred from either experi-
mental observations or computational predictions. Missing residues in X-ray crys-
tallographic structures, a distinct shape of a Kratky-plot representation of SAXS 
data (Chap. 8), or narrow dispersion of chemical shifts in NMR spectroscopy 
(Chap. 3) may all indicate structural disorder, as may a number of other techniques 
of lower resolution (Chap. 7) such as infra-red spectroscopy, electron microscopy 
(EM) or circular dichroism (CD) (Jensen et al. 2013; Salmon et al. 2010; Bernadό 
and Svergun 2012; Sethi et al. 2013). Residue-wise structural disorder propensities 
can also be predicted computationally from the primary amino acid sequence, since 
disordered regions are enriched in hydrophilic and charged residues (i.e. disorder-
promoting amino acids) while being depleted in the hydrophobic residues that are 
otherwise responsible for organizing the hydrophobic core in most folded proteins 
(Uversky et al. 2000). Even though localizing conformationally flexible protein 
segments is relatively straightforward, gaining insights into their functions is a dif-
ferent matter altogether. In fact, the most exciting and biologically relevant current 
challenge in the field of ‘unstructural biology’ is elucidating the connection be-
tween structural disorder and the functions that may arise from the disordered states 
(Tompa 2011; Tompa and Varadi 2014).

The classical approach applied to well-folded proteins is to provide a high reso-
lution, atomic-level structural description of the molecule, and then interpret its 
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function by correlating this structural representation (and its many details) with the 
action and activity of the protein. Since disordered proteins are inherently flexible, 
they cannot be described by a single, static structure, but solution experiments yield-
ing ensemble-averaged long- and short-range structural information can be used in 
synergy with computational methods to approximate the structural description of 
an IDP with an ensemble of conformations (Fisher and Stultz 2011; Bernadό et al. 
2007; Marsh and Forman-Kay 2011). In recent years there has been an increase in 
the number of techniques that can derive ensemble models of disordered proteins 
from SAXS and NMR data. One of the major concerns regarding these models is 
that even though they are based on experimental data, and consequently do conform 
to experimental observations, they might still not be representative of the physi-
cal reality. Calculating the structural ensemble of a disordered protein is a typical 
ill-posed problem. The number of conceivable conformations of a flexible protein 
chain (and therefore the degree of freedom of the problem) is immense, while the 
number of currently available experimental observations (and therefore the amount 
of constraints that are used by recent modelling protocols for selecting relevant con-
formations) is rather limited. The consequence is that multiple different ensembles 
may fit the experimental observations equally well, and currently there is no way 
to differentiate between these models without cross-validation from an independent 
data source. Furthermore, the various computational procedures used in ensemble 
calculations are not yet standardized, and in fact have never been evaluated in a 
comparative manner. Of course, such comparisons have further been hindered by 
the inaccessibility of both the ensemble models and the underlying experimental 
data.

In order to offer remedies to some of these issues, we have developed the Protein 
Ensemble Database (Varadi et al. 2014), the first online repository of disordered/
denatured protein ensembles and the experimental data that was used during the 
calculation procedures. Our aim with this contribution to the field of ensemble cal-
culation is to facilitate the design of standardized protocols and a new generation of 
ensemble modelling techniques that can face the challenge posed by the conforma-
tional flexibility of IDPs and intrinsically disordered regions (IDRs). The field of 
ensemble calculation is a new field and one that is constantly evolving; next gen-
eration modelling tools and the incorporation of new data types will therefore lead 
to a significant increase in the predictive power of ensemble models (Table 11.1).

Table 11.1  The most commonly used ensemble calculation protocols
Protocol name Constraints Example protein Reference
FM/ASTEROIDS RDCs, PREs, CSs Measles N-tail (Jensen et al. 2011)
GAJOE/EOM SAXS CYNEX4 FRET 

probe
(Mertens et al. 2012)

ENSEMBLE RDCs, PREs, NOEs, 
J-couplings, SAXS

Sic1 (Mittag et al. 2010)

REMD SAXS, CSs α-synuclein (Allison et al. 2009)
BEGR SAXS p53 TAD (Daughdrill et al. 

2012)
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2 The Techniques of Ensemble Modelling

Even though a high-resolution structural description of flexible proteins may not be 
achieved using X-ray crystallography or solid state NMR, other solution techniques 
are particularly well-suited for this task. The intricate interplay between biophysi-
cal information obtained from such experimental measurements and sophisticated 
computational modelling algorithms allows the structure of an IDP to be described 
as an ensemble of interchanging conformations. Experimental measurements on 
chemical shifts (CSs) (Jensen et al. 2011; Allison et al. 2009), residual dipolar cou-
plings (RDCs) (Jensen et al. 2011; Mittag et al. 2010), paramagnetic relaxation en-
hancements (PREs) (Jensen et al. 2011; Mittag et al. 2010), and J-couplings (Mittag 
et al. 2010), as well as topological constraints derived from SAXS measurements 
(Mertens et al. 2012; Mittag et al. 2010; Allison et al. 2009) and distance restraints 
from FRET (Tompa and Varadi 2014) can all be combined into a set of constraints 
for the modelling procedure. These constraints are at the core of our attempt to dis-
criminate between relevant and supposedly realistic conformations from randomly 
oriented chains by either driving the selection algorithms or by allowing the valida-
tion of the ensemble models.

Broadly speaking there are two families of approaches for calculating structural 
ensembles, both of which are aimed at providing ensembles that can explain the 
experimental data used during the calculation procedures (Fig. 11.1). Protocols in 
the first set all begin with the generation of a large pool of random or semi-random 

Fig. 11.1  Ensemble calculation procedures. There are two main families of ensemble modelling 
procedures. The pool-based computation ( left side) is selecting from a large pool of random or 
semi-random conformers, while the MD-based computation ( right side) is generating the ensem-
bles by running short, parallel, constrained MD simulations. Both methods rely heavily on the 
input experimental data
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conformations. Genetic algorithms are then deployed to subset the random pool 
into ensembles that fit to the experimental observations of SAXS and/or NMR. 
In contrast, the second approach starts from a single, randomly oriented protein 
chain. This random conformation is then driven through a special type of molecu-
lar dynamics (MD) simulation called replica-exchange meta-dynamics (REMD). A 
conformational sampling influenced by experimentally derived constraints is per-
formed during the simulation.

2.1 Ensembles Selected from Random Pools

Calculation protocols falling into this family of ensemble modelling (Chap. 4) all 
start by generating a pool of a very large number of conformations. However, it is 
worth noting that even a pool of a million random conformers is merely a subset of 
all the conceivable conformations a protein chain might theoretically sample. The 
conformers in the pool are either randomly oriented or they might be forced to ad-
here to experimental (e.g. secondary chemical shift) data or theoretical constraints 
on Ψ/Φ angles, or secondary structure propensities. The most commonly used soft-
ware for generating the pools are TraDES (Feldman and Hogue 2000, 2002), the 
Ensemble Optimization Method (EOM) (Bernadό et al. 2007; Bernadό and Sver-
gun 2012) and Flexible-Meccano (FM) (Ozenne et al. 2012). In certain cases, for 
example when using FM, the conformers of the pool lack side-chains. Before pro-
ceeding further, the missing side-chains should be modelled using software such as 
SCCOMP (Eyal et al. 2004) or SCRWL (Canutescu et al. 2003). Once the pool is 
ready for the downstream analysis, theoretical biophysical parameters are calculat-
ed for each conformer. The calculation of theoretical values is crucial for comparing 
the random conformers to experimental data. If working with SAXS data, theoreti-
cal scattering curves need to be calculated, for example by the software CRYSOL 
(Bernadό et al. 2007). For NMR data, theoretical chemical shifts are calculated by 
ShiftX, SPARTA (Shen and Bax 2007) or other related chemical shift prediction 
approaches. Theoretical RDCs can be approximated by FM (Ozenne et al. 2012) 
or ENSEMBLE (Krzeminski et al. 2013), which use local alignment information, 
while also taking into account the long-range effects modulating the RDC baselines. 
Similarly, PREs, J-couplings, solvent accessibility, R2 relaxation rates and nuclear 
Overhauser effect (NOE) values might be estimated.

By this stage of the modelling we should have all we need for the ensemble 
calculation: (1) the large pool of (semi-)random conformations, (2) the set of theo-
retically acquired biophysical parameters, and (3) their experimentally determined 
counterparts. The aspiration of the calculation procedures in this family of ap-
proaches is to select groups of conformers from the random pool that have theo-
retical values matching the observed experimental values. The software GAJOE, 
which is part of the software package EOM (Bernadό et al. 2007; Bernadό and 
Svergun 2012), selects conformers based only on SAXS data by iteratively fitting 
theoretical scattering curves to experimentally determined ones. The software AS-
TEROIDS (Salmon et al. 2010; Schneider et al. 2012) uses a genetic algorithm for 
selecting ensembles and iteratively repopulating the underlying potential energy 
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landscapes by comparing theoretical parameters to available NMR and SAXS data. 
The algorithm converges to ensembles whose elements are unique, yet, on average, 
explain the experimental data equally well. Similarly, ENSEMBLE selects subsets 
of conformers based on a variety of NMR and SAXS data. Using these methods, the 
size of the final ensembles will be anywhere from between a few to several hundred 
conformations.

2.2 Ensembles from Molecular Dynamics Simulations

The starting point in these approaches (Chap. 2) is a single randomly oriented pro-
tein chain, as opposed to the large random pools of the previously described fam-
ily of ensemble modelling procedures. The goal of the approach is to simulate the 
conformational sampling of this single random structure while taking experimen-
tal data into account. This class of simulations is called replica-exchange meta-
dynamics (REMD) (Cavalli et al. 2013; Allison et al. 2009). Generally speaking, 
MD simulations aim to construct a plausible movement trajectory of a protein in a 
simulated environment. Such simulations are controlled by sophisticated functions, 
and usually cover a trajectory of 10–100 ns. However, the classical force fields 
used in simulations of structured proteins are inappropriate for IDPs, and the long-
range structural changes an IDP might experience cannot be appropriately sampled 
in 100 ns (Cavalli et al. 2013). REMD simulations utilize a modified force field, 
introducing a penalty for deviating from the experimental measurements, and the 
values back-calculated from the structures sampled during the simulations, while 
also encouraging diverse sampling along pre-set variables, such as for example the 
radii of gyration. Additionally, multiple replica simulations are run in parallel; in 
other words, even though the time-scales for each replica are short, the combined 
outcome of the simulations offers a comprehensive sampling of the conformation-
al space while remaining under the control of experimental data (Wu et al. 2009; 
Huang and Grzesiek 2010). It is worth noting that while the ensembles generated 
will be consistent with the experimental data used as restraints, there is no guar-
antee that they would remain consistent with cross-validation data not involved in 
the simulation. Theoretically, this could be achieved by sufficiently increasing the 
number of restraints that are used up to the point where specific long- or short-range 
structural information would become redundant.

2.3 The Challenges of Ensemble Modelling

Experimental observations from solution measurements provide information that is 
averaged on all the different conformations the protein chains have visited during the 
experiment; the selected theoretical conformers are therefore also required to fit the 
data on average, not one by one. As mentioned earlier, due to the immense number  
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of conformations an IDP might sample, and also due to the limited amount of ex-
perimentally derived constraints used in the modelling, the resulting ensembles can 
only serve as discrete representations of highly complex probability distribution 
functions. In layman’s terms, these methods give results that should be correct on 
average, although single conformers in the ensemble may not be biologically rel-
evant or realistic.

Indeed, the greatest current challenge when dealing with ensemble models of 
IDPs is to determine if they provide accurate, realistic and biologically relevant 
representations of the range of conformations sampled by the proteins during their 
thermal fluctuations. The reliability of ensemble models surely lags far behind com-
pared to that of the structural descriptions of structured proteins of well-defined 
folds.

The quality of an ensemble model depends strongly on the quality of the ex-
perimental data. Calculation procedures assume that the experimental observables 
are reliable, and therefore one will always get an output ensemble, even if the in-
put experimental data is drastically inaccurate. This is especially true when using 
techniques, such as SAXS, which always yields output data, even in case of severe 
issues with the sample such as aggregation, degradation or impurity. The quality of 
the experimental data should therefore be rigorously checked.

The goal of the Protein Ensemble Database (Varadi et al. 2014) is to host not 
only the structural ensembles, but the underlying experimental data as well. We are 
convinced that making the data available will facilitate the development of new and 
more advanced calculation and validation procedures. Furthermore, the accessibil-
ity of the ensemble models may foster the establishment of a theoretical framework 
in which the function of disordered regions could be interpreted from ensemble 
descriptions.

3 The Structure of pE-DB

The data structure of the Protein Ensemble Database is implemented as a relational 
MySQL database. Relational databases record information in tables that are inter-
connected with each other, allowing complex and efficient searching and browsing. 
The pE-DB consists of a set of core tables and a dedicated module for each differ-
ent supported experimental data type (Fig. 11.2). While the database is responsible 
for storing the relevant meta-information records, a dedicated file server hosts the 
protein ensembles in PDB format, the SAXS- and NMR-derived experimental data, 
the sequences in FASTA format, and a number of pre-generated plots and figures 
for each database entry. Each entry has a unique four-letter identifier, the pE-DB ID. 
These identifiers provide the means for connecting every piece of relevant meta-
information to the referenced entry. These IDs can also be used for directly access-
ing the structural ensembles and the experimental data.
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4 The Online User Interface

The most convenient way for users to interact with the database is by using the 
online user interface (http://pedb.vib.be). There are multiple intuitive ways for 
searching in the database, browsing the database entries by various criteria or 
downloading data in bulk. Advanced queries and direct SQL commands are also 
supported. Detailed information on every feature of the website is provided in the 
online user guide (http://pedb.vib.be/userguide.php).

Fig. 11.2  The data structure of pE-DB. The pE-DB is organized in a modular manner, where the 
core module connects the various sub-parts. The currently supported data types ( NMR and SAXS) 
both have their dedicated modules, and the ensemble files (in PDB format) are also stored sepa-
rately. Finally, the meta-information module records the detailed information on the authors, on 
the proteins in the entries, the software used for the ensemble calculation, the relevant references 
and cross-links to other online resources
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4.1 Browsing and Searching

The database offers browsing and searching tools in the top section of the main 
interface screen (Fig. 11.3). Browsing the entries by pE-DB IDs, proteins, author 
names, references and data types is supported. The number of entries per page can 
be adjusted on the browsing screen, and by clicking on any ID the user will be di-
rected to the dedicated accession screen of the corresponding entry.

Searching in the database is possible by using either the fast and intuitive search 
window at the top section of the main screen or by using the ‘Advanced search’ tool. 
The default setting for the quick search option is to retrieve all the entries where 
the search term can be found, regardless of the underlying experimental data. Users 
may specify if the search term should be looked up only in a specific table, such as 
amongst the protein names, or the abstracts of the original publications. Valid search 
terms include identifiers from related databases such as UniProt (UniProt 2014) 
and DisProt (Sickmeier et al. 2007) IDs. Data types of interest can also be selected, 
allowing the retrieval of entries with only SAXS or NMR data, or requiring the 
combination of both data types.

The advanced search tool allows the use and combination of an arbitrary number 
of search terms. The type of search term (e.g. UniProt ID, author name, etc.) has to 

Fig. 11.3  Browsing and searching features. The entries of the pE-DB can be conveniently browsed 
by entries, proteins, types of data, authors and references. These browsing buttons are on the top 
section of the screen, right on the top of the search field. Quick searches are possible by typing 
in a query term in this field, and fine tuning is possible by specifying the type of the search term 
(by default it will search every field in the database), and by selecting the data type of interest (by 
default it will return any type of data)
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be specified. All the terms are connected with a Boolean ‘AND’ by default, but an 
‘OR’ search can also be performed.

4.2 Data Retrieval

The pE-DB identifiers connect each ensemble model with their corresponding ex-
perimental data and their meta-information records. Consequently, every piece of 
information and data can be retrieved using the entry identifiers. Data can be down-
loaded for each entry either by navigating to its dedicated accession screen, or by 
using the bulk download tool of pE-DB found under the ‘Download pE-DB’ section 
on the left side menu. By providing a list of IDs, the sequences in FASTA format, 
ensembles in PDB format, NMR and SAXS experimental data in TEXT format, and 
the complete archives can be directly downloaded.

Furthermore, the complete database can be retrieved in flat SQL or tab-separated 
CSV formats along with every protein sequence, structural ensemble and the ex-
perimental data.

4.3 Accession Screen

The accession screen is where all the recorded information along with direct down-
load links to the data and the ensembles is collected for the convenience of the user. 
The screen is divided into a number of sections, each of them dedicated to a differ-
ent set of information (Fig. 11.4).

The ‘General information’ section provides a brief abstract of the data stored in 
the entry along with a description of the calculation protocol. Users can immedi-
ately see the method used for the calculation (random pool or MD simulation), the 
data type(s) used (SAXS and/or NMR) and whether there was any experimental 
validation of the structural ensemble. The latter information is important, since the 
database also hosts theoretical ensembles where the calculations were not compared 
against experimental evidence.

The ‘Image gallery’ section displays three sample conformations from the en-
sembles—one for the most compact conformer, one that has a radius of gyration 
closest to the average of the ensemble, and finally one that is the most extended con-
former in the ensemble. Clicking on any of these figures directs the user to a JSmol 
visualization applet where the distribution of the radii of gyration is displayed along 
with each conformer. By selecting a single conformer, the users can immediately 
visualize the 3D representation in a fully customizable applet window (Fig. 11.5).

The ‘Protein information’ tab leads to a brief description of the protein(s) of the 
entry, the sequences, parameters (such as the molecular weights), and cross-links 
to other online repositories such as the UniProt (UniProt 2014), GenBank (Benson 
et al. 2013) or DisProt (Sickmeier et al. 2007) databases.
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Fig. 11.4  The pE-DB entry screen. The main entry screens of every accession in the pE-DB have 
similar general outline. The top section provides general information about the entry, such as the 
type of calculation procedure or the experimental data used for the modelling, as well as a brief 
description of the entry in the ‘Abstract’ section. The image gallery displays three examples of 
the various conformers found in the ensembles. Clicking on any of these will direct the user to a 
customizable JSmol applet. The sections below the image gallery show detailed information on the 
proteins, the experimental data, the software and authors, and finally the references. Each of these 
subsections can be expanded by clicking on the ‘Show/Hide’ buttons

 



M. Varadi and P. Tompa346

When the ensembles rely on SAXS data, the ‘SAXS information’ section is 
available. Experimental parameters from sample components to beamline and syn-
chrotron information are displayed, and a link to the scattering data in TEXT format 
can also be found here. This section also provides pre-generated plots that visualize 
the scattering data. The plots shown are the scattering curve, the Guinier plot, the 
Kratky plot and the P(r) function. Additionally, we provide a normalized Kratky 
plot, where the scattering data of the entry is compared to two references, the folded 
bovine serum albumin (BSA) and the unfolded tau protein.

NMR data (when applicable) is available at the ‘NMR information’ section. This 
tab provides the link to the BMRB ID (Ulrich et al. 2008) of the data (if there is 
one) and the experimental parameters. The data can also be downloaded from this 
section in TEXT format.

Finally, the ‘Software information’, ‘Author information’ and ‘Reference infor-
mation’ tabs display the remaining meta-information associated with the entry.

A discussion forum where users can share their insights and doubts regarding the 
entry in question or the corresponding calculation procedures can be found at the 
bottom of each entry.

Fig. 11.5  Built-in visualization JSmol applet screen. Each pE-DB entry has a JSmol applet screen, 
where every conformer in each ensemble can be displayed in a fully customizable manner. General 
information on the ensembles, and the radius of gyration and Dmax values for each conformer are 
also provided here
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5 Data Submission

We encourage the research and development community to submit their own en-
semble models to the Protein Ensemble Database in combination with the underly-
ing experimental data. We also support the recalculation and evaluation of the en-
sembles that are already being hosted. Fortunately, since the release of the database 
in early 2014, we have already experienced a flow of submissions from research 
groups across the globe. Entries are being released only after the authors have pub-
lished their study; the majority of submitted entries are therefore being kept on hold, 
invisible to the community and waiting to be released.

Data submission to pE-DB is a multi-step procedure that is initiated by contact-
ing the pE-DB crew in the form of a pre-submission query that can be completed 
online under the ‘Data submission’ section of the user interface. The pre-submission 
request should provide a brief description of the ensembles, the experimental data 
types used, and the contact information of the authors. Following favourable evalu-
ation of the request, we contact the authors and refer them to the online meta-infor-
mation submission form. This form should record every piece of relevant informa-
tion from sample conditions to personal and institute information. In parallel, we 
also require the submission of the ensembles in PDB format and the experimental 
data in TEXT format. Data submission is possible by either providing a download 
link or by using a secure FTP connection to our file server. Each submission is 
manually curated by experts in the field, and only ensembles that are based on high-
quality experimental data are considered for deposition.

6 Towards the Functional Interpretation of Ensembles

It has recently become increasingly apparent that understanding the function of a 
protein is hindered by thinking in terms of static structures as opposed to a range of 
thermally accessible conformers (Tompa 2011). We are convinced that by develop-
ing and releasing the Protein Ensemble Database we are contributing to the field of 
structural biology with a new cornerstone in the evolution of ensemble descriptions 
for IDPs (Varadi et al. 2014). Whereas the Protein Data Bank (Berman et al. 2000) 
hosts the structures of proteins with well-defined folds, pE-DB stores the ensembles 
of flexible proteins that have previously been inaccessible.

These ensemble models currently lack the descriptive power of high-resolution 
crystal structures, and therefore their predictive power is more limited as well. Due 
to the immensely high degree of conformational freedom in IDPs, the models are 
completely dependent on the quality and amount of experimental data used during 
the calculation procedures. Theoretically, increasing the number of experimentally 
derived constraints will increase the quality of the ensemble models (Tompa and 
Varadi 2014).
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Ensembles are often criticized, yet they have never been evaluated rigorously. 
By making the ensembles and the experimental observations available, researchers 
can access and cross-validate these models by using independent data, for example 
long-range information derived from FRET.

Without a doubt, the long-term objective of ensemble calculation is to achieve 
such descriptive power that the functions of IDPs can be reliably interpreted—and 
perhaps even predicted—from structural ensemble models. While we are clearly a 
long way from this goal, the availability of ensembles, protocols and experimental 
data will surely contribute to the development of next-generation ensemble calcula-
tion algorithms and the establishment of standardized protocols.
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Chapter 12
Order and Disorder in the Replicative Complex 
of Paramyxoviruses

Jenny Erales, David Blocquel, Johnny Habchi, Matilde Beltrandi,  
Antoine Gruet, Marion Dosnon, Christophe Bignon and Sonia Longhi

Abstract In this review we summarize available data showing the abundance of 
structural disorder within the nucleoprotein (N) and phosphoprotein (P) from three 
paramyxoviruses, namely the measles (MeV), Nipah (NiV) and Hendra (HeV) 
viruses. We provide a detailed description of the molecular mechanisms that govern 
the disorder-to-order transition that the intrinsically disordered C-terminal domain 
(NTAIL) of their N proteins undergoes upon binding to the C-terminal X domain 
(XD) of the homologous P proteins. We also show that a significant flexibility per-
sists within NTAIL–XD complexes, which therefore provide illustrative examples of 
“fuzziness”. The functional implications of structural disorder for viral transcription 
and replication are discussed in light of the ability of disordered regions to establish 
a complex molecular partnership and to confer a considerable reach to the elements 
of the replicative machinery.

Keywords Viral proteins · Nipah virus · Hedra virus · Measles virus · Intrinsic 
disorder · Folding upon binding

1  The Replicative Machinery of the Measles, Hendra  
and Nipah Viruses

The measles (MeV), Nipah (NiV) and Hendra (HeV) viruses are all members of the 
Paramyxovirinae sub-family within the Paramyxoviridae family of the Mononega-
virales order. While MeV belongs to the Morbillivirus genus, NiV and HeV have 
been classified in the Henipavirus genus. Paramyxoviridae have a non-segmented, 
negative-stranded RNA genome that encodes six proteins: the nucleoprotein (N), 
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the phosphoprotein (P), the matrix protein, the F and H glycoproteins and the RNA-
dependent RNA polymerase or “large” protein (L). The genome of Paramyxoviri-
dae is not naked but encapsidated by multiple copies of the N protein, forming a 
helical nucleocapsid that serves as a template for both transcription and replication. 
These activities are ensured by the RNA-dependent RNA polymerase made of the 
L and P proteins, with P serving as an essential tethering factor between L and the 
nucleocapsid (Fig. 12.1). This ribonucleoprotein complex made of RNA and of the 
N, P and L proteins constitutes the replication machinery of Paramyxoviridae.

By virtue of their structural role in encapsidating the genome, paramyxoviral 
nucleoproteins are the most abundant viral proteins (Lamb and Kolakofsky 2001). 
Within MeV infected cells, N is found in a soluble, monomeric form (referred to as 
N°) and in a nucleocapsid assembled form. Following synthesis of the N protein, 
a chaperone is required to maintain this latter protein in a soluble and monomeric 
form. This role is played by the P protein, whose association simultaneously pre-
vents illegitimate self-assembly of N (Huber et al. 1991; Spehner et al. 1997). This 
soluble N°-P complex is used as the substrate for the encapsidation of the nascent 
genomic RNA chain during replication (see Albertini et al. 2005; Blocquel et al. 
2012a; Lamb and Kolakofsky 2001; Lamb and Parks 2007; Longhi and Canard 
1999; Roux 2005 for reviews on transcription and replication). The assembled form 
of N also forms complexes with either isolated P or P bound to L, which are both 
essential to RNA synthesis by the viral polymerase (Buchholz et al. 1994; Ryan and 
Portner 1990).

Although L is supposed to possess all activities required for transcription and 
replication, including nucleotide polymerization, mRNA capping and polyadenyl-
ation, it is not active in the absence of P. The large size of Paramyxoviridae L, its 
low abundance in infected cells and the requirement of P for stability and/or preven-
tion of spontaneous oligomerization (Chattopadhyay and Banerjee 2009) have ren-
dered the molecular and structural characterization of Paramyxoviridae polymerase 
highly challenging. Indeed, so far no paramyxoviral polymerase has been purified 
to homogeneity, thereby explaining the scarcity of molecular data on this large, 
multifunctional enzyme. The only exceptions are the L/P complex from Rinderpest 
virus (RDV), which has been partially purified (Gopinath and Shaila 2008), and the 
Sendai virus (SeV) polymerase, which was shown to possess a methyltransferase 
activity in its C-terminal region (Ogino et al. 2005), in agreement with predictions 
(Ferron et al. 2002).

In the past decade we have gathered a wealth of bioinformatics and experimental 
evidence showing that paramyxoviruses N and P are enriched in intrinsically dis-
ordered regions (IDRs) (for reviews see Blocquel et al. 2012a; Habchi and Longhi 
2012; Habchi et al. 2012; Longhi 2011; Longhi and Oglesbee 2010). Intrinsically 
disordered proteins (IDPs) and IDRs are ubiquitous proteins/regions lacking stable 
secondary and tertiary structures under physiological conditions of pH and salinity 
in the absence of their biological partner and thus exist as dynamic ensembles of 
conformers (for a recent review see Habchi et al. 2014). IDPs/IDRs are functional 
while being either fully or partly disordered. IDPs complement the functional rep-
ertoire of folded proteins, being able to interact with several partners and thereby 
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exerting multiple biological functions (see Habchi et al. 2014 and references cited 
therein).

Bioinformatics studies have shown that viruses and eukaryotes have ten times 
more conserved disorder (roughly 1 %) than archaea and bacteria (0.1 %) (Chen 
et al. 2006), and have also indicated that viral proteins, and in particular proteins 
from RNA viruses, are enriched in short disordered regions (Tokuriki et al. 2009; 
Xue et al. 2012; Xue et al. 2010). Beyond these computational studies, a consider-

Fig. 12.1  Schematic illustration of the Paramyxoviridae replicative complex. The top of the fig-
ure represents the schematic organization of the genome encoding the nucleoprotein ( N, orange), 
the phosphoprotein ( P, blue), the matrix protein ( M, light grey), the fusion protein ( F, grey), the 
glycoprotein ( H, grey) and the polymerase large subunit ( L, light green). The lower part of the 
figure represents the scheme of the replicative complex with the RNA represented by a green 
line. The neo-synthetized RNA is shown already partially encapsidated. The N and P intrinsically 
disordered regions are symbolized by lines. The extended conformation of the disordered regions 
would allow the formation of a tripartite complex between N°, P and L required for nucleocapsid 
assembly. The P/L complex forms the RNA-dependent RNA polymerase (RdRp) complex, which 
cartwheels onto the nucleocapsid complex via the XD domain of P. P is shown as a tetramer to 
reflect the prevalence of this oligomeric state in paramyxoviral P proteins (see text). Modified 
from (Blocquel et al. 2012a)
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able body of experimental evidence has been collated that indicates the disordered 
nature of several viral proteins (or domains thereof) (for reviews see Uversky and 
Longhi 2012; Xue et al. 2014).

The abundance of IDRs in the N and P proteins from Paramyxoviridae members 
and the difficulty of obtaining homogenous polymers of N suitable for X-ray analy-
sis explain the relative paucity of structural data obtained so far by X-ray crystal-
lography. However, the combined use of other, more appropriate techniques, such 
as circular dichroism (CD), nuclear magnetic resonance (NMR), small angle X-ray 
scattering (SAXS), and site-directed spin labelling (SDSL) coupled with electron 
paramagnetic resonance (EPR) have shed light onto the molecular features of these 
proteins and have provided a quite accurate description of their conformational be-
haviour.

In this chapter we will summarize all the available molecular information on the 
N and P proteins of three representative Paramyxoviridae members, namely MeV, 
NiV and HeV, focusing on their disordered regions and the interactions they estab-
lish with their partners. The functional implications of disorder for transcription and 
replication will be discussed.

2 Modular Organization of P

Beyond the P protein, the P gene of MeV, NiV and HeV also encodes the C and V 
proteins. The V protein is translated from a P messenger resulting from co-tran-
scriptional insertion of a G at the editing site of the P mRNA. The V protein thus 
shares the N-terminal module (MeV PNT, aa 1–230; NiV PNT, aa 1–406 and HeV 
PNT, aa 1–404) with the P protein and possesses a unique C-terminal, zinc-binding 
domain. Hence, the P protein consists of at least two domains: an N-terminal do-
main (PNT) common to both P and V, and a C-terminal domain (PCT) unique to the 
P protein (Fig. 12.2). The third protein, C, is encoded by an alternate open reading 
frame through ribosome initiation at an alternative translation codon.

Using various computational approaches (as described in Bourhis et al. 2007; 
Ferron et al. 2006; Lieutaud et al. 2013; Longhi et al. 2010), we have previously 
shown that the P proteins of Paramyxovirinae members have a modular organisa-
tion, being composed of alternating disordered and ordered regions (Habchi et al. 
2010; Karlin et al. 2003). Paramyxovirinae PNT has been consistently predicted to 
be mostly disordered (Habchi et al. 2010; Karlin et al. 2003; Karlin et al. 2002b), 
being depleted in hydrophobic residues and enriched in so-called disorder-promot-
ing residues (i.e. charged residues, along with glycine, serine and proline residues) 
(Campen et al. 2008). In the case of MeV, NiV and HeV, the disordered nature of 
PNT is also supported by several independent lines of experimental evidence: PNT 
was found to be highly sensitive to proteolysis, was shown to have a Stokes radius 
(RS) higher than expected for a globular protein of the same size, and was shown 
to be disordered by both far-UV CD and NMR spectroscopy (Habchi et al. 2010; 
Karlin et al. 2003; Karlin et al. 2002b).
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Interestingly, a short (40–50 residues) ordered region is consistently predicted at 
the N-terminus of MeV, NiV and HeV P by all the disorder predictors implemented 
in the MeDor metaserver (Lieutaud et al. 2008) (Fig. 12.2). This N-terminal mod-
ule with α-helical folding propensities corresponds to a conserved region amongst 
Avulavirus, Henipavirus and Rubulavirus members (Karlin et al. 2003), with that 
from Rubulaviruses having been shown to be involved in N°-binding (Watanabe 
et al. 1996). Using computational approaches, all Paramyxovirinae P proteins were 
found to share a short (11–16 residues) sequence motif within their first 40 residues 
(Karlin and Belshaw 2012). It has been proposed that this region would be con-
served in all Mononegavirales phosphoproteins as a result of divergent evolution, 
and would be involved in binding to N° (Karlin and Belshaw 2012). In agreement, 
a similar N-terminal module, globally disordered yet containing transient α-helices 
(aa 1–60), has recently been identified and characterized in the vesicular stomatitis 
virus P protein (Leyrat et al. 2011a) and shown to fold upon binding to N° (Leyrat 
et al. 2011b). The N-terminal region of Paramyxovirinae P likely corresponds to an 
α-helical molecular recognition element (α-MoRE), where MoREs are short, order-
prone regions within IDPs that have a certain propensity to bind to a partner and 

Fig. 12.2  Modular organization of the MeV, NiV and HeV phosphoproteins. Domain organiza-
tion of P showing that it is composed of two moieties, PNT and PCT. Structured and disordered 
regions are represented as large or narrow boxes, respectively. PNT: N-terminal region of P; PCT: 
C-terminal region of P. PMD: P multimerisation domain; XD: X domain of P adopting a triple 
α-helical bundle. The α-MoRE partly preconfigured in solution and predicted/shown to adopt a 
stable α-helical conformation upon binding to N° is shown. Whenever available, the relevant crys-
tal structures are shown above each domain. MeV PMD: PDB code 4BHV (Blocquel et al. 2014); 
MeV XD: PDB code 1OKS (Johansson et al. 2003); HeV XD: PDB code 4HEO (Communie 
et al. 2013b). The structural model of the NiV PMD trimeric form (Blocquel et al. 2013) and the 
structure of the tetrameric form as observed in crystals (Bruhn-Johannsen et al. 2014) are shown. 
The structural model of NiV XD is depicted (Habchi et al. 2011). All structures were drawn using 
Pymol (DeLano 2002)
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to undergo induced folding (i.e. a disorder-to-order transition) (Garner et al. 1999; 
Mohan et al. 2006; Oldfield et al. 2005; Vacic et al. 2007). In agreement with the 
predicted occurrence of a transiently populated α–MoRE, size exclusion chroma-
tography (SEC) and dynamic light scattering (DLS) studies indeed unveiled that 
MeV, NiV and HeV PNT domains are not fully unfolded but rather conserve some 
degree of compactness typical of a premolten globule (PMG) conformation (Habchi 
et al. 2010; Karlin et al. 2002b). PMGs are characterized by an intermediate con-
formational state between a random coil and a molten globule and possess a certain 
degree of residual compactness due to the presence of residual and fluctuating sec-
ondary and/or tertiary structures (Dunker et al. 2001; Uversky 2002). The folding 
potential of the PNT domains was further confirmed using far-UV CD spectros-
copy, where increasing concentrations of 2,2,2-trifluoroethanol (TFE) were shown 
to induce a pronounced gain of α-helicity (Habchi et al. 2010; Karlin et al. 2002b). 
TFE is an organic solvent that mimics the hydrophobic environment experienced by 
proteins during protein-protein interactions (Dahlman-Wright and McEwan 1996; 
Hua et al. 1998). The extent of residual compactness within the three PNT domains 
follows the order NiV PNT > HeV PNT > MeV PNT. Although it is plausible that 
the N-terminal region of PNT folds upon binding to N°, assessment of the effective 
folding-upon-binding abilities of this putative α–MoRE awaits the isolation and 
purification of a binding partner. Beyond N°, one such possible binding partner may 
be L and/or SNAP29, analogously to the closely related RDV and human parainflu-
enza type 3 virus, respectively (Ding et al. 2014; Sweetman et al. 2001).

PCT has a modular organization. It possesses a long disordered linker separating 
the P multimerisation domain, PMD, and the C-terminal X domain, XD (Habchi 
et al. 2010; Karlin et al. 2003) (Fig. 12.2). In the case of SeV, the disordered na-
ture of this linker was experimentally confirmed by NMR studies (Bernadό et al. 
2005; Houben et al. 2007a). In the case of MeV, indirect evidence in support of the 
disordered nature of this linker comes from the observation that spontaneous pro-
teolytic cleavage occurs within this region (Longhi et al. 2003). In morbilliviruses 
and henipaviruses, an additional disordered region (referred to as a “spacer”) is 
predicted to occur upstream of PMD (Habchi et al. 2010; Karlin et al. 2003), with 
direct experimental confirmation of its disordered state having been provided in the 
case of MeV P (Communie et al. 2013a).

In line with both predictions (Habchi et al. 2010; Karlin et al. 2003) and spectro-
scopic studies (Habchi et al. 2011), the structures of MeV and HeV XD were shown 
to consist of a triple α-helical bundle (Communie et al. 2013b; Gely et al. 2010; Jo-
hansson et al. 2003; Kingston et al. 2004a) (Fig. 12.2). In MeV, NiV and HeV, XD is 
responsible for the interaction between P and the nucleocapsid (Habchi et al. 2012; 
Johansson et al. 2003; Kingston et al. 2004a). High-resolution structural data is also 
available for the X domains of the closely related SeV and mumps virus (MuV), the 
structures of which have been solved by nuclear magnetic resonance (NMR) and 
X-ray crystallography, respectively (Blanchard et al. 2004; Kingston et al. 2008). 
Contrary to all other paramyxoviral X domains investigated so far, MuV XD does 
not interact with the C-terminal region of N but rather establishes contacts with the 
structured NCORE region of N (Kingston et al. 2004b). Interestingly, while in the 
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majority of Paramyxovirinae members the C-terminal nucleocapsid-binding region 
of P adopts a stably folded, compact conformation, it is disordered in respiratory 
syncytial virus (RSV), a Pneumovirinae member (Llorente et al. 2006; Tran et al. 
2007). In the same vein, recent experimental data unveiled that in the case of the 
P proteins from Rubulavirus members, intrinsic disorder further extends to their X 
domains, which were found to span a structural continuum ranging from stable to 
largely disordered in solution. They share, however, the ability to adopt, at least 
transiently, a common fold consisting of a triple α-helical bundle as in other Para-
myxovirinae members (Kingston et al. 2008; Yegambaram et al. 2013).

Paramyxoviridae PMDs are predicted to adopt a coiled-coil structure (Habchi 
et al. 2010; Karlin et al. 2003; Llorente et al. 2006). The coiled-coil organization has 
been experimentally confirmed in the case of SeV (Tarbouriech et al. 2000), RDV 
(Rahaman et al. 2004), MeV (Blocquel et al. 2014; Communie et al. 2013a), MuV 
(Cox et al. 2013) and NiV (Bruhn-Johannsen et al. 2014). The oligomeric nature of 
Paramyxoviridae P proteins studied so far is in support of the so-called “cartwheel-
ing” mechanism proposed for Paramyxoviridae, which posits that the polymerase 
complex cartwheels from one N monomer to another within the nucleocapsid in 
order to allow transcription and replication to take place (Kolakofsky et al. 2004). 
In spite of this common feature, however, the molecular information gathered so far 
has underscored considerable differences in the organization of P among various 
paramyxoviruses as detailed below.

PMDs from SeV (Tarbouriech et al. 2000) and MeV were shown to form a tet-
rameric coiled-coil (Blocquel et al. 2014; Communie et al. 2013a). The tetrameric 
coiled-coil organization of PMD has also been experimentally confirmed in the case 
of RDV (Rahaman et al. 2004), RSV (Llorente et al. 2006; Llorente et al. 2008) 
and MuV (Cox et al. 2013). In this latter case, however, the tetramer was found to 
consist of two sets of parallel helices in opposite orientation, i.e. to be a dimer of 
two antiparallel coiled-coil dimers (Cox et al. 2013), in striking contrast with all the 
Paramyxoviridae P proteins characterized so far, which were all shown to possess a 
parallel organization. Whether these differences in the organization are compatible 
with a common mechanism of transcription and replication remains to be experi-
mentally established.

Strikingly, studies focused on NiV PMD yielded different results depending on 
whether the protein was studied in solution or by X-ray crystallography. Indeed, 
several independent biochemical and biophysical approaches, including SEC, SDS-
PAGE, cross-linking, analytical ultracentrifugation and SAXS consistently con-
verged to show that NiV PMD adopts a trimeric organization in solution (Blocquel 
et al. 2013). Notably, cross-linking experiments carried out by another group and 
making use of a different cross-linker (glutaraldehyde) revealed a tetrameric orga-
nization for NiV PMD (Salvamani et al. 2013). However it should be pointed out 
that the very high cross-linker concentrations used in those studies may have gen-
erated non-specific association. On the other hand, the crystallographic structure 
reported by Bruhn et al. unambiguously shows a tetrameric organization within 
the crystal (Bruhn-Johannsen et al. 2014). Figure 12.3a shows the trimeric model 
(Blocquel et al. 2013) and the crystallographic structure docked into the ab initio 
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envelope of NiV PMD as obtained by SAXS. As shown in this figure, the trimeric 
model fits much better into the SAXS envelope, providing additional support for 
the occurrence of a trimeric form in solution. What could explain such a difference 
in the oligomeric state? We can speculate that the high local protein concentrations 
and/or the strong inter-molecular interactions within crystals might have biased the 
oligomeric state of the protein and promoted a tetrameric organization. That coiled-
coils are able to modulate their oligomeric state according to the physico-chemical 
conditions (pH, temperature, etc.) or depending on whether they are located inside 
or outside the cell has already been reported (Dutta et al. 2001; Lupas and Gruber 
2005). Of even more interest, the GCN4 leucine-zipper domain was shown to adopt 
different oligomeric states depending on the crystallization conditions, implying 
that the amino acid sequence does not specify a unique oligomeric state (Oshaben 
et al. 2012). It is also worth emphasising that conflicting experimental evidence is 
not unique to NiV PMD: indeed SeV PMD had also been shown to form trimers 
in solution (Curran 1998; Curran et al. 1995a) and to adopt a tetrameric coiled-coil 

Fig. 12.3  Structure of PMDs. 
a SAXS envelope of NiV 
PMD (Blocquel et al. 2013) 
in which we docked either the 
trimeric form (Blocquel et al. 
2013) ( top) or the tetrameric 
form (PDB code 4N5B) 
(Bruhn-Johannsen et al. 
2014) ( bottom) of NiV PMD. 
b Superimposition among 
the two MeV PMD crystal 
structures solved by Blocquel 
et al. (Blocquel et al. 2013) 
(PDB codes 4BHV, shown in 
green, and 4C5Q, shown in 
blue) and the one solved by 
Communie et al. (Commu-
nie et al. 2013a) (PDB code 
3ZDO, shown in purple). 
Modified from (Blocquel 
et al. 2014)
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conformation in the crystal (Tarbouriech et al. 2000). The experimental evidence 
pointing to a trimeric form of SeV P has perhaps been set aside too rapidly in light 
of the crystallographic data pointing to a tetrameric organization. However, the 
finding that both SeV and NiV PMD can form trimers in solution and tetramers in 
the crystal may reflect their intrinsic ability to adopt different oligomeric states that 
could be related to different functional forms of the P protein and to the different 
complexes (i.e. N-P, N°-P, P-L) that it can form within infected cells.

In the same vein, structural comparison among the different crystallographic 
structures of MeV PMD solved so far unveiled unexpected structural variations 
(Blocquel et al. 2014; Communie et al. 2013a). Although all the structures have 
a tetrameric coiled-coil organization, structural comparison unveiled considerable 
differences not only in the quaternary structure but also in the extent of disorder 
within the C-terminal region of the coiled-coil (Fig. 12.3b). The disordered nature 
of the C-terminal region is also supported by SAXS and SEC studies that show 
that MeV PMD exists as a dynamic equilibrium between two tetrameric forms of 
different compaction (Blocquel et al. 2014). As already discussed above for SeV 
and NiV PMD, the unexpected plasticity and flexibility of MeV PMD could be the 
first hint of the existence of different functional forms of the P protein, reflecting its 
multifunctional nature and pivotal role in the replicative cycle. These results also 
unveiled that the structure of coiled-coils can exhibit a certain degree of freedom, 
and that coiled-coils are less rigid than previously thought. They also bring aware-
ness that conclusions about function and mechanism based on analysis of a single 
crystal structure of a dynamic protein can be easily biased, and they challenge to 
some extent the assumption according to which coiled-coil structures can be reli-
ably predicted from the amino acid sequence (Blocquel et al. 2014).

In conclusion, the ability of SeV and NiV PMD to adopt different oligomeric 
states, together with the ability of MeV PMD to dynamically sample different forms 
that differ in the degree of compaction and extent of disorder, might be the basis for 
the ability of P to form different complexes critical for transcription and replication, 
with conformational changes possibly dictating the ability to form a transcriptase 
versus a replicase complex. Additional studies are necessary to obtain definite an-
swers as to whether P oligomerization is strictly required for transcription and rep-
lication. Likewise, a detailed understanding of the role of disorder within PMD and 
of the functional impact of varying the P oligomeric state awaits future mutational 
studies.

3 Modular Organization of N

The nucleoprotein, N, is responsible for encapsidation of the viral genome (Lamb 
and Kolakofsky 2001). Not only does N protect viral RNA from degradation, but it 
also renders the latter competent for transcription and replication; indeed, the viral 
polymerase cannot transcribe nor replicate RNA when the latter is not encapsidated 
by the N protein within a helical nucleocapsid (Fig. 12.4a, b). In Paramyxovirinae, 
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N binds to exactly six nucleotides (Albertini et al. 2005), a property that dictates 
the so-called “rule of six”, i.e. the requirement for the viral genome to be a multiple 
of six in order to ensure efficient transcription and replication (Kolakofsky et al. 
1998).

Bioinformatics, deletion and electron microscopy studies have shown that Para-
myxovirinae nucleoproteins are divided into two regions: a structured N-terminal 
moiety, NCORE (aa 1–400 in MeV and aa 1–399 in henipaviruses), and a C-terminal 
domain, referred to as NTAIL (aa 401–525 in MeV and aa 400–532 in henipaviruses) 
(Fig. 12.4c). While NCORE contains all the regions necessary for self-assembly and 
RNA-binding, as well as for interaction with PNT within the N°-P complex, NTAIL 
is responsible for interaction with XD (Bankamp et al. 1996; Buchholz et al. 1993; 
Curran et al. 1993; Karlin et al. 2002a; Kingston et al. 2004b; Liston et al. 1997; 
Myers et al. 1997; Myers et al. 1999).

NTAIL domains from MeV, NiV and HeV possess features that are hallmarks of 
intrinsic disorder: (i) they are hyper-sensitive to proteolysis (Habchi et al. 2011; 
Karlin et al. 2002a), (ii) they cannot be visualized in cryo-electron microscopy re-
constructions of nucleocapsids (Bhella et al. 2004), (iii) they have an amino acid 

Fig. 12.4  Organization of the MeV, NiV and HeV nucleoproteins. a Cryo-electron microscopy 
reconstruction of the MeV nucleocapsid (Bhella 2007; Bhella et al. 2004). b Top view of the MeV 
nucleocapsid with the NTAIL regions (in red) partly exposed at the surface. The viral RNA is repre-
sented in blue. Modified from (Ringkjøbing Jensen et al. 2011). c Modular organization of N from 
MeV and henipaviruses showing that N is composed of a folded domain, NCORE, and a C-terminal 
disordered region, NTAIL. The various boxes, corresponding to putative or experimentally proven 
MoREs, are shown, as is the α-MoRE (see red helix). The box interacting with the X domain of P 
is indicated by an arrow
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sequence that is highly variable amongst phylogenetically related members (Hab-
chi et al. 2010), and (iv) they are predicted to be mainly (if not fully) disordered 
by the secondary structure and disorder predictors implemented within the MeDor 
metaserver (Lieutaud et al. 2008). The disordered nature of these NTAIL domains has 
been subsequently confirmed experimentally by both hydrodynamic and spectro-
scopic approaches, which have shown that they all belong to the PMG subfamily 
(Bourhis et al. 2004; Habchi et al. 2010; Longhi et al. 2003).

As for all N proteins of the Mononegavirales family, and with the sole excep-
tion of the N protein from the Borna disease virus (Rudolph et al. 2003), MeV and 
Henipavirus N proteins self-assemble to form large helical nucleocapsid-like par-
ticles with a broad size distribution when expressed in heterologous systems (Bhella 
et al. 2002; Communie et al. 2013b; Kerdiles et al. 2006; Spehner et al. 1991; Tan 
et al. 2004; Warnes et al. 1995). MeV nucleocapsids, as visualized by negative stain 
transmission electron microscopy (EM), have a typical herringbone-like appear-
ance (Bhella et al. 2002; Bhella et al. 2004; Karlin et al. 2002a; Longhi et al. 2003; 
Schoehn et al. 2004). EM studies by two independent groups led to real-space heli-
cal reconstruction of MeV nucleocapsids (Bhella et al. 2004; Schoehn et al. 2004) 
(Fig. 12.4a). These studies showed that the removal of the disordered NTAIL domain, 
which protrudes from the globular body of NCORE and is at least partly exposed at 
the surface of the viral nucleocapsid (Heggeness et al. 1980, 1981; Karlin et al. 
2002a), leads to increased nucleocapsid rigidity, with significant changes in both 
pitch and twist (see Bhella et al. 2004; Desfosses et al. 2011; Longhi et al. 2003; 
Schoehn et al. 2004).

So far, high-resolution structural data on Paramyxoviridae N is only available 
for RSV, whose N protein was crystallized in the form of N:RNA rings (Tawar et al. 
2009). The nucleoprotein of RSV consists of two lobes and possesses an extended 
terminal arm that makes contacts with a neighbouring N monomer. The RNA is 
tightly packed between the two N lobes, being located on the external face of the 
N:RNA rings (Tawar et al. 2009). Using the structure of RSV N:RNA rings as a 
template, a model of MeV N:RNA has recently been built and docked within the 
electron density map of MeV nucleocapsids (Desfosses et al. 2011). Although the 
disordered NTAIL domain could not be resolved in the reconstruction of the nucleo-
capsid, the fit suggests that NTAIL would point toward the interior of the helical nu-
cleocapsid (Desfosses et al. 2011). Thus, within the RSV nucleocapsid, the RNA is 
not accessible to the solvent, and has to be partially released from N to become ac-
cessible to the polymerase. Therefore, a conformational change must occur within 
N to allow exposure of the RNA. The disordered NTAIL domain is thought to play a 
major role in this conformational change (see Sect. 11.7).

Although HeV, NiV and MeV NTAIL domains are mostly disordered, bioinfor-
matics analyses indicated the presence of short order-prone regions, possibly cor-
responding to MoREs (Bourhis et al. 2004; Habchi et al. 2010). In the case of MeV, 
one MoRE of α-helical nature was predicted to occur within one (i.e. Box2, aa 
489–506) out of three regions (i.e. Box1-3) conserved within members of the Mor-
billivirus genus (Diallo et al. 1994) (Fig. 12.4c). While Box1 (aa 401–420) was 
shown to interact with a yet unidentified nucleoprotein receptor (NR) expressed at 
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the surface of dendritic cells of lymphoid origin (Laine et al. 2003) as well as T and 
B lymphocytes (Laine et al. 2005), Box2 was shown to be the region responsible 
for interaction with XD (Blocquel et al. 2012b; Bourhis et al. 2004; Bourhis et al. 
2005; Johansson et al. 2003). Analysis of the Cα chemical shifts of NTAIL and of 
the mobility of spin labels grafted within Box2 showed that the α-MoRE of MeV 
NTAIL is partly preconfigured as an α-helix in the absence of XD (Belle et al. 2008; 
Gely et al. 2010; Morin et al. 2006). More recently, an atomic-resolution ensemble 
description of the α-MoRE of MeV NTAIL was obtained using recently developed 
tools designed to provide quantitative descriptions of conformational equilibria in 
IDPs on the basis of experimental NMR data (Bernadό et al. 2005; Jensen et al. 
2008). By combining residual dipolar coupling (RDC) measurements and ensemble 
optimization methods (Bernadό et al. 2005; Jensen et al. 2008), the α-MoRE was 
shown to exist in a rapidly interconverting conformational equilibrium between an 
unfolded form and conformers containing four discrete α-helical elements situated 
around the interaction site (Ringkjøbing Jensen et al. 2011). Similar studies carried 
out on SeV NTAIL unveiled a similar conformational behaviour, although in that case 
the α-MoRE was shown to sample an extended conformation and only three helical 
conformers (Jensen et al. 2010; Jensen et al. 2008).

Using various spectroscopic approaches, binding of XD was shown to trigger 
stable α-helical folding of the MoRE (Belle et al. 2008; Bischak et al. 2010; Bourhis 
et al. 2004; Bourhis et al. 2005; Gely et al. 2010; Johansson et al. 2003; Morin et al. 
2006; Ringkjøbing Jensen et al. 2011).

The NTAIL of henipaviruses differs from MeV NTAIL in that the former pos-
sess four predicted MoREs (Habchi et al. 2010), with Box3 having been shown 
to be involved in interaction with XD (Habchi et al. 2011; Martinho et al. 2013) 
(Fig. 12.4c). Deletion studies (Blocquel et al. 2012c) with constructs bearing differ-
ent combinations of the predicted MoREs shed light onto the structural state of the 
various boxes. In particular, they showed that Box3 is the counterpart of MeV Box2, 
being partially folded in solution and undergoing α-helical folding upon binding to 
XD (Habchi et al. 2011). Interestingly, SDSL EPR spectroscopy studies unveiled a 
considerable conformational heterogeneity within Box3 consistent with the occur-
rence of multiple helical conformers of different length (Martinho et al. 2013). In 
agreement, analysis of the Cα chemical shifts of the free form of HeV NTAIL showed 
that Box3 is at least transiently populated as an α-helix (Communie et al. 2013b).

In henipaviruses, while the other boxes (e.g. Box1, Box2 and Box4) do not affect 
the ability of NTAIL to interact with XD, they influence to some extent the α-helical 
folding of Box3 as well as the compaction properties of NTAIL. Interestingly, subtle 
differences between NiV and HeV NTAIL could also be observed (Blocquel et al. 
2012c; Martinho et al. 2013). For example, a NiV variant devoid of Box1 and Box2 
was found to possess a more extended conformation with respect to its HeV coun-
terpart (Blocquel et al. 2012c). Since the two proteins have the same content in 
acidic residues, these observations suggest that other, more subtle sequence proper-
ties dictate the conformational behaviour of these proteins. Strikingly, the content in 
regular secondary structure was found not to be a major determinant of protein com-
paction, with NTAIL proteins depleted in MoREs being nevertheless able to adopt a 
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collapsed state. In the same vein, Box1, which was found to be an irregular-MoRE 
(I-MoRE), and hence to be devoid of α-helical propensities, was found to be a ma-
jor determinant of protein compaction. The subtle differences observed between 
NiV and HeV NTAIL domains have no significant effect on XD-binding abilities, 
with Box3 having been shown to be functionally interchangeable between the two 
viruses. Of interest, HeV NTAIL was found to display an even better affinity for the 
heterologous X domain. However, there are no cross-interactions between proteins 
from HeV or NiV and proteins from MeV (Blocquel and Habchi et al., unpublished 
data).

Beyond being disordered in isolation, the MeV and HeV NTAIL domains were 
also shown to be disordered within full-length N proteins from nucleocapsid-like 
particles, as judged from NMR studies carried out on 15N-labeled nucleocapsids 
(Communie et al. 2013b; Ringkjøbing Jensen et al. 2011) (Fig. 12.4b). In those 
studies, both MeV and HeV NTAIL were found to retain their disordered state in situ, 
i.e. when appended to nucleocapsids. For both viruses, experimental evidence was 
obtained supporting a model in which the first 50 disordered amino acids of NTAIL 
are conformationally restricted as the chain escapes from the inner channel to the 
outside of the nucleocapsid via the interstitial space between successive NCORE heli-
cal turns (Communie et al. 2013b; Ringkjøbing Jensen et al. 2011). Notably, this 
model provides a plausible explanation for the increased rigidity of nucleocapsids 
in which the flexible NTAIL region has been cleaved off. The inherent flexibility of 
intact nucleocapsids likely confers at least partial accessibility to the N-terminal re-
gion of NTAIL, thereby accounting for the ability of the Box1 region to bind to NR in 
the context of nucleocapsids released in the extracellular compartment (Laine et al. 
2005; Laine et al. 2003). The flexibility of the NTAIL region sandwiched between 
successive turns of the nucleocapsid may be the basis for variations in pitch and 
twist that may be related to switches between transcription and replication (Bhella 
2007).

4  Molecular Mechanisms of NTAIL-XD Complex 
Formation

The NTAIL domains of MeV, NiV and HeV were shown to form a 1:1 stoichiometric 
complex with XD and to undergo induced folding upon binding to XD (Habchi 
et al. 2011; Johansson et al. 2003). Interestingly, while NMR titration experiments 
with 15N-labeled NTAIL indicated an α-helical transition within MeV NTAIL upon ad-
dition of the homologous X domain, as judged from the appearance of new peaks 
in the α-helical region of the NTAIL spectra (Bourhis et al. 2005; Gely et al. 2010; 
Habchi et al. 2011), no such peaks were observed in the HeV and NiV NTAIL spectra 
even with saturating amounts of XD (Communie et al. 2013b; Baronti et al. 2015). 
This behaviour, which is often observed for IDPs undergoing folding-upon-binding 
events (Kiss et al. 2008; Mittag et al. 2008; Sue et al. 2008), supports an intermedi-
ate exchange regime among an ensemble of NTAIL conformers at the XD surface, 
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thus arguing for a considerable conformational heterogeneity in the bound form 
(see also Sect. 11.5) (Habchi et al. 2011).

In the case of MeV, a model of the interaction in which the α–MoRE of NTAIL 
adopts an α–helical conformation and is embedded in a large hydrophobic cleft 
delimited by helices α2 and α3 of XD has been proposed (Johansson et al. 2003) 
and successively validated by Kingston and co-workers, who solved the crystal 
structure of a chimeric construct made of XD and the NTAILregion encompassing 
residues 486–504 (Kingston et al. 2004a) (Fig. 12.5). Those studies unveiled that 
Box2 is tightly packed at the binding interface. The residues involved in the in-
teraction of the two partners are mainly hydrophobic, involving Leu481, Leu484, 
Ile488, Phe497, Met500 and Ile504 from XD, and Ser491, Ala494, Leu495, Leu498 
and Met501 from NTAIL (Fig. 12.5). In addition, site directed mutagenesis studies 
revealed that Ala502 is also involved in the interaction with XD, as deduced from 
the 30-fold increase in the KD observed with an NTAIL variant bearing an Asp at 
this position (Shu et al. 2012). Recently, random mutagenesis studies confirmed 
the crucial role of NTAIL residue Ser491 in complex formation (Gruet et al. 2013). 
Those studies also unveiled a previously unnoticed role for residue Arg497, whose 
side chain points out of the binding surface. In spite of its orientation towards the 
solvent, the side chain of Arg497 is at bonding distance from the OH group of 
Tyr480 of XD (see Fig. 12.5, right upper panel). Through generation and character-
ization of a “mirror” XD variant bearing the Y480F substitution, the crucial role of 
the Arg497-Tyr480 interaction in stabilizing the NTAIL-XD complex was confirmed 
(Gruet et al. 2013).

Although previous studies suggested a possible implication of Box3 in binding 
of MeV NTAIL to XD (Belle et al. 2008; Bourhis et al. 2005; Gely et al. 2010; Morin 
et al. 2006), recent isothermal titration calorimetry (ITC) studies ruled out a contri-
bution of Box3 to binding (Blocquel et al. 2012b; Yegambaram and Kingston 2010).

While Henipavirus NTAIL-XD complexes are characterized by an equilibrium 
dissociation constant (KD) in the µM range (2 µM for NiV and 8 µM for HeV) 
(Habchi et al. 2011), we consistently found that the KD of the MeV NTAIL-XD com-
plex is in the sub-micromolar range (Blocquel et al. 2012b; Bourhis et al. 2005; Shu 
et al. 2012). In contrast with our findings, the Kingston group reported a KD in the 
micromolar range (15 µM) for the MeV NTAIL-XD binding reaction (Yegambaram 
and Kingston 2010).

ITC studies revealed that Henipavirus NTAIL-XD complexes are stable under 
NaCl concentrations as high as 1 M, suggesting that the interaction does not rely on 
polar contacts (Habchi et al. 2011), in line with an interaction driven by the bury-
ing of apolar residues of NTAIL at the XD surface, as already observed in the case of 
MeV (Johansson et al. 2003; Kingston et al. 2004b).

While the crystal structure of HeV XD is available (Communie et al. 2013b), no 
structural data of the Henipavirus NTAIL-XD complex is available so far. Consid-
ering the fact that far-UV CD spectroscopy revealed that binding of Henipavirus 
NTAIL domains to XD results in an α-helical transition as in the case of MeV NTAIL 
(Habchi et al. 2011), we modelled the more hydrophobic side of the amphipathic 
α-MoRE located within the Box3 region of Henipavirus NTAIL at the hydrophobic 
surface delimited by helices α2 and α3 of XD using the MeV NTAIL-XD structure as 
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Fig. 12.5  Structures of XD and of the interacting MoRE from NTAIL in MeV, NiV and HeV. The top 
of the figure shows the structure of the MeV Box2/XD complex (PDB code 1T6O, (Kingston et al. 
2004a)) in surface representation ( left) and ribbon representation ( right) with the side chains of the 
residues involved in the interaction shown in sticks and in atom type colour. The left-middle and 
bottom panels represent (surface representation) the structural model of NiV (Habchi et al. 2011) 
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a template (Fig. 12.5). The two resulting models display a rather small interface area 
(439 Å2 for NiV and 337 Å2 for HeV). The lower buried surface area of the Henipa-
virus NTAIL- XD complex as compared to that of MeV (634 Å2) is consistent with 
the lower affinity of the binding reaction. The hydrophobic nature of the NTAIL-XD 
interface in MeV, HeV and NiV is in agreement with findings by Meszaros and co-
workers, who reported that the binding interfaces of protein complexes involving 
IDPs are often enriched in hydrophobic residues (Meszaros et al. 2007). In strik-
ing contrast, in the SeV NTAIL-XD complex, the binding interface is dominated by 
charged residues (Houben et al. 2007b).

Although direct structural data on Henipavirus NTAIL-XD complexes are still 
lacking, recent NMR studies provided the first clues on the structure of the HeV 
complex. In particular, analysis of chemical shift perturbations in reciprocal titra-
tion studies allowed residues involved in the interaction to be identified (Communie 
et al. 2013b). The availability of the crystal structure of HeV XD allowed mapping 
at the XD surface of the residues involved in binding to NTAIL (Communie et al. 
2013b). Although the binding interface is made of hydrophobic residues, the bind-
ing pocket of XD is surrounded by charged residues that may establish electrostatic 
interactions with basic residues of Box3 (Fig. 12.5). Contrary to the MeV NTAIL-XD 
complex, which is dominated by hydrophobic interactions, in HeV the NTAIL-XD 
interaction could be controlled by a combination of long-range electrostatic forces 
that correctly orient NTAIL prior to accommodation in the narrow hydrophobic pock-
et at the surface of XD. The extent to which these long-range electrostatic interac-
tions play a role in complex formation remains however to be established, since 
previous studies showed that salt concentrations as high as 1 M do not affect the 
NTAIL-XD binding affinity (Habchi et al. 2011). Notably, neither chemical shifts nor 
electrostatic interactions are able to distinguish rotational symmetry about the axis 
of the NTAIL helix, although two conformations are most probable, both having the 
hydrophobic face of the α-MoRE in contact with the hydrophobic interface of XD 
(Fig. 12.5). In both conformations, the two arginine residues flanking the hydropho-
bic face on HeV NTAIL interact with acidic patches on the surface of XD. Notably, 
irrespective of the direction of the MoRE, its optimal position with respect to the 
observed chemical shift perturbations at the surface of XD is very similar to that ob-
served in the crystal structure of the MeV NTAIL-XD chimeric construct (Communie 

and the crystal structure of HeV XD (Communie et al. 2013b), respectively. On the right is shown 
a helical structural model of both NiV and HeV Box3 (surface representation), oriented in such a 
way to show their hydrophobic side, which is supposed to interact with XD. When the Henipavirus 
XD/Box3 complexes were modelled (Habchi et al. 2011), Box3 was positioned at the XD surface 
in the same orientation as in the MeV XD/Box2 complex (Kingston et al. 2004a). However, as 
NMR titration studies on HeV XD and NTAIL did not allow discrimination between the two possible 
orientations, we herein show HeV Box3 in the opposite orientation with respect to that of NiV. In 
the surface representations, all hydrophobic residues are represented in beige, while basic (Arg and 
Lys) and acidic residues (Asp and Glu) are shown in blue and red, respectively. The lower panel 
was modified from (Communie et al. 2013b)
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et al. 2013b). Further studies will be necessary to draw final conclusions about the 
actual orientation of the α-MoRE at the XD surface of Henipavirus complexes.

From a mechanistic point of view, the finding that the α-MoRE of MeV NTAIL 
is transiently populated as an α-helix might be taken as a hint suggesting that the 
molecular mechanism governing the folding coupled to binding of NTAIL could rely 
on conformational selection (Tsai et al. 2001a; Tsai et al. 2001b). Two different, but 
not exclusive, binding mechanisms have been described in the literature for IDPs/
IDRs (see (Habchi et al. 2014) and references cited therein). In the first one, called 
“folding after binding”, the binding event takes place before folding (Shoemaker 
et al. 2000). In that case, the interaction with the partner is responsible for the gain 
of structure of the α-MoRE and for its stabilization. The second mechanism is con-
former selection, where the partner binds to the pre-folded MoRE, thereby shifting 
the equilibrium of the conformational ensemble to the folded form. In MeV NTAIL, 
complex formation seems to rely both on conformational selection and folding after 
binding. Indeed, the resonance behaviour of NTAIL in titration experiments with un-
labelled XD indicated a very poor fit to a two-state process, suggesting that binding 
may imply the formation of a binding intermediate in the form of a weak encounter 
complex, thereby implying a folding-after-binding mechanism. In further support of 
this hypothesis, recent data obtained by molecular dynamics simulations confirmed 
that binding preferentially occurs via an induced folding mechanism in spite of the 
partial pre-configuration of the α-MoRE (Wang et al. 2013). That binding coupled 
to folding events may rely on a mixed mechanism implying both induced folding 
(i.e. folding after binding) and conformational selection (i.e. folding before binding) 
has already been reported (Espinoza-Fonseca 2009).

The presence of a preconfigured MoRE with nevertheless a folding-after-bind-
ing mechanism is not a unique feature to MeV NTAIL, having also been documented 
in the case of NiV (Baronti et al. 2015) and HeV NTAIL (Communie et al. 2013b). In 
this latter case, quantitative analysis of peak intensities in the heteronuclear single 
quantum coherence (HSQC) spectra of NTAIL at each XD titration point showed that 
the signal intensity decreases faster for the residues located at the extremities of the 
MoRE and for which a smaller amount of residual helical structure is observed in 
the isolated state of NTAIL. This differential broadening suggests that XD binds to a 
short, central helix within the α-MoRE, and that this helix is subsequently extended 
via helical folding of the adjacent residues. Data therefore indicate that NTAIL inter-
acts with XD via a folding-upon-binding mechanism, with the folding event occur-
ring on the micro- to millisecond time scale (Communie et al. 2013b).

5 Residual Flexibility within the NTAIL-XD Complex

A low-resolution model of the MeV NTAIL-XD complex obtained by SAXS studies 
showed that most of NTAIL (residues 401–488) remains disordered within the com-
plex (Bourhis et al. 2005). A recent study that made use of a combination of SDSL 
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EPR spectroscopy and modelling further supports a considerable residual flexibility 
in the bound form of MeV NTAIL (Kavalenka et al. 2010). That study indeed showed 
that although the 505–525 region of NTAIL becomes more rigid upon binding to XD 
as a result of the α-helical transition occurring within the neighbouring Box2 region 
(Belle et al. 2008), it nevertheless conserves a significant degree of freedom in the 
complex (Kavalenka et al. 2010). As such, the MeV NTAIL-XD complex provides 
an illustrative example of “fuzziness”, where this term has been coined by Tompa 
and Fuxreiter to designate the persistence of conspicuous regions of disorder with-
in protein complexes implicating IDPs (Tompa and Fuxreiter 2008). Henipavirus 
NTAIL-XD complexes were found to be similarly fuzzy. Indeed, the experimentally 
determined RS of the NiV NTAIL-XD complex (35.4 ± 3.1 Å) suggests that binding 
to XD does not imply the formation of a compact complex (expected RS of 22.3 Å) 
and that it rather retains a considerable flexibility (Habchi et al. 2011). In further 
support of the “fuzziness” within MeV, HeV and NiV NTAIL-XD complexes, the 
many observable and relatively sharp NMR resonances that are nearly unaltered 
upon addition of XD provide evidence that these NTAIL regions remain significantly 
disordered in the bound state (Gely et al. 2010; Habchi et al. 2011; Kingston et al. 
2004a). Strikingly, the NTAIL-XD complex from henipaviruses is even fuzzier, as 
judged from the vanishing of resonances of the MoREs at the beginning of titration 
with no reappearance even at saturation (Communie et al. 2013b); (Baronti et al. 
2015). This observation suggests that even when bound to XD, the α-MoRE of both 
NiV and HeV NTAIL remains highly dynamic, undergoing exchange between differ-
ent conformers at the XD surface (Communie et al. 2013b).

What is the functional role of such fuzziness? We propose that the prevalently 
disordered nature of NTAIL even after complex formation may serve as a platform 
for the capture of other binding partners. In agreement, in the case of MeV NTAIL, 
Box1 has been shown to be responsible for the interaction with the cellular recep-
tor NR (Laine et al. 2005; Laine et al. 2003; Laine et al. 2007), and Box3 was 
found to interact with the major inducible heat shock protein hsp70 (Couturier et al. 
2010; Zhang et al. 2005). In MeV, viral transcription and replication are enhanced 
by hsp70, with this stimulation relying on an interaction with NTAIL (Carsillo et al. 
2006b; Oglesbee 2007; Oglesbee et al. 1993; Oglesbee et al. 1996; Vasconcelos 
et al. 1998a; Vasconcelos et al. 1998b; Zhang et al. 2005; Zhang et al. 2002). Two 
binding sites for hsp70 have been identified within NTAIL (Zhang et al. 2005; Zhang 
et al. 2002); while α-MoRE provides a high-affinity binding site (KD of 10 nM), a 
second low-affinity binding site is present within Box3 (Carsillo et al. 2006a; Zhang 
et al. 2002). Since hsp70 was shown to competitively inhibit the binding of XD 
to NTAIL (Zhang et al. 2005), it has been proposed that hsp70 could enhance tran-
scription and genome replication by reducing the stability of P-NTAIL complexes, 
thereby promoting successive cycles of binding and release that are essential to 
polymerase movement along the nucleocapsid template (Bourhis et al. 2005; Zhang 
et al. 2005). The hsp70-dependent reduction of the stability of P-NTAIL complexes 
would thus rely on competition between hsp70 and XD for binding to the α-MoRE 
of NTAIL, with recruitment of hsp70 being ensured by both Box2 and Box3 (Zhang 
et al. 2005).
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6 Evolvability of NTAIL

In view of gaining additional insights into the molecular determinants that govern 
binding of MeV NTAIL to XD, we used an approach that we termed “descriptive ran-
dom mutagenesis” (Gruet et al. 2012). To that end, we generated a library of NTAIL 
variants by error-prone polymerase chain reaction (PCR) and assessed how amino 
acid substitutions introduced at random within NTAIL affect partner recognition. In 
contrast with directed evolution approaches, variants were picked at random in the 
absence of selection pressure and were characterized in terms of their sequence and 
binding abilities towards XD (Gruet et al. 2012). Their interaction strength towards 
XD was evaluated using a protein complementation assay based on split green fluo-
rescent protein (GFP) reassembly (Magliery et al. 2005; Wilson et al. 2004). In this 
method, each partner is fused to a GFP moiety. The interaction between the two 
partners drives the re-assembly of the two GFP fragments and hence reconstitution 
of the fluorophore, thus producing a fluorescence signal. The stronger the interac-
tion, the higher the fluorescence.

This approach not only identified determinants of NTAIL-XD interaction that 
were in good agreement with previous work, but also provided new insights (Gruet 
et al. 2012). Among the 300 variants analysed, 224 encode full-length forms and 
a full coverage of the entire NTAIL sequence was achieved (i.e. each amino acid of 
the NTAIL sequence was found to be substituted at least once). The analysis of the 
library revealed that fluorescence was not correlated with the number of substitu-
tions borne by the variants and rather depended on their location along the NTAIL 
sequence. Most of the substitutions within NTAIL were shown to affect its capacity 
to bind XD. While most of these substitutions decreased the interaction strength 
between NTAIL and XD, some of them led to an increased interaction. Variants bear-
ing substitutions within Box2 tend to display a reduced fluorescence, indicating that 
Box2 is poorly evolvable in terms of binding abilities toward XD. Variants bearing 
at least one substitution within Box2 (and irrespective of whether they brought ad-
ditional substitutions elsewhere in the NTAIL sequence or did not) were analysed 
and their average fluorescence was plotted as a function of the substitution position 
within NTAIL. The resulting profile is quite well accounted for by the structure of 
the XD/Box2 complex, which shows that the most critical positions correspond to 
residues that have their side chains oriented towards the partner. Since many of the 
Box2 variants from the library also possess other substitutions elsewhere, five indi-
vidual Box2 variants were generated with the specific aim of assessing the impact 
of the sole Box2 substitutions on the interaction. Results indicated that Box2 substi-
tutions are on their own responsible for the observed decrease in the fluorescence. 
Importantly, the fluorescence drop, reflecting a decreased interaction, is not due to 
a decrease in the expression of the NTAIL variants. Notably, this analysis also led to 
identification of an additional Box2 critical residue (Arg497) whose role in stabiliz-
ing the NTAIL-XD complex had previously escaped detection (Gruet et al. 2012).

Notably, the analysis allowed the identification of five regulatory regions that 
dampen the interaction while being located outside the primary interaction site (i.e. 
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Box2). These sites, referred to as e-boxes (enhancer boxes), are located within the 
“fuzzy” NTAIL region. The precise molecular mechanism by which e-boxes modu-
late the NTAIL-XD interaction remains to be elucidated (Gruet et al. 2012).

Random mutagenesis also generated truncated variants resulting from the gen-
eration of a stop codon. In line with expectations, variants devoid of Box2 showed 
a dramatic drop in fluorescence, reflecting a loss of interaction. Unexpectedly how-
ever, variants that are only devoid of Box3 display an increased fluorescence, thus 
unveiling a possible inhibitory effect of Box3 on the interaction with XD.

In conclusion, this study unveiled that most of the NTAIL sequence is sensitive to 
mutations and possesses a few regulatory sites located within fuzzy regions. The 
fuzziness of NTAIL may therefore not only serve as a way to capture other binding 
partners but also to modulate the strength of interactions established by NTAIL.

7  Functional Role of Structural Disorder within N and P 
in Terms of Transcription and Replication

In agreement with previous reports that underscored a relationship between disor-
der and protein interactivity (Dunker et al. 2005; Haynes et al. 2006; Uversky et al. 
2005), the presence of the disordered NTAIL region protruding at the surface of the 
viral nucleocapsid allows the establishment of a complex molecular partnership 
with a panel of structurally distinct cellular and viral partners. Indeed, in addition 
to P, MeV NTAIL was also shown to interact with the M protein (Iwasaki et al. 2009) 
and various cellular proteins such as interferon regulatory factor 3 (IRF3) (Colombo 
et al. 2009; tenOever et al. 2002), hsp70 (Couturier et al. 2010; Zhang et al. 2005; 
Zhang et al. 2002), NR (Laine et al. 2005; Laine et al. 2003; Laine et al. 2007), the 
cell protein responsible for the nuclear export of N (Sato et al. 2006), peroxiredoxin 
1 (Watanabe et al. 2011) and possibly components of the cell cytoskeleton (De and 
Banerjee 1999; Moyer et al. 1990). Among all these interactions, interaction with 
XD is critical as it allows the P/L complex to be recruited onto the nucleocaspid 
in order to allow transcription and replication to take place (Longhi 2007, 2009, 
2011). Notably, a recent study by the Plemper group has challenged the previously 
accepted model according to which Box2 is strictly required to recruit the MeV 
polymerase complex; indeed, Box2 was found to be dispensable for MeV transcrip-
tion and replication in the absence of the upstream NTAIL region, which was found 
to act as a negative modulator (i.e. to prevent binding of the L-P complex to the 
nucleocapsid) (Krumm et al. 2013).

In Paramyxovirinae, the NTAIL-XD interaction is also thought to trigger the open-
ing of the nucleocapsid to provide access of the polymerase to the viral RNA. In 
agreement, EM studies showed that addition of XD triggers unwinding of MeV nu-
cleocapsids (Bhella and Longhi, unpublished data). This dramatic conformational 
change is accompanied by an increased exposure of viral RNA to the solvent as 
indicated by its increased sensitivity to RNAse. In striking contrast with these find-
ings, recent NMR studies have shown that addition of XD to HeV nucleocapsids 
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does not trigger any major nucleocapsid rearrangement, as judged from the observa-
tion that the only affected residues are those belonging to the MoRE (Communie 
et al. 2013b). We can speculate that the expectedly necessary nucleocapsid unwind-
ing requires either the full-length P protein, or the P-L complex and/or cellular co-
factors. One such possible cellular cofactor could be hsp70, by analogy with previ-
ous studies that showed that hsp70-nucleocapsid complexes of the closely related 
canine distemper virus exhibit an expanded helical diameter, an increased fragility, 
and an enhanced exposure of the genomic RNA to nuclease degradation (Oglesbee 
et al. 1990; Oglesbee et al. 1989).

The induced folding of NTAIL resulting from the interaction with P (and/or other 
physiological partners) could also exert an impact on the nucleocapsid conforma-
tion in such a way as to affect the structure of the replication promoter. Indeed, the 
replication promoter, located at the 3ʼ end of the viral genome, is composed of two 
discontinuous elements that form a functional unit when juxtaposed on two suc-
cessive helical turns (Tapparel et al. 1998). The switch between transcription and 
replication could be dictated by variations in the helical conformation of the nucleo-
capsid, which would result in a modification in the number of N monomers (and 
thus of nucleotides) per turn, thereby disrupting the replication promoter in favour 
of the transcription promoter (or vice versa). Morphological analyses, showing the 
occurrence of a large conformational flexibility within Paramyxoviridae nucleo-
capsids (Bhella et al. 2002; Bhella et al. 2004; Oglesbee et al. 1990; Oglesbee et al. 
1989), tend to corroborate this hypothesis.

A tight N-P complex is predicted to hinder polymerase processivity, according 
to the cartwheeling mechanism, which posits that contacts between NTAIL and XD 
have to be dynamically made/broken to allow the polymerase to progress along the 
nucleocapsid template in order to allow transcription and replication to take place. 
By contrast, in the so-called “jumping model” proposed in the case of rabies virus, 
the P protein would be permanently bound to the nucleocapsid template and the 
polymerase would jump between adjacent P dimers (Leyrat et al. 2010). Recent mu-
tational studies that targeted the Box2 region of MeV NTAIL unexpectedly showed 
that a reduced binding strength has no impact on the polymerase rate (Shu et al. 
2012). This tolerance of the polymerase to NTAIL substitutions is probably true only 
in a certain range of affinities, where in spite of a pronounced drop in the affinity 
towards XD, the NTAIL-XD interaction remains strong enough to ensure recruit-
ment of the polymerase. These results suggest that the accepted model whereby the 
NTAIL-PXD interaction has to be relatively weak to allow the polymerase to cartwheel 
on the nucleocapsid template needs to be revisited. A relatively labile complex can 
result from either an inherently lower affinity of the binding reaction, as in the case 
of henipaviruses (Habchi et al. 2011), whose NTAIL-XD complexes are characterized 
by KD values in the µM range, or from a tight complex whose strength is modulated 
by co-factors. Taking into account the ability of hsp70 to bind to the same NTAIL 
sites as XD and thus to beat out the latter competitively (Zhang et al. 2005), it is 
tempting to speculate that the progression of the MeV polymerase complex along 
the template could be ensured by hsp70. In this model hsp70 would promote suc-
cessive cycles of binding and release thanks to its destabilizing effect on the NTAIL-
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XD interaction. The prevalently disordered nature of NTAIL even in the bound form 
would facilitate recruitment of hsp70, thus providing an easy means to modulate the 
N-P interaction strength, which would ultimately result in modulation of transcrip-
tion and replication rates.

Similarly to NTAIL, paramyxoviral PNT domains have been reported to interact 
with multiple partners, including both the unassembled and assembled forms of 
N (Chen et al. 2003; Curran et al. 1995b; Curran et al. 1994) and cellular proteins 
(Liston et al. 1995). In addition, in the context of the V and W proteins, PNT estab-
lishes many additional interactions with cell proteins, with these interactions play-
ing a key role in the evasion of the interferon (IFN) response via both an antagonist 
activity of IFN signalling and inhibition of IFN induction (for reviews see Audsley 
and Moseley 2013; Fontana et al. 2008; Park et al. 2003; Ulane and Horvath 2002).

The presence of unstructured domains on both N and P would allow for coordi-
nated interactions between the polymerase complex and a large surface area of the 
nucleocapsid template, including successive turns of the helix. Indeed, the maximal 
extension of MeV PNT as measured by SAXS is 40 nm (Longhi and Receveur-
Bréchot, unpublished data). In comparison, one turn of the MeV nucleocapsid is 
18 nm in diameter and 6 nm high (Bhella et al. 2002). PNT could thus easily stretch 
over several turns of the nucleocapsid, and since P is multimeric, N°-P might have 
a considerable extension. Likewise, the maximal extension of MeV NTAIL in so-
lution is 13 nm (Longhi et al. 2003). The very long reach of disordered regions 
could enable them to act as linkers and tether partners on large macromolecular 
assemblies, thereby acting as scaffolding engines as already described for intrinsi-
cally disordered scaffold proteins (Balazs et al. 2009; Cortese et al. 2008). A model 
can be proposed where, during replication, the extended conformation of PNT and 
NTAIL would be key to allowing contact between the assembly substrate (N°-P) and 
the polymerase complex (L-P), thus leading to a tripartite N°-P-L complex. The 
plasticity of IDRs within N and P would therefore confer a considerable reach to the 
elements of the replication machinery.

8  Functional Advantages of Structural Disorder  
within Viral Proteins

Viruses have to quickly adapt to changes in their environment, and survive in both 
their host and the environment of their host. Because viruses are obligate intracel-
lular parasites, they have an exquisitely close relationship with their host and their 
proteins have to interact with various components of the host including membranes, 
nucleic acids, and proteins. The lack of a rigid 3D structure gives IDPs/IDRs the 
necessary plasticity to establish various interactions with several partners at once. 
In the course of evolution, viruses have “learned” to hijack and manipulate host 
proteins for their benefit and to evade host defence mechanisms. A recent study by 
Davey and co-workers showed that viruses have achieved this ability through broad 
mimicry of host protein short linear motifs (SLiMs) (Davey et al. 2012), where 
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the latter are embedded in disordered regions and play a variety of roles, includ-
ing targeting host proteins for proteosomal degradation, cell signalling, directing 
proteins to the correct subcellular localization, deregulating cell cycle checkpoints, 
and altering transcription of host proteins (Davey et al. 2011). Importantly, binding 
to cell proteins through sites that mimic SLiMs also helps viral proteins to elude the 
host cell’s immune system by rendering viral epitopes poorly recognizable by it (see 
Xue et al. 2014 and references therein cited).

Recent bioinformatics studies have also showed that viral proteins, and in par-
ticular proteins from RNA viruses, have a high content of disorder (Tokuriki et al. 
2009; Xue et al. 2010). The authors proposed that beyond affording a broad part-
nership, the wide occurrence of disordered regions in viral proteins could also be 
related to the typical high mutation rates of RNA viruses. This represents a strategy 
for buffering the deleterious effects of mutations.

Disorder has also been reported to provide a means to tolerate insertions and/or 
deletions, and therefore to be abundant in regions with dual coding capacity (Jordan 
et al. 2000; Kovacs et al. 2010; Narechania et al. 2005; Rancurel et al. 2009; Rome-
ro et al. 2006). Consistent with this relationship, when we compared the modular 
organization of the P proteins within the Paramyxovirinae subfamily (Karlin et al. 
2003), we noticed that a larger PNT domain in Henipaviruses accounts for the extra 
length of their P protein (Habchi et al. 2010).

In the same vein, PNT partially overlaps with the C protein (being encoded by 
the same RNA region), and the “spacer” region partially overlaps with the C-ter-
minal domain of the V protein. The disordered nature of PNT and of the “spacer” 
region connecting PNT to PMD likely reflects a way of alleviating evolutionary 
constraints within overlapping reading frames. Disorder, which is encoded by a 
much wider portion of sequence space as compared to order, can indeed represent 
a strategy by which genes encoding overlapping reading frames can lessen evolu-
tionary constraints imposed on their sequence by the overlap, allowing the encoded 
overlapping protein products to sample a wider sequence space without losing func-
tion.

Taking into account these considerations, as well as the correlation between 
overlapping genes and disorder and the typically high compaction of viral genomes 
that often contain overlapping reading frames, we have proposed that the main ad-
vantage of the abundance of disorder within viruses would reside in pleiotropy and 
genetic compaction (Xue et al. 2014). Indeed, disorder provides a solution to reduce 
both genome size and molecular crowding, where a single gene would (i) encode 
a single (regulatory) protein product that can establish multiple interactions via its 
disordered regions and hence exert multiple concomitant biological effects, and/
or (ii) encode more than one product by means of overlapping reading frames. In 
fact, since disordered regions are less sensitive to structural constraints than ordered 
ones, the occurrence of disorder within one or both protein products encoded by an 
overlapping reading frame can represent a strategy to alleviate evolutionary con-
straints imposed by the overlap. As such, disorder would give viruses the ability to 
“handle” overlaps, thus further expanding the coding potential of viral genomes.
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Chapter 13
Druggability of Intrinsically Disordered 
Proteins

Priyanka Joshi and Michele Vendruscolo

Abstract Although the proteins in all the current major classes considered to be 
druggable are folded in their native states, intrinsically disordered proteins (IDPs) 
are becoming attractive candidates for therapeutic intervention by small drug-like 
molecules. IDPs are challenging targets because they exist as ensembles of struc-
tures, thereby making them unsuitable for standard rational drug design approaches, 
which require the knowledge of the three-dimensional structure of the proteins to be 
drugged. As we review in this chapter, several different small molecule strategies 
are currently under investigation to target IDPs, including: (i) to stabilise IDPs in 
their natively disordered states, (ii) to inhibit interactions with ordered or disordered 
protein partners, and (iii) to induce allosteric inhibition. In this context, biophysical 
techniques, including in particular nuclear magnetic resonance (NMR) spectros-
copy and small-angle X-ray scattering (SAXS) coupled with molecular dynamics 
simulations and chemoinformatics approaches, are increasingly used to character-
ize the structural ensembles of IDPs and the specific interactions that they make 
with their binding partners. By analysing the results of recent studies, we describe 
the main structural features that may render IDPs druggable, and describe tech-
niques that can be used for drug discovery programs focused on IDPs.

Keywords Intrinsically disordered proteins · Drug design · Nuclear magnetic 
resonance spectroscopy · Small molecule library · Drug discovery

1 Introduction: IDPs as Therapeutic Targets

IDP Function and Dysfunction
As described in earlier chapters of this book, intrinsically disordered proteins (IDPs) 
play major roles in a wide range of biochemical processes in living organisms. A 
range of recent studies has revealed that the functional diversity provided by dis-
ordered regions complements that of ordered regions of proteins (Iakoucheva et al. 
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2002; Dyson and Wright 2005; Tompa 2012; Uversky 2013; Dunker et al. 2002; van 
der Lee et al. 2014; Babu et al. 2012), in particular in terms of key cellular func-
tions such as signaling and regulation (Iakoucheva et al. 2002; Dyson and Wright 
2005; Tompa 2012; Uversky 2013; Dunker et al. 2002; Uversky et al. 2008, 2009; 
Knowles et al. 2014; Babu et al. 2012; van der Lee et al. 2014). The high flexibility 
and lack of stable secondary and tertiary structures allow IDPs to interact with mul-
tiple partners, often placing them at the hubs of protein-protein interaction networks 
(Mészáros et al. 2011; Malaney et al. 2013; Dunker et al. 2005). It has also been 
realized that the failure of the regulatory processes responsible for the correct be-
haviour of IDPs, which can be referred to as ‘IDP homeostasis’, is associated with a 
variety of pathological conditions (Uversky et al. 2008, 2009; Knowles et al. 2014). 
Indeed, intrinsic disorder is often observed in peptides and proteins implicated in a 
series of human conditions including cancer, cardiovascular diseases and neurode-
generative disorders (Uversky et al. 2008, 2009; Knowles et al. 2014) (Fig. 13.1).

IDPs Are Implicated in Misfolding Diseases
Among all the diseases associated with IDPs, great attention has recently been de-
voted to misfolding diseases (Chiti and Dobson 2006; Dobson 2001; Knowles et al. 
2014). Most of these diseases originate from the conversion of specific proteins 
from their soluble functional states into stable, highly ordered filamentous protein 

Fig. 13.1  Presence of intrinsic disorder in disease-associated proteins. The histogram presents the 
percentage of disease-associated proteins with more than 30 to more than 100 consecutive residues 
predicted to be disordered, with error bars representing 95 % confidence intervals; for comparison, 
data for signalling and ordered proteins are also shown. Reprinted from (Uversky et al. 2008)
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aggregates, known as amyloid fibrils, which accumulate in a variety of organs 
and tissues (Chiti and Dobson 2006; Dobson 2001; Knowles et al. 2014). Amy-
loid fibrils display common properties including a characteristic cross-β structure 
in which continuous β-sheets are formed with β-strands running perpendicularly 
to the long axis of the fibrils (Fitzpatrick et al. 2013; Eisenberg and Jucker 2012; 
Knowles et al. 2014). Although amyloid fibrils from different diseases are structur-
ally and morphologically similar to each other, the polypeptide chains that consti-
tute the fibrils are diverse and the native conformation may be rich in β-sheets and 
α-helices, or they may be natively unfolded (Fitzpatrick et al. 2013; Eisenberg and 
Jucker 2012; Knowles et al. 2014). The conformational diversity of the native states 
of amyloidogenic proteins, as opposed to the close structural similarity of the resul-
tant amyloid fibrils, implies that substantial structural rearrangements need to occur 
for fibril formation to happen. As IDPs are devoid of stable structure, the primary 
step of their fibrillogenesis requires the stabilization of monomeric or oligomeric 
partially folded conformations. Such partially folded conformations are character-
ised by the presence of specific intermolecular interactions, including electrostatic 
attraction, hydrogen bonding, and hydrophobic contacts, which promote the assem-
bly process. Therefore, a possible strategy to target aggregation-prone IDPs im-
plicated in misfolding diseases is to stabilize the protein in conformations that do 
not readily enable the formation of higher order species. Indeed, recent studies are 
beginning to suggest that such approaches may be promising (Zhu et al. 2013; Toth 
et al. 2014; Dunker and Uversky 2010; Metallo 2010; Rezaei-Ghaleh et al. 2012; 
Uversky 2012).

Therapeutic Targeting of IDPs
The foremost reason to target IDPs pharmacologically is that they are closely as-
sociated with a wide range of diseases. Therapeutic intervention strategies aimed 
at maintaining the normal functionality of these proteins require the characteriza-
tion of their structures and functional mechanisms, as indeed is beginning to be 
done (Iakoucheva et al. 2002; Dyson and Wright 2005; Tompa 2012; Uversky 2013; 
Dunker et al. 2002; Uversky et al. 2008, 2009; Knowles et al. 2014). This objective 
may be achieved by a range of different strategies, including: (i) the stabilization 
of IDPs in their natively disordered states, for instance in the case of aggregation-
prone proteins, (ii) the inhibition of interactions with molecular partners, in cases 
where a small molecule perturbs the binding interface, and (iii) the regulation of 
the behaviour of IDPs by allosteric effects, for instance when the binding of a small 
molecule to an ordered region causes the disordered region to become ordered.

Most drugs target enzymes or cell surface receptors by modulating their 
functions, where small molecules can mimic the interactions made by their natural 
substrates (Imming et al. 2006). Even though enzymes possess a certain degree of 
flexibility to be able to act on a variety of substrates, their structures tend to fluctu-
ate around equilibrium positions, making it easier to identify binding pockets and 
subsequently tailor drugs to fit in them. By contrast, IDPs explore large ensembles 
of structures, which exhitbit large conformational fluctuations and no evidence of 
permanent binding pockets. This type of conformational features does not present 
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suitable cavities for small drug-like molecules to form stable interactions (Dunker 
and Uversky 2010; Metallo 2010; Toth et al. 2014; Zhu et al. 2013).

Quite generally, the binding of a small molecule to a disordered protein may 
seem counterintuitive because of the large difference expected between the entropic 
loss and the enthalpic gain upon binding (Metallo 2010; Toth et al. 2014; Zhu et al. 
2013). As we will describe in more detail in the remainder of this chapter, however, 
some intrinsically disordered proteins have been shown to be capable of forming 
adaptable, specific interfaces for small molecule binding (Metallo 2010; Toth et al. 
2014; Zhu et al. 2013).

Druggability of IDPs
The ability to find compounds that bind to a target protein does not by itself imply 
that this protein is fully druggable, as the compounds should also be orally bioavail-
able (Hopkins and Groom 2002). Lipinski proposed a set of five criteria to readily 
estimate bioavailability, the so-called ‘rule of five’, that includes restrictions on the 
molecular weight (< 500 Da), number of hydrogen bond acceptors (< 10), number 
of hydrogen bond donors (< 5) and the octanol-water partition coefficient (< 5) of 
the potential lead compound (Lipinski 2004). These rules should be in some way 
combined with the primary demand for the design of small molecule drugs, that 
they should be able to form relatively strong interactions with the protein to over-
come the entropy loss upon binding. IDPs are in this context particularly challeng-
ing targets, as their mobility implies that, compared to structured proteins, their 
interactions with small molecules are weaker and more transient, and the entropic 
loss greater.

As noted above, the high abundance and peculiar roles of IDPs in protein-protein 
interactions (PPIs) makes them desirable drug targets. However, attempts at devel-
oping small molecule drugs that block protein-protein interactions have generally 
been challenging (Arkin and Wells 2004; Wells and McClendon 2007; Hopkins and 
Groom 2002). Investigations on the reasons that make PPIs difficult drug targets 
are beginning to reveal some of the molecular mechanisms responsible for these 
problems. It has been shown that PPIs display complex binding surfaces, have dis-
continuous epitopes or multiple continuous epitopes, are devoid of groves or pock-
ets, exhibit interaction regions that are often as large as 1500–3000 Å2, and have 
energies that are not evenly distributed over a large contact area but over smaller 
regions called hotspots (Jones and Thornton 1996; Conte et al. 1999; Wells and 
McClendon 2007).

Specialized libraries for IDPs have not been extensively adopted to date, and 
the properties of compounds that bind IDPs have not been intensively investigated. 
Compounds that bind IDPs tend to have properties that make them different from 
those from more conventional target classes, as in particular they are larger and 
more three-dimensional. In the absence of a more complete understanding of these 
properties, the question regarding the set of compounds that could adequately pro-
vide coverage of the chemical space specifically for IDPs is still open. To this end, 
the construction of libraries of compounds specific for IDPs would be highly useful, 
as it would lead to a better and faster design of inhibitor libraries and promote more 
effective efforts towards drug discovery programs for IDPs.
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2 Strategies for Drug Discovery for IDPs

Strategies for therapeutic intervention for IDPs involve a wide range of objectives, 
including:

I.  To maintain IDPs in their natively disordered states;
II.  To inhibit interactions with ordered or disordered partners;
III. To induce allosteric inhibition.

Below we discuss some examples that illustrate how these strategies have begun to 
be implemented in recent studies.

2.1 Case Study 1. Targeting the p53-Mdm2 Interaction

p53 protein is a transcription factor at the centre of a large signalling network that 
targets genes involved in cell cycle regulation, apoptosis and DNA repair (Muller 
and Vousden 2014). For this reason, p53 dysregulation is a major factor in can-
cer development (Muller and Vousden 2014). The interactions made by p53 can 
involve: (i) the N-terminal domain (the transcription domain), (ii) the C-terminal 
domain (the regulatory domain), and (iii) the DNA binding domain (DBD). Of 
these domains only the DBD is structured, while the N- and C-terminal domains 
are intrinsically disordered (Dawson et al. 2003; Oldfield et al. 2008). Thus, p53 
extensively uses disordered regions to mediate and modulate interactions with other 
proteins, as about 70 % of the interactions of p53 are of this type (Oldfield et al. 
2008; Uversky et al. 2008).

Among the proteins that regulate p53, Mdm2 plays a major role by inactivating 
it through binding to its transcription activation domain (Kubbutat et al. 1997). 
X-ray and NMR studies have revealed that the Mdm2 binding region of p53 near 
the N-terminus, which is highly flexible when unbound, forms a α-helical structure 
that binds into a deep groove on the surface of Mdm2 (Chène 2004; Michelsen 
et al. 2012). Several peptides and small molecules have been designed to inhibit 
this interaction (Wang et al. 2011; Fry et al. 2013). Predictions made using the mo-
lecular recognition features (MoRFs) method (van der Lee et al. 2014), as well as 
the presence of hydrophobic clusters and other distinctive structural features of the 
p53-Mdm2 complex, have rationalised why this region appears to be a promising 
drug target (Cheng et al. 2006), thus providing support to the notion that a protein-
protein interaction involving one disordered and one structured partner is likely to 
be druggable (Uversky 2012). Analysis of the MoRF dataset (Habchi et al. 2014; 
Cheng et al. 2006) has suggested that for example in some cases the disordered 
region of a protein can form an α-helix with a hydrophobic face that fits into the 
groove of the ordered protein. In the disorder-to-order transition, the binding energy 
should balance off the high entropy of the unfolded state. This interaction may thus 
be weaker than that between two ordered proteins, and thus potentially more easily 
targeted by small molecule inhibitors.
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2.2 Case Study 2. Targeting the c-Myc-Max Interaction

The oncoprotein c-Myc is a transcription factor implicated in a broad range of hu-
man cancers (Dang 1999). Its activity is dependent on heterodimerisation with the 
disordered protein Max (Blackwood and Eisenman 1991). Both c-Myc and Max 
are highly disordered in their free forms and undergo mutual coupled binding and 
folding to form the heterodimer complex via a basic helix-loop-helix leucine zip-
per domain present in both proteins (Hammoudeh et al. 2009; Harvey et al. 2012; 
Michel and Cuchillo 2012). This interaction has been reported to be druggable by 
small molecules that bind to the monomeric and disordered c-Myc (Hammoudeh 
et al. 2009; Harvey et al. 2012; Michel and Cuchillo 2012). NMR spectroscopy re-
vealed that these molecules bind to a disordered site in the c-Myc monomer located 
at the interface between the helix-loop-helix and leucine zipper in the c-Myc-Max 
complex (Hammoudeh et al. 2009). c-Myc is flexible in both the free and small 
molecule-bound states with only secondary structural elements being transiently 
populated, thus representing a clear example of the strategy of using small mole-
cules to inhibit interactions between disordered partners. This case study highlights 
the importance of the specificity of the interactions between disordered proteins and 
small molecules, and provide insights into the types of small molecules that could 
be capable of binding highly dynamic targets.

2.3  Case Study 3. Targeting the Aβ Peptide

The aggregation of the Aβ peptide into oligomeric assemblies and ordered fibrils 
is associated with Alzheimer’s disease (Chiti and Dobson 2006; Haass and Selkoe 
2007; Knowles et al. 2014). For this reason, this peptide has been the subject of 
intense research and an increasing number of small molecules have been reported 
to interfere with its aggregation process (Necula et al. 2007; McKoy et al. 2012; 
Hawkes et al. 2009; Porat et al. 2006; Wang et al. 2014; Yamin et al. 2009). The ex-
istence of various metastable structures of this peptide, however, poses tremendous 
challenges in developing strategies to avoid its aggregation. Its two main isoforms, 
Aβ40 and Aβ42, are highly disordered, with the latter having a greater pathological 
relevance due to its more aggressive aggregation behaviour. Although no predomi-
nant binding modes have been identified, many of the small molecules that have 
been reported to interact with the Aβ peptide appear to do so at the central portion 
of the peptide (residues 16–22). A recent mapping of the free energy landscape of 
this peptide (Zhu et al. 2013) (Fig. 13.2) has suggested that the presence of these 
small molecules may affect the populations of the conformational substates (Zhu 
et al. 2013). These findings suggest the intriguing possibility that the binding of 
small molecules to the Aβ peptide may change its behaviour by shifting the statisti-
cal weights of multiple substates.
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3 Fragment-based Drug Discovery for IDPs

So far, owing to the heterogeneous structural characteristics of IDPs, it has been 
challenging to identify possible initial drug candidates (or ‘hits’) through high-
throughput screening of compounds. A promising approach to overcome this 
problem is based on fragment-based drug design (FBDD), an approach that allows 
smaller starting structures to be identified and then subsequently grown into small-
drug like molecules (Warr 2009; Hajduk and Greer 2007; Congreve et al. 2008; 
Murray and Rees 2009; Murray and Blundell 2010). Druggable epitopes are identi-
fied in an unbound protein structure using such fragments. This approach is based 
on the observation that a few adjacent residues often make a significant contribution 

Fig. 13.2  Representative free energy landscape of an IDP. The free energy landscape of the Aβ 
peptide is shown as a function of the number of hydrogen bonds (backbone-backbone, backbone-
sidechain, and sidechain-sidechain) and of the solvent-exposed surface area of hydrophobic resi-
dues. The most populated clusters of structures, of which some examples are shown, are found in 
different regions of the free energy landscape. Reprinted from (Zhu et al. 2013)
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to the binding free energy. These hotspot regions (Wells and McClendon 2007; 
Clackson and Well 1995) consist in large part of polar and conserved residues, 
which is consistent with their roles in binding. Experimental fragment screens have 
confirmed that the druggable hotspots of proteins are characterized by their ability 
to bind a variety of fragments and that the number of different probe molecules 
observed to bind to a particular site predicts the potential importance of the site, 
as well as its overall druggability (Kozakov et al. 2011). A set of fragment probes 
containing diverse functional groups and shapes, which enable them to bind to a 
variety of hotspots and binding sites, has recently been used to identify druggable 
sites in Aβ and α-synuclein (Zhu et al. 2013; Toth et al. 2014). In the case of Aβ, 
the identification of hotspots and binding pockets was carried out using a computa-
tional fragment probe mapping methodology (Zhu et al. 2013).

Unlike the case of structured proteins, as for example G protein-coupled receptors 
(GPCRs) and kinases, dedicated small molecule libraries are not yet available for 
IDPs. The development of such libraries may be based on the idea that IDP sequences 
present peculiar features that enable them to assume heterogeneous structures. There-
fore, for individual IDPs, privileged small molecule scaffolds can in principle be iden-
tified for drug discovery. The term ‘privileged scaffold’ stems from the notion that 
multiple molecules of similar scaffolds have similar bioactivities (Welsch et al. 2010). 
Further, these privileged scaffolds can be used to identify compounds that are biologi-
cally active towards IDPs by building chemical libraries. This ligand-based approach 
could be used together with structure-based methods where an ensemble of struc-
tures are probed by multiple fragments to identify hotspots comprised of conserved 
residues across the ensemble. Subsequently, the fragment ligands could be linked to 
achieve greater binding (Fig. 13.3). In our group we are currently pursuing a strategy 
in which fragments from known inhibitors of Aβ are used to identify new molecules 
that could be potential inhibitors of aggregation. This approach could also be used to 

Fig. 13.3  Schematic illustration of the fragment-based drug discovery strategy. A small molecule 
made up of three fragments ( orange square, blue triangle and pink circle) is bound weakly to an 
IDP (a) since it does not fit very well into a transient binding pocket (c). The fragments are consid-
ered separately and some of them bind well to distinct binding pockets in different conformations 
(b, d). The fragments that bind well are bonded together by a linker whose length and properties 
match the binding mode of the individual fragments (e)
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identify those scaffolds that contribute significantly towards the free energy of bind-
ing to the monomeric peptide, then further expanding them with appropriate linkers 
and functional groups to optimize binding and bioavailability.

Quite generally, the FBDD approach is most promising for drug design, giv-
en that a few fragments can sample vast amounts of chemical space, reducing the 
number of compounds for screening (Sun et al. 2011). Fragments bound at various 
regions of IDPs can be linked together via an appropriate linker (Fig. 13.3). In 
most cases, fragment-sized compounds need hydrogen bonds to achieve detectable 
binding. This enthalpic gain compensates for the entropic loss upon binding of the 
small molecules, and overall lowers the free energy of the protein upon binding. 
This effect is similar to the mimicking of the interacting partners of IDPs by these 
molecules.

4  Techniques Used to Study IDP-Small Molecule 
Interactions

Any drug discovery programme should include a quantitative assessment of the 
interactions of therapeutic targets with drug candidates. In the case of IDPs such in-
teractions can be characterized in great detail by a wide range of experimental tech-
niques, including NMR spectroscopy and small-angle X-ray scattering (SAXS), 
particularly if complemented with advanced computational methods.

4.1  Nuclear Magnetic Resonance (NMR) Spectroscopy

4.1.1 NMR Spectroscopy for Drug Development for IDPs

As described in earlier chapters of this book (Chaps. 3–5), NMR spectroscopy is a 
particularly suitable technique to study the structure and dynamics of IDPs. In the 
context of drug development, already in the early 1970s NMR spectroscopy was used 
to study ligand-protein transient interactions, mainly to obtain information from the 
ligand point of view, by observing perturbations of different NMR parameters in-
cluding nuclear relaxation time, chemical shifts, inter and intra-molecular nuclear 
Overhauser effects (NOEs) and intermolecular spin diffusion (Pellecchia et al. 2002). 
NMR spectroscopy has thus played a major role in the development of rational drug 
design approaches based on the knowledge of the three-dimensional structures of po-
tential pharmacological targets and their complexes with drug-like molecules (Pellec-
chia et al. 2008). In the last 25 years, an extended arsenal of NMR methodologies has 
become available at different stages of the drug discovery process, including target 
identification, screening compounds, hit validation and lead-compound characteriza-
tion, structural and mechanistic characterization of ligand-receptor interactions to 
design and assess target druggability, pharmacophore identification, and potential-
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ly structure based drug design (Hajduk et al. 1999; Pellecchia et al. 2002; Renaud 
and Delsuc 2009). More recently, NMR spectroscopy has demonstrated its utility 
in FBDD strategies, thus providing an alternative to conventional high-throughput 
screening, or to support hit-to-lead optimization for a particular drug target (Klages 
et al. 2007). NMR spectroscopy can also be used to determine low-resolution struc-
tures of target-ligand complexes for IDPs or membrane proteins that are not amenable 
to crystallographic approaches (Pellecchia et al. 2008). Several NMR-based strategies 
have been developed for FBDD applications, ranging from the traditional chemical 
shift mapping to ligand-based techniques that monitor changes in ligand nuclear spin 
relaxation properties upon binding, to measurements of diffusion (Klages et al. 2007). 
Some of these approaches are better suited to screen and/or to validate hits coming 
from high-throughput screening (HTS) campaigns, whereas others are better suited to 
guide hit optimization into more potent, selective drug-like compounds.

4.1.2  Using Chemical-Shift Mapping for Ligand Binding, Screening  
and Validation

Applications of NMR-based approaches have been extended to ‘non-traditional’ 
targets such as protein-protein interactions and IDPs. Chemical-shift mapping is 
one of the most robust, reliable and reproducible ligand binding assays available, 
and is thus the most utilized approach for ligand binding studies (Hajduk et al. 1999; 
Pellecchia et al. 2002). This technique exploits the differences in chemical shifts 
between free and bound protein targets in 15N-1H and 13C-1H two-dimensional cor-
relation spectra of the target upon titration of a ligand or a mixture of ligands. When 
combined with resonance assignments, at least for proteins with a molecular weight 
under 30–40 kDa, this approach can give valuable structural information on the 
site of binding. This method can be extended to larger macromolecular targets in 
which an amino acid type has been selectively labelled to reduce spectral complex-
ity, thus extending its applicability to targets greater than 100 kDa (Pellecchia et al. 
2002). Similar to ordered targets, when the structures of the IDPs have been previ-
ously determined and characterized by NMR spectroscopy, in some cases it should 
be possible to rapidly derive ligand-protein distances via NOE-type experiments 
that allow sufficiently more precise determination of the ligand binding mode. One 
of the advantages of this method is that compounds that bind to a given protein 
can be found and characterized without the need to develop more complex assays 
(Pellecchia et al. 2008). This aspect is particularly useful in the case of IDPs, where 
assay development is challenging given the heterogeneity that exists among the 
different species. Unlike X-ray crystallography, however, this approach does not 
readily provide information on the dissociation constants of the complexes, nor can 
it be easily used to monitor ligand binding. Moreover, the amount of protein that is 
required for individual NMR experiments is relatively high as compared to other 
techniques, making it expensive for the testing of large libraries of compounds. 
Hence, these assays have found widespread use in hit validation and in FBDD, 
in which smaller libraries are used. Taken together, the results obtained thus far 
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indicate that strategies based on the use of FBDD, NMR and computational meth-
ods provide an attractive strategy for targeting IDPs for drug design.

Instead of studying the protein-ligand complex upon binding, ligand-based 
methods could be used to observe the perturbations induced by sub-stoichiomet-
ric amounts of targets on the NMR spectra of the ligands. Examples of these ap-
proaches include the saturation transfer difference (STD) or T1ρ measurements. For 
IDPs, whose structures are difficult to calculate (as explained in Chaps. 2–5), these 
‘transferred’ ligand-based methods could prove valuable. These approaches, how-
ever, are less informative than chemical-shift mapping and are used primarily for 
screening and for validating ligand binding. This information could be very useful 
in pharmacophore-based design (Pellecchia et al. 2008).

Hybrid approaches based on the combination of NMR computational docking 
and screening methods could also be used. In these methods, NMR restraints such 
as internuclear distance information, chemical shift mapping and residual dipo-
lar couplings are used to calculate an ensemble of conformations of IDPs through 
molecular dynamics simulations (Vendruscolo 2007), even without full structure 
determination. Selective conformations based on low energy, compaction, or other 
structural indicators can then be subjected to virtual screening via docking wherein 
the top ranked compounds are experimentally verified using NMR spectroscopy. 
Introducing the docking approach reduces the number of test compounds in a li-
brary and saves on running an expensive and time-consuming high-throughput 
screening experiment. Similarly, a fragment-based library based on these docked 
compounds could also be used via the ligand-based methods to identify pharmaco-
phores for IDPs.

4.1.3 Using NMR Spectroscopy for Hit and Lead Optimization

Some of the NMR approaches, such as the structure-activity relationships (‘SAR 
by NMR’) (Shuker et al. 1996), have proven very useful in deriving high-affinity 
ligands for challenging targets for which other approaches have failed to produce 
viable leads. In targets that have been previously classified as challenging and ‘un-
druggable’ or for which there are few alternatives-such as IDPs-NMR information 
is clearly very useful. The observation that some targets yield more free energy of 
binding per atom for the initial binding fragments provides a good indicator for 
assessing the druggability of the target and identifying potential hotspots on the 
surface of the protein (Pellecchia et al. 2008). These hotspots can also be identified 
using computational algorithms, such as for example FTMap (Ivetac and McCam-
mon 2012), as shown in a recent study on the Aβ peptide (Zhu et al. 2013).

4.2 Small-Angle X-ray Scattering

As described earlier in this book (Chap. 8), SAXS methods can be effectively 
employed to study systems with conformational polydispersity, i.e. completely or 
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partially disordered macromolecules, including multi-domain proteins with flexible 
linkers and IDPs. SAXS is a label-free biophysical method that is particularly suit-
able in the study of the overall structure and structural transitions of biological mac-
romolecules in solution (Chap. 8). It is a powerful, although low-resolution, tool for 
the quantitative analysis of flexible systems such as IDPs, and is highly complemen-
tary to the high-resolution methods X-ray crystallography and NMR spectroscopy.

Advances in instrumentation at synchrotron facilities, including data collection 
times within seconds, charge-coupled device detectors, automated sample changers, 
and integrated robotic control software, have enabled the collection of scattering 
profiles for high-throughput studies within seconds, making data collection on IDPs 
relatively accessible (Bernado and Svergun 2012). This progress is very signifi-
cant for drug discovery programs aimed at IDPs, as structural effects induced by 
small molecules can be studied using a medium-throughput screen. Analysis of the 
conformationally heterogeneous ensembles provides quantitative information about 
flexibility and insights into the structural features (Bernadó et al. 2007). This type of 
information is extremely useful for drug discovery pipelines, where after an in silico 
hit identification, the goal is to identify lead compounds. As SAXS methods give 
relatively low-resolution information (Blobel et al. 2009) but well-defined evidence 
for overall structural changes, they are very useful tools for studying the effects of 
small molecules on IDPs.

In peptide and protein systems that undergo aggregation, such as for example the 
Aβ peptide, possible therapeutic interventions can be aimed at targeting the flex-
ible monomeric species to stabilize them without forming higher order oligomers 
(Toth et al. 2014; Zhu et al. 2013). Compounds interacting with peptides and pro-
teins at the monomeric level are expected to have three kinds of effects: (i) to inhibit 
aggregation, (ii) to accelerate aggregation (iii) or to leave aggregation unaltered. 
These effects can be monitored through time-dependent scattering measurements. 
In particular, Kratky plots collected at different stages of the aggregation process 
give the scattering profiles characteristic of either an ordered protein or a disordered 
protein (Bernado and Svergun 2012). The effects of the molecule on the protein can 
be observed by studying the Kratky plots, which are characteristically different for 
ordered, disordered and multidomain proteins. Alternatively, for an IDP, the radius of 
gyration could be monitored as a function of time. Since flexible proteins normally 
have larger radius of gyration values than fully folded ones, the addition of an effec-
tor compound often leads to a decrease in the radius of gyration. More generally, any 
deviation from the normal trend of the aggregation behaviour of an IDP suggests that 
the molecule has an effect. Such data can be used to build low-resolution models of 
the structural species in cases where structural species are not very well described, as 
for example the Aβ peptide, where structures are challenging to obtain. Additionally, 
SAXS data could also be used in combination with molecular simulations to study 
the dynamics of these interactions or to obtain models of these structural species.
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4.3 Chemical Kinetics

Chemical kinetics is a powerful approach for the quantitative analysis of the rates at 
which biochemical reactions take place (Knowles et al. 2009). This method offers 
the possibility of detecting and analysing even very weak binding events and their 
effects, and thus shows promise for studying the interactions of small molecules 
with IDPs (Arosio et al. 2014). The inhibitory effects of different compounds on 
protein aggregation have been evaluated by monitoring the kinetics of aggregation 
in vitro, in particular by means of thioflavin T (ThT) fluorescence based assays 
(Cohen et al. 2013; Arosio et al. 2014; Meisl et al. 2014). Potential drugs are based 
on their capacity to delay or arrest fibril formation as monitored in this way (Arosio 
et al. 2014). This approach has the advantage of rapidly providing potential infor-
mation on specific compounds, and it can define the specific mechanism by which 
fibril formation is inhibited by enabling the characterization of the individual mi-
croscopic processes underlying the aggregation process, including primary nucle-
ation, elongation, fragmentation and secondary nucleation (Arosio et al. 2014). By 
using this method, it has recently been possible to reveal that the aggregation of 
Aβ42 into toxic oligomers and fibrils is primarily caused by secondary nucleation 
events in which the presence of existing aggregates catalyses the formation of new 
ones (Cohen et al. 2013). Compounds that prevent toxic oligomers from forming 
are thus likely to be promising drug candidates in this case (Cohen et al. 2013; 
Arosio et al. 2014). For IDPs, it is clear that the understanding of the mechanism of 
inhibition of any potential drug is a key requirement to achieve the desired targeting 
(Arosio et al. 2014).

4.4 Molecular Dynamics Simulations

As discussed in Chap. 2 of this book, molecular dynamics simulations, in particu-
lar when used in combination with advanced sampling techniques and information 
from experimental data, can provide highly quantitative information on the dynam-
ics of a small molecule upon binding. When the objective is to stabilize the mono-
meric native states of IDPs, the major goal of these efforts should be to map their 
free energy landscapes (Vendruscolo and Dobson 2005). Unlike ordered proteins, 
which have fully-folded native structures that populate well-defined free energy 
minima, IDPs are characterized by numerous local free energy minima without any 
stable well-folded conformations. The target of the structure-based drug discovery 
strategy, therefore, rather than being an individual conformation, should be the va-
riety of low free energy states populated by IDPs. The interaction with a particular 
binding partner is likely to affect the whole free energy landscape of an IDP, mak-
ing some minima deeper and some barriers higher (Fig. 13.4). One possibility is to 
follow a ‘double-hit’ strategy in which the first step is to identify a small molecule 
that causes a conformational change in the target IDP by creating a binding pocket, 
and the second step is to find a molecule capable of recognizing this binding pocket. 
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To implement this strategy, it would be very helpful to characterize the free energy 
landscape of the target IDP in order to gauge the effects of the lead compounds of 
interest. From an ensemble of conformations, structures of low free energies could 
be further stabilized by exploiting chemical features suitable to form significant 
enthalpic interactions with the target IDP.

4.5 Chemoinformatics

Chemoinformatic approaches exploit the knowledge base of the existing chemical 
space (Dobson 2004) of small molecules. Although the chemical space for IDPs 
has not yet been fully mapped, the existence of specific physicochemical proper-
ties of IDPs suggests that there may be chemical and functional groups particularly 
favourable for IDP binding. Following this approach, databases such as ChEMBL, 
PubChem, DrugBank, and ZINC (Gaulton et al. 2012; Wishart et al. 2006; Irwin 
and Shoichet 2004; Wang et al. 2009) can be exploited to search for compounds that 
could be repurposed towards targeting IDP ensembles (Varadi et al. 2014). It will 
be exciting to see whether advances will be made in the future through this strategy.

5 Conclusions

In this chapter we have described how IDPs represent highly challenging, and yet 
crucial, drug targets. Traditional drug discovery strategies are not ideally suited for 
these peptides and proteins, as they are structurally heterogeneous and usually de-
void of clear binding sites, and it is therefore difficult to design small molecules that 
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Fig. 13.4  Schematic illustration of the binding of small molecules to target IDPs. In ordered pro-
teins, the free energy landscape is characterised by a well-defined global minimum, which contains 
structured binding pockets that can bind small molecules with high affinity. In IDPs, the free 
energy landscape exhibits multiple minima populated by conformations with transient binding 
pockets and generally low affinity for small molecules

 



39713 Druggability of Intrinsically Disordered Proteins

bind IDPs with high affinity and high specificity. Despite these problems, we have 
discussed how recent developments in biophysical techniques, including NMR 
spectroscopy, SAXS, chemical kinetics and molecular dynamics simulations, have 
provided initial evidence that IDPs may be druggable. In perspective, given the 
small but fair amount of success stories so far, we can anticipate that IDPs will be 
included in the list of targets in drug discovery initiatives in the future.
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Chapter 14
Beta Amyloid Hallmarks: From Intrinsically 
Disordered Proteins to Alzheimer’s Disease

Magdalena Korsak and Tatiana Kozyreva

Abstract Beta amyloid protein (Aβ) is one of the intrinsically disordered pro-
teins associated with neurodegenerative diseases like Parkinson’s, prion disease 
and Alzheimer’s disease (AD) in particular. Although the direct involvement of Aβ 
peptides in AD is well documented and their aggregative ability is closely related to 
their neurotoxicity, the precise mechanism of the neurotoxic effects of Aβ peptides 
remains unclear. There is still a significant gap between the site-specific structural 
information and the complex structural diversity of Aβ amyloids. The description of 
the structural polymorphisms of Aβ amyloids can provide valuable information of the 
molecular basis of AD onset-progress and is essential for comprehension of the Aβ 
aggregation pathways, in particular its structural evolution. In this review we tried to 
illustrate the emerging trend of defining several human neurodegenerative disorders 
as syndromes of protein folding and oligomerization through the example of AD.

Keywords Neurotoxicity · Alzheimer’s disease · Aβ amyloids · Aggregation

You have to begin to lose your memory, if only in bits and pieces, to realize that memory is 
what makes our lives. Life without memory is no life at all, just as an intelligence without 
the possibility of expression is not really an intelligence. Our memory is our coherence, our 
reason, our feeling, even our action. Without it, we are nothing. 
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1 Introduction

Over 600 disorders afflict the nervous system1. Neurodegenerative diseases are 
defined as hereditary and sporadic conditions that are characterized by progressive 
nervous system dysfunction. These disorders are often associated with atrophy of 
the affected central or peripheral structures of the nervous system. They include 
diseases such as Alzheimer’s disease (AD) and other dementias, brain cancer, 
degenerative nerve diseases, encephalitis, epilepsy, genetic brain disorders, head 
and brain malformations, hydrocephalus, stroke, Parkinson’s disease, multiple 
sclerosis, amyotrophic lateral sclerosis (ALS or Lou Gehrig’s Disease), Hunting-
ton’s disease, and prion diseases.

Neuroscientific research has enjoyed rapid progress fuelled by technologically 
sophisticated, multidisciplinary approaches. If we consider the vast amount of liter-
ature published on the subject of neurodegeneration just in the last years, we could 
notice a substantial progress in understanding the molecular basis of these terrify-
ing diseases, but what we know is still a drop in the bucket, and the main question 
remains: what causes neurodegeneration and how can we cope with it?

In this short review we illustrate the emerging trend of defining several human 
neurodegenerative disorders as syndromes of protein folding and oligomerization 
through the example of AD. AD is recognized as a major public health problem 
in developed countries, and knowledge of its causes and mechanisms has grown 
enormously in the past decade. This insidious and devastating brain degeneration 
that robs its victims of their memory, reasoning, abstraction, and language abili-
ties affects one in four individuals over 85 years of age. According to the World 
Alzheimer Report, the disease is expected to affect 115.4 million people by the year 
20502. From an economic point of view, AD is one of the most expensive diseases 
because it usually spans many years and patients require intense daily care.

Symptoms associated with the illness include cognitive dysfunction and neu-
ronal death in the brain, both of which are indicative of a significant progressive 
neurodegenerative disease (Walsh and Selkoe 2004). No effective treatments for 
AD are currently available and not even its pathogenesis is fully understood. The 
current limited number of treatments for Alzheimer’s disease merely address symp-
toms rather than the root cause. The so-called “amyloid hypothesis” has come to 
dominate explanations for the damage that occurs to the brain. The presence of 
amyloid plaques and congophilic angiopathy in the brain cortex and hippocam-
pus is considered to be a major pathological feature of AD (Evin and Weidemann 
2002). Almost nine decades passed from the moment when Alois Alzheimer peered 
through a microscope at the brain of his first patient and prophetically wrote, 
“scattered through the entire cortex … one found miliary foci that were caused by 
the deposition of a peculiar substance …” (Selkoe 1994) and when neuroscientists 

1 European Commission website 2014. Neurodegenerative Disorders. Accessed 26 October 2014. 
http://ec.europa.eu/health/major_chronic_diseases/diseases/brain_neurological/index_en.htm.
2 Alzheimer’s Disease International website 2014. World Alzheimer’s Reports. Accessed 26 
October 2014. http://www.alz.co.uk/research/world-report.

http://ec.europa.eu/health/major_chronic_diseases/diseases/brain_neurological/index_en.htm
http://www.alz.co.uk/research/world-report
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isolated and chemically characterized the nature of the amyloid material found in 
the senile plaque, revealing the Aβ protein (Glenner and Wong 1984; Masters et al. 
1985a) and its precursor APP (amyloid precursor protein) (Kang et al. 1987; Evin 
and Weidemann 2002). They observed that amyloid peptides constitute ~ 90 % of 
the plaque material (Glenner and Wong 1984; Masters et al. 1985b; Kang et al. 
1987), while the remaining 10 % of amyloid plaques are composed of proteins from 
the apolipoprotein E class, lipids from membranes of degenerated portions of the  
intercommunicated nerve extensions called axons, metal ions such as Cu, Zn, Fe 
and Al, and traces of other components from the extracellular liquid. Transmission 
electron microscopy of amyloid plaques revealed numerous unbranched filaments, 
representing amyloid fibrils, surrounded by amorphous aggregates of diffuse amy-
loid. Amyloid plaques fall into two broad morphological categories: diffuse and 
neuritic. Both plaque types are detectable with anti-Aβ antibodies, but only neuritic 
plaques are prominently stained by sheet-binding dyes such as Congo red and 
thioflavin S. Neuritic dystrophies are swollen and distorted processes of axonal or 
dendritic origin that radiate from the core of a neuritic plaque. They are detectable 
with antibodies against APP, phospho-tau, neurofilaments and ubiquitin, indicating 
a disruption of protein transport and attempts to degrade this blockage (Dickson 
et al. 1999). Progressive neuritic plaque deposition is a hallmark of AD. Neuritic 
plaque formation commonly begins in the neocortex and later affects the hippocam-
pus and amygdala. By the end stage of the disease, neuritic plaques are present in 
the brainstem and other subcortical structures (Thal et al. 2002). It has been sug-
gested that the presence and a substantial increase in diffuse plaque is associated 
with the preclinical stages of AD (Knopman et al. 2003; Vlassenko et al. 2011). 
The surprising and totally unexpected observation that Aβ is produced constantly 
throughout life as a physiologically normal metabolite generated in healthy people 
changed the common concept of AD (Hardy and Selkoe 2002). Plaques have also 
been found in cognitively normal individuals, and plaque burden does not correlate 
with memory decline. Moreover, successful removal of amyloid plaques by im-
munotherapy fails to improve cognition (Haass 2010). Additionally, Dobson and 
co-workers have shown that virtually any protein can be induced into forming amy-
loid, suggesting that amyloid is a primordial, highly stable polypeptide form that 
had to be overcome by evolution in order to create functional globular proteins 
(Dobson and Misfolding 2003). Soluble Aβ oligomers are now believed to act as 
neurotoxic entities rather than amyloid plaques.

It appears that the soluble Aβ monomers require conversion to a largely β-pleated 
sheet conformation and subsequent aggregation before they can confer neurotoxicity 
in vitro (Lorenzo and Yankner 1994; Howlett et al. 1995). The production of the 
toxic species—soluble Aβ oligomers—and their subsequent ability to cause neuro-
nal injury depends on the precision of an intramembranous proteolytic cleavage of 
APP (Haass and Selkoe 2007). Proteolytic processing of APP protein involves three 
types of proteases.

APP is a member of an evolutionarily conserved gene family with two mam-
malian homologs, amyloid precursor-like proteins (APLP) 1 and 2 (Wasco et al. 
1992, 1993). These proteins contain highly similar sequences in their ectodomains 
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and intracellular carboxy-termini, but the transmembrane region comprising the Aβ 
peptide is unique to APP (Bayer et al. 1999). Although its primary physiological 
function remains unclear, APP has been implicated in a variety of processes such 
as intracellular signalling, synapse adhesion, trophic support, axon remodelling and 
apoptosis (Zheng and Koo 2011).

APP is ubiquitously expressed. There are three major APP isoforms result-
ing from alternative splicing of its 18 exon gene: APP695, APP751 and APP770  
(Yoshikai et al. 1990). APP751 and APP770 are the main transcripts found in 
non-neuronal tissue. APP695 is the most abundant isoform in the brain, where 
its expression is primarily limited to neurons. Brain region-specific variation in 
APP695 expression occurs in both mouse and human, with the highest transcript 
levels found in the cortex, hippocampus and cerebellum (Sola et al. 1993).

APP is processed via two major pathways that utilize different enzymes and 
result in distinct cleavage products. The non-amyloidogenic pathway precludes the 
formation of Aβ due to constitutive α-secretase-mediated cleavage in the middle of 
the Aβ domain (Esch et al. 1990). It was initially proposed that a zinc-dependent, 
transmembrane protease served as α-secretase (Roberts et al. 1994). Three members 
of the A disintegrin and metalloproteinase (ADAM) family were later found to pos-
sess α-secretase activity: ADAM-10, ADAM-17, and ADAM-9 (Lammich et al. 
1999). More recent evidence, however, suggests that ADAM-10 serves as the 
primary α-secretase in neurons (Kuhn et al. 2010). Alpha-cleavage of APP occurs 
mainly at the plasma membrane, releasing a soluble α-APP fragment (sAPP α) into 
the lumen/extracellular space and creating a membrane-bound, 83-residue C-termi-
nal fragment (C83) (Sisodia 1992). Subsequent intramembranous cleavage of C83 
by γ-secretase liberates a soluble, 3 kDa fragment (p3) and the APP intracellular 
domain (AICD) (Zheng and Koo 2011). The p3 fragment is rapidly degraded, while 
AICD may act as a transcriptional regulator (Haass and Selkoe 2007).

The amyloidogenic processing of APP primarily occurs in the endocytic pathway. 
β-secretase initiates the sequence of amyloidogenic cleavage events. Cleavage of 
APP at the β-site generates a soluble amino-terminal fragment (sAPP β) and a mem-
brane-associated, 99-residue C-terminal fragment (C99). γ-secretase then performs 
a stepwise, intramembrane cleavage of the C99 fragment, liberating Aβ and AICD. 
Aβ peptides range from 37 to 43 amino acids in length; however, under physiologi-
cal conditions, the majority of Aβ produced is 40 amino acids long (Aβ40). The 42 
amino acid variant (Aβ42) normally only comprises a minor fraction of the total Aβ. 
Nevertheless Aβ42 has a more hydrophobic nature, and its aggregative ability and 
neurotoxicity are therefore much greater than those of Aβ40; both of these forms 
(Aβ40 and Aβ42) are therefore targets of intense study (Haass 2010). β-site cleaving 
enzyme 1 (BACE1) was identified as the enzyme responsible for APP β–cleavage. 
BACE1 is a type 1 membrane-bound aspartyl protease with its active site facing 
the lumen. It is capable of cleaving APP at two positions: the aspartate at position 
1 of the Aβ sequence or the glutamate at position 11. BACE1 is found in a variety 
of tissues, but is predominantly expressed in neurons (Sinha et al. 1999). Intracel-
lularly, BACE1 mainly localizes to the trans-Golgi network and endosomes. How-
ever, BACE1 is also trafficked between the Golgi and the plasma membrane, where 
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it is enriched in lipid rafts. From the plasma membrane, BACE1 is internalized and 
sorted into endosomes or recycled to the trans-Golgi network (Walter et al. 2001). It 
serves as the primary β-secretase and is the rate-limiting enzyme in Aβ production. 
There are currently four known components of γ-secretase: presenilin (PS1 or PS2), 
nicastrin, anterior pharynx defective 1 (APH1) and presenilin enhancer 2 (PEN-2). 
These proteins assemble into the γ–secretase complex while cycling through the 
endoplasmic reticulum/Golgi (Edbauer et al. 2003). Once mature, γ-secretase is 
primarily found at the plasma membrane and in the endosomal/lysosomal system. 
Although PS, nicastrin, APH1 and PEN-2 are all required for γ-secretase activity, 
PS contains the catalytic active site needed for γ-cleavage of APP (Edbauer et al. 
2003) (Fig. 14.1).

1.1   Polymorphism Widely Observed for Aβ Amyloidal Aggregates 
in vitro

Aβ molecules can spontaneously self-aggregate in vitro into different species (Jan 
et al. 2010) under distinct conditions. Aβ peptides can form soluble oligomers 
and protofibrils, which could be intermediates of a fibrillation process (Fig. 14.2) 
(Benilova et al. 2012). Studies have revealed the high neurotoxicity of these species 

Fig. 14.2  A putative schematic of aggregation of Aβ with two kinetic phases. In the lag phase, 
monomers slowly form oligomers ( dashed lines). In the elongation phase, oligomers promote 
fibril formation via protofibrils ( straight line). (Kumar et al. 2011)

 

Fig. 14.1  APP metabolism by the secretase enzymes. (Barrantes et al. 2010)
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and their close links with AD (Benilova et al. 2012; Chimon et al. 2007; Hoshi et al. 
2003; Krafft and Klein 2010; Kirkitadze et al. 2002; Lambert et al. 1998; Lesne´ 
et al. 2006; Noguchi et al. 2009; Selkoe, 2008). Instead, the formation of amyloi-
dal deposits consisting of Aβ fibrils is a pathological hallmark of AD. Although 
mature amyloid fibrils are sometimes described as being predominantly neutral 
(Aksenov et al. 1996), there is evidence in some recent reports that Aβ fibrils are 
also neurotoxic and that the progression of AD symptoms is correlated with the 
amount of these insoluble Aβ assemblies (Chimon et al. 2007; Lorenzo and Yankner 
1994; Meyer-Luehmann et al. 2008; Petkova et al. 2005; Qiang et al. 2012; Selkoe 
et al. 2004; Walsh et al. 1999).

Besides the different types of aggregates, the morphology of the same type of Aβ 
assemblies can also vary significantly depending on different aggregation condi-
tions. This phenomenon is typically called polymorphism and has also been found 
in samples derived from AD patient brain tissues (Paravastu et al. 2009; Lu et al. 
2013). Furthermore, it has been shown that different morphologies of Aβ fibrils can 
cause changes in neurotoxicity (Petkova et al. 2005).

1.2  Overview of Functional Polymorphism and Structural 
Models of Amyloidal Fibrils

The polymorphism of Aβ fibrils has been determined in vitro by numerous different 
structural studies such as cryo-electron microscopy (cryo-EM) (Fändrich et al. 
2011; Meinhardt et al. 2009), which revealed a large spectrum of Aβ40 fibril poly-
morphisms, and solid-state nuclear magnetic resonance (SSNMR) (Benzinger et al. 
1998; Bertini et al. 2011a; Lansbury et al. 1995; Paravastu et al. 2008; Petkova et al. 
2002, 2005, 2006; Qiang et al. 2011).

SSNMR is one of the best techniques for obtaining atomic resolution structures 
of amyloid fibrils sufficient for the development of full molecular models (Tycko 
2010; Wasmer et al. 2008), as X-ray crystallography is limited to small amyloido-
genic peptides and cryo-EM is hindered by its relatively low spatial resolution. 
SSNMR has allowed for substantial advancement in understanding the structure 
of amyloid fibrils. Dipole-dipole couplings and chemical shift anisotropies are 
not averaged due to the absence of isotropic tumbling in solid-state samples. As 
a result, linewidths in SSNMR spectra are broadened relative to solution-state 
NMR, resulting in lower resolution. On the other hand, the absence of tumbling 
enables the study of the effects of anisotropic or orientation-dependent interactions. 
Cross polarization (CP), high-power proton decoupling, and magic-angle spinning 
(MAS) are used as standard techniques to obtain high-resolution SSNMR spectra. 
The isotropic chemical shift values obtained from CP-MAS experiments can be 
used to determine site-specific secondary structures. In fibrillar samples, CP-MAS 
is useful for observing rigid fibrillar parts, while dipolar-dephasing MAS is used 
to detect soluble components of mobile parts (Naito et al. 2004). Rotational reso-
nance is used for determining homonuclear-internuclear distances, and rotational 
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echo double resonance (REDOR) is used to determine heteronuclear-internuclear 
distances (Tycko and Ishii 2003). Other techniques, such as radiofrequency-driven 
recoupling and dipolar-assisted rotational resonance, are useful for obtaining fold-
ing information on amyloid fibrils (Balbach et al. 2002).

The only restriction of high-resolution studies of Aβ assemblies by SSNMR is 
the requirement for highly ordered and homogeneous samples. However, in amy-
loid systems it is rather common that several differently shaped aggregates coexist 
in a mixture, making preparation of the samples very difficult. This limitation can 
be overcome by programmed isotopic labelling schemes or sequence truncation, but 
each of these methods hampers complete structural analysis by SSNMR. Another 
strategy to overcome this restraint is the so-called seeding procedure, which leads 
not only to an improvement in the homogeneity of Aβ fibrils, but also permits in-
sights into the molecular structures of amyloid fibrils developing in human tissue. 
This tactic is feasible after reconstruction of isotope enriched in vivo fibrils using 
as seeds brain tissues from patients as seeds with AD (Paravastu et al. 2009). This 
approach is made possible by the fact that in vitro studies have shown that the seed-
ing procedure allows fibrils to be obtained that exactly retain the same molecular 
structures, corresponding to the seeds from the brain of patients with AD (Paravastu 
et al. 2008; Petkova et al. 2005). This strategy also has many drawbacks because 
the sample obtained in this way might contain significant contamination from many 
tissue components such as lipids. However, it allows the restoration of pathological 
samples from AD patients and the obtainment of high-resolution structural charac-
terizations of these assemblies.

As heterogeneity also depends heavily upon different aggregation conditions, 
several different factors must be taken into consideration. One important key factor 
is the purity of the starting materials. The presence of pre-existing aggregates can 
result in a lack of reproducibility, as well as in changes of kinetics, fibrillogenesis 
processes, and neurotoxic activity (Fezoui et al. 2000). Several different protocols 
have been developed in order to solve this issue, resulting in standardized aggregate-
free Aβ peptide samples (Broersen et al. 2011, Jao et al. 1997, Fezoui et al. 2000). 
Disaggregation of the Aβ assemblies involved the use of the structure-breaking 
organic solvents hexafluoroisopropanol (HFIP) and dimethyl sulfoxide (DMSO), 
trifluoroacetic acid (TFA) pre-treatment, and pre-dissolution of the peptide in a 
dilute base solution (e.g. NaOH). Each of these approaches allows aggregate-free 
material to be obtained. Another significant aspect is represented by the conditions 
of the fibrillation protocols such as concentration, pH, ionic strength, and tempera-
ture. The incubation of the sample in quiescent conditions leads to fibrils with the 
“twisted pairs” morphology (Paravastu et al. 2008), while gentle agitation results 
in striated ribbons (Petkova et al. 2006) or “flat” striated bundles (Bertini et al. 
2011b). The selection of the fibrillation strategy is essential for obtaining high qual-
ity samples for high resolution SSNMR.

Aβ40 amyloid fibrils have been widely investigated and several structural models 
have recently been proposed using SSNMR (Bertini et al. 2011a; Paravastu et al. 
2008; Petkova et al. 2002, 2006), A structural model of Aβ42 fibrils was proposed 
based on solution NMR and mutagenesis (Lührs et al. 2005).
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In all these fibrillar assemblies Aβ molecules are densely packed in extend-
ed β-sheets (ladders) but exhibit polydispersed morphology and differ from one 
another in length and bundle width. Mature fibrils are characterized by a specific 
filamentous structure and usually contain 2–6 protofilaments that are more than 
1 μm long and 8–12 nm in diameter. They display a cross-β X-ray fibre diffraction 
pattern as well as stainability with Congo red, resulting in green birefringence; they 
also bind Thioflavin-T (Merz et al. 1983; Petkova et al. 2005; Serpell 2000). It is 
widely accepted that amyloid fibrils are insoluble deposits, but recent studies have 
shown that many biochemical factors, e.g. biological lipids, are able to efficiently 
revert the fibrillation process and convert these insoluble assemblies into soluble, 
highly toxic intermediate species that retain the same biochemical and biophysical 
properties (Martins et al. 2008).

The distinct polymorphism of fibrillar assemblies is reflected in variations in 
overall structural symmetry and differences in specific aspects of structural ele-
ments and various residue sites, as well as in the nature of β-sheet structures in-
cluding topologies of the β1-turn-β2 motif and inter-protofilament contacts (Ahmed 
et al. 2010; Bertini et al. 2011b; Lührs et al. 2005; Paravastu et al. 2008; Petkova 
et al. 2006) (Fig. 14.3). Recent studies have also shown that, in Aβ fibrils carrying 
mutants, both parallel and anti-parallel registry can occur (Qiang et al. 2011).

Although the structural polymorphism of Aβ40 fibrils was initially described 
as taking place mainly at the supramolecular level (Paravastu et al. 2008), a recent 
structural model of mature Aβ fibrils (Bertini et al. 2011b) suggests that polymor-
phism can already originate at the level of the zipper of the β1-turn-β2 motif, the 
inter-protofilament interface and the N-terminal conformation. The N-terminal part 
of the peptide in the fibril model can adopt βN-strand conformation, but there is also 
evidence in the literature that a disordered conformation on the N-terminal part in 
some other Aβ fibrils is also possible (Paravastu et al. 2008; Petkova et al. 2006; 
Sachse et al. 2008, 2010). It can therefore be concluded that the N-terminal part 
of Aβ40 peptides can adopt distinct conformations and thereby also contribute to 
structural diversity.

It is reasonable to speculate that the folding of the monomer and supramolecular 
packing (within and among protofilaments) are linked or even define the morphol-
ogy of amyloid fibrils through structural duplication/propagation along the fibril 
axis similar to the growth of 1D nanomaterials (Bertini et al. 2011b).

1.3  Review of the Methods for Immobilizing and Investigating 
Amyloidal Intermediate Species

Since various studies had reported that the neurotoxicity of Aβ peptides might be 
ascribed to pre-fibrillar assemblies (i.e. not necessarily fibrils (Benilova et al. 2012; 
Chimon et al. 2007; Hoshi et al. 2003; Kirkitadze et al. 2002; Krafft and Klein 2010; 
Lambert et al. 1998; Lesne´ et al. 2006; Noguchi et al. 2009; Selkoe 2008)), the 
high-resolution structural characterisation of these soluble species has become an 
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overarching objective for understanding Aβ aggregation pathways and the complex 
molecular mechanism of AD (Benilova et al. 2012).

Several in vitro SSNMR studies established an initial high-resolution insight into 
certain non-fibrillar (Ahmed et al. 2010; Chimon and Yoshitaka 2005; Chimon et al. 
2007; Lopez del Amo et al. 2012) and protofibrillar (Qiang et al. 2012; Scheidt et al. 

Fig. 14.3  Different topologies of β1-turn-β2 motif ( left column) and inter-protofilament contacts 
( right column) in various SSNMR-derived structural models of Aβ fibrils (a Bertini et al. 2011b;  
b Petkova et al. 2002; c Petkova et al. 2006; Paravastu et al. 2008; d Ahmed et al. 2010). Adapted 
from Bertini et al. 2011b
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2011) Aβ aggregates. Several other experimental and theoretical methods have also 
been used to obtain residue-specific information on prefibrillar Aβ aggregates and 
on structural persistence in the monomer (Bernstein et al. 2009; Bertini et al. 2013a; 
Danielsson et al. 2006; Fändrich 2012; Fawzi et al. 2011; Gallion 2012; Haupt et al. 
2012; Kheterpal et al. 2006; Pan et al. 2011).

These prefibrillar intermediate assemblies, e.g. oligomers, protofibrils, and 
Aβ-derived diffusible ligands (ADDLs), as well as Aβ annular assemblies, are likely 
involved in amyloid fibril formation. All of these assemblies are rich in β-sheet 
structure and bind Congo red and Thioflavin-T, although more weakly than mature 
fibrils (Jan et al. 2010).

However, an investigation of these prefibrillar deposits faces many obstacles. As 
they are often thermally unstable compared to mature fibrils, many different meth-
ods to immobilize and study these species have been developed in recent years and 
each strategy has its own advantages and disadvantages.

Pioneering work in this direction has been performed by the groups of Smith 
and Ishii (Ahmed et al. 2010; Chimon and Yoshitaka 2005; Chimon et al. 2007), 
who focused on the Aβ oligomeric form. Taking advantage of the fact that various 
proteins including Aβ retain their structures after lyophilisation (Benzinger et al. 
1998; Petkova et al. 2002; Studelska et al. 1997), many groups trap the thermal-
ly labile intermediate by freeze-trapping and subsequent lyophilisation. Different 
methods of trapping oligomeric and protofibrillar Aβ species were used such as 
filtration through low molecular weight cut off filters (Bitan and Teplow 2005), 
photo-induced crosslinking of unmodified proteins (Bitan et al. 2003), organic sol-
vents (Haupt et al. 2012), density gradient centrifugation (Ward et al. 2000), size 
exclusion chromatography (SEC) (Bitan et al. 2003; Hartley et al. 1999; Jan et al. 
2010; Walsh et al. 1997) and interaction partners (Bieschke et al. 2012; Lopez del 
Amo et al. 2012; Scheidt et al. 2011).

A method termed sedimented solute NMR (sedNMR) has recently been devel-
oped and allows Aβ aggregates to be collected and trapped in a fully hydrated en-
vironment without adding cosolvents or interaction partners, therefore providing a 
unique way to access the formation kinetics and structural features of these species 
with reduced perturbations (Bertini et al. 2013b).

In this method, solid-state NMR (SSNMR) experiments are used to observe pro-
teins that are sedimented from solution using an ultracentrifugal field (Bertini et al. 
2011a, 2012a, b, 2013a; Gardiennet et al. 2012; Polenova 2011; Ravera et al. 2013). 
The application of SSNMR is possible, as it has been reported (Ahmed et al. 2010; 
Bernstein et al. 2009; Fawzi et al. 2011; Kirkitadze et al. 2002; Lee et al. 2011) that 
Aβ peptides in aqueous solutions spontaneously form soluble aggregates of high 
molecular weight (50–200 kDa) that are large enough to sediment and thus become 
visible by SSNMR.

Sedimented solute NMR relies on the fact that sedimented macromolecules may 
be rotationally impaired by self-crowding, thus giving rise to solid-state NMR spec-
tra. The sedimentation of macromolecules into this type of solid-like phase can be 
achieved in two different ways. One way is direct in situ sedimentation by magic 
angle spinning (MAS) of the NMR rotor (MAS-induced sedimentation), which acts 
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as an ultracentrifuge (Bertini et al. 2011a) (Fig. 14.4a). In situ sedNMR can be used 
to address the kinetics of formation of soluble Aβ assemblies by simultaneously 
monitoring the disappearance of the monomer and the appearance of the oligomers. 
Another method is ex situ sedimentation by common ultracentrifuge (UC-induced 
sedimentation) (Bertini et al. 2012a; Gardiennet et al. 2012) with the help of devices 
designed to pack NMR rotors with precipitates or microcrystals (Bockmann et al. 
2009) (Fig. 14.4b). Ex situ sedNMR allows one to select different oligomeric spe-
cies by changing experimental conditions such us ultracentrifugation frequency or 
time and the initial Aβ peptide concentration.

Sedimentation through ultracentrifugation, either by magic angle spinning ( in 
situ) or preparative ultracentrifugation ( ex situ), can be used to immobilize and 
characterize oligomeric species, measure their formation kinetics, selectively sedi-
ment some of these species by their different molecular weights, and reveal the 
atomic-level structural features of soluble Aβ assemblies.

The collective data obtained from all of these methods demonstrate probable 
pathways from these fibril precursors to terminal fibrillar states and also provide 

a

b

Diluted monomer solution

Oligomer sediment at rotor wall
(high concentration, small amount)

Magic Angle
Spinning

Diluted monomer solution

Oligomer sediment filling the rotor
(high concentration, large amount)

Ultracentrifuge
spinning

NMR rotor

Fig. 14.4  Representation of 
the sedimentation process. In 
magic angle spinning-induced 
( in situ) sedimentation ( top), 
the sediment is created in a 
thin layer at the rotor walls 
(the width of the sediment 
layer is greatly exaggerated). 
Sedimentation induced by 
preparative ultracentrifuga-
tion ( ex situ) ( bottom) can 
be used to effectively fill the 
rotor with sediment. Adapted 
from Bertini et al. 2013a)
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evidence that these prefibrillar assemblies already contain β-strand structures 
but with different supramolecular organizations and reduced structural order and 
periodic symmetry, which might define the structures of the multiple conformers in 
fibrils in amyloid misfolding. However, some authors have suggested that certain 
oligomers that do not further aggregate to amyloid fibres and that have different 
secondary structures exist among different Aβ intermediate species.

1.4  Association Between Neurotoxicity and Different Ratios  
of Aβ40 to Aβ42

Aside from the fact that neurotoxicity can be induced by intermediate deposits, 
recent studies have established that the ratio of Aβ40 to Aβ42 is an important factor 
for providing stability to intermediate, neurotoxic species and affecting aggregation 
kinetics (Frost et al. 2003; Herzig et al. 2004; Jan et al. 2008, 2010; Kim et al. 2007; 
Kuperstein et al. 2010; Pauwels et al. 2012; Snider et al 2005; Wang et al. 2006; Yan 
and Wang, 2007; Yoshiike et al. 2003; Younkin 1995; Zou et al. 2003).

Aβ42 and Aβ40 alloforms co-exist in a molar ratio of 1:9 under normal physi-
ological conditions in the brain. In patients with familial AD this ratio is shifted to a 
higher level of Aβ42, corresponding to a ratio of 3:7. Investigations of the properties 
of the Aβ40/Aβ42 mixture by different groups have clearly shown that these two 
species interact and change each other’s dynamic behaviour. Even minor alterations 
in the relative amount of the Aβ40/Aβ42 ratio dramatically affect the biophysical 
and biological properties of the Aβ mixtures reflected in their aggregation kinetics 
by altering the pattern of oligomer formation. It has been shown that Aβ40 delays 
Aβ42 aggregation, while Aβ42 has an opposite effect and induces Aβ40 aggrega-
tion. This observation was also confirmed by in vivo studies, which have shown that 
a higher percentage of Aβ40 peptides in the brain might be protective (Kim et al. 
2007; Wang et al. 2006).

Although it is generally assumed that alterations in ratios of the Aβ40 and Aβ42 
mixture can stabilize distinct intermediate species associated with toxicity, the pos-
sibility that neurotoxicity is induced by a number of different conformations should 
not be neglected. This possibility can be explained by the fact that those toxic 
intermediate deposits might exist in dynamic equilibrium through their assembly 
and disassembly.

Since neurotoxic conformation(s) might by induced by a particular ratio of Aβ40 
to Aβ42 a detailed structural characterization of Aβ40:Aβ42 mixed fibrils is needed. 
Investigation of the structure of Aβ40:Aβ42 mixed fibrils in different molar ratios 
might shed light on the processes related to the onset of the disease and on their cor-
relation with Aβ peptides reciprocal ratios.
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1.5  Summary of Expression and Purification Procedures  
for the Preparation of Aβ Peptides

Below we describe the methods of sample preparation of different kinds of Aβ 
peptides for NMR investigations.

The AβM40 and AβM42 peptides without any fusion tags, as well as Aβ40 
and Aβ42 without the starting methionine fused with an N-terminal hexahistidine 
affinity tag were expressed as inclusion bodies in E. coli. Although inclusion bod-
ies are usually undesirable due to problems with protein refolding, they are a good 
alternative in the case of intrinsically disordered proteins because their separation 
from the cell lysate is an easy and efficient protein purification method.

1.6  Aβ Peptides With MET

The cDNA of AβM40/AβM42 was cloned in the pET3a vector using the NdeI and 
BamHI restriction enzymes. The peptides were expressed in the BL21(DE3)pLys  
E. coli strain. The presence of an exogenous N-terminal methionine, due to the trans-
lation start codon, as reported in the literature (Walsh et al. 2009), does not affect the 
fibrillation kinetics or morphology of the fibrils formed by AβM40 or AβM42.

Many papers report the expression conditions for Aβ peptide production as 
follows: 8 to 16 h of incubation after induction with the addition of 0.8–1 mM 
of isopropyl β-D-1-thiogalactopyranoside (IPTG) and a temperature of 25–27 ̊ C 
(Long et al. 2011; Zhang et al. 2009). In order to increase the protein yield, espe-
cially in terms of labelled protein production, we tried to increase the variable cell 
culture parameters as much as possible, boosting protein expression as an insoluble 
fraction. Expression of the fusion constructs under control of the T7 promoter/lac 
operator in E. coli BL21(DE3) cells provides high yields of the fusion proteins, 
which accumulate in inclusion bodies.

In the case of AβM40/AβM42 the growth was performed using the Marley meth-
od (Marley et al. 2001). The cells transformed with the AβM40/AβM42 expression 
plasmid were predominately grown in rich medium at 37 °C until OD600 reached 
0.6, then centrifuged and exchanged into an isotopically defined minimal media 
enriched with (15NH4)2SO4 (1 g/L) and (13C) glucose (4 g/L). The peptide expres-
sion was induced with 1.2 mM IPTG and the cells were harvested after 4 h of 
incubation at 39 °C.

The peptides were purified as reported (Bertini et al. 2011b; Hellstrand et al. 
2010; Jan et al. 2010; Walsh et al. 1997; 2009) with some modifications using a 
combination of anion exchange and size exclusion chromatography. All the ma-
nipulations were performed at slightly alkaline pH in order to avoid the formation 
of structural contaminants produced by isoelectric precipitation.

There are some reports in the literature regarding possible aggregation and as a 
consequence a decrease in protein yield in pre-packed purification columns versus 
free resin (Walsh et al. 2009; Zhang et al. 2009). We also observed that purification 



M. Korsak and T. Kozyreva414

of AβM40 and AβM42 by ion exchange chromatography in column mode (dieth-
ylaminoethyl (DEAE) cellulose column) led to much lower yields of monomeric 
peptide than in batch mode because of protein precipitation and aggregation.

The inclusion bodies were first solubilized with 8 M urea and then purified by 
ion exchange chromatography performed in batch mode. For this purpose DE52 
resin on a Büchner funnel with filter paper on a vacuum glass bottle was used. Elu-
tion was performed using different concentrations of NaCl buffer. The protein was 
eluted with a 125 mM concentration of the salt. In the case of AβM42, the protein 
was also present in 20 mM, 150 mM, 200 mM and 1 M fractions, probably due to 
progressive sample aggregation. All the obtained fractions of diluted protein were 
concentrated to the final volume using an Amicon device. We examined a num-
ber of methods to concentrate the Aβ solution. Although several different methods 
within the 3 kDa molecular mass cut-off for centrifugal devices proved useful, the 
Amicon device was the best solution for highly concentrated proteins.

This two-step purification allows a highly pure product to be obtained with a 
yield of about 10 mg of AβM40 and 5–10 mg of AβM42 per litre of culture.

1.7  Aβ Peptides Without Met

Aβ40 and Aβ42 were produced in E. coli cytoplasm as fusion proteins with 
N-terminal hexahistidine affinity tags. The fusion construct consists of a soluble 
polypeptide segment comprised of 19 repeats of the tetrapeptide sequence NANP, 
a TEV protease cleavage site (sequence ENLYFQ), dipeptide linker sequences and 
the Aβ sequence.

We applied a similar approach for the expression and purification of Aβ peptides 
(Aβ40 and Aβ42) without methionine. Cells were grown in rich medium (lysogeny 
broth (LB) or Terrific Broth (TB)) until they reached high OD values. Peptide 
expression was induced with 1–1.2 mM IPTG and cells were harvested after 4 h 
incubation at 39 °C. After the removal of the soluble proteins the inclusion bodies 
were solubilized with 20 mM TRIS pH 8, 8 M and purified by affinity chromatog-
raphy using a nickel chelating (His-Trap) column under denaturating conditions, 
followed by digestion with AcTEV protease. In order to avoid protein aggrega-
tion and improve the separation of cut/uncut protein, 8 M urea or 6 M guanidine 
hydrochloride was introduced in two affinity column steps.

As a final purification step for both peptide families (Aβ40,42; AβM40,42), a gel 
filtration in 50 mM ammonium acetate pH 8.5 using a Superdex 75 26/60 column 
was used. It is important to keep the pH of the solution over 4–7, the pH range 
where aggregation is maximized.

The aggregation of Aβ peptides is strongly influenced by the presence of 
structural and chemical impurities; therefore, before proceeding with SEC, all sam-
ples were denatured using 6 M guanidine hydrochloride as described previously 
(Walsh et al. 1997).

The protein obtained was dialysed in water and lyophilised.
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In the case of Aβ42 peptides and even more so with their mutants, due to 
problems with tag digestion, we have to adopt a different purification procedure, 
introducing organic solvents.

The inclusion bodies were solubilized with 6 M guanidinium chloride and the 
protein was purified by metal chelating affinity chromatography on Ni2+-nitrilo-
triacetic acid agarose in the presence of 6 M guanidinium chloride, thus lowering 
the pH. The fusion proteins were further purified via reversed phase high-perfor-
mance liquid chromatography (RP-HPLC) using a semi-preparative Zorbax SB300 
C8 column (Agilent), lyophilized from aqueous acetonitrile and directly used for 
TEV protease cleavage. A cleavage efficiency of about 70 % was achieved after 
incubation at pH 8.0 and 4 °C for 16 h at a protein concentration of 100 μM in the 
presence of 5 μM TEV protease. The cleavage mixture was subsequently applied to 
RP-HPLC, which allowed quantitative separation of the hydrophobic Aβ42 peptide 
from the other, more hydrophilic components in the cleavage reaction. The final 
yield of purified Aβ40 was 20 mg/L of culture.

Another problem encountered was associated with solubilisation of lyophi-
lised protein in water. Because the Aβ peptides undergo time- and concentration-
dependent aggregation in acetonitrile-water (Shen and Murphy 1995), the dry, 
purified peptides adopt different structures and aggregation states (Soto et al. 1995). 
Depending on the peptide batch and the particular aggregation conditions, consid-
erable discrepancies exist across different laboratories as well as within the same 
laboratory over time. In addition, numerous studies have established that neurotox-
icity and the kinetics of aggregation are directly related to assembly state in solu-
tion. Therefore, direct solubilisation of the Aβ peptides in aqueous media should 
always be avoided because it generates batch-dependent mixtures of aggregates and 
structures (Hou et al. 2004).

A couple of procedures have been proposed to disaggregate the Aβ and generate 
a monomeric random coil structure: pre-dissolution of the peptide in dilute base 
solution, and pre-dissolution in TFA and HFIP solvents (Jao et al. 1997). Finally, 
we applied a protocol that has already been reported (Broersen et al. 2011) for 
the solubilisation of Aβ peptide that involves sequential solubilisation using the 
structure-breaking organic solvents HFIP and DMSO followed by column purifica-
tion and results in standardized aggregate-free Aβ peptide. As was reported in pure 
DMSO, Aβ appears to be monomeric and lacks any β-sheet character (Shen and 
Murphy 1995).

2 Conclusions

Although the direct involvement of Aβ peptides in AD is well documented, the toxic 
Aβ species and the precise mechanism of its neurotoxicity remain unclear. More-
over, there is still a significant gap between site-specific structural information and 
the complex structural diversity of Aβ amyloids. A detailed structural and functional 
characterization of fibrillar assemblies as well as the various prefibrillar interme-
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diates is crucial for understanding Aβ aggregation pathways and identifyingtoxic 
Aβ species. The recognition of the real culprit for AD onset is fundamental for the 
design of new, effective therapeutic strategies targeted at preventing the formation 
or impairing the activity of toxic Aβ assemblies involved in AD.
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