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Preface

Computational forensics is an emerging research domain concerned with the investi-
gation of forensic problems using computational methods. The primary goal is to use
different computational frameworks for the discovery and advancement of forensic
knowledge and the establishment of forensic findings with scientific rigor. Computa-
tional forensics refers to the specific discipline that involves computational modeling,
simulation, analysis, and recognition in studying and solving forensic problems.

During the last decade, many researchers and practitioners have been attracted to
this discipline and have formed several research groups. The International Association
for Pattern Recognition (IAPR) has also formed a similar group under its Technical
Committee-6. This group aims to further promote research, development, and educa-
tion in computation forensics, and to provide a platform for cooperation and exchange
for researchers, practitioners, and teachers from the various disciplines of computa-
tional and forensic sciences. The International Workshop on Computational Forensics
(IWCF) is one such platform for nurturing recent areas of research in computational
forensics. The workshop has been organized regularly since 2007 and addresses dif-
ferent areas of forensic sciences. The sixth version of this event aimed at dealing with
the forensic analysis of documents.

The workshop was organized with the 22nd International Conference on Pattern
Recognition (ICPR) in Stockholm, Sweden. The event was held as a single-track,
full-day workshop on August 24, 2014. The workshop focused on the use of pattern
recognition principles for forged document analysis both in hard copy and digital
medium. Analysis of handwriting or signature, detection of change in original docu-
ments, writer/speaker identification and verification, and copyright violation were some
of the areas of emphasis. Efforts were made to bring researchers together who work on
these issues in different areas including document and speech processing, music
analysis, digital security, forensic sciences, etc.

The 6th IWCF received an overwhelming response from related academic groups
and industry practitioners. The preparation of the workshop started as soon as the
proposal was accepted by the ICPR Workshop Committee. Abstracts for 23 papers
were registered and 18 full papers were submitted. After a rigorous review process, 13
papers from research groups in ten different countries were accepted for presentation at
the workshop. Paul Lahmi, CEO of Send Only Oked Documents (SOOD), France,
delivered the workshop keynote address and the workshop invited talk was delivered
by IAPR TC-10 Chair Jean-Marc Ogier.

For the first time, there was a call for holding a shared task in IWCF. One research
group from Malaysia responded to this call and organized a competition on Recog-
nition of Android Malware Patterns (RAMP). Several groups registered to participate
in this shared task and one group finally submitted their results. A special session, the
discussion forum, was organized in the workshop. The session was chaired by the
IAPR TC-6 Vice Chair Marcus Liwicky. Participants who attended the workshop



without any papers or talks were initially given the chance to present their research or
products by making brief presentations. Later discussions identified niche areas of
computational forensics on which collaboration among different groups was discussed.
The preparation of sharable data and systems was emphasized.

After the workshop, authors of selected contributions were invited to submit
expanded versions of their papers for this edited volume. The authors were encouraged
to include the ideas and suggestions that arose during the discussions at the work-
shop. Thus, this volume contains reviewed and improved versions of papers presented
at IWCF 2014. We intend to give a snapshot of state-of-the-art research in the field of
computational forensics.

It should be noted that because of some unavoidable reasons, the proceedings of
IWCF 2012 were not published on time. Therefore, the authors of the papers presented
at IWCF 2012 were also invited to submit their extended and updated work to be
included in this edited volume. Hence, this volume can be considered as the joint
proceedings of the 5th and 6th IWCF. Altogether, this volume contains 17 papers; 12
from IWCF 2014 and the rest from IWCF 2012. The papers are divided into three
broad areas, namely, biometrics, document inspection, and applications.

Finally, we would like to sincerely thank those who helped to ensure IWCF 2014
was a success: Kim Boyer (Past President, IAPR), Simone Marinai (2nd Vice Presi-
dent, IAPR), Apostolos Antonacopoulos (IAPR Treasurer), Cris Luengo and Ola
Friman (ICPR 2014 Workshop Co-chairs), and other ICPR organizers for their gen-
erous support; the members of the IWCF Program Committee for reviewing and
commenting on all of the submitted papers; IAPR for its sponsorship of the work-
shop. Our sincere thanks to Katrin Franke, Gjovik University College, Norway; Mario
Koeppen, Kyushu Institute of Technology, Japan; and Andre Arnes, Gjovik University
College, Norway – the workshop chairs of the 5th IWCF 2012.

March 2015 Utpal Garain
Faisal Shafait
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Voice Passphrase Variability Evaluation
for Speaker Recognition

Vladislav Sukhmel1, Sergei Aleinik2,3(&), and Vadim Shchemelinin3

1 St. Petersburg State University, St. Petersburg 198504, Russia
sukhmel@apmath.spbu.ru

2 Speech Technology Center, Krasutskogo-4,
St. Petersburg 196084, Russia

3 ITMO University, St. Petersburg 196084, Russia
{aleinik,shchemelinin}@speechpro.com

Abstract. We propose a method of voice passphrase variability calculation. To
calculate the variability, we transform an acoustic passphrase into a sequence of
formants, then into a multi-dimensional histogram. We then compute a value
which characterizes the entropy of the sequence. We provide a computer sim-
ulation and conclude that using this variability for passphrase creation (e.g.
during the enrollment process) helps to significantly increase the performance of
speaker verification and speaker identification systems.

Keywords: Passphrase � Speaker recognition � Speech processing �
Preprocessing

1 Introduction

Voice passphrase comparison is a popular technique in speaker verification / identifi-
cation (SVI) systems. In particular, during the enrollment process, an SVI user is
prompted to utter a short phrase into a microphone. Various acoustic parameters
(frequencies, pitch and other physical characteristics of the vocal tract, etc., often called
“acoustic features” [1, 2]) are then measured and determined, using this phrase. These
acoustic parameters, referred to as a “voiceprint,” are then stored in a database together
with the user ID. During the verification process, the user is asked to repeat the same
(or different) phrase. A voice verification algorithm calculates the user’s current
voiceprint and compares it to the voiceprint stored in the database in order to allow or
deny security access.

One of the main problems in the aforementioned verification technique is the
phonetic variability of the voice passphrase. The variability of a passphrase is said to be
low if the passphrase contains a limited number of unique phonemes. If a voice
passphrase is phonetically poor (i.e. has low variability), it is impossible to obtain an
adequate estimation of the physical characteristics of the speaker’s vocal tract. As a
result, an ineffective voiceprint is created, and the efficacy of the SVI system degrades
sharply.

It should be noted that this problem is different from the problem of text password
cryptographic security. If a text password contains a limited number of unique text

© Springer International Publishing Switzerland 2015
U. Garain and F. Shafait (Eds.): IWCF 2012 and 2014, LNCS 8915, pp. 3–9, 2015.
DOI: 10.1007/978-3-319-20125-2_1



characters, its cryptographic security is low. This means that the password is easily
guessable by an attacker. In contrast, in the case of SVI systems, the lack of acoustic
sounds in a passphrase makes it impossible to create an effective voiceprint. The result
is low speaker recognition quality during the verification /identification process.

This paper is organized as follows. Section 2 describes the basic idea of the pro-
posed method. Section 3 presents the acoustic passphrase PV calculation algorithm.
Section 4 describes the corresponding algorithm for text passphrase PV calculation.
Section 5 describes the experimental results. Diagrams and Conclusions are provided in
Sects. 6 and 7, respectively.

2 Basic Idea

Recent comparative studies have demonstrated that the use of new features and some
additional processing of short, phonetically-constrained utterances increases SVI sys-
tem performance [3–5]. Our approach is quite different. In this paper, we propose a
method for calculating the phonetic variability (PV) of the voice passphrase, which can
then be used to either generate phonetically rich passwords in text-dependent SVI
systems or to estimate the variability of input passphrases in text-independent systems
during the enrollment process.

We have selected and investigated the following values as characteristics of pho-
netic variability:

• Absolute pseudoentropy PEabs

• Relative pseudoentropy PErel

We selected PEabs and PErel as characteristics of phonetic variability because we
discovered in our previous experiments that dependence between PEabs, PErel and
Equal Error Rate [2] (EER) provided improved accuracy than dependence between the
well-known “classical” entropy E and EER.

3 Simplified Diagrams

Logic simplified diagrams illustrating possible embodiments of the proposed method
are shown in Fig. 1−2.

Figure 1 is a block diagram of a method for creating speech passphrases during the
enrolling process in text independent systems. The passphrase establishment process
can begin in step 1, where a user can be prompted to audibly provide an acoustic
speech password. In step 2, audio input signal is received in response to the password
prompt. In step 3, the calculation apparatus calculates the variability of the input
acoustic signal. Next, the threshold unit 4 compares the calculated variability value
with the predefined threshold level.

When the calculated variability value exceeds the threshold, the process can pro-
gress to step 5, where the password entry for the speaker is created and stored in a
database. When the threshold is not exceeded, a warning message and a prompt to
choose and input a new (more variable) password is generated in step 6, then the

4 V. Sukhmel et al.



process can loop from step 6 to step 2, until the new password with high PV is
received.

Figure 2 is a block diagram of a method for creating speech passphrases during the
enrolling process in text dependent systems. The passphrase establishment process
begins in step 1, where the system is requested by a user to provide a voice passphrase.
In step 2, the text passphrase is generated by a system.

Next, in step 3 the calculation apparatus calculates the phonetic variability of the text
passphrase. Next, the threshold unit 4 compares the calculated variability value with the
predefined threshold level. When the calculated variability value exceeds the threshold,
the process can progress to step 6, where the generated text passphrase is displayed to
the user with the prompt to speak. When the threshold is not exceeded, a signal to
generate a new more variable password is created in step 5, then the process can loop

   YES

NO

Variability > Threshold Level  

Receive free-form audio input

Calculate variability of the received passphrase  

Generate a 
password entry  

Prompt user to audibly provide a passphrase  

Prompt user to choose more variable password  

1

2

3

4

6

5

Fig. 1. Creating a password in a text-independent system.

YES
Variability > Threshold Level  

Generate a text passphrase

Calculate variability of the generated text passphrase 

Display the generated 
passphrase to the user 
and prompt the user to 

audibly provide the 
passphrase

Receive a passphrase request from user 

Signal to generate new 
passphrase

1

2

3

4

6

5

NO

Fig. 2. Creating a password in a text-dependent system.
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from step 5 to step 2, until the new password with the variability higher than the
threshold level is generated.

4 Calculating the Acoustic Passphrase Phonetic Variability

PV of the acoustic speech phrase can be calculated as follows:

• Transform the recorded speech signal into a sequence of spectrums (e.g. [6],
Lecture 3).

• Transform the sequence of spectrums into a sequence of formants (formants tra-
jectories) [2].

• Calculate N � K- Dim histogram of the formants trajectories, where coordinates are:
1-st, 2-nd… N-th formant, (value N can be equal to 2, 3, or more) and 1, 2… K bin
(we chose K = 10 … 20 in our experiments).

• Calculate entropy E as:

E ¼
XL

i¼1

HðiÞ log2
1

HðiÞ ð1Þ

where L is the number of non-zero histogram bins and i is the index of the non-zero
bin.

• Calculate:

– Absolute pseudoentropy:

PEabs ¼ M=ðMðEmax � EÞ þ 1Þ ð2Þ

– Relative pseudoentropy:

PErel ¼ ME=ðMEmax�ðM � 1ÞEÞ ð3Þ

• Calculate phonetic variability using the following equations:

– Va ¼ PEabs(absolute variability)
– Vr ¼ PErel(relative variability)

In (2) and (3): Emax ¼ log2 L; M is the maximum value for values of PEabs and
PErel, introduced to prevent the appearance of infinity in extreme cases (equal to 1000,
for example). Absolute variability depends on the absolute value of the difference
between estimated maximum entropy Emax and current value E. Relative variability
depends on the ratio between entropy E and Emax.

Given the formants sequence, the N � K-Dim histogram can be obtained using the
well-known multi-dimensional histogram calculation algorithm:

6 V. Sukhmel et al.



• Choose the number of formants to be analyzed (2, 3, … N).
• Choose the number of bins in every coordinate (K, we used: 10 … 20).
• For every formant in the sequence (for every n ¼ 1;N coordinate), calculate min-

imal and maximal frequency values ValMinn and ValMaxn, respectively.
• Divide each ValMaxn � ValMinn interval into K equal bins (so there is N � K-

dimensional hypercube H
0
).

• For every formant vector in the time domain, place a single unit into the corre-
sponding bin of the hypercube.

• For N � K bins of hypercube H
0
, find a set of non-zero bin indices

K;HðiÞ 6¼ 0 , i 2 K, and normalize H
0
as:

HðiÞ ¼ H
0 ðiÞ = SH ; i 2 K; ð4Þ

where SH ¼ P
i2K

H
0 ðiÞ.

5 Calculation of Text Passphrase Phonetic Variability

We are able to calculate the PV of a given text (not speech) passphrase using a single
additional pre-step. Using the text and some speech synthesis algorithms (for example,
[6], chapters 12-13, also [4, 5]) an artificial phonogram is created. This artificial
phonogram is then simply used as an input speech signal in the algorithm described
above for acoustic passphrase processing. We should note here that text passphrase PV
can be calculated without this “text-to-speech” conversion step. In this case, the gen-
erated text passphrase is transformed into a sequence of phonetic symbols using pro-
nunciation rules for the selected language [6, 7]. Subsequently, every phoneme in the
sequence of phonetic symbols is transformed directly to formants, using known
algorithms [8] and the sequence of formants is then used to calculate formants tra-
jectories, etc. This algorithm provided slightly worse results, as this method does not
take into consideration natural variability in pronunciation of the same phonemes.

6 Experiments and Results

In our experiments, we used a speaker verification system based on i-vectors, as
described in [9]. Standard MFCC-39 were used as feature vectors, and the UBM and
Total variability matrix dimensions were taken as 512 and 400, respectively. The
experimental corpus consisted of 190 speakers (127 males and 63 females), uttering
numbers from zero to nine. Original phonograms were recombined into separate dat-
abases containing different passphrases and consisting of different sets of unique words.
There were databases starting from an extremely low amount of sounds (e.g. “two”
repeated ten times), and stopping with the most varied phrase (numbers from zero to
nine). EER for each database, and mean values of PErel, PEabs were calculated.

Voice Passphrase Variability Evaluation for Speaker Recognition 7



Figures 3 and 4 demonstrate an example of the improvement in speaker identifi-
cation system efficacy when voice passphrase variability evaluation is used to generate
passwords with higher variability. Figure 3 shows the EER of the identification system
as a function of Absolute pseudoentropy and Fig. 4 shows the EER of the identification
system as a function of Relative pseudoentropy.

It is clearly demonstrated that when passphrase variabilities increase, the EER
decreases significantly, i.e. system efficacy increases.

7 Conclusions

The paper has presented a relatively simple method for calculating password phonetic
variability. The major advantage of the proposed approach is that it enables SVI
systems to control the enrollment process more effectively. The calculated PV (if it is

Fig. 3. EER as a function of absolute pseudoentropy.

Fig. 4. EER as a function of relative pseudoentropy.

8 V. Sukhmel et al.



low) can be used directly in the first stage of the user registration process as a signal to
the user, prompting him or her that the acoustic passphrase being input needs to be
changed, or as a signal to the text password generator to regenerate the text password.
Either directive improves the efficacy of the SIV system. We also point out here that the
proposed method is the subject of a pending US patent application and is protected by
US and international copyright laws.

This work was partially financially supported by the Government of the Russian
Federation, Grant 074-U01.
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Minutiae Based Palmprint Indexing

Alfredo Muñoz-Briseño(B), José Hernández-Palancar, and Andrés Gago-Alonso

Advanced Technologies Application Center (CENATAV), Havana, Cuba
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Abstract. Nowadays, palmprint identification has emerged as a very
competitive and used technique in biometric systems. In these applica-
tions, efficiency is a very important but challenging problem for some
reasons. The area of a palmprint is bigger than the one in a fingerprint.
In this way, the amount of minutiae is also bigger and distortions are
much more critical. On the other hand, reduction of the search space
is essential in the process of identification. In this paper, a new palm-
print indexing algorithm based on minutiae is proposed. Minutiae are
very used by experts in order to perform manual matching, so this pro-
posal can use features corrected by humans. The presented algorithm
also uses a representation of palmprints based on an expanded triangle
set, that proves to be very tolerant to minutia displacements on impres-
sions. With this representation, a small set of features is extracted from
minutia triplets. This aspect is very critical in the context of palmprints
where the amount of minutiae can be over 900. The accuracy reached by
this method in the performed experiments, is higher than 99, 5 % for any
value of penetration rate.

1 Introduction

Biometrics can be defined as the automated use of physiological or behavioural
characteristics to identify or verify the identity of a person. Nowadays, palm-
prints matching is one of the most useful techniques [1,2]. The ridge patterns
found on the palms of hands are unique, and they provide enough information
to distinguish a specific person from the rest. Since the palm area is much larger,
more distinctive features can be captured in comparison with fingerprints. This
fact turns palmprints into a suitable technique for identification systems.

Despite having some similarities with fingerprint, the use of palmprints in
recognition tasks brings additional problems. These issues are given mainly
because the useful area of a palmprint is very large: palmprints usually have
more than 900 minutiae. Thence, the computational cost of a matching opera-
tion has a significantly increment, since palmprints recognition process can not
be implemented by searching over every possible entry stored in a gallery.

For these reasons, the reduction of the search space in which an exhaustive
search will be performed is essential. Unlike fingerprints [3], palmprints can not
be classified by any standard efficient criteria. Also, even when some proposals
are found in the literature [4,5], the number of clusters in which the search
c© Springer International Publishing Switzerland 2015
U. Garain and F. Shafait (Eds.): IWCF 2012 and 2014, LNCS 8915, pp. 10–19, 2015.
DOI: 10.1007/978-3-319-20125-2 2
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space is divided is small. Therefore, the reduction of the potential candidates is
minimal using this approach.

The classical solution for this kind of problem is the use of some indexing and
retrieving process. There are many proposals focused on indexing approaches in
fingerprint recognition [6–8]; however, in palmprints it is a relatively new topic.
Moreover, Delaunay triangulations and other similar structures have never been
used in palmprint indexing as in fingerprints identification [9–11].

There are a few proposals in the literature using different techniques for
palmprints indexing. Some of these techniques are line features for build-
ing hierarchical classifiers [12], texture features [13,14], Haar wavelets and
Zernike moments [15], palmprint pre-alignment and coarse matching [16], SIFT
points [17] and KD-trees [18]. However, all of these works use images of a palm
and they do not use minutiae information.

The main advantage of our proposal, is that, unlike other methods found in
the state-of-the-art, it reaches a high accuracy using only minutiae information.
These characteristic points are very used by experts in the field, so our method
can be used even with manually edited features, in a more intuitive way.

The general structure of all indexing methods is very similar. When a new
object (palmprint in our case) is inserted in the gallery, some information in
form of indices is extracted from it and stored in an index table. Then, when
a query is performed, their indices are obtained in the same way, in order
to find correspondences with the index table. Using this information, the algo-
rithm must be able to return a list of candidates ordered by a similarity value
(see Fig. 3).

The present work is organized as follows. In Sect. 2, the representation used
for processing palmprints is described. Section 3 is dedicated to the selection of
the features used and the construction of the index table. In Sect. 4, the process
of retrieving is presented and in Sect. 5 some experimental results validating our
proposal are shown. Finally, in Sect. 6, our conclusions are given.

2 Representation

In this proposal, a previously introduced representation [8] in the literature is
used, in order to assign a unique topological structure to each palmprint. This
representation, based on the Delaunay triangulation, has been successfully used
in fingerprints. Formally, a generalization of the Delaunay triangulation [19] can
be defined as follows:

Definition 1. Let P = {p1, · · · , pn} be a set of points in R2, for pi, pj , pk ∈ P :

– (pipj) is a Delaunay edge of order k if there is a circumcircle to (pipj) that
contains at most k point of P .

– �pipjpk is a Delaunay triangle of order k is its circumcircle contains at most
k points of P .

– A triangulation of P is a Delaunay triangulation of order k if every triangle in
the triangulation is from Delaunay of order k and will be denoted as TDk(P ).
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The Delaunay triangulation of order k is unique for a specific set of points
if there is no circumcircle with three or more points of P on the border. This
characteristic is very useful in many areas of image and shape recognition.

As was mentioned earlier, some proposals build representations based on the
previous definition, by constructing the set P with minutiae coordinates [6,8].
However, Delaunay triangulations may suffer great local changes in some cases.
This situation may occur even with small variations on the points coordinates.
In the process of palmprint recognition, these changes may represent a serious
issue. The human skin is elastic, so the position of some minutiae may be different
in two impressions of the same palm. This problem is more evident in palmprints
since the area of interest is much bigger than in fingerprints. In Fig. 1(a) and
(b) we can see the structural change in a triangulation when a point p is slightly
displaced.

In order to deal with this problem, an expanded triangle set ETk(P ) [8],
defined as follows is used:

ETk(P ) = TD0(P )
⋃

TDk(P ) (1)

As it is shown in Fig. 1(c), this representation generates the triangles that
would be found if minutiae were displaced. In this way, some matches will be
found even if there are variations in coordinates produced by noise.

Fig. 1. Triangles generated with the expanded representation.

The expanded triangle set has many advantages regarding other existing
representations. Besides dealing with displacements of minutiae, the number of
triangles generated in ETk(P ) remains linear over the size of P , as is enunciated
in the following property:

Theorem 1. The number of triangles in ETk(P ) is smaller than 8|P | −
5|CH(P )| − 8 for any value of k, where |P | and |CH(P )| are the number of
points of the set P and the number of edges in CH(P ), respectively (see proof in
Muñoz-Briseño et al. [8]).

This property is very desirable in palmprints recognition, since the number
of minutiae found in a palm is considerably bigger than in a finger. Delaunay
triangles of order k are obtained using a variation of the algorithm described by
Gudmundsson et al. [19].
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As in a previous proposal [8], a strategy was used in order to eliminate the
triangles of ETk(P ) that may be affected by noise in the impression. To perform
this operation, bad quality zones of the palmprints are computed by using a
state-of-the-art method [20].

Finally, those triangles belonging to ETk(P ) with sides crossing more than r
pixels of a bad quality zone in the palmprint, are eliminated. In Fig. 2 the final
representation used in the present proposal can be seen.

Fig. 2. Palmprint representation.

3 Indexing Stage

In this stage, the index table H that will be used in the retrieving stage is
designed. The values of the keys introduced in H are indices that describe dis-
tinctive characteristics of the palmprints stored in the database.

In order to index a palmprint using its respective representation ETk(P ),
a feature vector f(st, a1, a2, a2, cij , cjk, cki) of each triangle �pipjpk ∈ ETk(P )
made up by the following features is extracted:

– st: triangle sign. st = 0 if the expression xi(yj −yk)+xj(yk −yj)+xk(yi −yj)
is less than 0, and st = 1 otherwise.

– a1, a2 and a3: relative directions of the minutiae represented by the points pi,
pj y pk, with respect to their opposite side in �pipjpk, with 0 ≤ ai ≤ 7 since
the value of this feature is discretized.

– cij , cjk and cki: ridge counters between the segments (pipj), (pjpk) and (pkpi),
respectively.

Using the minimum amount of bits for representing each component of f ,
the feature vector can be represented with 22 bits. Taking this into account the
index function is defined as follow.

Definition 2. The index function of a feature vector f is defined as h : Φ →
K22, such that h(f(st, a1, a2, a2, cij , cjk, cki)) is the integer number obtained by
concatenating the binary representation of each component of f .
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With the previous definition the index table H is built. In Algo-
rithm 1 this process is illustrated, given a set of tuples E =
{〈ETk1(P1), ID1〉, 〈ETk2(P2), ID2〉, . . . , 〈ETkn(Pn), IDn〉}, where ETki(Pi) is
an extended triangle set, and IDi is the identifier assigned to the palmprint
represented by ETki(P ).

Algorithm 1: Indexing process.
Input: E
Output: H
H ← ∅
foreach 〈ETki(Pi), IDi〉 ∈ E do

foreach �plpmpn ∈ ETki(Pi) do
f ← extractFeatureV ector(�plpmpn)
H ← H ∪ {h(f), 〈�plpmpn, IDi〉}

end
end
return H;

Firstly, an empty table H is initialized (line 1). Then, for each �plpmpn
in each 〈ETki(Pi), IDi〉 the respective feature vector fi is obtained. Using this
information, an entry of the form 〈�plpmpn, IDi〉 is inserted in H under the key
h(fi) (lines 2–7). It is important to note that more than one entry can be stored
in H under the same key.

4 Retrieving Stage

In the retrieving stage, the candidate list to match with a given palmprint (query)
is constructed using a correspondence count structure called R. Each element of
R is composed by a key and a numerical counter. The whole process is detailed
in Algorithm 2.

The first step is to obtain the representation ETkq(Pq) of the query, using
the same process explained in previous sections. Then, for each �plpmpn ∈
ETkq the following process is performed. Let f be the feature vector com-
puted from �plpmpn, and let L = {〈�pl1pm1pn1, ID1〉, 〈�pl2pm2pn2, ID2〉, . . . ,
〈�plrpmrpnr, IDr〉} be the set of tuples of H stored under the index h(f).

Using this matches, new tuples γi = 〈IDi, Ti〉 are built where Ti is a geometric
transformation performed on �plpmpn composed by the values of translation and
rotation that minimize the average euclidean distance between the transformed
points of �plpmpn and their corresponding points in �plipmipni (lines 5–6).
Then, γi is used as key to insert a new entry in R. If an element with the same
key already exists in R, the associated counter is incremented by 1. Otherwise, a
new element is created in R with the counter set to 0, using γi as key (lines 7–11).
Notice that if there are no entries stored with the key h(f) in H, no operation
is performed. In Fig. 3 the general scheme of this proposal is illustrated.
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Finally, the candidate list is obtained from R by sorting their elements in
decreasing order, by the values of the counters. This method is based on the
idea that if indices are extracted from two different impressions of a same palm,
they will match with very similar geometric transformations.

The retrieving process of our approach is very efficient since every operation
in this stage can be performed by using some kind of index. Both structures,
H and R, can be implemented using hashtables or similar data structures, so
every operation over them has a constant order. In addition, the size of L is
considerably smaller than the amount of elements contained in H in a real envi-
ronment. In this way, the final number of operations depends on the amount of
indices generated by the queries.

Fig. 3. Final scheme of the indexing and retrieving stages.

5 Experimental Results

In our research we could not find any free palmprint dataset in order to perform
our experiments. The only dataset available was provided by the authors of a
previous work [16]. That is why comparisons where performed with this proposal
as reference. In order to test the accuracy of our proposal, experiments were per-
formed using the first 100 palmprints of a dataset introduced by Yang et al. [16].
As in the mentioned work, the results reported were obtained by selecting one
impression for each palmprint to create the gallery, while the other seven were
used as queries (700 palmprints in total). As can be seen in Fig. 4, some images
of this dataset are very rotated. Also, 12 616 single impressions were added as
background, totalling 13 316 images in the gallery.
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Algorithm 2: Retrieving process.
Input: ETkq(Pq)
Output: R - count structure
foreach �plpmpn ∈ ETkq do

f ← extractFeatureV ector(�plpmpn)
L ← FindTuplesUnderIndex(h(f), H)
foreach 〈�plipmipni, IDi〉 ∈ L do

Ti ← ComputeTrans(�plpmpn, �plipmipni)
γi ← 〈IDi, Ti〉
if γi ∈ R then

IncrementCounter(R[γi])
end
else

R ← R ∪ {γi, 0}
end

end
end
return R;

Fig. 4. Two rotated impressions of the same palmprint contained in the test dataset.

To extract minutiae from the elements of the dataset a similar method to
the one reported in literature was used [21]. This approach is based on the com-
putation of black-white transition count around each point in the skeletonized
image of palmprints. A very simple segmentation of the images was performed
in order to eliminate blank areas. For the calculation of ridge counters a simple
method that uses the binarized image was developed.

Table 1 illustrates the average amount of minutiae and triangles computed in
the extraction stage with different values of k in our palmprints representation.
As we can see, the proportion remains linear.

The classical measure used for the evaluation of indexing algorithms, is the
trade-off between Penetration Rate (PR) and Correct Index Power (CIP). For
this reason, the accuracy of our results is expressed in function of this. More
formally we can define CIP (N) = 100 × c(N)/E and PR(N) = 100 × N/E,
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Table 1. Efficiency.

Average number of minutiae Average number of triangles
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k = 1 2496
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Fig. 5. Comparison of indexing palmprints algorithms.

where E is the number of experiments and c(N) is the number of times that the
correct result is within the list of the first N hypothesis.

In Fig. 5 the results obtained by our approach using representations with
different values of k is shown. From these results, we can conclude that for k ≥ 5
the accuracy is almost the same. Also, we can see that our proposal outperforms
a method proposed by Yang et al. [16]. In fact, we return the correct impression
in first place in the candidate lists of 698 queries. The two remaining queries are
very degraded palmprints in which our method fails to collect proper features.

The introduced approach not only reaches a high accuracy but also presents
a good efficiency compared with the proposal of Yang et al. [16], as evidenced by
Table 2. Execution times in both processes, features extraction and retrieving are

Table 2. Average execution time (in seconds) of features extraction and retrieving
processes for each palmprint.

Proposed approach Yang et al.

Features extraction 2.3 s 22 s

Retrieving 0.15 s 0.22 s
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lower than the previously mentioned work. The same programming environment
was used to compute the average execution time of both algorithms.

6 Conclusions

In the present work, a new palmprint indexing algorithm is proposed. One of
the advantages of the introduced method is that it only works with minutia
information in order to build indices. Minutiae are also the main features used by
experts in manual matching. In this way, unlike other state-of-the-art algorithms,
our proposal can be implemented in an environment of interaction with humans
in the features extraction stage. Moreover, the used palmprint representation is
able to deal with very rotated and distorted impressions without losing accuracy.
The use of the expanded triangle set also has the advantage that the amount of
indices keeps being linear regarding the number of minutia found.

Experimental results show that our proposal achieves high accuracy and good
efficiency in a dataset composed by very rotated impressions, outperforming
other state-of-the-art proposals. As future works, we will test our method in
palmprints with other kind of degradation or noise. In addition, some other
triangle features will be evaluated in order to increase the final accuracy.
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Abstract. The individuality of handwriting is the principal underpin-
ning of forensic handwriting examination. Studies of individuality have
considered different statistical extremes to obtain handwriting samples.
The first is a representative population drawn from a country. The sec-
ond is a population of twins– so as to reflect genetic similarity. A third
approach is to study whether teachers and schools have an influence
on individuality. This paper presents preliminary results of individuality
studies with data from children’s handwriting, in grades 2–4, to identify
the school, teacher and student. Considering the single handwritten word
and we evaluate the performances of two methods, one based on feature
values assigned by human questioned document examiners and the other
based on automatically computing image features. Results are given for
determining the school, the teacher and the student from images using
restricted Boltzmann machines. Results of identifying the school with
human assigned features and support vector machines are also given.

Keywords: Computational forensics · Handwriting individuality ·
Questioned document examination · Restricted Boltzmann machine

1 Introduction

Forensic identification based on handwriting rests on the premise: no two people
write the same way and no one person writes the same way twice [1,4,10]. Various
types of quantitative support for the hypotheses of identifiability have been
proposed using computational methods. One of these is to determine error rates
for the writer verification problem using writing samples from a representative
human population [13]. While the accuracies achieved were high, it was felt
that a diverse population would make the task unrealistically easy. A second
approach was to factor-in genetic attributes and study the discriminability of
the handwriting of twins [14]. A third approach takes the other side of the
nature vs. nurture argument – one where the handwriting samples are from
individuals taught by the same method. Taking this third approach we study
here the handwriting traits of children.
c© Springer International Publishing Switzerland 2015
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Data for the present study consists of samples of handwriting of elementary
school children. In the present paper we describe the analysis of the handwriting
of children in Grades 2–4 using : (i) images of handwritten and and (ii) character-
istic values assigned by forensic document examiners (FDEs) to the handwriting
of each student. The tasks reported reported upon here are on whether it is
possible to determine the student, the teacher and the school.

2 Data Sets

The handwriting samples are from a large number of students (approx. 1800)
as they are learning (2nd grade) or have just learned (3rd and 4th grade) how
to produce cursive and printed writing (2012). Five independent school districts
were chosen to participate in this study. The students wrote a paragraph twice
in cursive writing and twice by hand printing using the Zaner-Bloser style of
handwriting taught to them. The Zaner-Bloser Copy Book Handwriting Style
[5], Fig. 1, is the hand printing / hand writing copy book style being taught in
elementary schools in Minnesota to introduce children to writing. The paragraph
consists of the following text: The brown fox went into the barn where he
saw the black dog. After a second, the black dog saw the fox too.
The brown fox was fast and quick. The black dog was not fast and
he lost the fox. The fox hid in a hole and waited for the black
dog to go home. After the black dog went home, the fox
was able to go to the hole he called home and saw all the other foxes.
The other foxes were glad to see him and they all asked him to tell
them about his day.

Fig. 1. Zaner-Bloser copy book style for word and: (a) cursive, and (b) printed.

A sample of printed handwriting of a student is shown in Fig. 2. All the
writing samples were collected using the same forms to control variation due to
document size and/or format. All students received the same instructions, as
each of the teachers read the same instruction paragraph prior to collecting the
writing samples.

The word and appears five times in the paragraph and was chosen as the
focus of this study. The word and was chosen because it is one of few words
that children write over and over during their early writings and have therefore
began to develop individual handwriting characteristics rather than words that
are not written often. There are an average of 5 to 10 samples of the word and
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Fig. 2. School children’s writing sample: hand-printed.

per student in hand printing and in cursive (except for second graders). Five of
the datasets were used in the analysis described here: printed writing from the
2nd, 3rd and 4th grade and cursive writing from the 3rd and 4th grade.

We studied two different tasks: (i) verification, which is the task of deter-
mining whether two input samples are from the same or different sources, and
(ii) identification, which is the task of determining the source of a single input
sample from among a (closed) set of sources [13]. The verification problem is a
binary classification problem to determine whether two samples of writing are
from the same source– whether they are from the same student, same teacher or
same school. The identification problem is a multi-class problem, to determine
the source of an input sample among one of several (individuals, teachers or
schools).

Two types of inputs for each of verification and identification were conducted.
The first type of input were whole images of and as described in Sect. 3 and in
the second we used a vector of handwriting characteristics of and as provided by
human FDEs (Sect. 4).

3 Image-Based Approach

For the verification task, we took the approach of providing as input to the
system raw images of each pair of and and leaving it to an automatic system to
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learn the features. The classification algorithm was trained to produce as output
whether or not the inputs are from the same source or from different sources.

3.1 Classifier

For the verification task we used the restricted Boltzmann machine (RBM), a
cornerstone for many variant neural networks [2,6,8]. The RBM and its variants
yield state-of-the-art results in various recognition tasks [6,7,11].

Given a training set D = {(xi, yi)}, with the i-th pair: an input vector xi

and a target class yi, where xi ∈ R
d and yi ∈ {1, C}, a RBM with n hidden

units is a parametric model of the joint distribution between a layer of hidden
variables h = (h1, ..., hn) and the observations x = (x1, ..., xd) and y. The RBM
joint likelihood takes the form:

p(y,x,h) ∝ e−E(y,x,h) (1)

where the energy function is

E(y,x,h) = −hTWx − bTx − cTh − dTy − hTUy (2)

with parameters Θ = {W,b, c,d,U} and y = (1y=i)Ci=1 for C classes. And we
can compute the following conditional likelihood:

p(h|y,x) =
∏

j

p(hj |y,x) (3a)

p(x|h) =
∏

i

p(xi|h) (3b)

p(y|h) =
edy+

∑
j Ujyhj

∑
y∗ edy∗+

∑
j Ujy∗hj

(3c)

p(xi = 1|h) = logistic(bi +
∑

j

Wjihj) (3d)

where logistic(x) = 1/(1 + e−x). To learn RBM parameters, we need to
optimize the joint likelihood p(y,x) on training data D. Note that it is intractable
to compute p(y,x), because it needs to model p(x). Fortunately, Hinton proposed
an efficient stochastic descent method, namely contrastive divergence (CD) [3]
to maximize the joint likelihood.

For classification problem, we need to compute the conditional probability
for p(y|x). As shown in [12], this conditional distribution has explicit formula
and can be calculated exactly, by writing it as follows:

p(y|x) =
edy

∏n
j=1

(
1 + ecj+Ujy+

∑
i Wjixi

)
∑

y∗ edy∗
∏n

j=1

(
1 + ecj+Ujy∗+

∑
i Wjixi

) (4)
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Fig. 3. “and” samples cropped from grades 2, 3 and 4 text images on Print dataset.
The first 2 rows are from grade 2, the middle 2 rows are from grade 3, and the last 2
rows are from grade 4.

Table 1. Distribution of students for handprint samples.

Number Group distribution

Grade 2 Grade 3 Grade 4

Students 193 324 336

Teachers 12 16 13

Schools 3 4 4

3.2 Input Images

We cropped the word “and” as our training samples from print dataset (see
Fig. 3). We sampled a total of 7, 782 images, which are distributed among grade
2 to grade 4 with 2241, 2752 and 2789 samples, respectively. In this subset,
we have a total of 6 schools, 41 teachers and 1, 184 students. Then, we divide
students into groups according for each grade. Then, for each grade we categorize
the verification problem into three levels: school level, teacher level and student
level (Table 1).

Considering the different sizes of “and” images, we first resize them into the
same average width and height. Then, we do some preprocessing to all resized
“and” images. For example, we binarize each image, and then vectorize it as
its feature representation. Then, we construct pairs from all the given vector-
ized images. Basically, we concatenate the two corresponding feature vectors
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(see Fig. 4 and give it a positive label if these two images from the same group,
otherwise a negative label.

Fig. 4. Vectorization for image-based verification.

For student level, we have around 6–10 “and” images for each student, so we
can construct positive pairs for all students. However, the negative pairs are very
large, thus we random sample negative pairs so that the number of samples are
roughly equal to that of positive pairs. Given sampled pairs, we can train RBM
with 10-folder cross validation. For teacher level, each teachers have around 20
to 30 students, so the pairs grow rapidly. We random sample 10, 000 pairs from
both positive and negative pairs for each group, and then train RBM with 10-
folder cross validation. For school level, it has the same situation as the teacher
level. Thus we take the same strategy as what we did in the teacher level.

Parameter setting In all our experiments, we set the number of hidden units
n = 50 and learning rate α = 0.1 for RBM, and use 10-fold cross validation to
evaluate performance.

Results We used RBM as the verification classifier and determined the error
rates for each level in each group for handprint as shown in Table 2(a). The
verification algorithm is unable to determine either teacher or school, since the
error rate in this two-class problem is close to 50 %. On the other hand the
student can be determined with better than random chance. Although the error
rate is 45 %, it is promising in that we only used a single word as input.

Classification error rate into schools, using a multi-class RBM, is shown in
Table 3 on both print and cursive datasets respectively. Here we see that the
error rate gets progressively worse with each grade. This indicates higher degree
of individualization with increasing grade.
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Table 2. Results for handprinted (left) and cursive (right) images respectively.

Table 3. Identification error rates for schools on Print (left) and Cursive (right)
datasets respectively.

4 Characteristics-Based Approach

4.1 Handwriting Characteristics

QDEs assign different characteristics to handwriting manually, depending on
whether the writing is cursive or hand-print. A handwritten letter, or a com-
bination of letters such as the word and, can be represented by a set of D
characteristics, X = {Xi}, i = 1, ..,D where characteristic Xi takes one of di
discrete values. Based on the characteristics defined in Fig. 6, the Zaner-Bloser
Copy Book style of writing letter construct features can be assigned values as
illustrated in Fig. 5.

The characteristics assigned to children’s handwriting is represented in Fig. 6.
The characteristic values were assigned by QDEs using a truthing tool [9].

Fig. 5. Characteristics of handwritten and in Zaner-Bloser copy book style as specified
by FDE.
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Table 4. The number of handwriting samples for different schools.

School Printed Cursive

3rd 4th 3rd 4th

Liberty Ridge 67 65 82 77

Middleton 125 119 73 72

Royal Oaks 80 79 74 70

Red Rock 121 103 71 68

Woodbury 80 78 71 65

Table 5. Characteristics-based identification error for schools

Classification error Cursive Handprint

3rd Grade 45.45 % 51.19 %

4th Grade 48.57 % 58.33 %

Fig. 6. Twelve characteristics of and together with their possible values: (a) cursive
and (b) hand-print

Samples of handwritten and by children of grade 2, 3 and 4 and their respec-
tive feature values are shown in Fig. 7. Out of these, the samples for Handprint
and Cursive writing in Grade 4 were extracted from the paragraphs in Fig. 2.

4.2 Classification

A support vector machine (SVM) was used to classify an input vector of char-
acteristics into one of five schools: Liberty Ridge, Middleton, Royal Oaks, Red
Rock, and Woodbury. An SVM is a two-class classifier which can be generalized
to more than two classes using a one-versus-rest methodology.

The total number of samples are shown in Table 4. We randomly chose 90%
of the data as training set and the remaining 10% as the testing data. The classi-
fication error is shown in Table 5. From the table we see that cursive handwriting
has lower error or higher individuality.
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Fig. 7. Samples of Handwritten and together with feature values assigned by QDEs.

4.3 Individual School Handwriting Characteristics

By constructing a probabilistic generative models for the characteristics data,
we can get more insights. We generated Bayesian networks for each grade with
different schools using a causal algorithm [15].Using these Bayesian networks,
we can find the common handwriting characteristics for each individual school.
The images of most common handwritten styles of “and” are shown in Figs. 8
and 9. We can find school handwriting characteristics by inference from Bayesian
networks. Next we give some examples of what we have learned from the 3rd
handwriting data.

Printed Handwriting Characteristics

– Students from Middleton are more likely to write tented ‘n’ (8 students), while
for other 4 schools there are total 3 students writing in this way.

– Students from Middleton are more likely to write inconsistent ‘a’-‘n’ and ‘n’-
‘d’ relationships (total 24 students), while for other schools the total number
is 7.

– Only students from Royal Oaks write inconsistent number of strokes for ‘a’,
‘n’, and ‘d’.

Cursive Handwriting Characteristics

– Students from Liberty Ridge are more likely to write pointed ‘n’ (9 students),
while for other schools the biggest number is 2.

– Only students from Liberty Ridge write tented ‘d’.
– Students from Middleton are more likely to write inconsistent number of ‘n’

arches (23 students), while for other schools the biggest number is 3.
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– Only students from Red Rock write straight across ‘d’.
– Students from Middleton are more likely to write no staff ‘a’ (23 students),

while for other schools the biggest number is 4.
– Students from Woodbury are more likely to write no obvious end stroke of ‘d’

(9 students), while for other schools the biggest number is 2.
– Students from Middleton are more likely to write inconsistent formation of

‘d’ initial and terminal (total 32 students), while for other schools the total
number is 7.

With printed handwriting, students in Liberty Ridge, ‘a’ is more likely to be
smaller than ‘d’, while in other schools ‘a’ is usually taller than ‘d’. For students
in Middleton, ‘n’ is more likely tented. For students in Royal Oaks, the number of
strokes for ‘d’ is usually larger. For students in Red Rock, the number of strokes
for ‘a’ is usually larger. In addition, ‘a’ is more likely looped. For students in
Woodbury, ‘n’ is more likely taller than ‘d’.

Fig. 8. The most common style of hand-printed and from five schools: (a) Liberty
Ridge; (b) Middleton; (c) Royal Oaks; (d) Red Rock; (e) Woodbury.

Fig. 9. The most common style of cursive and from five schools: (a) Liberty Ridge; (b)
Middleton; (c) Royal Oaks; (d) Red Rock; (e) Woodbury.

5 Discussion

We have analyzed the handwriting of children using a single word of text, i.e., the
word and. Both the verification task and the identification task were considered
using (i) whole images and (ii) characteristics provided by FDEs.

Using image-based verification, we see that it is not possible to determine
whether two samples are from the same school and teacher. On the other-hand,
whether two samples are from the same student can be determined with better
than random chance. This supports the individuality argument individuals are
more distinctive than a collection of individuals. In image-based identification
we see that the error rate increases with grade thereby supporting individuality
with age as well.
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Using characteristics-based identification the error rate is about 45 %, while
a random assignment to schools would have only resulted in 80 %. This supports
the hypothesis that schools have some distinctiveness which is captured by the
characteristics specified by FDEs.
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Abstract. Biometric recognition techniques have been widely employed in
numerous applications, such as access control, identity check etc. In this paper
we propose a method for protecting personal identity documents against forgery
by using 2D face image on the ID document. The main components of this
method includes detection of the face image from the document, extracting
features from partial face images and converting the extracted features to binary
feature vectors using Local Gradient Increasing Pattern (LGIP) approach. The
binary feature vectors are concatenated to form a binary template which can be
encoded and stored on the ID document in the form of a 2D bar code. This 2D
bar code will be used to authenticate the ownership of the ID document. The
face recognition method is evaluated using FRGC and FERET databases. The
results show that this method can efficiently authenticate an ID document on
the basis of the face image and the method can also be used to retrieve a subject
from a database of images. The method is proved to be robust even if an ID
document is scanned under different illuminations conditions. A report on
document authentication where the face image is damaged is also presented.

Keywords: Biometrics � Face recognition � Document forgery � Verification
and identification

1 Introduction

Biometric recognition techniques have been widely employed in numerous applica-
tions, such as access control, identity check etc. One of these applications is protecting
the personal ID documents against forgery. In order to achieve a secure ID document, a
Machine Readable Zone (MRZ) is commonly used, which basically protects against the
manipulation of the alphanumeric data in an ID document. However, MRZ has not
been used so far to protect the photo identity in an ID document. Another method is the
use of electronic identity documents where the owner information is stored in an RFID
chip. Although this method provides an enhanced security level, but it bears some
disadvantages like unauthorized access on the wireless interface and higher costs. The
limitations of previous methods motivate the use of biometric based techniques like
face recognition to protect documents against falsification. However, with use of face
recognition, challenges like sensor noise, illumination and quality of face image, size of
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the generated template needs to be properly addressed at ID document issuance and
verification scenarios.

In this paper we propose a method for protecting personal identity documents
against forgery by storing biometric face information in a 2D bar code on the docu-
ment. This method shows robustness against illumination, white noise and generates a
small binary feature vector that can be encoded in a 2D bar code. In addition to the
biometric template, one may also store alphanumeric data in the 2D bar code 1, in order
to protect the ID document against photo and alphanumeric data manipulation.

2 Proposed Approach

The proposed approach can be described in 5 steps: (i) face detection from ID docu-
ment, (ii) partitioning of detected face image into vertical and horizontal sub-images
(also referred as partial face images) and feature extraction from these partial face
images, (iii) conversion of these extracted features to binary feature vectors using
LGIP, (iv) concatenation of these binary feature vectors to a consolidated template and
(v) storing this template as a 2D bar code on the document.

These steps are explained in the following sections:

2.1 Face Detection from Document

An image is detected from a document as shown in Fig. 1, where the region of interest
is the face with forehead, hair and chin as shown in Fig. 1. The detection procedure
comprises of the following four steps,

1. Conversion of the image to grayscale
2. Applying histogram equalization on the converted image
3. Detection of the face using the Cascade Classifier method [2]
4. Resizing of the image into 56 × 46 pixels (this step is performed in order to have

equal size partial images in Sect. 2.2)

Fig. 1. (a) Original image (b) Detected face in 56 × 46 pixels gray scale image
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2.2 Partial Face Features Extraction

This step extracts the face features from different portions of the face using projected
random matrices as described in [3]. Initially, the face X�RqXp (where q is height and p
is width in pixels of face shown in Fig. 1), is divided into different portions or
sub-images in horizontal and vertical directions. The extraction of the features is carried
on all horizontal and vertical sub-images. The feature extractions of each two
dimensional sub-image matrix is done by using two projection matrices R1, R2, where
R1 is used in the feature extraction of the vertical face sub-images and R2 is used in the
feature extraction of horizontal face sub-images, respectively.

R1 �Rk�p is a two dimensional matrix consisting of a sequence of the binary values
“0” and “1”, where k is an arbitrary number representing the height of the projection
matrices and p is width of the face image. Based on a previous work [3], the height of
the projection matrices (k) in this work is set equal to 5. The number of ones in each
row is arbitrary. We assumed a series of 15 ones for each row [3]. This matrix R1 is
used to extract vertical features from the sub-image X with the same definition for R2

�Rq�k, which will be post-multiplied with the sub-image X, to get horizontal features.
Figure 2 illustrates the projection matrices R1 and R2. Binary projection matrices will
induce the effect of the data compression as it accumulates some selective pixels values
(pixels at those positions where projection matrix bit is set to 1) and not all pixels. The
cumulated value of all pixels will be the partial face (or sub-image) feature matrix, from
which a binary feature vector is generated using LGIP approach as defined in Sect. 2.3.

To extract the partial face features, the original image is divided into n vertical and
m horizontal partial face images, as shown in Fig. 3. In this work, n and m is set equal
to 2 and 8, respectively. To extract features from vertical and horizontal sub-images,
projection matrix R1 is multiplied with vertical sub-images Xi, i ¼ 1; . . .; n and pro-
jection matrix R2 is multiplied with horizontal sub-images Xi, i ¼ 1; . . .;m. The
resulting vertical and horizontal sub-images products R1:Xi 2 Rk�q=n and Xi:R2 2
Rp=m�k are shown in Fig. 3.

The proposed method can be more robust against identity forgery by using different
projection matrix to generate the binary vectors for individual users or documents. In
case of document-specific projection matrix, a new ID document can be issued by

Fig. 2. Projection matrices R1, R2 (R2 is transpose of R1) [3]
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selecting another projection matrix. It is to be noted that, the projection matrices can be
interpreted as a random seed that is used to encode features. The projection matrix itself
does not reveal any sort of personal information.

2.3 Local Gradient Increasing Pattern

Local Gradient Increasing Pattern (LGIP) [4, 5] is a pixel-based binary face descriptor
that shows robustness against variations in illuminations and white noise. Therefore, it
is used to generate the binary vectors for the vertical and horizontal sub-image feature
matrices resulted from the partial face division, shown in Fig. 3. LGIP employs Sobel
masks [4, 5] S0; . . .; S7 to calculate gradient responses in eight different orientations at
each pixel. The gradient value resulted from each mask is converted into a single bit
(1 or 0), depending on the sign of the gradient value. As a result, an 8-bit code
descriptor of each pixel in the partial face image is obtained.

The Sobel gradient masks used in this work are shown in Fig. 4. These eight masks
are applied on each pixel. If the pixel response to the mask is positive, a resultant bit is
set to be 1, otherwise 0. As a result, an 8 bit value is generated for each pixel, where a
single bit is the corresponding result of one mask. Since, the feature matrix is com-
pressed (i.e., 56 × 23 pixels are reduced to 5 × 23 pixels in vertical sub-image and
7 × 46 pixels are reduced to 7 × 5 pixels in horizontal sub-image), it is necessary to take

Fig. 3. Partial face features extraction [3], where k = 5, n = 2, m = 8
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all the pixels in the binary vector generation. Therefore, a padding of 2 pixels is done at
the boundaries of each generated feature matrix, so that 5 × 5 Sobel masks can also be
applied on the boundaries of the vertical and horizontal sub-image feature matrix.

2.4 Template Generation and Comparison

Each face image is divided into 2 vertical sub-images and 8 horizontal sub-images, the
projection matrices R1, R2 are multiplied at fixed positions to cover all image pixels,
where R1 ϵ R

5 × 56 and R2 ϵ R
46 × 5. The number of ones in each row for R1 and each

column for R2 is set to 15. For an image, the size of each vertical features and each
horizontal feature template is 5 × 23 pixels and 7 × 5 pixels, respectively. The bina-
rization of these templates using LGIP as defined in Sect. 2.3, results in a binary feature
vector of a length equal to 5 × 23 (pixels) × 8 (bits/pixel) = 920 bits and 7 × 5
(pixels) × 8 (bits/pixel) = 280 bits, respectively. The final binary feature vector of the
image is generated by concatenating all vertical and horizontal binary feature vectors.
This results in a total template size of 920 × 2 + 280 × 8 = 4080 bits per image. Figure 5
illustrates the overall workflow of the proposed scheme.

The comparison of the extracted binary feature templates from two images can be
performed using hamming distance, in two ways. First is to calculate the hamming
distance considering the complete binary vector, and this is a good option in case of
uniform brightness or white noise. The second choice is to calculate the hamming
distance by taking the binary vectors of individual partial face features and then fuse
these hamming distances to get a final distance. In this case, the hamming distance
generated from the comparison of different parts or partial features are weighted. The
weights can be assigned to different hamming distance values depending on the con-
fidence of the distance value. For instance, higher weights should be assigned to the
distance values resulting from the comparison of partial face images with higher
quality, higher entropy or higher discriminability and vice versa. The different weighted
hamming distances can be combined to get a final hamming distance value.

Fig. 4. Sobel gradient masks [4, 5]
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In both options, the value of the hamming distance would depict the measure of
closeness of two images whose feature templates are compared. The decision, if both
compared templates are generated from the same face or not, can be done by comparing
the hamming distance with a threshold. In this work, the comparison is done using the
first option (i.e., without weighted distance approach).

2.5 2D Bar Code Generation

The generated binary vector consists of a series of ones and zeros, and by converting
the binary vector to hexadecimal characters we reduce the vector size to 25 % of the
original vector. For encoding the hexadecimal data, a QR code is used. The capacity of
a QR code is up to 7000 digits or 4000 characters, and is highly robust. Zxing [6], a
multi-format 1D/2D bar code image processing library, is used for generating the QR
code and the Quricol library [7], is used for decoding the generated QR code. An
illustration of the bar code generation application is shown in Fig. 6.

Fig. 5. Illustration of the overall scheme

Fig. 6. QR code generation from binary template
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It is possible that the 2D bar code also contains document owner personal infor-
mation (like alphanumeric data [1], handwritten signature features [8, 9]) and other
document information (like issuing and expiry dates) to detect a forgery in the ID
document. Including personal data in the 2D bar code generation would be particularly
useful to detect fake ID in case an attacker tries to replace both the face image and the
bar code stored on the ID document simultaneously; thus additional information can be
exploited to perform authentication of the ID document. However, it is not recom-
mended to include the projection matrix information in the 2D bar code, as this may
lead to function creep or attack on personal information.

3 Experimental Studies

In order to check the feasibility of given approach for ID document and its ownership
authentication, three experimental studies were conducted. The first experimental study
focuses on examining the effect of brightness during identity (ownership) verification
of the subject on the ID document. The study has been carried out by comparing face
image present on the ID document under different brightness with the compact 2D bar
code feature representation also present on the ID document. The second experimental
study focuses on the comparison of the binary feature vector extracted from 2D bar
code stored on the ID document against the face image detected from the ID document
or an image stored in a database. The result of the comparison is a hamming distance
that can be compared with a threshold to make a decision, if the two images compared
are matched or not matched. The third experimental study focuses on the identification
of a person from a partially damaged face image. The original rank of the person is
calculated given different kinds of damaged images. The test data set details and results
of each of the experimental studies are explained as follows.

3.1 Robustness to Brightness

This experimental study was conducted on a data set of randomly selected 987 frontal
posed images from 987 subjects (i.e., one image per subject). Out of these 987 subjects,
312 subjects were taken from the FRGC database [10] and the remaining 675 subjects
were taken from the FERET database [11]. In each frontal image, the face region is
detected and converted to a grayscale image of 46 × 56 pixels. Then from each frontal
grayscale image, eight other images of different levels of uniform brightness were
generated by adding a scalar value of ± 80, ± 60, ± 40 and ± 20 to the 2D grayscale
frontal image, respectively. An example of a frontal image (labelled as 0 image) and the
generated eight images is shown in Fig. 7. Partial face feature extraction was performed
for all of these 987*9 images and the features were binarized using LGIP approach, as
defined in Sects. 2.2 and 2.3, respectively.

In order to verify the robustness of features against the brightness, hamming dis-
tances were generated by comparing each subject (original image marked as intensity
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zero in Fig. 7) with its other 8 different brightness images (examples shown in Fig. 7)
and with all other subjects (imposters) original image and their variants. Figure 8 shows
the maximum and minimum distance values obtained for a genuine and imposter
comparison, respectively. Analyzing this plot of scores obtained from genuine subject
comparisons (intra-class comparisons) and imposter subject comparisons (inter-class
comparisons), it can be estimated that the ID authentication system will classify very
well between genuine and fake IDs with a threshold for hamming distance equal to
around 400 bits. A very low decision threshold (approx. 400 bits) as compared to full
feature length (4080 bits) shows effectiveness of the proposed approach.

Fig. 8. Max. genuine and min. imposter score distributions

Fig. 7. Example of a frontal image (center image: labelled as 0) and the generated 8 images with
different brightness levels (scalar value displayed as label under each individual image)
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3.2 Identification and Verification

The aim of this experimental study is to check the quality of the discriminative feature
represented by the binary feature vector, for the purpose of identification and verifi-
cation of a person. The use case for identification can be a, (i) lost and found scenario,
where an owner of a lost ID document needs to be identified, or (ii) duplicate enrolment
check scenario, where a person asking for a reissue of another ID document can be
detected by comparing his/her face image with face images of other persons already
enrolled in the database. The experimental study was conducted on a dataset of 1203
images taken randomly from selected 295 subjects of the FRGC databases. Multiple
images were taken from different subjects. The images taken were mainly frontal
images with their intrinsic different illuminations and different expressions. Unlike
Sect. 3.1; an explicit set of 8 different brightness were not generated in this case. Partial
face feature extraction was performed for all of these 1203 images and the features
were binarized using LGIP approach, as defined in Sects. 2.2 and 2.3, respectively.

For each image in the dataset we compare its binary feature vector with binary
feature vectors extracted from other images in the database. The comparison scores
were then ranked on the basis of least hamming distance, as lower distance would
indicate high measure of closeness of both the images. The identification process
carried was in closed-set identification scenario. i.e., the probe subject always had mate
templates in the enrolment database.

To visualize the identification (1:N comparisons) and verification (1:1 comparisons)
performances, the CMC (cumulative match curve) and the ROC (receiver operating
characteristic) is plotted in Figs. 9 and 10, respectively.

Fig. 9. CMC plot for selective FRGC data set
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The CMC plot shows that the proposed method gives 80.3 % rank-1 performance
for the given dataset. The ROC plot shows a true match rate of 58 % at false acceptance
rate of 10 %. Figure 11 shows an illustration of identification application, where given
an input test image, the top 8 closest images (based on hamming distance) were
successfully retrieved.

3.3 Comparison with Damaged Images

In this experimental study we show that the proposed features can be used to identify a
person from a damaged image in an ID document. To conduct this study, a data set
consisting of 449 images from 166 subjects of FERET database was taken. We
manually damaged 6 face images by scratching and fading some part of the face in the
image. These damaged images are shown in Fig. 12. For testing of identification, the
binary templates of 6 damaged images were generated and the rank value of corre-
sponding mate subject was calculated using each damaged image.

Table 1 shows the rank value of correct mate subject found when the damaged face
imagewas given for identification of the person in the given data set. The results indicated
in Table 1, shows the ability to identify person with damaged document, as the algorithm
was able to detect correct image within first 3 ranks. The influence of damaged images (a,
b, c and f) on the identification is low because of the local nature of LGIP binarization, as it
would limit the adverse impact only to the features on the line that is separating the lighter
and the darker parts of the image. In damaged image (e) where part of the face is
scratched, thismissing portionwill have almost the same impact on the hamming distance
against all images in the database thus the ranking did not appear to be affected.

Fig. 10. ROC plot for selective FRGC data set
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Fig. 11. Illustration of top ranked images (red highlighted: Input image)

Fig. 12. Illustration of damaged images in an ID document

Table 1. Values of rank correctly detected under different damaged images

Damaged image a b c d e f
Rank of correct
image

1 3 2 Face not
detected

2 1
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4 Discussion

It is important to note that this evaluation process should be made as close as
possible to a real scenario, where the binary vectors of scanned face image from a
document (using a scanner) and its bar code representation needs to be compared. It
is evident that in our evaluation process, the used FRGC and FERET databases are
not representative for scanned images. But few experiments were also performed
using scanned images and the performance was found to be unaffected provided that
both binary vectors for the face image and the bar code must be generated from
images of same nature. i.e., both the vectors to be compared are generated either
from digital images (i.e., image taken directly from the database) or are generated
from scanned images. (i.e., image taken from database first printed on a paper using a
printer and then scanned to generate the templates). The extraction of horizontal and
vertical partial face image provide better performance than using global face images,
because partial images helps in extracting local face features which are less sensitive
to imaging conditions than those using global appearance based features [3].
Applying LGIP approach after feature extraction binarizes the features and makes the
features more robust under different illuminations and noise. Partitioning of face
image helps in generating a binary vector much smaller than directly apply LGIP on
the complete image at once.

5 Conclusion and Future Work

In this paper, we have presented a 2D face recognition scheme based on extracting
features from partial horizontal and vertical face images and feature level fusion
(concatenation) of binary form of these features. These features are extracted using
projection matrices and the extracted features are binarized using LGIP approach. The
experimental results indicate 80.3 % rank-1 identification rate on a data set of FRGC
database. The experimental results also showed that partial features are robust under
different brightness conditions and are also suitable for recognition of faces even in case
of damaged images. Future work will focus on encoding and compression of the
generated binary template, so that it is as small as possible and can be easily printed
using a much smaller 2D bar code. This will improve the practical usability of the face
recognition approach for application of protecting ID documents. In addition, our
future plan is to improve recognition performance in uncontrolled scenario (different
illuminations with face expressions) by assigning optimum weights to different com-
parison scores extracted from different partial face binary features.
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Abstract. Palmprint is emerging as a new multi-modal biometric for
human recognition. Multispectral palmprint images captured in the vis-
ible and infrared spectrum not only contain the superficial structure
of a palm, but also the underlying structure of veins; making them a
highly discriminating person identifier. This study comparatively ana-
lyzes multidirectional representations for multispectral palmprint recog-
nition which show promising results. Comprehensive experiments for
both identification and verification scenarios are performed on three
public datasets. The accuracies of state-of-the-art clearly indicate the
viability of multidirectional coding methods for multispectral palmprint
recognition.

1 Introduction

The information present in a human palm has an immense amount of poten-
tial for biometric recognition. Information visible to the naked eye includes the
principal lines, the wrinkles and the fine ridges which form a unique pattern for
every individual [13]. These superficial features can be captured using standard
imaging devices. High resolution scanners capture the fine ridge pattern of a
palm which is generally employed for latent palmprint identification in foren-
sics [3]. The principal lines and wrinkles acquired with low resolution sensors are
suitable for security applications like user identification or authentication [12].

Additional information present in the human palm is the subsurface vein pat-
tern which is indifferent to the palm lines. Such features cannot be easily acquired
by a standard imaging sensor. Infrared imaging can capture subsurface features
due to its capability to penetrate the human skin. The superficial and subsurface
features of a palm have been collectively investigated under the subject of ‘multi-
spectral palmprint recognition’. Using Multispectral Imaging (MSI), it is possible
to capture images of an object at multiple wavelengths of light, in the visible
spectrum and beyond. A monochromatic camera under spectrally varying illu-
minations can acquire multispectral palm images. Figure 1 shows palm images
captured at three different wavelengths. The availability of such complementary
features (palm lines and veins) makes palmprint suitable for recognition where
user cooperation is affordable, e.g., at secure access gates, workplace attendance
and identification records.
c© Springer International Publishing Switzerland 2015
U. Garain and F. Shafait (Eds.): IWCF 2012 and 2014, LNCS 8915, pp. 44–54, 2015.
DOI: 10.1007/978-3-319-20125-2 5
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(a) Lines (470nm) (b) Veins (880nm) (c) Both (660nm)

Fig. 1. Examples of palmprint features in multiple bands. Three bands of a multispec-
tral image captured using a contact based sensor. (a) Palm lines captured in the visible
range. (b) Palm veins captured in the near infrared range. (c) A combination of the
line and vein features at intermediate wavelengths.

The multi-modal nature of multispectral palmprints requires robust feature
extraction methods. This work compares state-of-the-art orientation codes for
multispectral palmprint recognition. Section 2 briefly describes the concept of ori-
entation coding algorithms with details of the Contour Code (ContCode) [4],
the Competitive Code (CompCode) [6], the Ordinal Code (OrdCode) [8] and
the Derivative of Gaussian Code (DoGCode) [9]. Section 4 presents the multi-
spectral palmprint verification and identification in various experimental set-
tings and compares the performance of the state-of-the-art. These experiments
are performed on three publicly available multispectral palmprint databases
i.e. PolyU-Multispectral Palmprint Database, PolyU-Hyperspectral Palmprint
Database and CASIA Multispectral Palmprint Database described in Sect. 3.
Section 6 ends the paper with conclusions.

2 Multidirectional Palmprint Encoding

Palmprint recognition approaches can be categorized into line-like feature detec-
tors, subspace learning methods and texture based coding techniques [5]. These
three categories are not mutually exclusive and their combinations are also pos-
sible. Line detection based approaches commonly extract palm lines using edge
detectors [2]. Recognition based solely on palm lines proves insufficient due to
their sparse nature and the possibility of different individuals having highly sim-
ilar palm lines [11]. Although, line detection can extract palm lines effectively,
it may not be equally useful for the extraction of palm veins due to their low
contrast and broad structure. A subspace projection captures the local and/or
global characteristics of a palm by projecting to the most varying [7] or the most
discriminative [10] dimensions. The palmprint subspace representations are not
effective compared to the state-of-the-art techniques. The main reason is that
subspaces learned from misaligned palms are unlikely to generate accurate rep-
resentation of each identity.
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2.1 Orientation Coding

Orientation codes extract and encode the orientation of lines which have shown
state-of-the-art performance in palmprint recognition [13]. In the generic form
of orientation coding, the response of a palm to a bank of directional filters is
computed such that the resulting directional subbands correspond to specific
orientations of line. Then, the dominant orientation index from the directional
subbands is extracted at each point to form the orientation code. Orientation
codes can be binarized for efficient storage and fast matching unlike other rep-
resentations which require floating point data storage and computations.

Derivative of Gaussian Code (DoGCode) [9] is a compact representation
which only uses vertical and horizontal gaussian derivative filters to extract
feature orientation of a palmprint image, and then encodes the filter responses
into binary code. The horizontal and vertical derivatives of 2D Gaussian filters
used in DoGCode are given as

Fx(x, y : σ) = − x

2πσ4
e

(
− x2+y2

2σ2

)

(1)

Fy(x, y : σ) = − y

2πσ4
e

(
− x2+y2

2σ2

)

(2)

where σ is the scale of the filter.

Ordinal Code (OrdCode) [8] emphasizes the ordinal relationship of lines by
comparing mutually orthogonal filter pairs to extract the feature orientation at a
point. It uses six 2D elliptical Gaussian filters for filtering the palmprint image.
The 2D elliptical Gaussian filter used in the OrdCode are defined as

F(x, y : θ, δx, δy) = e
−( x cos θ+y sin θ

δx
)2−

(
−x sin θ+y cos θ

δy

)2

(3)

where (δx, δy) are the scales of the orthogonal Gaussian filters oriented at (θ, θ+
π/2). The ratio δx/δy is kept high to get an elliptical filter response.

Competitive Code (CompCode) [6] employs a directional bank of Gabor
filters to extract the orientation of palm lines. The 2D Gabor filters for multidi-
rectional filtering of palm images are given as

F(x, y : θ, ω, κ) = − ω√
2πκ

e
ω2

8κ2 (4(x cos θ+y sin θ)2+(−x sin θ+y cos θ)2)
(
eιωx − e− κ2

2

)

(4)
where ω = κ/σ is the radial frequency and θ is the orientation of the Gabor
filter. The parameter κ =

√
2 log 2 2δ+1

2δ−1 , where δ is the bandwidth of the filter
response.
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Contour Code (ContCode) [4] uses pyramidal-directional filter banks to
extract the orientation of palmprint features and uses a binary hash table encod-
ing for efficient storage and matching. The pyramidal bandpass filter captures
the details in the palm at a single scale. The pyramidal filtered component is
subsequently convolved with a 2D directional filter bank of sinc filter.

F(x, y : θ) = Pf (x, y) ∗ 1√
2

sin(x : θ)
x

sin(y : θ)
y

, (5)

where Pf (x, y) is the pyramidal filter. The combination of pyramidal and direc-
tional filter decomposition stages robustly capture line like features from palm-
prints.

2.2 Binary Encoding and Matching

Orientation codes can be integer coded according to the maximum (or minimum)
filter response for directional subband at orientation θ

C(x, y) = arg min
i

I(x, y) ∗ F(x, y : θ) , (6)

where θ = i π
K where K is the total number of orientations. For storage and

matching, orientation codes can be binarized and stored in efficient structures
such as one proposed in [4]. All methods in this paper use the same binary
encoding and matching scheme for a fair comparison.

3 Multispectral Palmprint Databases

Experiments are performed on the PolyU-MS1, PolyU-HS2 and CASIA-MS3

palmprint databases. All databases contain low resolution (<150 dpi) palmprint
images. Several samples of each subject were acquired in two different sessions.
Detailed specifications of the databases are given in Table 1.

The PolyU-HS database was collected with the aim to find the minimum
number of bands required for designing a multispectral palmprint recognition
system rather than utilizing the complete set of hyperspectral bands. The num-
ber of bands of the PolyU-HS database were reduced from 69 to 4 according
to the band selection method proposed in [1]. The four most informative bands
were 580 nm, 620 nm, 760 nm and 940 nm.

1 PolyU Multispectral Palmprint Database http://www.comp.polyu.edu.hk/
∼biometrics/MultispectralPalmprint/MSP.htm.

2 PolyU Hyperspectral Palmprint Database http://www4.comp.polyu.edu.hk/
∼biometrics/HyperspectralPalmprint/HSP.htm.

3 CASIA Multispectral Palmprint Database http://www.cbsr.ia.ac.cn/
MS Palmprint Database.asp.

http://www.comp.polyu.edu.hk/~biometrics/MultispectralPalmprint/MSP.htm
http://www.comp.polyu.edu.hk/~biometrics/MultispectralPalmprint/MSP.htm
http://www4.comp.polyu.edu.hk/~biometrics/HyperspectralPalmprint/HSP.htm
http://www4.comp.polyu.edu.hk/~biometrics/HyperspectralPalmprint/HSP.htm
http://www.cbsr.ia.ac.cn/MS_Palmprint_Database.asp
http://www.cbsr.ia.ac.cn/MS_Palmprint_Database.asp
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Table 1. Specifications of the PolyU-MS, PolyU-HS and CASIA-MS databases.

Database PolyU-MS PolyU-HS CASIA-MS

Sensor type contact contact non-contact

Identities 500 380 200

Samples per identity 12 11–14 6

Total samples 6000 5240 1200

Bands per sample 4 69 6

Wavelength(nm) 470, 525,
660, 880

420–1100
(10 nm steps)

460, 630, 700, 850,
940, White

Table 2. Individual performance of bands in PolyU-MS, PolyU-HS and CASIA-MS
database.

PolyU-MS

Band GAR(%) EER(%)

470 nm 99.94 0.0784
525 nm 99.98 0.0420
660 nm 99.99 0.0242
880 nm 99.90 0.1030

PolyU-HS

Band GAR(%) EER(%)

580 nm 99.56 0.3003
620 nm 99.93 0.0779
760 nm 99.67 0.2475
940 nm 99.83 0.1495

CASIA-MS

Band GAR(%) EER(%)

460 nm 88.95 2.9246
630 nm 87.79 3.9065
700 nm 57.35 9.7318
850 nm 87.45 4.1398
940 nm 90.73 3.4769

4 Multispectral Palmprint Recognition

The multispectral palm regions in each band are downsampled to 32 × 32 pixels
using bi-cubic interpolation. Then, features are extracted using four state-of-the-
art methods for subsequent use in recognition experiments.

4.1 Verification Experiments

Verification experiments are performed on PolyU-MS, PolyU-HS and CASIA-
MS databases adapting the protocol of [13], where session based experiments are
structured to observe the recognition performance. The evaluation comprises five
verification experiments to test different techniques. The experiments proceed
by matching

Exp.1: individual bands of palm irrespective of the session.
Exp.2: multispectral palmprints acquired in the 1st session.
Exp.3: multispectral palmprints acquired in the 2nd session.
Exp.4: multispectral palmprints of the 1st session to the 2nd session.
Exp.5: multispectral palmprints irrespective of the session (all vs. all).

In all experiments, the ROC curves, which depict the False Rejection Rate
(FRR) versus the False Acceptance Rate (FAR) are reported. The Equal Error
Rate (EER), and the Genuine Acceptance Rate (GAR) at 0.1 % FAR are also
summarized to compare performance of the state-of-the-art techniques.
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Fig. 2. Exp.1: ROC curves of ContCode on individual bands

Experiment 1: Band Discriminant Capability. This experiment compares
the relative discriminant capability of individual bands in different databases. We
compare the performance of individual bands of the PolyU-MS and CASIA-MS
database using ContCode. Figure 2 shows the ROC curves of the individual bands
and Table 2 lists their EERs. In the PolyU-MS database, the 660 nm band gives
the best performance indicating the presence of more discriminatory features.
A logical explanation could be that the 660 nm wavelength partially captures
both the line and vein features making this band relatively more discriminative.
In the PolyU-HS database, the 620 nm and 940 nm have the lowest errors fol-
lowed by 760 nm and 580 nm. In CASIA-MS database, the most discriminant
information is present in the 940 nm, 850 nm, 630 nm and 460 nm bands which
are close competitors.

Experiment 2: Verification in the 1st Session This experiment analyzes the
variability in the palmprint data acquired in the 1st session. Figure 3 compares
the ROC curves of the ContCode with three other techniques on all databases.
It is observable that the CompCode and the OrdCode show intermediate perfor-
mance close to ContCode. The DoGCode exhibits a drastic degradation of accu-
racy implying its inability to sufficiently cope with the variations of CASIA-MS
data. Overall, the CompCode and ContCode perform better on both databases
while the latter performs the best.

Experiment 3: Verification in the 2nd Session This experiment analyzes
the variability in the palmprint data acquired in the 2nd session. This allows for
a comparison with the results of Exp.2 to analyze the intra-session variability.
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Fig. 3. Exp.2: Matching palmprints of 1st session.
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Fig. 4. Exp.3: Matching palmprints of 2nd session.
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Fig. 5. Exp.4: Matching palmprints of the 1st session to the 2nd session. The verification
performance is low relative to Exp.2 and Exp.3. However, the performance degradation
of the proposed ContCode is much less than the other techniques on both databases,
indicating its robustness to image variability.
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Fig. 6. Exp.5: Matching palmprints irrespective of the acquisition session.

Therefore, only the palmprints acquired in the 2nd session are matched. Figure 4
compares the ROC curves of all techniques. The small improvement in verifica-
tion performance on the images of 2nd session can be attributed to the better
quality of images and increased user familiarity with the acquisition system.

Experiment 4: Verification of 2nd Session from 1st Session This experi-
ment mimics a verification scenario which incurs variation in image quality due
to sensor aging or subject behavior over time. It analyzes the inter-session vari-
ability of multispectral palmprints. Therefore, all images from the 1st session are
matched to all images of the 2nd session. Figure 5 compares the ROC curves of
the techniques on all databases. Note that the performance of all techniques is
relatively lower for this experiment compared to Exp.2 and Exp.3 because this
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Table 3. Summary of verification results for Exp.2 to Exp.5

PolyU-MS

DoGCode OrdCode CompCode ContCode

Exp.2 EER(%) 0.0400 0.0267 0.0165 0.0133

GAR(%) 99.96 99.99 99.99 100.00

Exp.3 EER(%) 0.0133 0 0.0098 0

GAR(%) 99.99 100.00 100.00 100.00

Exp.4 EER(%) 0.0528 0.0247 0.0333 0.0029

GAR(%) 99.96 99.98 99.99 100.00

Exp.5 EER(%) 0.0455 0.0212 0.0263 0.0030

GAR(%) 99.97 99.99 99.99 100.00

PolyU-HS

DoGCode OrdCode CompCode ContCode

Exp.2 EER(%) 0.0398 0.0130 0.0261 0.0130

GAR(%) 99.97 99.99 99.99 99.99

Exp.3 EER(%) 0.1912 0.0128 0.0128 0.0045

GAR(%) 99.79 99.99 99.99 100.00

Exp.4 EER(%) 1.1530 0.1598 0.0830 0.0866

GAR(%) 97.56 99.80 99.93 99.92

Exp.5 EER(%) 0.8150 0.1043 0.0626 0.0596

GAR(%) 98.42 99.88 99.96 99.96

CASIA-MS

DoGCode OrdCode CompCode ContCode

Exp.2 EER(%) 1.000 0.1667 0.0140 0

GAR(%) 98.00 99.67 100.00 100.00

Exp.3 EER(%) 0.6667 0.1667 0.1667 0.0011

GAR(%) 98.50 99.83 99.83 100.00

Exp.4 EER(%) 3.8669 1.2778 0.6667 0.2778

GAR(%) 87.70 97.39 97.72 99.61

Exp.5 EER(%) 2.8873 0.8667 0.4993 0.2000

GAR(%) 92.01 98.37 98.60 99.76

is a difficult scenario due to the intrinsic variability in the human behavior over
time. However, the drop in performance of ContCode is the minimum. Therefore,
it is fair to deduce that ContCode is relatively robust to the image variability
over time.

Experiment 5: All-vs-All Verification. This experiment evaluates the over-
all verification performance by combining images from both sessions. All images
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Fig. 7. CMC curves for the identification experiment. Note that ContCode has an
average rank-1 recognition rate of 100 % on the PolyU-MS database.

Table 4. Comparison of rank-1 recognition rate and standard deviation on all data-
bases.

Method PolyU-MS (%) PolyU-HS (%) CASIA-MS (%)

DoGCode [9] 99.97±0.04 99.93±0.05 95.08±0.75

OrdCode [8] 99.93±0.05 98.50±0.28 99.02±0.11

CompCode [6] 99.97±0.03 99.99±0.01 99.52±0.11

ContCode [4] 100.0±0 99.98±0.03 99.88±0.08

in the database are matched to all other images, irrespective of the acquisition
session which is commonly termed as an “all-versus-all” experiment. Figure 6
compares the ROC curves of all techniques. Similar to the previous experiments,
the ContCode consistently outperforms all other techniques.

The results of Exp.2 to Exp.5 are summarized in Table 3 for the all databases.
The ContCode consistently outperforms the other methods in all experiments.
Moreover, CompCode is consistently the second best performer except for very
low FAR values in Exp.4 and Exp.5 on the PolyU-MS database (see Fig. 5 and
Fig. 6). It is also interesting to note that the OrdCode performs better than the
DoGCode on all databases.

5 Identification Experiments

Palmprint identification is carried out in 5-fold cross validation experiment and
the Cumulative Match Characteristics (CMC) curves are reported alongside the
Rank-1 identification rates. The identification rates are averaged over the five
folds. In each fold, one multispectral palmprint image per subject is randomly
selected to form the gallery and the remaining images are considered as probes.
This means that the identification is based on a single multispectral image for
each subject in the gallery. This protocol is followed for all databases.

5.1 Experiment 1: Identification Experiment

The CMC curves on all databases are given in Fig. 7 and the identification results
are summarized in Table 4. The ContCode achieved an average identification rate
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of 99.88% on the CASIA-MS database, 99.91 % on the PolyU-HS database and
100% on the PolyU-MS database. The ContCode clearly demonstrates better
identification performance in comparison to state-of-the-art techniques.

6 Conclusion

In this study, state-of-the-art orientation based coding algorithms were compared
for multispectral palmprint recognition. Various experiments were designed to
cater for sessional affects in multispectral palmprint recognition. The results
indicate that the ContCode is most accurate, followed by CompCode, OrdCode
and DoGCode in both verification and identification experiments. Overall, the
orientation coding techniques show promising results for extracting multimodal
features of a palmprint. The MATLAB code of all techniques including the
experiments conducted in this work is available at www.sites.google.com/site/
zohaibnet/Home/codes.
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Abstract. This paper proposes an efficient iris based authentication
system. The segmented iris is unwrapped, normalized and enhanced
using the proposed local enhancement technique. Occlusion mask deter-
mination is performed to detect eyelid, eyelashes and reflections using
morphological and filtering operations. Features are extracted and
matched from enhanced image using relative intensities of regions and
encoding them into a binary template. The proposed recognition app-
roach has obtained a CRR of 99.07 % on CASIA-4.0 Interval, 98.7 % on
CASIA-4.0 Lamp and 98.66 % on IITK database. It has also achieved an
EER of 1.82 % on CASIA-4.0 Interval, 4.2 % on CASIA-4.0 Lamp and
2.12 % on IITK database.

1 Introduction

Recently it is observed that personal authentication has emerged as a primary
requirement of our society. Biometrics based characteristics are used to realize
it either using physiological (such as face [18,19], fingerprint [7,25], iris [5,16,
20], palmprint [21], ear [23,24], knuckleprint [4,17,22] etc.) or behavioural such
as gait, speech etc. characteristics, which are assumed to be unique for each
individual. However, each trait has its own challenges and trait specific issues
hence none of the biometric trait can be considered as the best one. The human
eye is a well-protected internal organ and has rich texture information that
can be used in identification. It has a very rich layered pigmentation structure
composed of various colors and patterns. These patterns include ridges, furrows,
spots, curves, etc.

The estimation of amount and location of iris occlusion is a very critical
step. Hence it has to be carried out before recognition. In [10], parabola fitting
has been used to detect upper and lower eyelids from original iris image. Eye-
lashes are detected using gray-level co-occurence matrix (GLCM) technique in
[3]. GLCM is computed for windows of fixed size and fuzzy K-means algorithm is
used to cluster them into skin, eyelash, sclera, pupil and iris using the computed
GLCM values. In [13], the eyelids have been detected by line fitting on edge map
of raw image within the inner and outer boundaries of iris.

In [8], iris recognition is done by creating a binary representation and has
extracted a real-valued representation similar to [27]. Several filters have been
c© Springer International Publishing Switzerland 2015
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proposed to extract useful features from the unwrapped iris image. In [15],
discrete cosine transform(DCT) has been applied on overlapping rectangular
patches rotated at 45◦ degrees from circumferential direction. Difference of DCT
coefficients of adjacent patches is binarised and used to create the template. In
[12], Dyadic wavelet transformation of a group constituting 1 − D row signals
obtained from unwrapped iris image has been used to create a template. Ordinal
measures proposed in [26] use relative intensities of image regions to generate
a binary template. In [13], the quantised phase data from 1D Log-Gabor filters
has been used to generate iris templates. Disadvantage of the Gabor-filter based
approaches is that extensive parameter optimisation is required to get accurate
recognition. The approaches which use real valued features use distance mea-
sures like Euclidean, Cosine, etc. In [2] four different features are extracted using
Gabor filtering, histogram of phase coefficients, Daubechies wavelet and DCT to
train a neural network. Statistical methods like PCA [9], and ICA [11], have been
used as supplements to wavelets. Band-limited phase-only correlation(BLPOC)
based on 2D−DFTs of two images has been used for matching in [14].

In this paper, initially occlusion mask is determined for each iris. Robust
features using relative Gaussian filtering responses of neighbor regions are com-
puted and matched using hamming distance. The paper is organized as follows:
Sect. 2 describes the proposed algorithm. Section 3 presents the experimental
results of the proposed system and last Section concludes the work.

2 Proposed Approach

The iris segmentation is done using the technique proposed in [6]. Iris region is
normalized to a fixed size to deal with iris dilations. One of the major hurdles
in iris recognition is occlusion (hiding of iris) due to eyelids, eyelashes, specular
reflection and shadows. Occlusion hides the useful iris texture and introduces
irrelevant parts like eyelids and eyelashes which are not an iris part.

2.1 Occlusion Detection

Occlusion is detected from the normalized image, instead of original iris image.
It is done in three steps: eyelid, eyelash and specular reflection detection.

[A] Eyelid Detection- The major portion of the occluded iris area is consti-
tuted by lower and upper eyelids. Instead of traditional parabola/ellipse fitting,
region-growing approach [1] has been used to determine the eyelids. For normal-
ized image of size r × c, two seed point (r, c

4 ) and (r, 3c
4 ) are chosen to perform

region-growing to detect lower and upper eyelid respectively. These points are
chosen because after normalization upper and lower eyelids mostly at

(
π
2

)c and(
3π
2

)c angles w.r.t. horizontal axis. Region-growing begins with these seeds using
a low threshold and expands the regions till they encounter similar region. This
gives the expected lower and upper eyelid regions. Region-growing overcomes
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the problem of shape irregularity of eyelids and gives the exact area which is
occluded by eyelids. It fails when eyelid boundary does not have good contrast
because of which it grows outside the eyelid region. Therefore region-growing
is repeated with a lower threshold so that it does not grow outside the eye-
lid regions. If region grows beyond a limit, it indicates that there is no eyelid.
Finally, a binary mask is generated in which every eyelid pixel is set to 1, as
shown in Fig. 1(b).

[B] Eyelash Detection - Eyelashes are of two types: separable and multiple.
Separable eyelashes are like thin threads whereas multiple eyelashes constitute
a shadow like region. Eyelashes have lower intensity as compared to iris texture;
but absolute threshold that can separate them with the rest of iris cannot be
determined properly, because it is very sensitive to illumination. Eyelashes have
high contrast with their surrounding pixels but having low intensity. As a result,
standard deviation in a small region around separable eyelashes will be high.
The normalized image is convoluted with a 3 × 3 standard deviation filter. High
filter response is used to localize he separable eyelashes. Multiple eyelashes do
not have high value of filter response, but they have lower intensity value. Hence
to give some weight to low intensity pixel value, filter response for each pixel is
normalized with respect to the maximum response. A combined feature CF (i, j)
for every pixel P (i, j) is computed as :

CF (i, j) = 0.5 × SD(i, j) + 0.5 × (1 − N(i, j)) (1)

where SD is the normalized standard deviation filter response, N represents
normalized intensity values (0−−1) of pixel (i, j) in normalized iris. This feature
boosts up the gap between eyelash and non-eyelash part. The histogram CFH

of CF is computed, that has two distinct clusters - one corresponding to low
CF values belonging to iris pixels while other with high CF values belonging
to eyelash pixels. To identify these two clusters Otsu thresholding is used that
considers all possible pairs of clusters and chooses the clustering that minimizes
the intra-cluster variance. It thus separates the eyelash portion from the iris
portion as shown in Fig. 1(c).

[C] Specular Reflection Detection Specular reflection can be detected by
using simple thresholding method. Those pixels which exceed a threshold value
of 200 (very bright) are declared as specular reflections. Absolute threshold can
be used because specular reflections are very bright. A binary mask is generated
in which all specular reflections pixels are set to 1 as shown in Fig. 1(d). The
final occlusion mask is generated by addition (logical OR − ing) of the binary
masks of eyelid, eyelash and specular reflection as shown in Fig. 1(e).

2.2 Enhancement

The normalized iris is enhanced to highlight its rich texture features. Non-
uniform illumination is an important artifact introduced due to varying illumina-
tion condition. It adds different intensities to various iris regions and introduces
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(a) Norm. (b) Eyelid (c) Eyelash (d) Sp.Ref. (e) Mask

Fig. 1. Determination of overall occlusion mask

noise. An example of such image is shown in Fig. 2(a). The mean intensity value
of each 8 × 8 size block is used as an estimate of background illumination (e.g.
Figure 2(b)) which is subtracted from the original image to obtain uniformly
illuminated image (e.g. Figure 2(c)). The Contrast-Limited Adaptive Histogram
Equalization (CLAHE ) [28] is applied over uniformly illuminated image to obtain
enhanced image (e.g. Figure 2(d)). The entire process of enhancement is shown
in Fig. 2.

(a) Nor. (b) Bck. Illumi. (c) Uni. Illumi. (d) CLAHE

Fig. 2. Overall Enhancement Process

2.3 Feature Extraction Approach

Raw iris image is very sensitive to translation, rotation, blurring, noises, occlu-
sions and non-uniform illuminations. This sensitivity increases intra-class differ-
ences and may also mitigate inter-class differences that may lead to incorrect
identification. Hence, a template is generated and used which represents the iris
image in a robust, compact and unique manner.

In the proposed feature extraction approach, relational measures (RM ) are
calculated for various regions of enhanced image for iris encoding. The average
intensities of an image region is compared with its four neighboring equi-spaced
regions (as shown in Fig. 3(a)) at fixed distance and there sign is encoded into a
bit. Hence for all selected regions, four bits corresponding to sign of such com-
parisons with four neighboring regions are obtained. Vertically and horizontally
overlapping regions are chosen from the normalized image. The four bits per
region are obtained and are concatenated to create a 2-D binary template.

Feature Extraction using Relational Measures (RM) Relational mea-
sures are features based on relational operators like >,<,=. These ordinal rela-
tionships are more robust than the “absolute difference”. Single order relation
(i.e greater than or less than) is encoded in a bit. The central region of size
b × b is chosen and its four neighboring regions of size b × b are selected (as
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shown in Fig. 3(b)) at a particular distance d, where d is large as compared to b.
The value of d is kept larger than b because distant regions provide comparison
between uncorrelated regions which is more robust as compared to that with
closer regions. A symmetric 2D Gaussian filter centrally clipped to size b × b
is used for convolution with each of these five regions, as shown in Fig. 3(a).
The symmetric 2D Gaussian filter is a bell-shaped probability function PDF
defined as:

G(µ, σ) =
1

2πσ2
e− (X−µ)(X−µ)T

2σ2 (2)

where µ is the spatial location of the peak (mean), σ is the standard deviation of
the Gaussian and X is the spatial location. Assume that x-coordinate increases
from top to bottom of image whereas y-coordinate increases from left to right.
If the mid point of central region is (0, 0), then the peaks of the four identical
Gaussian filters used for its neighbors are at (−d, 0), (0, d), (d, 0) and (0,−d), as
shown in Fig. 3(a).

(a) pixel (0,0) with d = 8, σ = 3 (b) Regions Selection

Fig. 3. Region Filtering

The response of the central region is compared with those of its neighbors.
If its response is greater than that of a neighbor, the information is encoded as
1 else 0. Thus, four bit code for this central region is obtained. Vertically and
horizontally overlapping rectangular patches over the entire image are chosen as
candidates for the central region, as shown in Fig. 3(b). These bits are concate-
nated according to the spatial location of their corresponding central regions in
the image to generate a 2-D binary template (feature vector).

The occlusion mask is also generated for every iris image. A second level
mask based on the feature vector calculation is generated as follows: if the cen-
tral block has more than 80 % occluded pixels then the four bit code for that
block is masked by values [1, 1, 1, 1] in the second level mask. Otherwise, it is
left unmasked or [0,0,0,0] is put in the mask. The second level mask is essential
because the feature vector is not pixel-based but block-based. Hence, the corre-
sponding masking should also be brought down to block level. The algorithm to
compute the feature vector and second level mask is given in Algorithm 1.

A b × b Gaussian filter GC is obtained by clipping the generalized Gaussian
G(0, σ) centrally around the zero mean. Feature template RMT and block-level
mask BM are initialized to zero values. Central block of size b×b is chosen from
the normalized image NI and is convoluted with GC to obtain scalar response
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Algorithm 1. RM Feature Extraction and Masking

Require: Normalized Iris image NI of dimension m × n, Occlusion mask M of NI of
same size, σ: scale of 2-D gaussian filter, d: inter-lobe distance, d1 horizontal offset,
d2: vertical offset, b: clipped size of the filter, occ: occlusion threshold

Ensure: RMT (feature template) and BM(block-level mask)

1: GC = clip2D(G(0, σ), b) // Clip the filter obtained from Equation (2) centrally to
b × b

2: RMT ← AllocateWithZero(� m
d2

�, 4×� n
d1

�) //Template initialisation
3: BM ← AllocateWithZero(� m

d2
�, 4×� n

d1
�) // Mask initialisation

4: c1 ← 1
5: for i := d + 1 to h − d + 1 in steps of d2 do
6: c2 ← 1
7: for j := d + 1 to w − d + 1 in steps of d1 do
8: RC ← GC ∗ NI(i : i + b − 1, j : j + b − 1) // convolution with central region
9: RT ← GC ∗ NI(i − d : i − d + b − 1, j : j + b − 1) // top region

10: RR ← GC ∗ NI(i : i + b − 1, j + d : j + d + b − 1) // region to the right
11: RB ← GC ∗ NI(i + d : i + d + b − 1, j : j + b − 1) // bottom region
12: RL ← GC ∗ NI(i : i + b − 1, j − d : j − d + b − 1) // region to the left

13: RMT (c1, c2 : c2 + 3) ← [RC > RT, RC > RR, RC > RB, RC > RL]
// RM bits, a>b is 1 if a is more than b else 0

14: if fraction of masked bits in M(i : i + b − 1, j : j + b − 1) ≥ occ then
15: BM(c1, c2 : c2 + 3) ← [1, 1, 1, 1]
16: else
17: BM(c1, c2 : c2 + 3) ← [0, 0, 0, 0]
18: end if
19: c2 ← c2 + 4
20: end for
21: c1 ← c1 + 1
22: end for
23: return (RMT, BM)

RC. This convolution is also applied to neighboring regions to obtain responses
RT, RR, RB, RL corresponding to top, right, bottom and left directions respec-
tively. RC is compared to each of RT, RR, RB, RL and based on the sign of
the comparison a ‘0—1’ value is saved. Similarly, if the occluded bits in the cen-
tral block exceeds a threshold, then [1, 1, 1, 1] is placed in BM . This process is
repeated for all overlapping central blocks chosen according to parameters d1, d2
and shown in Fig. 3(b). The feature and mask bits obtained are concatenated
according to spatial position to generate RMT and BM .

2.4 Matching

Templates and second level masks of all the images in database are created in
feature extraction stage. Matching between two iris considers their respective
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templates and corresponding masks and calculates their dissimilarity score. To
calculate dissimilarity score between the binary templates, the hamming distance
metric is used. Hamming distance between two 2D binary templates t1 and t2
of same size M × N is defined as in Eq. (3).

HD(t1,t2) =
ΣM

i=1Σ
N
j=1(t1(i,j) ⊕ t2(i,j))

M × N
(3)

where ⊕ stands for bitwise exclusive-OR and t1(i,j) is the (i, j)th bit value of t1.
Thus, HD is zero iff all the bits from both templates are of same value. Hence,
HD is low for genuine matchings and high for imposter matchings. The pixels
occluded are not considered while matching. To perform matching only in valid
bits of the template, the second level occlusion masks are used. Equation (3) is
be modified using occlusion masks m1 and m2 for the respective templates as:

HD(t1,t2) =
ΣM

i=1Σ
N
j=1[t1(i,j) ⊕ t2(i,j) ] | [m1(i,j) + m2(i,j) ]

M × N − ΣM
i=1Σ

N
j=1[m1(i,j) + m2(i,j) ]

(4)

where operators ⊕, |, and + stand for binary XOR, NAND and OR operations.
a ⊕ b = 1 if a and b are not same, else 0.

To perform recognition for a particular iris, template (and second level mask)
of probe image P of same iris is computed. Its HD with all templates (and
corresponding masks) stored in the database is calculated. If the minimum HD
is obtained with the template (and second level mask) of image belonging to
the same iris, it is considered as a hit otherwise a miss. Recognition accuracy is
defined as percentage of hits obtained among all probe images used.

Rotational Invariance Rotation of the eye in Cartesian coordinate-space cor-
responds to horizontal translation in the normalized image. To account for head
tilting while acquiring image, matching needs to be applied multiple times.
Hence, while matching a template A with another template B, template B is
circularly shifted in horizontal direction, to get the minimum hamming distance.
This minimum distance is taken as final dissimilarity score. While rotating the
gallery template, it is essential to rotate the corresponding mask too. This rota-
tional matching is demonstrated in Fig. 4. Accounting for rotation in this manner
makes the matching.

3 Experimental Results

Performance evaluation of the proposed iris recognition system on challenging
and voluminous databases is essential to assess its applicability. The iris database
is partitioned into gallery set and probe set and all probe images are matched
with the gallery images.
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Fig. 4. Calculation of minimum HD

3.1 Databases

Two publicly available CASIA-4.0 Interval, CASIA-4.0 Lamp databases and
the self-collected IITK database have been used for performance analysis. The
CASIA-4.0 Interval database consists of 2, 639 images, each of size 320 × 280,
from both eyes of 249 people. Images from this database have clear iris texture
taken by NIR camera. Images are taken in two sessions separated by a month.
The CASIA-4.0 Lamp database consists of 16, 212 images using both eyes of 411
subjects, with 20 images per eye. All images in this database are taken in single
session. Each image is of size 640 × 480 pixels. This database has variable illu-
mination introduced by switching of external lamp. The IITK database contains
20, 420 images, each of size 640 × 480 using both eyes of 1021 subjects. This
database has been collected using a circular LED based NIR camera. Images
are acquired in two sessions. In each session, 5 images per eye per subject have
been captured.

3.2 Recognition Results

The database is divided into probe set P and gallery set G. Each image from P
is matched with all images of G. Those matchings where the image from G and
P belong to same iris are called genuine matchings GM while those belonging
to different irides are called impostor matchings IM . Those genuine and impos-
tor matchings having combined mask of more than 85% of the image size are
discarded as they are highly occluded. This is done because when occlusion is
very high, less evidence is available for the matching score to be authentic.

For CASIA-4.0 Interval first session images are taken as gallery set and second
session images are taken as probe set. Those eyes which have less than 4 images
are not used for identification because not enough gallery images are available
for them. Thus, there are 1047 gallery and 1509 probe images. For CASIA-4.0
Lamp first ten images are taken as gallery while rest ten are considered as probe
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images. Thus there are 7830 images in gallery and probe set. For IITK database
first session images are taken as gallery set and second session images are used
as probe. Thus, there are 10, 210 images in both gallery and probe sets.

The performance of the proposed system on these databases is summarized
in Table 1. The ROC graph for CASIA-4.0 Interval, CASIA-4.0 Lamp and IITK
databases are shown in Figs. 5a, b, c respectively. The EER on Lamp database
is higher because there is severe occlusion present in its images as compared
to other databases. The best EER obtained is on IITK database due to better
image acquisition conditions.

Table 1. Recognition Performance on Various Databases

Database CRR EER

CASIA-4.0 Interval 99.07 % 1.82 %

CASIA-4.0 Lamp 98.7 % 4.2 %

IITK 98.66 % 2.12 %

Since the iris template extraction in the proposed approach is based on com-
parison between regions and not on absolute measurements, it remains fairly
stable with variable illuminations and small amounts of noises. Also, template
extraction is efficient since only a single filter has to be applied to multiple
regions using only basic convolution, which can be optimized by pre-calculation
of the filter. Since binary values are stored instead of real values, feature vectors
are compact. Flexibility can be provided by varying the distance parameters and
the scale of Gaussian filter to achieve optimal performance.

However, the proposed approach cannot handle too much translation or tor-
sional eye rotation because it does not track the features in two irides. It assumes
one-to-one correspondence between image regions and is flexible to some extent.
Also in case of failed segmentation, it cannot perform recognition because of this
non-correspondence.

(a) ROC for Interval (b) ROC for Lamp (c) ROC for IITK

Fig. 5. ROC Curves for various Database
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3.3 Comparison with Previous Approach

Comparison with Gabor filtering has been performed on the basis of feature
extraction capability. Image preprocessing involving segmentation, normaliza-
tion, occlusion masking and enhancement has been kept common for the sake
of comparison. All possible cross-session matchings have been performed on
CASIA-4.0 Interval, Lamp and IITK databases using the Gabor filtering app-
roach. The performance metrics obtained for this experimentation are summa-
rized in Table 2. It is evident from results on CASIA-4.0 Interval database that
proposed approach gives slightly better results as compared to Gabor filter-
ing, but results on Lamp and IITK database shows a significant amount of
improvement in the result. It should be noted that the database size is small for
CASIA-4.0 Interval (2,639 images) as compared to large size of Lamp (16,212
images) and IITK (20,420 images). Results on larger and more challenging data-
bases usually are more reliable. Hence, it can be concluded that the proposed
approach is at par and even better than the Gabor filtering approach.

Table 2. Comparative Results on Various Databases

Database CRR EER

Gabor Proposed Gabor Proposed

Interval 99.47 % 99.07 % 1.88 % 1.82

Lamp 98.90 % 98.69 % 5.59 % 4.21

IITK 98.85 % 98.66 % 2.49 % 2.12

3.4 Effect of Enhancement

The effect of enhancement approach has also been studied. Results of the pro-
posed approach and the gabor filtering approach are obtained both with and
without enhancement on CASIA-4.0 Interval database, as shown in Table 3. It
can be inferred that enhancement produces significant discrimination among
irises leading to a better EER. Hence, enhancement has proved to be a key
factor in improving the recognition performance of the proposed recognition
approach.

Table 3. Recognition Performance on CASIA-4.0 Interval database

Enhancement CRR EER

Gabor Proposed Gabor Proposed

Without 98.81 % 97.41 % 5.49 % 5.62 %

With 99.47 % 99.07 % 1.88 % 1.82 %
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4 Conclusion

In this paper, a robust and efficient iris recognition approach based on Relational
Measures (RM) has been proposed. Experimental results on large databases of
CASIA-4.0 Interval, CASIA-4.0 Lamp and IITK have proved that the efficiency
and reliability of the proposed approach is comparable to state-of-the-art recog-
nition approaches. Novel occlusion detection approaches of region-growing for
eyelid, combined feature for eyelash improve the quality of mask generated. The
proposed recognition approach has obtained a CRR of 99.07 % on CASIA-4.0
Interval, 98.7 % on CASIA-4.0 Lamp and 98.66 % on IITK database respectively.
The CRR becomes 100 % when top 10 matches are considered for identification
instead of top 1. It has also achieved an EER of 1.82 % on CASIA-4.0 Interval,
4.2 % on CASIA-4.0 Lamp and 2.12 % on IITK database. Since this is a new
algorithm there exist scope of result improvement by adding more constrains
and fine parametric tuning for result optimization.
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Abstract. Latent fingerprints which are lifted from surfaces of objects
at crime scenes play a very important role in identifying suspects in the
crime scene investigations. Due to poor quality of latent fingerprints,
automatic processing of latents can be extremely challenging. For this
reason, latent examiners need to be involved in latent identification. To
expedite the latent identification and alleviate subjectivity and inconsis-
tency in latent examiners’ feature markups and decisions, there is a need
to develop latent fingerprint identification systems that can operate in
the “lights-out” mode. One of the most important steps in “lights-out”
systems is to determine the quality of a given latent to predict the proba-
bility that the latent can be identified in a fully automatic manner. In this
paper, we (i) propose a definition of latent value determination as a way
of establishing the quality of latents based on a specific matcher’s iden-
tification performance, (ii) define a set of features based on ridge clarity
and minutiae and evaluate them based on their capability to determine if
a latent is of value for individualization or not, and (iii) propose a latent
fingerprint image quality (LFIQ) that can be useful to reject the latents
which cannot be successfully identified in the “lights-out” mode. Exper-
imental results show that the most salient latent features include the
average ridge clarity and the number of minutiae. The proposed latent
quality measure improves the rank-100 identification rate from 69 % to
86 % by rejecting 50% of latents deemed as poor quality. In addition, the
rank-100 identification is 80 % when rejecting 80% of the latents in the
databases assessed as ‘NFIQ = 5’; however, the same identification rate
can be achieved by rejecting only 21% of the latents with low LFIQ.

Keywords: Latent fingerprints · “lights-out” latent identification ·
Latent value determination · Latent fingerprint image quality (LFIQ)

1 Introduction

Fingerprints have been widely used for reliable human identification in forensics
and law enforcement applications for over a century. Law enforcement agencies
routinely collect tenprint records of all apprehended criminals in two forms: rolled
c© Springer International Publishing Switzerland 2015
U. Garain and F. Shafait (Eds.): IWCF 2012 and 2014, LNCS 8915, pp. 67–82, 2015.
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Fig. 1. ACE-V methodology in latent identification.

and plain (or slap). Rolled fingerprints are obtained by rolling a finger from nail
to nail to capture the complete ridge details on a finger while plain fingerprints
are captured by pressing down a finger on the flat surface of a fingerprint card
or a live-scan sensor [1]. Both rolled and plain fingerprints, collectively called
reference (exemplar) fingerprints, are believed to contain sufficient ridge details
for individualization. To ensure good quality of fingerprint images, reference
fingerprints are acquired under the supervision of a human operator; this way,
fingerprints can be recaptured in case of poor quality impressions.

Automated Fingerprint Identification Systems (AFIS) are used by almost
every major law enforcement agency worldwide to facilitate tenprint search;
rolled or plain fingerprints are submitted as a query to an AFIS to search
large-scale reference fingerprint databases. The FBI’s Integrated AFIS (IAFIS)
receives tens of thousands of requests everyday to search a reference database
containing tenprint cards of over 72 million criminals and 34 million civilian job
applicants [2]. The matching accuracy of tenprint search has already reached an
impressive level; the 2003 Fingerprint Vendor Technology Evaluation (FpVTE)
[3] reported that the best performing commercial matcher achieved 99.4 % true
accept rate at 0.01 % false accept rate in searching plain fingerprints against a
reference database with 10,000 plain fingerprints.

Another type of important fingerprint identification involves searching latent
fingerprints against reference fingerprint databases. Latent fingerprints (or sim-
ply latents) refer to the fingerprints captured at crime scenes, and are regarded
as an extremely important source of evidence in crime scene investigations to
identify suspects. Unlike rolled or plain fingerprints, latents are often of poor
quality; latent impressions typically contain partial ridge patterns of a finger,
incomplete or missing ridge structures, mixture of ridge pattern and complex
background noise or friction ridge structures from other fingers. Due to low
quality of latent fingerprints, human intervention is inevitable in latent search,
especially for feature markup (i.e., manually marking region of interest, minu-
tiae, core, delta, and extended features). In matching latents to reference prints,
latent fingerprint examiners are expected to follow a methodology, called Analy-
sis, Comparison, Evaluation and Verification (ACE-V) [4]. Figure 1 illustrates
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the ACE-V methodology. In the analysis phase, an examiner evaluates the ridge
information contained in latent images. If the latent is determined to contain
sufficient information for identification or exclusion (called “of value” latent),
the features in the latent are manually marked by the examiner to search for
its mate using an AFIS. In the comparison phase, the examiner compares the
“of value” latent with the candidate mates retrieved from the reference database
side-by-side and ascertains the similarity between the latent and mated reference
print pairs using feature markup in the latent. In the evaluation phase, one of
the following decisions is made about the latent in question: individualization,
exclusion or inconclusive1. Finally, in the verification phase, the decision made
by the first examiner is confirmed by having a second examiner analyze the
results independently.

Although the ACE-V methodology is widely accepted by forensic commu-
nity for latent print examination, the influence of human factors in the ACE-V
procedure has raised concerns about their reliability and consistency. A notewor-
thy case is the erroneous identification of Brandon Mayfield as a suspect in the
Madrid train bombing incident based on an incorrect match between Mayfield’s
reference fingerprint and the latent print captured at the bombing site [6,7].
The National Research Council’s report on limitations and recommendations of
forensic science [8] pointed out two major shortcomings in the current forensic
science discipline: (i) “lack of mandatory and enforceable standards” that can be
globally referred to in crime labs and (ii) “unacceptable case backlogs in state
and local crime labs which likely make it difficult for laboratories to provide
strong evidence for prosecutions and avoid errors that could lead to imperfect
justice”. Along with the efforts to understand the human factors in latent finger-
print examination [9], standards and guidelines for latent examiners’ practices
have also been set up. As an example, the Science Working Group on Friction
Ridge Analysis, Study and Technology (SWGFAST) published standards which
define terminologies and establish the sufficiency level for decisions at each step
of the ACE-V methodology to alleviate subjectivity involved in feature markups
and decision makings among examiners [5].

Based on the guidelines in SWGFAST standard, latent examiners’ practices
have been evaluated from various aspects (e.g., reliability of decisions, degree
of consensus and consistency of decisions) [10–12], mainly on two critical deci-
sions that the examiners make in ACE-V methodology: (i) latent value deter-
mination in the analysis phase and (ii) latent individualization conclusion in
the evaluation phase. Latent value determination assigns one of the following
labels to each latent: value for individualization (VID), value for exclusion only
1 Individualization is the decision that a latent examiner makes on a pair of latent and

a reference print indicating that the pair originates from the same finger based on a
sufficient agreement between the two ridge patterns. Exclusion, on the other hand,
is the decision where an examiner concludes that the pair did not originate from the
same finger based on a sufficient disagreement between the two ridge patterns. An
inconclusive decision is made when an examiner cannot make a decision of either
individualization or exclusion due to insufficient ridge details or small corresponding
area between latent and reference print [5].
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(a) (b) (c) (d)

Fig. 2. Latents that are assessed as either VEO or NV, but the mated rolled prints
are retrieved at rank-1 by AFIS. (a) NIST SD27 (U237): VEO (minutiae from AFIS)
and (b) WVU (W514F02C N): VEO (minutiae from AFIS), (c) NIST SD27 (U254):
NV (minutiae marked by an examiner), and (d) WVU (W605F01C I): VEO (minutiae
marked by an examiner).

(VEO), and no value (NV). Only VID and VEO latents are further consid-
ered for comparison. However, recent studies on the consensus and consistency
of latent examiners’ value determination indicate that a significant amount of
subjectivity and variation exists in latent value determination. In [11], the con-
sensus of the latent examiners’ value determinations was evaluated; among the
356 latents which were reviewed by the examiners (each latent was reviewed by
23 examiners, on average), unanimous decisions (either VID or not-VID) were
made only for about 43 % of the latents. In terms of consistency, Ulery et al. [12]
found that 85 % of NV decisions and 93 % of VID decisions were repeated by the
same examiner after a time gap while only 55 % of VEO decisions were repeated.
More importantly, an examiner’s value determination is not always reliable; the
ELFT-EFS (Evaluation of Latent Fingerprint Technologies: Extended Feature
Sets) report [13] emphasizes that a significant portion of the latents assessed as
being of VEO or NV can still be successfully identified by AFIS. Figure 2 shows
examples of latents in the NIST SD27 database [14] and the WVU latent data-
base [15] that were assessed as either VEO or NV by latent examiners, but whose
mated reference prints were correctly retrieved at the top rank by an AFIS.

One of the most desirable properties of a latent fingerprint identification sys-
tem is its ability to process latents in a “lights-out” identification mode with
high accuracy. A “lights-out” fingerprint identification system refers to a system
that requires only fingerprint images as input (query) and returns a short list
of reference prints as potential mates [16]. The advantages of “lights-out” latent
identification mode include: (i) avoiding subjectivity in latent print examination
and (ii) increasing throughput of latent print matching, given the growing work-
load on latent examiners. While state-of-the-art latent fingerprint identification
systems have already shown excellent performance in matching latents to refer-
ence databases2 [13,17], more research efforts are needed to continue to improve
this performance.

2 The best performing matcher for latent search in the ELFT-EFS achieved 63.4 %
rank-1 identification rate in the “lights-out” identification mode [13].
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The first and the most significant step in achieving “lights-out” latent iden-
tification capability is the quality assessment of latents to (i) determine whether
or not they have sufficient fingerprint ridge structure for either automatic feature
extraction or manual feature markup and (ii) predict the reliability of latent to
reference print matching with the given feature set. Although, in principle, the
objectives of latent quality assessment are the same as those of tenprint or refer-
ence print quality assessment, defining a latent fingerprint image quality (LFIQ)
measure is lot more difficult. Further, while the tenprint quality measures are
mainly used to determine if they need to be recaptured, the main purpose of
defining a latent quality measure is to expedite latent print examination by
identifying ‘good’ quality latents which can be processed in “lights-out” mode.
An appropriate latent quality measure will also help avoid potential erroneous
subjective decisions regarding latent value.

Latent fingerprint quality can be assessed as latent value determination, and
the latent value can be determined by two different ways: (i) latent examin-
ers and (ii) AFIS. Latent value determination by examiners simply refers to
the current practice of assigning one of the following values (i.e., VID, VEO
and NV) to a latent by an examiner. However, as mentioned before, the latent
values determined by examiners are not always correlated to the latent identifi-
cation performance. Considering that one of the major goals of defining latent
quality measure is to predict latent matching performance (assuming that the
mated print in the reference database is of fairly good quality), we define a
value determination by AFIS, following the comparison protocol in the ACE-V
methodology: a latent fingerprint is declared to be VID in value determination
by an AFIS if its mated print in the reference database is retrieved within the
top rank-100; otherwise, the latent is declared as not-VID in value determination
by the AFIS.

One of the challenges in defining a value determination by AFIS is to find
salient features in latents which are directly related to the latent identification
performance. Features that can be used in estimating latent fingerprint quality
are generally comprised of (i) quality for value and (ii) quality for identification.
Quality for value (often referred to as qualitative quality [10,18]) measures the
sufficiency of Level-1 features such as fingerprint ridge clarity, pattern class, size
of region of interest, fingerprint position (e.g., center, side, or tip of a finger), and
determines the utility of the latent for either exclusion or identification. Quality
for identification (often referred to as quantitative quality [10,18]) measures the
sufficiency of Level-2 (i.e., minutiae) and Level-3 (e.g., pores) features which
are directly used in fingerprint identification, and determines the reliability of
matching results by an AFIS in the “lights-out” mode.

Another important consideration in defining a latent quality measure is
whether it should depend on a specific AFIS. The issue of interoperability of
AFIS in latent search is well known [19]. Given that the matching results of
AFIS from different vendors on a given latent print can be significantly different
as revealed in ELFT-EFS [13], we believe that a latent fingerprint quality mea-
sure should be designed for a specific AFIS. We call this a matcher-dependent
latent quality measure.
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In this paper, we report results of our preliminary study on defining LFIQ.
First, we investigate a set of Level-1 features for qualitative quality and Level-
2 features for quantitative quality that can be effectively used to define latent
fingerprint image quality. The features are evaluated by constructing a 2-class
classifier to determine whether a latent is VID or not-VID. The class labels (VID
and not-VID) are determined either by latent examiners or an AFIS; this way,
two different classifiers – one for value determination by examiners and the other
for value determination by an AFIS – are obtained. Based on the observations
from latent value estimation, we define a latent quality measure by combining
a qualitative quality feature (i.e., the average ridge clarity) and a quantitative
quality feature (i.e., the number of minutiae) to estimate the objective target
quality: the probability that the mated reference print of a latent will be retrieved
within the top rank-100.

2 Latent Fingerprint Image Quality (LFIQ)

To find the most significant features to represent latent fingerprint quality, a
latent quality assessment is viewed as a 2-class classification problem: ωV ID ver-
sus ωV ID, where ωV ID represents the class of VID latents and ωV ID represents
the class of not-VID latents. Feature vectors with different composition of ridge
clarity features and minutiae features are evaluated in terms of the resulting
classification accuracy. Based on the empirical results, a latent quality measure
is defined by combining the two most significant features: average ridge clarity
in the convex hull enclosing all the minutiae and the number of minutiae.

2.1 Ridge Clarity Feature

Given a latent fingerprint image I, the quality of its local ridge structure is
measured by the ridge strength in a local block and the ridge continuity in the
block’s neighborhood. The computation of local ridge clarity map, RC, involves
the following steps:

1. Preprocessing: The contrast-enhanced latent image, I∗, is obtained by [20]:

I∗ = sign(I − Ī) × log(1 + |I − Ī|), (1)

where Ī is the smoothed version of I by applying a 15 × 15 averaging filter,
and sign(x)= 1 if x > 0, otherwise sign(x)= −1.

2. Fourier analysis: The contrast-enhanced image I∗ is divided into 16×16 pixel
blocks. The 64 × 64 subimage, I∗

mn(x, y), is constructed by taking a 32 × 32
subimage of I∗ around the center of the block at [m,n] and padding with
0’s to get high frequency resolution in the Fourier domain. The subimage is
transformed into the Fourier domain, Fmn(u, v). The top two local amplitude
maxima within the frequency range of

[
1
16 , 1

5

]
are selected [21]. Let (u1, v1)

and (u2, v2) be the locations of the first and the second amplitude maxima
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in Fmn(u, v). Then, a 2-dimensional sine wave corresponding to the i-th local
maximum of the block at [m,n] can be written as:

w(i)
mn(x, y) = a(i)

mn sin(2πf (i)
mn(cos(θ(i)mn)x + sin(θ(i)mn)y) + φ(i)

mn), i = 1, 2, (2)

where

a(i)
mn = |F (ui, vi)|, f (i)

mn =

√
u2

i + v2
i

64

θ(i)mn = arctan
(

ui

vi

)
, and φ(i)

mn = arctan
[
Im(F (ui, vi))
Re(F (ui, vi))

]
,

a
(i)
mn, f

(i)
mn, θ

(i)
mn, and φ

(i)
mn represent the amplitude, frequency, direction, and

phase, respectively.
3. Ridge continuity map: The 2-dimensional sine waves, w1 and w2, in two adja-

cent blocks are continuous if they satisfy the following conditions [21]:

min{|θ1, θ2|, π − |θ1, θ2|} ≤ Tθ,∣∣∣∣
1
f1

− 1
f2

∣∣∣∣ ≤ Tf , and

1
16

∑

(x,y)∈L

∣∣∣∣
w1(x, y)

a1
− w2(x, y)

a2

∣∣∣∣ ≤ Tp, (3)

where L denotes the 16 pixels on the border of the two adjacent blocks, and
the three thresholds, Tθ, Tf , and Tp, are set to π

10 , 3, and 0.6, respectively.
Define an indicator function, Ic(w1, w2), as follows:

Ic(w1, w2) =

{
1, if w1 and w2 are continuous,
0, otherwise.

(4)

Ridge continuity map is defined by:

R̃C[m,n] =
∑

[m∗,n∗]∈N
max{Ic(w(1)

mn, w
(1)
m∗n∗), Ic(w(1)

mn, w
(2)
m∗n∗)}, (5)

where N is the 8-neighborhood blocks of the block [m,n].
4. Ridge clarity map: The ridge clarity of block at [m,n] is defined by:

RC[m,n] = a(1)
mn · R̃C[m,n]. (6)

Figure 3 shows the ridge clarity maps and the intermediate steps for two different
latents. Well-defined ridge structures present in a latent correspond to the high
ridge clarity regions in the RC map.
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Fig. 3. Ridge clarity maps (RC) of two latents in NIST SD27. (a) G051 and (e) G080,
(b) and (f) contrast-enhanced latent images, (c) and (g) ridge continuity maps, and
(d) and (h) ridge clarity maps (brighter regions indicate higher ridge clarity).

2.2 Minutiae Feature

The most significant features which are directly related to the fingerprint match-
ing performance are the minutiae properties. We investigated a number of differ-
ent minutiae properties, including the number of minutiae, quality of minutiae
based on the RC map defined in the Sect. 2.1, and size of the convex hull enclos-
ing the minutiae in the latent. Let NM , QM , and AM denote the number of
minutiae, average quality of minutiae, and size of the convex hull enclosing all
the minutiae in a latent.

The average quality of minutiae, QM , is obtained from the RC map as
follows:

QM =
1

NM

NM∑

i=1

RC[bxi, byi], (7)

where [bxi, byi] is the blockwise position of the i-th minutia.
Two different sets of minutiae are considered: (i) minutiae automatically

extracted by an AFIS and (ii) minutiae manually marked by latent examiners.
Reliability of the minutiae marked by examiners is significantly higher compared
to the minutiae extracted by the AFIS3 while the consistency of the minutiae
markup by the examiners is lower than that of the minutiae extracted by the
AFIS. Figure 4 shows the two minutiae sets – minutiae extracted by the AFIS
3 The AFIS used in this study is not a state-of-the-art latent-to-reference print

matcher, but instead a state-of-the-art AFIS for reference fingerprint matching. Cur-
rently, no AFIS for latent matching is available to us.
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(a) (b) (c) (d)

Fig. 4. Minutiae in two latents shown in Fig. 3. (a) Minutiae extracted by an AFIS for
the latent in Fig. 3a, (b) minutiae marked by an examiner for the latent in Fig. 3a, (c)
minutiae extracted by the AFIS for the latent in Fig. 3e, and (b) minutiae marked by
an examiner for the latent in Fig. 3e.

and minutiae marked by examiner – of the two latents in Fig. 3 along with the
convex hulls enclosing the minutiae.

2.3 Latent Fingerprint Quality Assessment

To establish the most discriminant features to define latent fingerprint quality,
the latent quality assessment is formulated as a 2-class classification problem for
ωV ID and ωV ID. To build the “best” performing matcher for latents4, we fuse a
state-of-the-art AFIS for tenprint with the latent fingerprint matcher developed
in [22] as follows. The match score of a latent i and a reference print j is obtained
by [23]:

sij = r
sA

ij

1
NR

∑NR

k=1 sA
ik

+ (1 − r)
sB

ij

1
NR

∑NR

k=1 sB
ik

, 0 ≤ r ≤ 1, (8)

where sA
ij and sB

ij are the match scores of a latent i and a reference print j from
matcher A and B, respectively, NR is the size of the reference database, and r is
a weight which is empirically chosen to obtain the best rank-100 identification
accuracy.

We evaluated feature vectors consisting of different combinations of ridge
clarity and minutiae features. The following two feature vectors were observed
to be the most discriminative:

x1 = (NM ),
x2 = (QR, NM , QM , AM ),

where QR is the average ridge clarity in the convex hull of the minutiae in a
latent and defined as:

QR =
1
|C|

∑

[m,n]∈C
RC[m,n], (9)

4 Based on the latent matching performance evaluation with the fingerprint matchers
available to us, the fusion of the two matchers described in this paper showed the
best performance to simulate the performance of a state-of-the-art AFIS for latents.
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where C is the set of blocks that belong to the convex hull enclosing the minutiae
and |C| is the number of blocks in the convex hull. Note that each component of
the feature vector is normalized by its minimum and maximum values. A decision
tree classifier [24] is used to determine whether a latent belongs to ωV ID or ωV ID.

Based on the above observations, a latent fingerprint image quality measure,
LFIQ, is defined as:

LFIQ = QR · NM , (10)

where QR is the average ridge clarity and NM is the number of minutiae.

3 Experimental Results

3.1 Databases

The latent quality measure was evaluated on two latent fingerprint databases:
NIST SD27 [14] and WVU latent database [15]. NIST SD27, the only public-
domain latent database, contains 258 latents obtained from operational case-
work. Although all the latents in this database are labeled as belonging to one
of three quality levels (‘Good’, ‘Bad’, and ‘Ugly’), we follow a formal definition
of value determination by latent examiners (i.e., VID, VEO, and NV) which was
reported in [10]. The numbers of VID, VEO, and NV latents in NIST SD27 are
210, 41, and 7, respectively.

The WVU database contains 449 latents collected in a laboratory environ-
ment. These latents come with value determination and feature markups. The
numbers of VID, VEO, and NV latents in the WVU database are 370, 74, and
5, respectively.

As a reference database, the mated rolled fingerprints of the 707 latents
(258 from NIST SD27 and 449 from WVU database) are combined with 4,291
additional rolled prints from the WVU database and 27,000 rolled prints of the
first impressions in NIST SD14 [25]. In total, the size of the reference database
is 31,998.

3.2 Classification Accuracy of Latent Value Determination

The performance of the classifiers using feature vectors, x1 and x2 defined in
Sect. 2.3, to determine whether a given latent is VID or not-VID was evalu-
ated. Two different sources of minutiae set are used to construct feature vectors:
(i) minutiae extracted by an AFIS and (ii) minutiae marked by examiners. A 10-
fold cross validation is conducted for evaluation: two latent databases are evenly
partitioned into 10 sets, and one set from each database is selected at random
without replacement to form a fold. Average classification accuracies along with
standard deviations are reported in Tables 2 and 4. Target class label for ωV ID

and ωV ID can be assigned by either (i) latent examiners or (ii) AFIS.
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Table 1. Confusion matrix of ωV ID versus ωV ID classification from value determi-
nation by examiners. ω̂V ID and ω̂V ID are the predicted class labels. Feature vectors
are defined based on (a) minutiae extracted by AFIS and (b) minutiae marked by
examiners.

(a)

Feature x1 x2

ω̂V ID ω̂V ID ω̂V ID ω̂V ID

ωV ID 565 14 496 83
ωV ID 128 0 91 37

(b)

Feature x1 x2

ω̂V ID ω̂V ID ω̂V ID ω̂V ID

ωV ID 564 15 523 56
ωV ID 69 59 64 64

Table 2. Classification accuracy (standard deviation) for ωV ID and ωV ID from
value determination by examiners. Feature vectors are defined based on (a) minutiae
extracted by AFIS and (b) minutiae marked by examiners.

(a) (b)

Feature x1 x2 x1 x2

ωV ID classification accuracy 98% (2 %) 86% (4 %) 97% (3 %) 90 % (5 %)

ωV ID classification accuracy 0% (0 %) 29% (19 %) 46% (12 %) 50 % (10%)

Total classification accuracy 80% (1 %) 75% (4 %) 88% (2 %) 83 % (4 %)

Value Determination by Examiners. Value determination by latent exam-
iners is one of VID, VEO, and NV. All latents determined as VID by examiners
comprise ωV ID while ωV ID consists of VEO and NV latents determined by exam-
iners. Tables 1 and 2 show the confusion matrices and classification accuracies
with standard deviations of predicting value determination by examiners.

Value Determination by AFIS. Value determination by AFIS is based on
the matching performance of a specific AFIS: a latent belongs to ωV ID if its
mate in the reference database is retrieved within the top rank-100; otherwise, it
belongs to ωV ID. Tables 3 and 4 show the confusion matrices and classification
accuracies with standard deviations of predicting value determination by the
AFIS.

Based on these classification results, we make the following observations:

• Feature vectors from the minutiae marked by examiners show better perfor-
mance than those from the minutiae extracted by the AFIS due to the high
reliability of the markup features.

• Value determination by examiners shows higher classification accuracy than
value determination by AFIS. This is because the value determination by
examiners is done by looking at only latent images so that the quality and the
sufficiency of features in the latents are closely related to the value determina-
tion. On the other hand, the value determination by an AFIS also depends on
the quality of mated reference prints. This emphasizes the need for considering
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Table 3. Confusion matrix for ωV ID versus ωV ID classification from value determina-
tion by AFIS. ω̂V ID and ω̂V ID are the predicted class labels. Feature vectors are defined
based on (a) minutiae extracted by AFIS and (b) minutiae marked by examiners.

(a)

Feature x1 x2

ω̂V ID ω̂V ID ω̂V ID ω̂V ID

ωV ID 162 157 195 124
ωV ID 126 262 125 263

(b)

Feature x1 x2

ω̂V ID ω̂V ID ω̂V ID ω̂V ID

ωV ID 456 34 391 99
ωV ID 117 100 107 110

Table 4. Classification accuracy (standard deviation) for ωV ID and ωV ID from value
determination by AFIS. Feature vectors are defined based on (a) minutiae extracted
by AFIS and (b) minutiae marked by examiners.

(a) (b)

Feature x1 x2 x1 x2

ωV ID classification accuracy 51% (12 %) 61% (7 %) 93% (4 %) 80% (5 %)

ωV ID classification accuracy 67% (11 %) 68% (8 %) 46% (13 %) 51% (9 %)

Total classification accuracy 60% (4 %) 65% (4 %) 79% (6 %) 71% (3 %)

the quality of the mates as an independent factor when developing a latent
fingerprint quality measure.

• Feature vector x1 generally shows better performance than feature vector x2

to predict latent values, except for value determination by AFIS with minutiae
extracted by the AFIS. When the reliability of feature extraction is low, the
ancillary information on fingerprint ridge quality helps to design a better latent
quality measure.

3.3 Prediction of Latent Identification Performance by LFIQ

To evaluate the proposed latent quality measure, LFIQ, as a predictor of latent
identification performance, we consider rank-100 identification rate when the
latents with low quality scores are rejected. Fig. 5 shows the rank-100 identifica-
tion rate as a function of the rejection rate based on LFIQ when two different
minutiae sets (one from examiners and the other from AFIS) are used. Based on
these plots, we make the following observations:

• Quality measure based on the minutiae marked by examiners shows better
performance than the quality measure based on the minutiae extracted by
the AFIS. This implies that, if highly reliable feature extractors are available,
the quality estimation using relatively simple features such as ridge clarity
and the number of minutiae will suffice in predicting the latent matching
performance.
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Fig. 5. Rank-100 identification rate versus rejection rate when the minutiae are
obtained by (a) an AFIS and (b) latent examiners (solid lines). Dotted lines are the
approximation with cubic functions.

• For minutiae extracted by an AFIS, the quality measure LFIQ which com-
bines QR and NM shows the best performance compared to either QR or NM

alone.
• For minutiae marked by examiners, however, NM alone shows about the same

performance as LFIQ, which implies that the amount of information that
minutiae contain (i.e., the number of minutiae in the latent) is sufficient to
predict the matching performance when the extracted minutiae are highly
reliable.

Figure 6 shows an example where the proposed quality measure LFIQ success-
fully predicts the latent identification performance. Figure 7 shows a latent and
its mated reference print of good quality, but the latent identification perfor-
mance is poor due to the large number of missing minutiae and spurious minutiae
extracted by the AFIS in the latent even in the high quality ridge region.

As a comparison to the proposed LFIQ, NIST Fingerprint Image Quality
(NFIQ)5 [26] was used to assess the quality of the latents in the two latent
databases. When setting the rejection criterion as ‘NFIQ = 5’, the rank-100
identification rate of the accepted latents with minutiae extracted by the AFIS
was 66 % at a rejection rate of 80 %. At the same rejection rate, the rank-100
identification rate of the accepted latents by NFIQ with minutiae marked by
examiners was 80 %. The proposed latent quality measure, LFIQ, on the other
hand, was able to achieve the same rank-100 identification rate at significantly
lower rejection rates as follows: (i) rank-100 identification rate of 66 % can be
achieved, with minutiae extracted by the AFIS, by rejecting 53 % of poor quality
latents identified by the proposed LFIQ; (ii) rank-100 identification rate of 80 %

5 NFIQ assigns one of five discrete quality levels ranging from 1 to 5 to a reference
print; ‘1’ refers to the highest quality, and ‘5’ indicates the lowest quality. Note that
NFIQ was not designed for latent fingerprint quality assessment.
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(a) (b) (c) (d)

Fig. 6. Example of a latent for which the proposed latent quality LFIQ successfully
determines it to be ‘high’ quality latent. (a) Latent U237 in NIST SD27, (b) ridge
clarity map, (c) minutiae set and its convex hull, and (d) mated reference print with
minutiae extracted by an AFIS (red) and the mated minutiae with the latent (green).
Note that while this latent has a high LFIQ value (corresponding to the rejection
rate of 83 %) and the mated print is retrieved at rank-1, the value determination by
examiners for this latent was not-VID.

(a) (b) (c) (d)

Fig. 7. Example of a latent where the proposed latent quality measure LFIQ deter-
mines it to be a ‘high’ quality latent, but the retrieval rank of the mated reference
print is poor (ranked at 4,658). (a) Latent W944F08B N in WVU database, (b) ridge
clarity map, (c) minutiae set and its convex hull, and (d) mated reference print with
minutiae extracted by an AFIS. Note that while this latent has a high LFIQ value
(corresponding to the rejection rate of 88%) and the value determination by examiners
is also VID, the matching performance is poor due to the large number of false minutiae
extracted by the AFIS in the latent.

can be achieved, with minutiae marked by examiners, by rejecting 21 % of poor
quality latents identified by the proposed LFIQ.

4 Conclusions and Future Work

Towards the goal of designing a “lights-out” latent fingerprint matching system,
we proposed a latent fingerprint quality measure. We first defined the value
of a latent based on its rank-100 identification rate to directly relate the latent
quality to the matching performance. A set of features based on latent fingerprint
ridge clarity and minutiae properties was evaluated by posing the latent value
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determination problem as a 2-class classification problem (i.e., VID versus not-
VID). Based on the classification accuracy, the most salient features were selected
to define a latent quality measure as a product of the average ridge clarity in
the convex hull enclosing the minutiae and the number of minutiae in the latent.
The proposed latent quality measure improves the rank-100 identification rate
of an AFIS by effectively rejecting poor quality latents.

Based on the preliminary study of the proposed LFIQ, we identify the fol-
lowing topics that are worthy of further consideration:

• Defining a latent quality measure with a more discriminative feature set repre-
senting the reliability of minutiae extracted by an AFIS to predict its matching
performance.

• Developing a latent quality measure involving Level-3 features.
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tially supported by a grant from the NSF Center of Identification Technology Research
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Abstract. This paper focuses on automatic face identification for foren-
sic applications. Forensic examiners compare different parts of the face
image obtained from a closed-circuit television (CCTV) image with a
database of mug shots or good quality image(s) taken from the suspect. In
this work we study and compare the discriminative capabilities of differ-
ent facial regions (also referred to as facial features) such as eye, eyebrow,
mouth, etc. It is useful because it can statistically support the current
practice of forensic facial comparison. It is also of interest to biometrics
as a more robust general-purpose face recognition system can be built
by fusing the similarity scores obtained from the comparison of different
individual parts of the face. For experiments with automatic systems,
we simulate a very challenging recognition scenario by using a database
of 130 subjects each having only one gallery image. Gallery images are
frontal mug shots while probe set consist of low quality CCTV camera
images. Face images in gallery and probe sets are first segmented using
eye locations and recognition experiments are performed for the different
face regions considered. We also study and evaluate an improved recog-
nition approach based on AdaBoost algorithm with Linear Discriminant
Analysis (LDA) as a week learner and compare its performance with the
baseline Eigenface method for automatic facial feature recognition.

1 Introduction

The difficulty of automatic face recognition mainly depends on the type of facial
images we want to compare. A lot of research has been carried out to perform
automatic face recognition and as a result several systems are available [1–6].
Problems such as different facial expressions, illumination conditions and poses
have been studied and to certain extent some solutions have been proposed
[2,7,8]. A relatively less investigated problem is the automatic face recognition
from low quality images taken using CCTV camera. To date, there is no auto-
matic system available which can reliably compare CCTV images with high
c© Springer International Publishing Switzerland 2015
U. Garain and F. Shafait (Eds.): IWCF 2012 and 2014, LNCS 8915, pp. 83–91, 2015.
DOI: 10.1007/978-3-319-20125-2 8
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quality images in mug shot database or image(s) taken from the suspect. This
task is manually performed by forensic examiners where instead of following a
holistic approach they use a “feature-based” approach. Each part such as nose,
eyes, mouth, etc. is compared separately and a conclusion is reached by observ-
ing similarities and differences. Finally conclusions based on the different facial
features along with the relative importance of each is used to state an opinion
in the form of a ratio of how likely is that the two images being compared are
obtained from the same person to the ratio of how likely is that the two images
being compared are obtained from different persons [8,9].

The task of facial feature comparison is very challenging when one or both
images under consideration are taken using CCTV camera because of the low
quality. An automatic system comparing individual facial features is highly desir-
able as it will not only make the manual comparison of forensic examiners faster
but will also help standardize this process. It is not possible with current state-
of-the art recognition technologies to replace the manual comparison process in
forensic face recognition; however, an automatic system can reduce, to a great
extent, the manual effort. This can be, for instance, displaying top 10 candi-
date matches from a database of thousands of images based on a facial feature
extracted from a criminal face image taken at a crime scene from a CCTV cam-
era. Individual facial feature recognition is also important in cases such as having
partial occlusion of the face and when only one facial feature is visible. In such
cases even state-of-the art commercial face recognition systems such as [6] fail
to work. Studies like the one presented in this paper are also necessary to sci-
entifically support and help to establish procedures to assign relative weights to
the opinions that can be inferred from different parts of the face.

In this paper we study the recognition performance of different facial fea-
tures using two automatic recognition systems. The first system is the baseline
Eigenface approach [4] while the second system is based on AdaBoost algorithm
where we use LDA as a weak learner. The remaining of this paper is organized
as follows: Sect. 2 reviews the protocol followed by forensic examiners to carry
out the facial comparison which is the main motivation for this work. Section 3
describes the database, evaluation protocol and the segmentation of face images.
Section 4 briefly describes the improved boosting-based LDA approach. Exper-
imental results based on the Eigenface method and the boosting approach are
presented in Sect. 5. Finally, in Sect. 6 we draw conclusions and mention future
research directions.

2 Forensic Examiners’ Facial Comparison

In this section we briefly review the forensic experts way of facial comparison
which is the main motivation behind our work. The discussion is based on the
guidelines set forward by the workgroup on face comparison at Netherlands
Forensic Institute (NFI) [10,11] which is a member of European Network of
Forensic Science Institutes [12]. The facial comparison is based on morphological-
anthropological facial features. In most cases the pictures are obtained or
processed to be in the same posture. The comparison mainly focuses on:
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– Shape of mouth, eyes, nose, ears, eyebrows, etc.
– Relative distance among different relevant facial features
– Contour of cheek- and chin-lines
– Lines, moles, wrinkles, scars, etc. in the face

When comparing faces manually, it should be noted that differences can be invis-
ible due to underexposure, overexposure, resolution too low, out-of-focus and
distortions in imaging process, specifically when considering information from
surveillance camera. Furthermore, similar facial features can result in different
depictions due to the camera position regarding the head, insufficient resolution,
difference in focusing of two images, and distortion in imaging process.

Due to the aforementioned effects, which usually make the comparison
process difficult, the anthropological facial features are visually compared and
classified as: similar in details, similar, no observation, different, different in
details. Apparent similarities and differences are further evaluated by classifying
facial features as: weakly discriminative, moderately discriminative, and strongly
discriminative. A conclusion based on this comparison process is a form of sup-
port for either the prosecutions or defense hypothesis and can be stated as no
support, limited support, moderate support, strong support, and very strong
support. The process is subjective to great extent and the conclusion of one
expert can be different than other. The final result is based on the combina-
tion of the comparison results of different individual features. This is in contrast
to automatic biometric face recognition systems where the whole face image is
usually considered as a single entity [2,4].

3 Database Description and Face Segmentation

We use SCFace database [13] in our experiments which consists of 130 subjects
each having one frontal mug shot image and 5 surveillance camera images. This
database presents novel and challenging tests for automatic face recognition
systems due to the very low quality images taken by surveillance cameras. A few
examples of mug shot and surveillance camera images used in our experiments
are shown in Fig. 1. There are five different surveillance cameras used each with
three different distances from the subjects. For simplicity in our experiments we
consider only one surveillance camera with the closest distance to the subjects.

All of the frontal mug shot and surveillance camera images are segmented
using the ground truth locations of the eyes. Segmentation of the face image
into different parts is based on standard facial proportions [14]. An example of
the set of segments into which a face image is divided is shown in Fig. 2. As
shown in Fig. 2, pixels outside the region of interest are masked by setting them
to zero. Given a probe patch of a facial feature extracted from a surveillance
camera image, it is matched with each of the 130 patches extracted from the
frontal mug shot images.
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Fig. 1. A few sample gallery (first row) and probe images (second row) used in our
experiments.

4 Facial Feature Recognition

To handle the complex nature of individual facial feature recognition from low
quality CCTV images we use LDA [15] as a weak learner in Adaboost.M2 [16]
for feature1 extraction while classification is performed using simple Euclidean
distance. The performance of traditional LDA-based approach [3] is improved
by incorporating it in the boosting framework. Since both LDA and AdaBoost
are well known algorithms we only provide a brief description of our employed
recognition system highlighting the way LDA is integrated in AdaBoost.M2.
Each round of boosting generates a new LDA subspace particularly focusing on
examples which are misclassified in previous LDA subspace. The final feature
extractor module is an ensemble of several specific LDA solutions. In order to
incorporate LDA in boosting framework, slight modifications are introduced in
the way the within-class and the between-class scatter matrices are constructed
at the end of each boosting iteration by incorporating the weight associated with
each sample. Please refer to [5] for a detailed description of using LDA as a weak
leaner in AdaBoost algorithm.
1 Here the term “feature” refers to a vector of values describing the characteristics of

an image patch. This is the common use of the term “feature” in pattern recognition.
In order to avoid ambiguity we always use the term “facial features” for referring to
the parts of the face such as eye, eyebrow, nose, etc.
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Fig. 2. (a) Mug shot images (b) Surveillance camera images.

This kind of ensemble based approach takes advantage of both LDA and
boosting and outperforms simple LDA based systems in complex face recognition
tasks. This is particularly important where a small number of training samples
for each subject are available (1 image patch per facial feature in this case)
compared to the number of dimensions of the samples i.e., the small-sample-size
problem [17] and when non-linear variations are present in facial images. Our
employed face recognition system is more robust when performing recognition
of low resolution face images. This result is also verified by the authors in [5]
where they use similar approach for face recognition.



88 T. Ali et al.

5 Experimental Results

There are 130 subjects each having only one image both in gallery and probe sets.
Each face image is segmented and as a result we have 130 patches for each facial
feature both in gallery and probe set. Figure 3 (a) shows the Cumulative Match
Characteristics (CMC) curves of different facial feature when the Eigenface [4]
method is applied to this close-set identification task. Only components whose
eigenvalues are equal to or greater than 1 are retained. Simple Euclidean distance
is used for classification. Very low identification results are observed mainly due
to very low quality probe patches obtained from surveillance camera images, only
one training sample, and relatively high size of gallery. For the same identification
scenario, we see improved identification rates for all facial features using the
AdaBoost approach discussed in Sect. 4 (Fig. 3 (b)).

Fig. 3. Identification performance of different facial features.
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Table 1. Rank 1 identification rate (%) (EB stands for eyebrow).

Left
eye

Right
eye

Left
EB

Right
EB

Mouth Nose Eyes with
EB

Eyes Chin Face

Eigenface
approach

2.31 1.54 3.08 3.85 1.54 1.54 3.08 2.31 2.31 3.84

Adaboost
approach

3.85 5.39 7.69 10.77 3.85 1.54 12.31 8.46 2.31 6.15

Table 2. Rank 10 identification rate (%) (EB stands for eyebrow).

Left
eye

Right
eye

Left
EB

Right
EB

Mouth Nose Eyes with
EB

Eyes Chin Face

Eigenface
approach

11.54 11.54 15.38 17.69 11.54 13.08 15.38 8.46 13.08 15.38

Adaboost
approach

19.23 16.92 33.85 28.46 10.77 7.69 37.69 23.85 17.69 20.77

Tables 1–2 list the rank 1 and rank 10 identification rate of each facial fea-
ture. It can be concluded that different automatic systems might rank different
facial feature differently with respect to their discriminative capabilities. It is
important to note that since the segmentation process is based on eyes location,
the eye regions are expected to be better aligned than other regions. However,
it is a standard practice in automatic face recognition to locate eyes positions
and normalize face based on eyes positions.

Besides identification performance, it is also important to consider perfor-
mance in verification scenario. In forensic facial comparison, a simple verifica-
tion situation happens when an image from a suspect is compared with an image
obtained from a crime scene. This is a one-to-one comparison for which differ-
ent evaluation metrics such as Area under Receiver Operating Characteristics
(ROC) curve (verification rate vs. false acceptance rate) and Equal Error Rate
(EER) are used. In our experiments we use area under the ROC to summarize
the verification performance of both systems for different facial features. Higher
value of area under the ROC implies better verification performance of a system
and vice versa. Table 3 summarizes results of verification experiments using the

Table 3. Verification performance using percentage of area under ROC (EB stands for
eyebrow).

Left
eye

Right
eye

Left
EB

Right
EB

Mouth Nose Eyes with
EB

Eyes Chin Head

Eigenfaces
approach

57 56 61 63 55 53 60 56 60 59

Adaboost
approach

63 66 75 77 55 57 79 69 61 72
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Table 4. Ranking facial feature based on verification performance.

Eigenface method Adaboost approach

Right eyebrow Both eyes with eyebrow

Left eyebrow Right eyebrow

Both eyes with eyebrows Left eyebrow

Chin Face

Face Eyes

Left eye Right eye

Eyes Left eye

Right eye Chin

Mouth Nose

Nose Mouth

area under ROC curve metric. In Table 4 we rank facial feature according to
their verification performance using each method.

6 Conclusions and Future Work

Comparing individual facial features of two or more faces is a common practice
that forensic examiners carry out during their investigation of a crime when there
are facial images from a crime scene. In this paper we presented preliminary
experiments to compare and evaluate the discriminative capabilities of different
facial features. We studied a boosting based LDA approach and compared its
performance with the standard Eigenface method for individual facial feature
recognition. The studied method has shown improved performance, however, still
it is far from the point where it can be used in real applications. It is however
important to study and understand the recognition performance of different
facial features by recognition algorithms. This can lead to future research such
as building more robust face recognition systems by the weighted sum of all facial
features recognition results. Also it is more important in cases where crime scene
images are partially occluded or only a few facial features are visible. Our future
research will include improving the recognition performance as well as combining
evidence from different facial feature comparison to single evidence for forensic
face recognition.
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Abstract. In this paper, a new inverse half toning method has been
proposed for reconstructing low resolution line halftone images. This
reconstruction is done in order to authenticate an image in question.
The reconstructed image is compared with its original image in terms of
standard image quality metrics such as peak signal to noise ratio (PSNR)
and structural similarity index measure (SSIM). The existing inverse
halftone methods have rarely considered line halftone images which are
normally of low resolution and the quality of the inverse halftone largely
depends on the characteristics like frequency or shape of halftone dots.
Our proposed inverse halftone technique consists of two parts: at first,
the resolution (in lines per inch, lpi) of an input image is estimated and
a low level image from the binary line halftone image is constructed.
In the second phase, gray level continuous image is generated from the
low level description and the lpi information. The method is based on
learning based pattern classification techniques namely, neural nets. A
comparative study shows that the proposed method outperforms many
existing inverse halftone techniques while dealing with line halftone
images.

Keywords: Line half-tone · Inverse halftoning · RBF-NN · Image
quality

1 Introduction

Halftone images are essential part of printed materials [1–3]. In printing pictures
in books, a continuous tone original picture is first converted into a halftone (HT)
one which finally gets printed in the book. Inverse halftone (IHT) is the method
that attempts to generate the original picture from a given halftone image. IHT
is important for several purposes. For instance, if we want to compare an original
image with the one which has been actually printed by other printers. It may
happen that the original copy of the image is not available at all and in this
c© Springer International Publishing Switzerland 2015
U. Garain and F. Shafait (Eds.): IWCF 2012 and 2014, LNCS 8915, pp. 95–103, 2015.
DOI: 10.1007/978-3-319-20125-2 9
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situation, IHT may help to regenerate the original picture from its HT image
available in printed form. Reprinting of old books for which the original pictures
are not available, IHT plays an important role. In today’s world, IHT is an
important tool for copyright authentication.

There are two types dots by which halftone images are composed of: (i)
dispersed dot and (ii) clustered dot. Dispersed dots are of fixed size and dot
diameter are not directly related to the dot frequency. The number of dots in a
region defines the basis of tonal levels. The clustered dot occurs when the halftone
dots are of variable sizes. In this scheme, the dot diameter is proportional to the
dot frequency. Dispersed dots are used in limited case digital printing (e.g. laser
jet printers, photocopiers, etc.) whereas clustered dots are used in large scale
printing (e.g. offset printing, lithography, silkscreen printing, etc.)

In literature, various types of IHT techniques are available [4,5]. Almost all
of these techniques considered dispersed dot halftone images which are largely
relevant for digitally printed materials. The effectiveness of these methods for
clustered dot halftone images is not well studied. Some works have reported
results on both dispersed as well as clustered dots where dealing with dispersed
dots is mostly stressed upon. This dominant trend, i.e. dealing with the dispersed
dots as observed in the existing IHT methods maybe because of the easy avail-
ability of digital printers under lab environment. Original pictures are converted
into corresponding their halftone versions which are then printed using digital
printers. As the digital printers are used, dispersed dots came into discussion.
However, for large scale printing offset/silk screen printers instead of digital ones
are used. Therefore, IHT methods working on clustered dots are important in
many practical situations. Moreover, dispersed dot halftone images are gener-
ally of higher resolution (around 150 lines per inch or lpi and more) than that
of clustered dot based halftone images (as low as 50 lpi to as high as 150 lpi).
Consequently, efficiency of most of the existing IHT methods on low resolution
halftone images is also not well explored. This paper attempts to fill this gap by
considering design of an efficient IHT method working on clustered dot halftone
images.

The clustered dots can be of different shapes. The line halftone dots are
one of them and mostly used by the printing houses. Line half tone images
are commonly used in printed books, old manuscripts, magazines etc. including
many security documents like certificates, bank checks, currency notes, legal
deeds and so on. In security documents, line halftone images are normally used as
background design that serves as a protection against counterfeiting. Such design
involves micro print-line patterns, guilloches patterns, latent image pattern, relief
line pattern etc. Most of these patterns are produced from continuous tone image.
The design details of such patterns are not clear with the naked eye but become
clear with magnification. Characteristics of these line patterns are line thickness,
line density and ink colour. Fine-line design features are changed in the event of a
photocopying attack. For example, when a forger attempts to copy the page, the
design will appear blurred and display a pattern spread. Generally, a document
examiner inspects this deformation with a magnifier [6–8]. The document in
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question is inspected using different light sources, i.e. transmitted light, oblique
light, etc. This inspection is grossly manual and therefore, time consuming. For
quick decision-making and for better visual inspection, a sophisticated machine-
assisted technique is called for. This paper is aimed at developing an inverse half
toning technique (IHT) for authenticating line HT images. The method attempts
to formulate a statistical measure in order to judge the quality of the image in
question against the original image. We have considered line halftone image at
three different resolutions namely, 60, 70, and 80 lpi which are commonly used
in practice.

Another significant contribution of this study is to use learning based pat-
tern classification technique for designing the IHT method. The existing meth-
ods rarely exploit this technique rather make use of static template or edge
analysis based pattern matching. Many techniques borrow idea from digital
signal processing. Pattern classification based inverse halftoning has also been
attempted in few works [9,10]. These methods do not consider resolution of
an input image separately and therefore, inverse halftoning is done based on
a overall learning over images of many resolutions. Our method brings novelty
by finding the lpi information so that generation of inverse halftone becomes
more precise. Secondly, empirically we observe that use of more than one neural
net gives better quality inverse halftone than the one given by only one neural
net. First neural net generates an approximate low level image (k-level, where
2 < k < 256) which is taken by the second neural net as input and produces
the final gray tone image. Lastly, we have presented a comparative study to show
the effectiveness of our proposed method over several existing IHT methods when
applied on line halftone images.

2 The Proposed Inverse Transform Method

The main of the inverse transform method is to take a line halftone (HT) image
as input and produce a high quality gray-scale image corresponding to the input.
A radial basis function neural net (RBF-NN) is the core of this transform
method. The reason for using RBF-NN as the neural network lies in the fact
that the inverse transform is a complex non-linear process and for doing this,
RBF-NN shows better performance for universal non-linear approximation over
the other neural nets (e.g. MLP-NN) [9].

The reconstruction function is given by

C =
n∑

h

wh · φ(||x − th||) + B (1)

where n is the total number of input samples applied for output neuron C which
corresponds to the intensity level of a pixel (i, j) in the output image, wh is the
synaptic weight connecting hidden neuron h to output neuron, B is a bias of the
output neuron and the activation function φ(·) is defined as

φ(||x − th||) = exp
{−(||x − th||2

2σ2
h

}
(2)
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where the set of centres {th|h = 1, 2, . . . , n} are m2-dimensional vectors to be
determined, x is the m2 dimensional pattern obtained by placing a m×m tem-
plate around the (i, j) pixel of the input image, and σh is the variance of Gaussian
function. The gradient descent is used for error-correction learning process.

Two different architectures are used to achieve this transform.

Architecture 1. A single RBF-NN is used that takes the binary HT image as
input, predicts lpi of the input image and generates the gray image as output.
This is somewhat similar to what has been used in previous works for inverse
halftoning of dithered halftone images [9], but these works do not compute lpi
information.

Architecture 2. This architecture consists of two levels of RBF-NNs as shown
in Fig. 1. The first level takes the input image, IHT and predicts the lpi infor-
mation for the given image. In addition, the first level produces a low level
(k-level) image, Ik. The lpi information helps to choose a particular NN on
the second level. If we consider three different lpi based HT images (IHT ) then
three different RBF-NNs corresponding to three specific lpi values are present
on the second level. Depending upon the lpi detected by the first level RBF-NN,
the intermediate k-level image (Ik) is passed to the particular RBF-NN on the
second level. The RBF-NN of the second level produces the final gray scale
image (IG).

The values of m and k have definite impact on the quality of the inverse
halftone and therefore, several alternatives have been tried. In our experiment,
three different values of m namely, 3, 5 and 7 and three different values for
k namely, 4, 8 and 16 are used. Variation in m will give different pixel tem-
plates based on which prediction of lpi information and the intensity level of a
pixel in the output image is predicted. Variation in k defines the intermediate
approximated image at different intensity levels.

3 Experimental Protocol

3.1 Dataset

In this experiment, five standard digital grayscale images namely, (i) Peppers,
(ii) Mandrill, (iii) Barbara, (iv) Atlas hand and (v) Lena eye which have no back-
ground have been considered. Line HT images are generated using a commercial
software namely Adobe Photoshop Software 7.0. All the images are processed at
100 dpi resolutions with specified screen angle namely, 45◦ and dot frequencies
of 60, 70 and 80 lpi. Printing is done through single color offset printing machine
(black ink used here). Printed images are digitized by flatbed HP scanner (Scan-
Jet 8250) with same resolution (i.e. 100 dpi). Binary images are obtained by
using Otsu thresholding method.

HT binary images of the first three images (i.e. Peppers, Mandrill and
Barbara) have been considered for training the RBF-NNs and remaining two
images (i.e. Lena eye and Atlas hand) have been considered for testing.
For architecture-1, i.e. use of only one RBF-NN, about 500,000 (500K) binary
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Fig. 1. Block diagram of Architecture 2

feature vectors tagged with lpi information and gray value are generated from
the training halftone images. For architecture-2, i.e., two-level RBF-NN, the
first-level RBF-NN is trained with feature vectors tagged with lpi, k-level value
and gray level. The k-level values are generated by down-sampling the original
gray images. The gray level tag is not required by the first-level RBF-NN, but
it is used by the second RBF-NN.

3.2 Evaluation Strategy

Two methods namely, peak-signal-to-noise ratio (PSNR)and structural similarity
index measure (SSIM) [11] often used for measuring image quality are applied
for judging the efficiency of the proposed inverse halftoning method as well as
comparing its performance with some of the well cited previous studies. PSNR
value is inversely proportional with the mean square error (MSE). The value of
SSIM is computed combining correlation, luminance and contrast. Its range lies
in [0, 1]. If SSIM be 1 then both images are maximally correlated.

3.3 Results and Discussions

The performance of the inverse transform methods are presented on two pictures
namely Atlas hand and Lena eye which are halftoned at three different resolu-
tions: 60, 70 and 80 lpi. The performance of the architecture-1 is presented first
in Table 1.

Note that for the Atlas hand PSNR values of around 27-28 and SSIM value of
around 0.8 is achieved which is slightly better than what is obtained by the same
architecture but without using lpi information [9]. Without using lpi information
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Table 1. Performance of a single RBF-NN based Inverse Transform Method
(Architecture-1)

Image LPI Context Pattern (m×m)

3 × 3 5 × 5 7 × 7

PSNR SSIM PSNR SSIM PSNR SSIM

Atlas hand 60 25.052 0.859 27.805 0.901 27.200 0.891

70 24.868 0.873 27.283 0.896 27.240 0.890

80 18.010 0.710 27.010 0.789 28.040 0.810

Lena eye 60 21.673 0.565 18.273 0.505 21.797 0.571

70 21.585 0.557 23.903 0.641 23.660 0.636

80 20.735 0.514 23.956 0.624 23.656 0.623

(i.e. if the training of the neural is done without lpi information) PSNR value of
around 24-25 is obtained. The same trend is supported by the Lena eye image.
This shows lpi information better guides the inverse halftoning process. Con-
text pattern based on which features are extracted around a pixel has definite
effect and the result shows that 5× 5 context produces best average case result.
We can further note that similar inverse halftoning methods [9,10] produced
image giving PSNR of around 30-31 when the halftones are based on dispersed
dots and printed digitally. The reason is the resolution which is far more (around
150 lpi) for dispersed dot based halftones than it is in line halftones.

Next the performance of the two-stage RBF-NN is reported in Table 2. Here a
k-level is approximated image is generated first which is then converted into gray
tone. Quality of inverse halftone image has been investigated at different values
of k. It is to be noted that for all cases, this 2-level RBF-NN architecture gives
better performance than single RBF-NN. Though the amount of improvement
looks small in terms of PSNR and SSIM values but these improvements are
statistically significant for all the three resolutions, p < 0.05 by a two-tail t-test.
Figures 2 and 3 show the inverse halftone images at different resolution levels.
Results for 5 × 5 context pattern are shown in these figures.

From the Tables 1 and 2, one more observation maybe noted. In these tables,
SSIM values varies from 0.5 to 0.9 whereas PSNR varies from 18 to 29 (dB).
It is observed that when SSIM increases from 0.2 to 0.8, PSNR increases linearly
or nearly following a straight line. However, when SSIM rises to 0.8 or higher,
PSNR increases rapidly. This observation is supported by the findings in [11].

Next, we compare the performance of our method against the largely cited
inverse halftoning methods [12–15] which have been shown performing well on
dispersed halftone images. We checked their performance on line halftone images
and results are reported in Table 3. The comparison shows that the proposed
method outperforms the other methods often by significant margin based on
both the metrics, i.e., PSNR and SSIM and for all the three resolutions.
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Table 2. Performance of two-stage RBF-NN based Inverse Transform Method
(Architecture-2)

Image LPI k Context Pattern (m×m)

3 × 3 5 × 5 7 × 7

PSNR SSIM PSNR SSIM PSNR SSIM

Atlas hand 60 4 24.875 0.866 27.553 0.899 27.400 0.896

8 25.526 0.877 27.812 0.890 27.900 0.903

16 24.874 0.873 27.843 0.901 27.700 0.893

70 4 24.884 0.870 26.778 0.889 28.705 0.891

8 25.005 0.870 26.870 0.879 27.690 0.876

16 24.936 0.873 27.071 0.893 29.670 0.909

80 4 18.370 0.750 27.572 0.809 28.670 0.887

8 18.887 0.768 27.670 0.890 28.900 0.894

16 18.910 0.784 27.550 0.886 28.400 0.865

Lena eye 60 4 21.108 0.528 23.188 0.610 23.437 0.597

8 22.875 0.582 23.753 0.613 24.387 0.622

16 22.295 0.588 24.026 0.631 23.921 0.619

70 4 21.021 0.521 23.514 0.615 24.893 0.688

8 22.388 0.578 23.798 0.625 26.368 0.807

16 22.972 0.598 24.145 0.644 24.184 0.642

80 4 21.219 0.518 23.735 0.601 23.904 0.616

8 22.060 0.561 25.050 0.623 25.066 0.682

16 22.590 0.573 24.046 0.619 24.289 0.634

Fig. 2. Inverse Halftoning of Atlas hand: (a) original gray image, (b), (e), (h): line
halftone document images at 60, 70 and 80 lpi; (c), (f), (i): inverse halftone images
at 60, 70, 80 lpi by using single RBF-NN architecture-1; (d), (g), (j): inverse halftone
images at 60, 70, 80 lpi by using two-stage RBF-NN architecture-2.
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Fig. 3. Inverse Halftoning of Lena eye: (a) original gray image, (b), (d), (f): line halftone
document images at 60, 70 and 80 lpi; (c), (e), (g): inverse halftone images at 60, 70,
80 lpi by using two-stage RBF-NN architecture-2.

Table 3. Performance Comparison: the first row for each method corresponds to the
image Atlas hand and the second corresponds to the image Lena eye

IHT Method 60 LPI 70 LPI 80 LPI

PSNR SSIM PSNR SSIM PSNR SSIM

LPA-ICI [12] 25.502 0.782 26.005 0.845 26.001 0.845

24.190 0.631 24.364 0.650 24.232 0.636

WInHD [13] 25.589 0.862 25.596 0.862 25.592 0.862

24.306 0.655 24.722 0.687 24.370 0.657

MAP [14] 26.996 0.892 26.999 0.892 26.995 0.892

24.136 0.621 24.455 0.634 24.170 0.617

LUT [15] 24.885 0.780 25.213 0.781 25.211 0.780

23.341 0.621 23.806 0.630 23.428 0.624

Our Method 27.900 0.903 29.670 0.909 28.900 0.894

24.387 0.631 26.368 0.857 25.066 0.682

4 Conclusion

Though line halftone technique is largely used in practice for large scale printing
but there was little research on inverse halftoning of line halftone images. This
study presents a neural net based inverse halftoning method for line halftones.
Experimental results show that the proposed method works well for the line
halftones compared to the several existing methods. As line halftones are gener-
ally of low resolution images, inverse halftone images give slightly less PSNR and
SSIM value compared to the those obtained for dispersed dot (higher
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resolution) based halftones. The present study can be extended in several direc-
tions. At first, improvement of inverse halftone images is definitely an area where
more research is needed. It is shown here that a two-stage neural net performs
better than a single stage architecture. This can be further extended to investi-
gate whether a series of neural net could produce better quality inverse halftone.

As the current work is motivated by the practical need of generating original
gray tone image in situation where the original image is not available or the
printed halftone is in question of copyrighting issue, performance evaluation
on a much larger dataset is required to bring out the potential of the present
approach in practical scenario. Once established its efficiency on a larger dataset
the present method could of good assistance for the forensic scientists, printing
engineers and even for restoration of many historical documents.
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Abstract. It is very easy to ensure the authenticity of a digital docu-
ment or of a paper document. However this security is seriously weakened
when this document crosses the border between the material and the dig-
ital world. This paper presents the beginning of our work towards the
creation of a document signature that would solve this security issue.
Our primary finding is that current state of the art document analysis
algorithms need to be re-evaluated under the criterion of robustness as
we have done for OCR processing.

Keywords: Hybrid security · Text hashing · OCR hashing · Document
analysis robustness

1 Introduction

With the ever increasing digitization of our world, people and companies now
have to ensure the authenticity of many documents. For instance, an easy way
to get a fraudulent identity card is not to forge one but to obtain a real one with
fraudulent documents such as a fake electricity bill and a fake birth certificate [1].
Some of these documents are in a paper format and some are in a digital format.
Ensuring the security of these two kinds of documents and of documents that
can change format is called hybrid security. So far there is no other choice but
to use two authentication systems: one for the paper documents and one for the
digital documents. Even though watermarks or fingerprints can bridge the gap
between the paper and the digital world they do not ensure the authenticity of
the content of the document. They only ensure the authenticity of its support
i.e. the file or the paper material [2].

The digital world has a very efficient tool to ensure the authenticity of a
file: a hash key [3]. It cannot be used as-is on a paper document because of
the noise of the scanning process which would always produce different files.
We have the idea of extracting the content of the document and to hash this
content instead of the raw scan of the document. This raises the immediate
question of the content we want to extract. Is it just the text or does it also
include the images, the handwritten signatures, or even a combination of those?
And with which precision do we want to extract it? Is it plain text or do we
also want to have the font, the font size and the emphasis? While investigating
c© Springer International Publishing Switzerland 2015
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this question, our first experiments prove that most document analysis tasks
need to be thought again under a completely new paradigm in this community:
robustness. It appears that current content extraction algorithms produce very
different results with only a slight amount of noise. This makes it impossible to
produce a reproducible signature. We started studying this robustness with the
base algorithm of our signature: OCR. We plan to study the other necessary
algorithms after we obtained a suitable OCR.

This paper is organized as follows. In Sect. 2, we introduce the general prob-
lem of hybrid signature and the performance objectives. Section 3 presents the
workflow we intend to build to solve it and the issue of robustness. Then, we
present our analysis for the task of OCR analysis in Sect. 4. Finally, Sect. 5 con-
cludes our work.

2 Hybrid Signature

Before presenting the hybrid signature itself we will present the hash algorithms
on which it is based.

2.1 Digital Hash Algorithms

A digital hash algorithm computes a digest for a message. A very good overview
of digital hash algorithms can be found in [3].

The first kind of hash algorithm was cryptographic hashing. It was made in
order to be able to control the integrity of the message content without having to
read the entirety of the message. This was useful at the beginning of the Internet
because of network transmission errors. Cryptographic hash algorithms are now
mostly used for security applications and content retrieval. They have several fea-
tures. The first one is that any small change in the message will change the digest
with a very high probability. This is reflected in the collision probability, which is
the probability of two different messages having the same digest. Another impor-
tant feature of hash algorithms is the inability to recover the original message
from its digest (hence the name “cryptographic”). The main consequence of this
requirement is that any smallest change will completely change the digest. This
allows the authentication of a confidential message without having to compro-
mise the confidentiality of the message. The current standard cryptographic hash
algorithm is SHA-256 as defined in the Federal Information Processing Standard
FIPS PUB 180-4 [4] and FIPS PUB 186-4 [5]. A security analysis of SHA-256
can be found in [6].

The next kind of digital algorithm is fuzzy hash algorithms. Contrarily to
cryptographic hashes, a small change in the message will only change a portion
of the digest. This allows the retrieval of different messages that have similar
message parts, but that are not completely identical (hence the name “fuzzy”).
For this reason, the content of the message is not as protected as in a crypto-
graphic hash algorithm. The most common fuzzy hash algorithm is ssdeep [7].
Fuzzy hash algorithms are also called perceptual hash algorithms especially in
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Fig. 1. Comparison of proposed, cryptographic and fuzzy digests on several copies of
the same document and a fraudulent version of it. The cryptographic digests have noth-
ing in common while the fuzzy ones all contain small variations making it impossible
to identify which document is fraudulent.

the image processing community as the fuzzy hash is related to the content of
the message and to the way a human perceives it. They are widely used for
message retrieval, where the message can be of any kind such as an image [8],
a text [9] or even raw bits of data on a hard drive [10]. A security analysis of
perceptual hash algorithms can be found in [11].

Figure 1 shows the differences between these different hash algorithms and
the proposed one.

2.2 Hybrid Security Algorithms

Villán et al. [12] elaborated two hashing algorithms. The first one is based on the
combination of an OCR software (Abbyy Finereader) and a cryptographic hash
(SHA-180). The second one is based on a random tiling hash, which computes
the average luminance value on 1024 random rectangles for each word. They
used an Arial font with a font size of 10 and no emphasis. The text was simple
English text. While the first algorithm performs rather well with only two errors
out of 64, the random tiling algorithm cannot differentiate one character from a
similar one such as “o” and “e”.

Tan et al. [13] developed a perceptual text hasing algorithm, which is very
interesting as it is based on the skeleton features of each character. It has the
drawback of removing all punctuation from the text.

The most recent work on hybrid security was made in two projects: the ANR
Estampille [2,14] and the European project SIGNED [15].

The Estampille project aimed at developing a 2D-barcode that could be
used as a fingerprint. The barcode is printed with extreme precision in a specific
printing process. This fingerprint is supposed to be impossible to be reproduced
or to be copied without detection. The latest results actually prove that having
a dozen copies of an authentic fingerprint is enough to forge one. This does not
include the fact that the document content is not included in the fingerprint.
Thus once a forged fingerprint is made, it is possible to render any document
authentic-like.
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The SIGNED project was more ambitious and corresponds to what we can
call a “hybrid signature”. The goal of the project was to produce a digest of a doc-
ument that allows the detection of any modification. It is based on a fuzzy hash
algorithm, which has the disadvantage of breaching the possible confidentiality
of the document, but this also allows for the localization of the modification. The
document is analyzed at the signal level. They cut the document in tiles and use
a Discrete Haar Wavelet Transform [16] on each of these tiles. For a document
scanned at 600dpi, the tiles have a size of 64 by 64 pixels. Then a cryptographic
hash is applied on each tile and all the digests are concatenated to create a fuzzy
digest. The fuzzy digest is then printed on the document. During the verification
process the digest of the scan is computed and compared with the one that is
printed on it. A distance is computed between these two digests and if it is too
large the document is considered to be fraudulent.

The results of the SIGNED project had to meet six performance indicators:

1. Probability of missed detection and false alarm
(a) Probability of false alarm (PFA) below 0.001
(b) Probability of missed detection (PMD) below 0.001 with PFA < 0.001

– for the replacement of digits in Arial 8, 10 and 12
– for the replacement of dots by commas in Arial 10 and 12

2. Collision probability below 0.001
3. Minimum area size to detect a manipulation: 42 × 42 pixels at 600dpi
4. Throughput below 5 seconds per page
5. Size of the document digest below 4 kB
6. Compatibility with current scanners and printers

A false alarm occurs when a document is detected as fraudulent while it is not
and a missed detection is the contrary. The minimum area size means that a
manipulation has to be bigger than a square of 42 by 42 pixels to be detected.

The project met all these requirements except for:

– The PMD for the replacement of dots by commas that required a bigger font
than Arial such as Verdana

– The minimum area size that is of 64 × 64 pixels at 600dpi
– The throughput that was not achieved for the verification phase (no figure

was given)
– The size of the document digest that was between 4.8 and 170 kB depending

on the required precision

The performance indicators were given by the industrial partners of the project
and as such represent a reasonable goal to reach. We can also notice that if we
want to use OCR processing the minimum area size performance indicator is not
relevant anymore.

3 Proposed Solution

Since a hash algorithm cannot be applied directly on a document image because
of the variability and the acquisition noise, our idea is to extract the content



108 S. Eskenazi et al.

from the document image, to format this content properly and to apply the
hash algorithm on it. This will drastically reduce the amount of data to hash
and will allow to hash only the significant (semantic) content of the image. The
interest of extracting the content is that this is exactly what is not supposed to –
and what we do not want to – change. This will eliminate the noise and so the
variability of the data, and will allow the use of a cryptographic hash. Thus, we
can expect this technique to be applicable also in the case of a camera captured
document.

As the notion of “semantic” can have several meanings we will attempt to
define it now. Usually a hash algorithm is applied directly on the raw data, the
bits of information. We intend to apply it on the content extracted from the
raw data. Hence we consider a semantic hash on the contrary to a normal hash.
We do not take into account the level of abstraction of the content on which
we apply the hash. For instance, applying a hash algorithm on a sequence of
characters without any understanding of their division in words still makes a
semantic hash. What matters is that the data on which is the hash algorithm
applied to is the one that contains only the information that is meaningful for a
human (and in our case that is not supposed to change).

3.1 Signature Workflow

Figure 2 shows the basic workflow for the signature computation. There are three
main phases: the preliminary phase (orange) extracts the different elements such
as text, images, tables and diagrams from the document image. The second phase
(gray) extracts the content of each of these elements. The last phase (green)
reconstructs the document and computes its digest.

The first step of the preliminary phase removes any geometric distortions such
as skew and warp. We then proceed with the segmentation phase and the tagging
of each segmented element according to its content (text, image, table, etc.).

During the second phase, the elements are analyzed by a content extraction
algorithm. The algorithm is specific for each element tag such as an OCR for
the text.

Finally all the extracted contents are used to rebuild the document accord-
ing to the segmented and analyzed data. We apply SHA-256 to compute the
document hash.

3.2 The Issue of Robustness

The objectives require a false positive rate below one in a thousand and the same
for a missed detection.

The case of missed detection is not very important, except for some specific
cases. For instance, in the case of undersegmentation, missed detections are mainly
related to the precision of each content extraction algorithm. Should one algorithm
not be good enough, we can either try to improve it, not use it and consider that
the corresponding information is not secured or consider that the corresponding
information is secured with a degraded level of security. Another solution is to only
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Fig. 2. The workflow of the signature computation.

consider certain types of document images for which we have the desired accuracy.
The precision of most document analysis algorithms is the most frequent criteria
used to evaluate them. So the precision is usually quite good.

The case of false positives is very different. To prevent a false positive, we
need to ensure that an algorithm will produce the same results for reasonably
similar images of the same document and/or with some additional noise. This
is the robustness of the algorithm and it is usually not analyzed. The issue with
robustness goes even further than that: with a missed detection we accept a
document that has a necessarily small modification (otherwise we would not miss
it), while with a false positive we reject an entire document that is completely
fine. From a practical point of view, if the rate of false positives is too high,
there will be too many rejected documents. This means that either the document
verification process is useless or it will require a lot of manpower to hand-verify
each rejected document. False positives can be created at every step of the
signature process: the segmentation, the content extraction and the document
reconstruction can all produce false positives that will have a direct impact on
the signature.

This shows how critical it is to ensure the robustness of the algorithms used
to compute the document signature. Unfortunately this robustness has hardly
been studied. We did this work for OCR and present it in the next section.

4 Study of OCR Capabilities

We will first describe in detail our test dataset, our test protocol and our results
of the OCR analysis. Finally we will discuss possible OCR improvements.

4.1 Dataset

Considering the quite stringent requirement for the OCR accuracy, we chose to
use clean, text-only, typewritten documents. Tesseract can analyze documents



110 S. Eskenazi et al.

Table 1. Scanning resolution for each scanner, one “X” per scan

Scanner 150 dpi 300 dpi 600 dpi

Konica Minolta Bizhub 223 X XX

Fujitsu fi-6800 XXX X

Konica Minolta Bizhub C364e X X

with a single or double column layout, so we tested it with a combination of
these. We used only and all the characters that it can recognize.

The dataset is made of 22 pages of text with the following characteristics:

– 1 page of a scientific article with a single column header and a double column
body

– 3 pages of scientific articles with a double column layout
– 2 pages of programming code with a single column layout
– 4 pages of a novel with a single column layout
– 2 pages of legal texts with a single column layout
– 4 pages of invoices with a single column layout
– 4 pages of payslips with a single column layout
– 2 pages of birth extract with a single column layout

We created several variants of these 22 text pages by combining:

– 6 fonts : Arial, Calibri, Courier, Times New Roman, Trebuchet and Verdana
– 3 font sizes : 8, 10 and 12 points
– 4 emphases : normal, bold, italic and the combination of bold and italic

This makes 1584 documents. We printed these documents with three printers
(a Konica Minolta Bizhub 223, a Sharp MX M904 and a Sharp MX M850) and
scanned them with three scanners and at different resolutions between 150dpi
and 600dpi as shown in Table 1. This makes a dataset of 42768 document images.
Figure 3 shows an example of the images contained in the dataset.

4.2 Test Protocol

Most of the security algorithms are publicly available. For this reason we chose to
use Tesseract [17] which is open-source. We used Tesseract version 3.02 with the
default English training. We ran it on every image of the data set and used the
ISRI evaluation tool [18] to compute the accuracy of the OCR and to analyze its
errors. We also computed a hash digest of each OCR output file with SHA-256.
We used these digests to compute the probability of false positives.

Computation of PFA. We will explain in the following the computation
method for the probability of false positives. We consider a set of n documents.
What a document exactly is will be defined for each computation. For each doc-
ument there are mi different digests, i ∈ [1, n]. Each digest is present sij times,
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Fig. 3. An example of three document images of the dataset

j ∈ [1,mi]. This creates a pseudo matrix Sij containing all the sij values. For
any i, mi is the number of non null values on the ith row and the number of
images is the sum of all the values contained in the matrix.

The signature verification process can be modeled by the successive draw
without replacement of two digests among all the digests available for the docu-
ment. The draw is without replacement as we consider it impossible to produce
twice exactly the same image. A false positive happens when the two digests
that are drawn are not the same. Hence the probability of a false positive for
the ith document is given by:

Pi = 1 −
mi∑

j=1

(
sij∑mi

k=1 sij
× sij − 1∑mi

k=1 sij − 1

)
. (1)

The global false positive probability is the mean of the probabilities for each
document.

Post Processing. After some preliminary tests we noticed that it is unreason-
able to require the OCR to distinguish some characters such as a capital “i” and
a lower case “l” or a capital “o” and a zero. Tesseract regularily mistakes on
for the other and it would be the same for a human. For this reason we added
an alphabet reduction as post processing step. Table 2 summarizes the alphabet
reduction.

4.3 Results

We evaluate the results of our proposed method in terms of precision, probability
of false positives and collision probability, which are detailed in the following.
Table 3 sums up most of our results.
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Table 2. Alphabet reduction

Character Replacement

Empty line Removed

Tabulation and space Removed

—(long hyphen) - (short hyphen)

’,‘(left and right apostrophes) ’ (centered apostrophe)

”,“,”(left and right quotes, double apostrophe) ” (centered quote)

I, l, 1 (capital i, 12th letter of the alphabet, number 1) |(vertical bar)

O (capital o) 0 (zero)

fi (ligature) fi (two letters f and i)

fi (ligature) fl (two letters f and l)

Precision. The OCR precision ranges from 14.2 % to 100 % with an average of
96.79 %. The worst results are obtained for the pages of code as tesseract does
not handle well the code text syntax. The other low precision results are due to
segmentation errors.

The precision increases seriously when using a resolution of 300dpi rather
than 150dpi as it increases from 91.92 % to 99.25 %. The improvement is much
less significant when using 600dpi instead of 300dpi with a precision reaching
99.37 %.

The font size and emphasis also play an important role. The average precision
is 92.57 %, 98.62 % and 99.20 % respectively for a font size of 8, 10 and 12 points.
The use of italic worsens the accuracy results as, by instance, the vertical bars
“|” can be misrecognized as division bars“/”.

The choice of the font has a similar effect. Courier and Times New Roman get
the worst results and the best ones are obtained for Verdana. This is explained
by the fact that Courier characters have a very special shape, Times New Roman
is the smallest font and Verdana the biggest.

Even though the accuracy results are not perfect they allow for us to meet
the probability of missed detection criteria.

False Positives. The probability of false positives is quite different. As the
OCR extracts only the text without taking into account the font, font size or
emphasis we can consider that our dataset as 1944 copies of 22 document pages.
A document is then only defined by its textual content. This produces a proba-
bility of false positives of 94 %!!

We then decided to consider a document as being defined by its textual
content, the font, font size, font emphasis and scanning resolution. Our dataset
is then composed of 9 copies of 4752 documents. This produces a probability of
false positives of 90 %.

This is where increasing the scanning resolution has a real interest as the
probability of false positives decreases from 99 % to 79 % and to 73 % for a
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resolution of 150, 300 and 600dpi respectively. The other influencing factors are
the same as for the probability. This is understandable as the less errors there
are, the less variation possibilities there are and the lower the false positive
probability. However one could imagine that the same errors could be done every
time thus reducing the false positive probability. This is not the case.

The best case scenario is when we consider a scanning resolution of 600dpi,
a font size of 10 or 12 points, no italic emphasis and any font but Courier and
Times New Roman. This allows us to reach a probability of false positives of
57 % and even 53 %, if we do not take into account the pages of code. The OCR
precision reaches 99.67 % and 99.76 % in these two cases respectively.

We can see that the issue of robustness has not been resolved at all. If we
consider a text of 2000 characters and we want to have less than one different
OCR text out of one thousand copies of the text; this means an error rate of one
in two million.

Collision Probability. The collision probability is the probability of having
two different documents producing the same digest. It can be due to three factors:
the OCR, the alphabet reduction and the hashing algorithm.

The OCR introduces a collision probability when it recognize two different
characters as the same. This probability can be considered equal to its error rate
which is about 0.002.

The alphabet reduction introduces a collision when two different characters
are replaced by the same character. However the alphabet reduction was made
so that only characters that a human could mistake for one another are replaced.
This means that it does not actually create collisions except for reference num-
bers combining letters and numbers and for the replacement of capital “i” by an
“l”. We applied the alphabet reduction algorithm on the Aspell English diction-
nary in order to see how many similar words it would produce. As expected the
only collisions were due to the replacement of a capital “i” by an “l”. If we take
the font case into account we obtain a collision probability of 0.0002.

Finally SHA-256 has a negligible collision probability usually below tens of
orders of magnitude below the OCR and alphabet reduction collision probabili-
ties. No collision has been found so far for SHA-256 [6].

Hence, the most critical part is the OCR precision which brings the collision
probability up to 0.002. It should not require much work to bring it below 0.001.

Other Performance Criteria. All the other performance criteria are met.
The probabilities of missed detections are equal to the OCR error rate, which
is below 0.1 % in the case of digits, commas, and dots. The minimum area size
is not relevant for an OCR algorithm. The throughput is about 3 seconds on
average which is well below 5 seconds. SHA-256 produces a digest whose size is
256 bits, which is well below the 4kB limit. Finally, our system was tested with
three printers and three scanners which proves its compatibility with current
scanners and printers.
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Table 3. Average values of the results of the OCR testing

Criteria General case Best
case
scenario

150 dpi 300 dpi 600 dpi All resolutions

Precision 91.92 % 99.25 % 99.37 % 96.79 % 99.76 %

Probability of false positive 99% 79% 73 % 84 % 53%

Collision probability 8.1 % 0.7 % 0.6 % 3.2 % 0.2 %

4.4 Possible Improvements

Kae et al. [19] created a document specific OCR for each document. They ran
Tesseract on the document to detect a set of reliable characters. Then they used
SIFT as a character descriptor and an SVM classifier to OCRize the document.
Unfortunately this requires training the classifier for each document and pre-
vents the algorithm from performing in real time, which is necessary for our
application. They used a test set of 10 documents and reduced Tesseract’s error
rate by 20 %.

Reynaert [20,21] created a lexicon of word variants to compensate for OCR
errors. He applied a space reduction similar to our alphabet reduction and
searched for the word in the lexicon in order to find its correct form. This allows
for the correction of any errors within a Levenstein distance of 2 e.g. a maximum
of two edition operations. The algorithm called TICCL can detect between 55 %
and 89 % of OCR errors on a corpus of Dutch newspapers.

Finally, Niklas [22] combines the work of Reynaert with a new word hashing
algorithm called OCR-Key. He achieves an error reduction rate between 39 % and
75 % on a corpus made of several issues of The Times newspaper between 1835
and 1985. However for these last two works, the use of a lexicon is inapplicable
for names or reference numbers combining letters and numbers especially those
occurring in invoices, playslips etc.

We also started preliminary testing with Abbyy Finereader which is consid-
ered to be more robust than Tesseract by the document analysis community.
We expect an improvement between one and two orders of magnitude for the
error rate.

5 Conclusion

We presented our beginning work on securing a hybrid document by creating
a document signature based on its content. The issue of robustness is the most
critical and needs to be studied for every task involved in the computation of the
document signature. This could also be a criteria not to include some document
features in the signature. If the extraction algorithm for a document feature is
not robust enough, the probability of false positives will be too high and hence
should not be included until it has been improved.
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We found that the robustness of Tesseract is quite low. While an accuray of
99.76 % is quite good; a probability of false positives of 53 % is not acceptable.
The objective is to have it below 0.1 %. Moreover, these figures are obtained
in a constrained best case scenario. The scanning resolution has to be at least
600dpi and the font size no less than 10 points. There can be no italic emphasis
and no small fonts such as Courier or Times New Roman. The content of the
document must also respect some sort of human readability e.g. it cannot be
programming code. Another finding is that increasing the scanning resolution
from 300dpi to 600dpi does not improve the accuracy much but it significantly
reduces the probability of false positives. The collision probability at 0.002 is
nearly acceptable and the other performance criteria are satisfied.

One can also wonder about the robustness of segmentation algorithms and of
the retranscription of the document structure. Any quantization or randomness
will most likely lead to a fragile and/or not reproducible algorithm.

We have shown that the current state of the art does not perform sufficiently
well on a seemingly easy task when studied under the angle of robustness. This
issue of robustness is of great interest as it could lead to a new document security
technology. Considering the work at hand any help or collaboration from the
document analysis and security community would be welcome.
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Abstract. Stamps, along with signatures, can be considered as the most
widely used extrinsic security feature in paper documents. In contrast to
signatures, however, for stamps little work has been done to automati-
cally verify their authenticity. In this paper, an approach for verification
of color stamps is presented. We focus on photocopied stamps as non-
genuine stamps. Our previously presented stamp detection method is
improved and extended to verify that the stamp is genuine and not a
copy. Using a variety of features, a classifier is trained that allows suc-
cessful separation between genuine stamps and copied stamps. Sensitiv-
ity and specificity of up to 95% could be obtained on a data set that is
publicly available.

1 Introduction

Stamps are still widely used in everyday paper-based business correspondence.
They can be frequently found on invoices and official documents. The widespread
use of high-quality color copiers, however, has made it feasible to generate forged
documents with stamp images that can be easily mistaken for genuine stamps.

A trend that is aggravating the problem is, that more and more companies
are scanning all their incoming mail in order to automate their processing as
far as possible. An implicit first line inspection [1] formerly done by employees
who visually checked the documents is disappearing. However, in state-of-the-art
document digitization systems, as they are used in many companies nowadays,
absolutely no verification of authenticity of the document is done. Thus, even
simple forgeries can easily be accepted as genuine documents, as long as the
system is able to read and understand its content.

To cope with these problems, automatic authentication tools are needed to
substitute the former first line inspection done by employees. Several approaches
exist in literature that use intrinsic features (features that originated in a normal
document generation process) for authentication of the document source. These
approaches follow the idea of comparing an incoming (“questioned”) document
with genuine documents from the same source that are already in the data-
base. If the features differ significantly, the incoming document is considered as
suspicious, and further examination by an expert can be initiated.
c© Springer International Publishing Switzerland 2015
U. Garain and F. Shafait (Eds.): IWCF 2012 and 2014, LNCS 8915, pp. 117–129, 2015.
DOI: 10.1007/978-3-319-20125-2 11
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Apart from using intrinsic features, also extrinsic features (features that are
added solely to allow authentication of the document) can be analyzed, as e.g.
signatures, counterfeit protection system (CPS) codes and stamps. For signa-
tures (e.g. [2]) and CPS codes [3], automatic approaches have been presented
in literature. For stamps, however, no automatic approach for ensuring their
genuineness has been presented so far, to the best of our knowledge.

In order to verify the genuineness of a stamp, the stamp first has to be
extracted from a document image. The question that arises is, how a stamp
can be automatically identified and, in what ways it differs from other elements
in the document image, e.g. logos. Specific positions, shapes and colors have
already previously been used to detect stamps. However, considering documents
with e.g. logos or other graphical content, these features alone will not lead to
good stamp detection. Other features have to be added that better describe the
essence of a stamp imprint, namely the very specific way of imprinting a stamp.
It becomes clear, that stamp detection and stamp verification are two closely
related and partially overlapping problems.

Therefore, our previously presented method for stamp detection [4] is improved
and extended to enable also stamp verification. A two stage approach is followed:
first, stamps are detected and extracted based on the approach presented in [4].
The resulting stamp candidates are then subjected to a second classifier trained
to discriminate between genuine stamps and copied stamps.

An overview of the system is given in Fig. 1. Using color space transforma-
tions and k-means clustering, the scanned color image is split according to colors.
Using the XY-cut algorithm [5], the separated colors are segmented into stamp
candidates. Finally, different features are extracted which are then used to clas-
sify the candidates into genuine stamps and non-stamp objects (laser-printed or
photocopied). The detection and verification parts can also be separated if the
application scenario requires it.

Fig. 1. An overview of the stamp detection and verification system.
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The remaining sections of the work are organized as follows: Sect. 2 gives an
overview of the advances in stamp detection and verification. Section 3 describes
our overall approach. Evaluation and results are presented in Sects. 4 and 5. The
paper concludes with Sect. 6.

2 Related Work

Concerning the main goal of the proposed work, stamp verification or revealing
of photocopied stamps, no relevant literature could be found by the authors
among standard document image processing publications. However, some work
has been done in related fields.

Concerning stamp detection, or localization of stamps in document images,
a reliable general solution has also not been given yet [6]. As prior knowledge
of the structure (shape or color) of the stamp is helpful to localize it in images,
previous research has been focused on detection of stamps of a particular type.
The approaches selected by various authors can be divided into three groups:

(1) Color analysis approaches: these methods assume that the stamp is of
a predefined color. Objects of this color are then detected by the methods
and returned as stamps. Examples are [7–9], that use color clustering in the
RGB color space to detect stamps of a specific color. Forczmański et al. [6]
presented a method that uses color clustering in the Y CbCr color space to
detect red and blue stamps.

(2) Shape information approaches: these approaches typically assume that
the stamp has a known, fixed shape, e.g. oval or rectangular. In [10], Chen,
Liu et al. detect seals on Chinese bank checks with a region-growing algo-
rithm. They suppose the seal to be the only object in the cheque to have
an outer frame. Zhu et al. [11] presented a method that uses Hough Trans-
form [12] to search for circular and elliptical candidates for stamps. A recent
approach from Ahmed et al. [13] can detect previously unseen shapes pro-
vided a training set with stamp and non-stamp examples is supplied. In
order to distinguish new stamps in documents, they use a keypoint detector
and extract part-based and geometrical features.

(3) Symbol spotting approaches: if the images of the stamps are known
beforehand, symbol spotting techniques can be used for stamp recognition.
Symbol spotting is a way how to efficiently localize symbols in images, with-
out need of previous segmentation of the image [14]. These techniques are
more suitable for stamp retrieval than for general detection as they are ini-
tiated with a query image selected by user (QBE – query by example). The
query is used to find similar symbols in the database. Examples of such
approaches can be found in [15]. Symbol spotting approaches could be used
to distinguish between known stamps and forged stamps with the same con-
tent but different layout. For copied stamps, however, symbol spotting tech-
niques will fail to classify them as non-genuine stamps.
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Printing technique recognition can also be considered as a related field
since stamps are a special form of printing. Inkjet versus laser print classifi-
cation [16,17], inkjet versus laser versus photocopy [18] or laser versus pho-
tocopy [19] are a few examples of such methods. However, to the best of the
authors’ knowledge, no method has been presented so far for detecting stamps
based on their printing technique features.

A relevant method proposed by Berger et al. [20] can separate overlapping
objects of a very similar color (e.g. stamp and signature) by means of support
vector machines. However, it is not applicable in our settings, since small areas
belonging to each object have to be chosen manually.

3 Method Description

In this paper we consider stamps to be single-color objects. Therefore, the basic
idea of how to detect them in an image is to group components having the
same color and being close to each other at the same time. Special cases of
multiple-color stamps (such as in Fig. 7) are detected as multiple stamps and
then merged.

With such an approach we can determine candidate segments. Each stamp
in the image forms one candidate segment. If there are color logos or pictures
present in the image, they (or their single-color parts) are also identified as
candidate segments. In the next step, the challenge is to classify which seg-
ments represent genuine stamps and which correspond to printed objects such
as copied stamps or logos (Sects. 3.2 and 3.3). Segmentation by color cluster-
ing and extraction of candidate segments has been described in our previous
work [4]. Therefore, only a short revision will be given in Sect. 3.1.

3.1 Segmentation

The RGB color model is not convenient for image segmentation because of high
correlation among the channels [21]. To process color stamps, it is desirable to
first separate out background, black text and other approximately achromatic
(white, black and grey) parts of the image. For this purpose, Y CbCr color space
is useful because it separates information about luminance (Y ) and chrominance
(Cb, Cr). Cb corresponds to blue and Cr to red difference.

To separate out pixels close to grey levels, projection on CbCr plane is made
and each pixel value is treated as a polar vector (r, θ), where r =

√
C2

b + C2
r

and θ = atan2(Cb, Cr), θ ∈ [0, 2π). A threshold T is fixed and all vectors with
magnitude r > T are marked as chromatic. These are used for color clustering.

Color Clustering is needed for separation of components of different colors.
From 3D scatter plots in Y CbCr color space it can be observed that clusters
corresponding to inks always have elongated shapes and that they stretch from
the background cluster. A good separation can be done by projecting the pixel
vectors onto CbCr plane and taking just the polar vector θ as the discriminative
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property. The angle values are quantized into 360 bins and a histogram is created.
The k-means clustering algorithm is then run on the (1D) angle histogram space
which is very fast. Number of clusters is estimated by an approximate calculation
of number of peaks in the histogram.

The result of color clustering are k binary mask images of the same size as
the original. Black pixels denote parts of the original image having similar color
and belonging to one color cluster.

Candidate Segments have to be extracted out of the mask images. Since
there can be more objects of the same color on the page, the mask images have
to be segmented. However, one stamp is usually composed of several connected
components, therefore connected components labeling is not suitable for this
task. Instead, the XY-Cut algorithm [5] is used. It recursively partitions the
page until it returns minimum bounding boxes for the candidate segments.

3.2 Feature Extraction

To differentiate stamp candidates from printed objects such as logos, color texts
and potentially also copied stamps, classification must be performed. From each
identified candidate segment, features are extracted. The features relate to geo-
metrical properties of the segment, its color hue and the quality of the print.

Geometrical and color features for stamp detection were described in our pre-
vious work [4]. Briefly, it is width-to-height ratio, area of the minimum bounding
box, pixel density within the bounding box, rotation and standard deviation of
hue. Rotation is computed in case that some text-lines are detected.

Standard deviation of hue can be well exploited also to distinguish between
genuine and copied stamps. Variation of hue within the imprint is significantly
greater for copied stamps than for genuine ones. An illustration is given in Fig. 2.
Besides, we propose new features related to the quality of the print since stamp
imprints have several remarkable properties.

Fig. 2. Histograms reveal that the variation in hue is greater for the copied stamp.
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Uniformity of Area. Stamp imprints can be perceived as uniform, having
no distinct texture, as opposed to laser-printed or photocopied objects. Printers
(and copiers) cause frequent alternations in intensities – a pattern which is well
visible in large single-color areas after magnification.

Lampert et al. [16] worked on recognition of source of a printed text (inkjet,
laser printer or copier). They used a technique similar to co-occurrence matri-
ces [22] but they computed them from two different images. The first was the
original image and the second a certain transformation of the original. We
adopted this technique for feature extraction and selected Gaussian smoothing
for transformation of the input image.

Co-occurrence matrix H(i, j) of a grayscale image f(x, y) and its smoothed
version s(x, y) can be mathematically defined as

H(i, j) =
1

MN

M∑

m=1

N∑

n=1

{
1 if f(m,n) = i and s(m,n) = j,

0 otherwise.
(1)

Fig. 3. Visualization of modified co-occurrence histograms of two subjects – a genuine
stamp and its copy (the greater values the brighter). It is clear that in the 2D his-
togram of copied stamp, values are more scattered whereas in the histogram of genuine
stamp, the major mass is on the diagonal. Note that only the area of stamps without
background was used for computations.

Although the definition is given in terms of images, we are actually working
with particular regions of interest (i.e. only the pixels belonging to the candidate
segment). The matrix is a 2D histogram expressing how often a value i in the
original image occurs in combination with a value j in the transformed image.
For illustration, 2D histograms of a genuine and a copied stamp from Fig. 2 are
visualized in Fig. 3.

The histogram itself is too big and sparse to give us itself a meaningful informa-
tion about the texture. Therefore a subset of four so called Haralick features [22]
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is extracted from it: contrast, correlation, energy and homogeneity. Please
find the formulas in [16].

Sharpness of Edges. Edge sharpness is the degree of intensity change at a
particular region in the image and it can be measured by gradients. Compar-
ing gradient maps of genuine stamp imprints and copied or laser-printed text
characters, it can be observed that genuine stamp imprints are characterized by
slightly higher gradient values. It is caused by the fact that stamps tend to have
more blurred and smooth edges. An example of gradient maps of a genuine and
a copied stamp is given in Fig. 4.

Fig. 4. Magnitude gradient images of genuine (left) and copied (right) stamp. Gradient
values at the edges of copied stamp are slightly higher than for genuine stamp.

The gradient of an intensity function f at each coordinates (x, y) is a 2D
vector ∇f = (Gx, Gy) where Gx and Gy are derivatives in the horizontal and
vertical direction. The gradient vector points in the direction of the largest inten-
sity increase. The magnitude of this vector is given by

∇f =

[(
∂f

∂x

)2

+
(

∂f

∂y

)2
]

.

1/2

(2)

To obtain approximate gradient images, the original image must be converted
to grayscale and then convolved e.g. with Prewitt filter. To extract statistical
information needed for classification, the magnitude gradient image ∇f is com-
puted and subsequently its histogram ∇H(i), i = 0, . . . , 255 is constructed.

Schreyer et al. [23] analyzed gradient histograms of text characters to differ-
entiate the printing technique (laser print, inkjet print or photocopy). According
to the study, the greatest variance among different printing techniques can be
observed in the histogram in intervals [1, 40] and [80, 120].

As statistical features for classification, the mean, standard deviation and
maximum are derived from the appropriate intervals of the histogram.

Roughness of Edges. Due to the ink diffusion effect, stamp edges are rough
as opposed to edges of laser-printed characters.

Schulze et al. [24] have shown that edge roughness features are useful for
recognition of the source of printed text. A method how to measure edge rough-
ness is to compare a binarized image to its smoothed version and then derive
features via distance mapping.
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Distance mapping [25] requires the input image as well as the smoothed input
image to be binarized. Then, the distance map is initialized with values from
Ismooth
bin and then distances of all foreground pixels of Ibin are propagated to the

nearest background pixel of Ismooth
bin . Denoting background pixels by 0, for each

entry (x,y) of the distance map we get:

D(x, y) = min{d : d =
√

(x − m)2 + (y − n)2, Ismooth
bin (m,n) = 0, ∀m,n}. (3)

Only edge pixels of Ib are of interest and so their distances are extracted from the
map and a histogram is created. Statistical measures such as mean, standard
deviation and maximal and relative distance are then derived.

3.3 Classification

For both tasks, detection and verification of authenticity, classification is per-
formed. In the first stage we want to differentiate between stamps and other
objects in the page. In the second stage, only segments determined as stamps
are further processed and the genuine ones must be distinguished from copies.
The schema of two-stage classification is given in Fig. 5.

Before actual classification, candidates whose geometrical features exceed
fixed thresholds are removed. The features are: width-to-height ratio, area and
number of pixels within the bounding box and pixel density. The thresholds are
set loose enough to eliminate only extreme candidates.

Fig. 5. Two-stage classification for joint stamp detection and verification.

Training of the full system is then also performed in two phases (see Fig. 6).
A model for detection and a model for verification are trained separately. There
are altogether 13 features used for detection: rotation, standard deviation of hue
and all print-related features. Our experiments with verification indicated that
the edge roughness features (4 features) do not improve the classification result.
Also rotation is naturally not relevant for verification (1 feature), and so the
remaining 8 features are used.

It has to be noted, that in the first stage where stamps are separated from
non-stamp candidates, very obvious stamp copies might be already revealed
because their properties are close to properties of other printed objects such as
logos.



Stamp Verification for Automated Document Authentication 125

Fig. 6. Training for the two-stage classification.

Different classifiers have been tested for the two stages: Multi-Layer Percep-
trons, Random Forests, Bayes Networks and Support Vector Machines (SVM).
It showed that the best results were achieved using an SVM classifier.

4 Evaluation

We evaluated both classification stages, detection and verification, separately.
In [4] we published a data set of 400 document pages for evaluation of stamp
detection algorithms. This data set contains stamped invoices with color logos
and texts. Stamps are often overlapped with text or other objects. It was gen-
erated by printing automatically generated invoices, stamping them manually
and scanning them in color with a resolution of 600dpi. To limit the effort of
ground-truth labeling, the lower resolutions were obtained by downscaling.

To evaluate the performance of verification, we created and published a new
data set1 of copied documents. A total of 14 invoices were selected randomly
from our data set and their copies were made on 5 different models of Ricoh
Aficio copy machines. We obtained 70 images with 78 copied stamps altogether.

To discover the ideal settings for SVM classifiers, a grid search was used to
find the parameters which gained the best accuracy. The settings differed a bit
for different resolutions of the images but we always used ν-SVC classifier with
radial-basis function, ν ∈ [0.08, 0.12], and γ = 1

numberOfFeatures .
Stamp detection was evaluated on the 400-page data set scanned at different

resolutions by cross-validation with leave-one-out method. In each round, one
document page (not a segment) was left out. Altogether training was performed
on around 1000 candidate segments, from which 290 were genuine stamps.

Stamp verification was evaluated by 10-fold cross validation on all available
genuine stamps and 78 copied stamps.
1 The data set is available at http://madm.dfki.de/downloads-ds-staver.

http://madm.dfki.de/downloads-ds-staver
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5 Results

Results of stamp detection in images of different resolutions are given in terms
of pixel accuracy (see Table 1). Recall is the proportion of correctly detected
stamp pixels to all stamp pixels in the image while precision is the proportion of
correctly detected stamp pixels to all detected pixels. Pixel-wise measures give
us a clear picture about the performance of the method.

Table 1. Results of stamp detection algorithm for different resolutions.

200 dpi 300 dpi 400 dpi 600 dpi

Recall 0.89 0.89 0.89 0.89

Precision 0.90 0.90 0.92 0.90

It is not meaningful to give the results of stamp authentication as pixel-wise
accuracies since already segmented (genuine or copied) stamps are expected as
input. We will express the results in terms of sensitivity and specificity. Sensi-
tivity is the proportion of correctly classified copied stamps to all stamps and
specificity is the proportion of correctly classified genuine stamps to all stamps
(Table 2).

Table 2. Results of stamp authentication (classification between genuine and forged
stamps) for different resolutions.

200 dpi 300 dpi 400 dpi 600 dpi

Sensitivity 0.90 0.92 0.93 0.95

Specificity 0.96 0.91 0.96 0.96

Fig. 7. A two-color stamp is split into two segments during the process and then merged
again on output of the stamp detection algorithm.
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Note that detection as well as verification of authenticity perform well even
for images of low resolution which makes it possible to use them in common
office environments. With increasing resolution, more copied stamps are revealed
while stamp detection gives stable results for all resolutions. There are also
some unanticipated deviations in the values which were probably caused by
inappropriate settings of variables dependant on resolution (e.g. radius of masks).

6 Conclusion

In the paper we presented a first automatic approach to verification of authentic-
ity of stamps in documents by assuring that they are not photocopies. Having a
questioned stamp on input, sensitivity and specificity of 95 % have been achieved
on the data set that we created and made publicly available.

Besides, we improved the accuracy of our previously published method on
stamp detection by extracting new features that attempt to describe the quality
of the print of the candidate segments. We exploited the fact that both tasks,
stamp detection and verification of authenticity, have a similar nature because
in both cases we intend to differentiate objects printed from a different source.

Combining both methods we have proposed a two-stage approach which can
be used as a part of a system for automatic athentication of the document source.
New incoming documents can be compared to genuine documents from the same
source that are already stored in the database, and a missing or photocopied
stamp indicates a forgery. To verify the content or the shape of the questioned
stamp, symbol recognition or image registration methods could be used.

The assumption that stamps are single-color objects does not limit us from
detecting multiple-color stamps at all (though they are rare). The stamp is split
into single-color parts which are then detected separately. In a next step they
are merged again. An example of one stamp from our data set is given in Fig. 7.

The presented method works with color parts of documents, therefore detec-
tion and verification of authenticity of black stamps is so far not possible. How-
ever, segmentation of the achromatic part of the image might also lead to a
proper extraction of candidates and then the color-independent features could
be used for classification. Such an extension to the method is presumed, but has
not been tested yet2.
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4. Micenková, B., van Beusekom, J.: Stamp detection in color document images.
In: Proceedings of the 11th International Conference on Document Analysis and
Recognition, Beijing, China, September 2011

5. Nagy, G., Seth, S.C.: Hierarchical representation of optically scanned documents.
In: Proceedings of the 7th International Conference on Pattern Recognition,
Montreal, Canada, pp. 347–349. July 1984
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Abstract. Digitization and automatic processing of incoming paper
mail is a crucial component of document management systems and is
widely adopted in medium and large enterprises. Besides several advan-
tages of this automated processing, it complicates the first line inspec-
tion of incoming documents which are often of vital financial or legal
relevance. We have developed a number of different techniques to allow
automatic detection of forged or manipulated documents over the last
years. In this paper, we present an analysis of the application of our
methods on a large real-world dataset of invoices to identify the weak-
nesses of our existing methods and propose some promising directions of
future work in the field.

1 Introduction

Even though many traditional paper-based business processes are more and more
transferred to pure electronic processing, paper documents still play a vital role
in many business scenarios. Since a manipulation or forgery of such documents
may lead to significant financial loss or legal problems, an appropriate inspection
of incoming documents is often crucial. A typical example is the processing and
reimbursement of invoices in insurance companies.

However, the degree of automation in document processing pipelines has
dramatically increased in the last decade: data that was previously transferred
manually from thousands of documents the day is now being extracted and
processed automatically. Due to the automatic processing, observations during
manual processing like “that signature looks strange”, or “this part was written
using a different pen” or even “the layout of this invoice normally looks different”
cannot be made anymore. This complicates the identification of questionable
documents additionally or even makes it impossible in practice.

To address these issues, some research has been done to pursue the goal
of adding automatic authentication methods to replace the formerly manually
done first line inspection in document digitization and processing systems. In the
context of documents, “authentication” is defined by J. Hails [1] as “. . . showing
that writing is what it is claimed to be”. In the scenario of incoming invoice
processing, this can be further restricted to “showing that the writing originates

c© Springer International Publishing Switzerland 2015
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from where it claims to be from”. Thus, if an invoice claims to come from source
X, we want to check if this is really the case or not.

Although this will cover already many forgery scenarios, from the definition
it becomes clear that not all scenarios are being covered; e.g. if someone uses the
hard- and software from source X to generate a forged invoice, or if only small
modifications are made directly on the genuine document (like changing a 1 to
a 7 to increase the total amount of the invoice).

In this paper, the results and conclusions of an extended test of our previously
developed authentication methods on real-world data, and the implication for
the ultimate goal of developing an automated system, are presented. This paper
does not claim to present new methods, the methods presented here have been
published before and are only briefly introduced to better understand the results.
The main contribution of this paper is that the authors evaluated authentica-
tion techniques on a large real-world data set of invoices. To the author’s best
knowledge, there is no other work in the domain of document authentication
having done an evaluation on such a large and diverse data set. It should be
clarified, that these methods are tested independently, no integrated system is
yet available, combining the outcomes of the different methods.

The remaining sections of the paper are organized as follows: in Sect. 2 the
automatic methods for forgery detection or verification are shortly introduced.
In Sect. 3, the evaluation setup is described. The results of the analysis and the
conclusions are discussed in Sects. 4 and 5 respectively.

2 Methods

The main idea behind all the presented methods is the following: the incoming
documents can be clustered into groups of documents claiming to be from the
same source. This can be done, e.g. using optical character recognition (OCR)
to read the address of the sender. It is also assumed that many more genuine
documents are present in each group than forgeries. The last assumption is that
there are some features in a cluster of documents that are similar for genuine
documents but that are different for forgeries.

Since the main focus of this paper lies on the results and conclusions of
the real-world experiment, the features will be presented here only in a short,
high-level manner. Text-line alignment and orientation is presented in Sect. 2.1.
Examination of the counterfeit protection system codes from color laser printers
and color copiers is presented in Sect. 2.2. Examination of the scanning distortion
measurement for detecting possible manipulations is presented in Sect. 2.3. More
detailed information about each method can be found in previous publications.
References can be found in the concerning sections.

2.1 Text-Line Examination

The idea of this approach is to measure text-line rotation angles and the text-line
alignment and to identify text-lines that have an angle that is too far off from
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Fig. 1. Visualization of the text-line skew examination: the binarized document is
deskewed. The text-lines are examined if their skew angles are abnormally high or not.

Fig. 2. Visualization of the text-line alignment examination: the text-lines are
extracted from the binarized document image. Then the left and right alignment lines
are computed. Finally, each text-line is examined whether it shows normal alignment
or not.

the normal rotation angle or that show an abnormal alignment. The method is
described in detail in [2] and in [3].

An overview of the text-line rotation evaluation method can be found in
Fig. 1. First, the document is deskewed [4]. Then, the text-line rotation angles
are compared to a previously defined model. If a value differs too much from the
model, the corresponding text-line is considered as a suspicious one.

For the alignment of text-lines, a visualization can be found in Fig. 2. After
extraction of the text-lines, the left and right vertical alignment lines (margin
line) are computed. The distances of the start and end point of the text-lines to
the respective alignment lines are used as features to decide if the text-line has
a suspicious distance to either of the alignment lines or not.
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2.2 Counterfeit Protection System Codes

The image based analysis of counterfeit protection system codes for document
authentication has been presented in our previous papers [5] and in [6]. The idea
is to use the tiny yellow dots that are generated by many color laser printers to
authenticate the document by visually comparing the patterns. This is done by
comparing the prototype patterns of two documents against each other.

First, the horizontal and vertical size of the prototype pattern are computed
by computing the horizontal and vertical pattern separating distance (HPS and
VPS distance). Figure 3 gives a rough idea how this step works. Using the so
computed width and height, a prototype pattern can be computed from one
of the two images whose patterns should be compared. This prototype pattern
indicates with what frequency every single dot in the pattern appears in the
document. This pattern is then matched to the second image. If a significant
difference in frequency of a single dot is detected, the patterns are returned as
different. An example of two prototype patterns is given in Fig. 4.

Fig. 3. Computation of HPS and VPS distances: first, a sub pattern is selected. This is
matched at different positions in the same column or row respectively. The computed
translation parameters in x and y direction are used to extract the HPS and VPS
distance of the pattern.

2.3 Distortion Measurement

In this approach, we try to measure the scanning distortions that would be
introduced to the forged document through scanning the document (thus, also
through the copy process). Details about this method can be found in [7,8].

The main idea of this method is that repeating parts of documents, e.g.
headers and footers, should be identical among documents originating from the
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Fig. 4. Examples of extracted prototypes. The darker the cross is the higher its fre-
quency of occurring in a match.

same source and thus, it should be possible to align these pixel-accurately. If
this is not the case, the documents are considered as suspicious.

First, all the documents are pair-wisely aligned. From this, a matrix with
alignment qualities (also called matching scores) is obtained that shows how
well each document fits to each other. Distorted documents will fit less well to
other documents. This can be detected by computing the sum of the matching
scores for each document and running an outlier detection algorithm on the
obtained summed scores. Since these values are normally distributed, Grubbs’
outlier detection [9] could be used. This also influenced the minimal number of
documents that is needed to run the method meaningfully.

3 Evaluation Setup

The data set used for the evaluation contains approx. 143, 000 invoice pages.
These were scanned using a high-volume automatic document feeding (ADF)
scanner using a resolution of 400 dpi and 24 bit color depth. We only considered
the first page of every invoice, since in most cases, a forgery attempt will have
influence on the first page, even though the main forged part my be found on
some other page of the invoice. Unfortunately, the automatic method for detect-
ing the first page did not work at a 100 % accuracy, leading to false alarms by
the forgery detection methods. This cases showed up during manual inspection
of the automatic results and where recorded as clustering errors.

The data is unlabeled, meaning that we have no information if there are
any forgeries or not. A problem with the missing labels is that we are not able
to evaluate quantitatively how good or how bad the methods work. Also, no
exact information is available about the composition of the data set: from our
observations we can conclude the following:
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– The vast majority of the documents are machine printed. Only a few consist
in majority of handwritten parts. However, signatures are frequent.

– The quality of paper varies greatly: from high-quality watermarked paper to
low-quality carbon copies of invoices, nearly every type of paper can be found.

– The quality and type of printing varies considerably: from low-quality ink
jet, over middle-quality laser to high quality color laser print-outs. While
printing technique itself might be usable as a clue for forgery [10], in some
cases multiple printers of different types are used to generate various invoices
from one source.

The first pages were clustered according to their source by using OCR and
a specialized software. On these clusters, the above methods were executed.
Cases where one of the methods threw an alarm were inspected manually. It
should be noted here that neither the expert knowledge of a forensic document
examiner nor the necessary equipment for doing an in-depth analysis of the
documents was available for the manual inspection. However, we know from
our customer that forgeries have been detected in the past, mostly by chance,
and that these forgeries were of a quite amateurish nature. Also, press releases
from other companies having a similar business suggest, that forgeries are to be
expected in the invoice dataset that was provided by our customer.

Manual inspection consisted of verification of the cluster’s consistency. The
digital images and the intermediate debug images of the methods were analyzed.
In most cases these could provide an explanation for the detected observation.

In case of doubt, the paper documents were used to verify the results. This
was done by one of the authors only, leading to a relative high consistency in
the decision making process. Since none of the authors are forensic document
experts, we do not claim that from a forensic point of view our analysis meets the
requirements of valid forensic analysis. However, since in many cases semantic
information was available we were able to reject the hypothesis of forgery in
many cases. Also, there were numerous cases where other invoices from the
same source, but from different clients were available that showed the same
peculiarities. This was also used to reject forgery hypothesis, since we do not
assume our customer’s clients to cooperate in order to perform fraud.

Only if no reasonable and likely explanation for the observation could be
found, the concerned document is labeled as suspicious. This will be finally
returned to the client for further investigation on their side.

Due to the missing knowledge about the genuineness or forged nature of
the documents, the only outcome of the analysis is either a false positive (an
alarm was triggered, although with all available information, a more likely non-
fraudulent explanation could be found) or a suspicious document, that might
still be a false alarm.

3.1 Test Setup for Text-Line Analysis

For this setup, the text-lines were extracted from the documents and documents
that showed large variations of text-line rotation angles compared to a previously
learned model were analyzed manually.
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3.2 Test Setup for CPS Codes

Two different setups were defined: first, the horizontal and vertical pattern sep-
arating distances (HPS and VPS distances) [11] were extracted from each image
and a clustering was done based on these distances. Then, the clusters were man-
ually analyzed to see whether the distance clusters actually show CPS codes or
if they only represent some noise dots that were mistaken for CPS patterns.

Second, for each document source clusters containing documents with CPS
codes, all the CPS codes of the documents were compared pair-wisely against
each other. Manual inspection of all the clusters containing differences in CPS
codes was done. These differences might be:

– differing CPS codes: both documents contain CPS patterns, but they differ
in their visual appearance.

– codes vs. no codes: one document has CPS codes, the other has not.
– match: both documents show the same CPS code.

3.3 Test Setup for the Distortion Measurement

Since Grubb’s outlier detection works only reasonably on at least 7 or more val-
ues, only the clusters with at least 7 documents were considered in this step. The
documents were aligned pair-wisely, the summed matching scores were computed
and Grubb’s outlier detection was used to detect if there is any outlier or not. If
so, the cluster is reported and manual inspection of the results is done. Multiple
outliers are detected by removing a detected outlier from the set and rerunning
Grubb’s method. This process is repeated until either no outlier is detected or
the number of remaining samples is equal to 6.

4 Results

Since no ground-truth is available, the results that are presented here base on
manual verification and also partially on estimations based on manual inspection.

4.1 Results for the Text-Line Examination

Condensing it to a single sentence: this method in its current form, is not prac-
tically useful for forgery detection in real-world invoices. The main reason for
this being, that there are too many sources that lead to variations in text-line
rotation angle, not to talk of the left and right alignment.

These sources are:

– pre-printed stationeries often show variations in the rotation angle of the
pre-printed parts in comparison to the actual content part. These are most
likely due to the imperfections of the paper paths of the printers that allow
the paper to be rotated slightly.
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– unusual layouts and tables will make the text-line extraction algorithm
fail. These unusual layouts show situations that were not expected to be seen in
real-world data, as e.g. text-lines with multiple font and font-sizes in one single
line. Tables present another problem for the text-line verification approach:
the text-line extraction method will find some text-lines where it should not
find any and vice-versa.

– paper cut apart and pasted together again: while opening the envelopes,
some documents are being cut. To allow automatic processing, these are pasted
together again by the scanner operator. The rotation angle of the pasted part
will diverge from the remaining document part.

On other document types, where long and regular text-lines are more frequent
(e.g. contracts and wills), this method might still be useful.

4.2 Results for the CPS Code Verification

The main result of the first evaluation setup was that Tweedy’s [11] classification
seems still to be up-to-date. No new VPS distances could be found.

The second conclusion is that there were an important number of false detec-
tions: CPS points were detected although there were none (e.g. black-and-white
print-out) or at least, no regular or repeating pattern could be detected. This
problem was solved by adding thresholds on the number of minimally extracted
yellow dots: if this number is too small, the extracted dots are considered do be
only noise.

The third conclusion is that only an estimated 0.5% of the invoice documents
show CPS dots. This is most likely due to the fact that in this business-related
scenario, for financial reasons, most documents are printed in black and white
only, thus using either a black and white only printer or using the non-color
mode of color laser printers, that in some cases also avoids the appearance of
CPS dots on the paper.

The comparison of the CPS codes inside a document cluster lead to some
false alarms. In total, 403 clusters containing at least one document with CPS
codes were analyzed. These clusters contained a total of 1, 181 documents.

In Table 1 the results of the manual verification of the 403 clusters is given.
The meaning of the different result cases are as follows:

– Correct match is when all documents in the cluster have the same pattern.
– Cluster errors are a frequent source of error for all cluster-based methods,

meaning that at least one document in the cluster is from a different source.
These are due to the limited resources that were available for tuning the
clustering method and manually correcting the results. These errors, however,
can be easily removed in a production system, since human operators do
correction of the system’s clustering results.

– Method errors occur due to different problems as e.g. noise, logos or other
elements that can eventually lead to yellow dots in the document image. This
results in most cases in a imaginary pattern that just consists of noise dots.
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Table 1. Results of the verification of the CPS comparison results. In total 403 clusters
containing 1, 181 files were analyzed

Result Absolute Relative [%]

Correct match 156 38.7

Cluster error 127 31.5

Method error 46 11.4

Printer / layout 38 9.4

Suspicious 25 6.2

Copy 6 1.5

Other 5 1.2

In some other cases, a prototype pattern was extracted, but due to noise, it
showed differences to the pattern of a clean document image. One reason for
these errors are sparse CPS patterns, the reason for these patterns to appear
not yet being known.

– Printer / layout means that either two or more different printers were
consistently used for one document source. In this case, the documents of
one cluster could be clustered into different groups with identical patterns. In
some cases, the layout of the document was changed by adding some color
text or logo, that, most likely, lead to a color print-out instead of a black
and white print-out. These clusters thus contained documents both with and
without CPS codes.

– Suspicious is used when no likely normal explanation could be found on the
basis of the data at hand, e.g. when only one single document uses different
CPS patterns. These documents are further analyzed by the client. It is rea-
sonable to assume that most of these cases can be reclassified to known cases
when background information or other documents are taken into account.

– Copy means that one document in the cluster was copied using a color laser
copier. Other copy artifacts could be found that vote in favor of this hypoth-
esis, e.g. prints of stamping or staple holes.

– Other includes patterns of Xerox printers, where date and time is included
into the pattern. This leads to false alarms, since every print-out will show a
different time stamp. In some cases the stationeries seem to have been printed
using different color laser printers instead of offset print. Also, in a few cases,
colored scanner artifacts lead to mis-detection of yellow dots.

4.3 Results for the Distortion Measurement

In total, 2,215 clusters containing 6 or more pages (24,124 pages for all of these
clusters) were created. On 88 of these clusters, an outlier was returned by the
method. These clusters contained 715 pages. These 88 clusters were verified
manually.
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An overview over the different, most frequent cases that lead to an outlier
being detected can be found in Table 2.

Table 2. Results of the distortion measurement verification. In total 88 clusters con-
taining 715 pages were analyzed

Result Absolute Relative [%]

Cluster error 29 32.9

Suspicious 15 17.0

Method error 14 15.9

Layout 8 9.1

Skew 7 7.9

Copy 5 5.7

Document Type 4 4.5

Other 5 1.2

The manual inspection of the results showed, that the main reasons of errors
are the following:

– Cluster errors, just as for the CPS pattern comparison, are a frequent source
of error for all cluster-based methods, meaning that at least one document in
the cluster is from a different source.

– Suspicious is used when no likely normal explanation could be found on
the basis of the data at hand, e.g. if for one document no measurable and
visible distortions could be noticed, no sign of a copy could be detected and
the document is the only one differing from the source. These documents are
further analyzed by the client. It is reasonable to assume that most of these
cases can be reclassified to cases when enough background information or
further documents are taken into consideration.

– Method errors occur due to different problems as e.g. improper matching,
noise, improper pre-processing (e.g. problems with binarization) or threshold
selection for outlier detection.

– Layout stands for varying layouts over time. Document sources tend to
change their layout more often than initially expected. This will lead to bad
matching, thus to lower matching scores and eventually to an outlier alarm.

– Skew was removed before aligning the document images. In some cases the
skew of the scanned image was too high. The document could not be unskewed
correctly. Thus, the document could not be matched accurately and it would
be detected as an outlier.

– Copy denoted cases where enough other information could be gathered that
increased the likelihood of being a normal copy. Although the data set should
not contain copies, the distortion measurement gave some alarms due to copies
of most likely genuine documents.
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– Document types need to be separated for this approach. An invoice should
e.g. not be mixed with a formal letter, even if they come from the same source.
Although most of the documents were from the same class, some could be
found that were of a different class and thus raised a false alarm.

– Other includes all other kinds of errors: outliers to the top (e.g. when two
exactly identical documents were inside one cluster, e.g. if one invoice was
printed twice by the invoice source with exactly the same content); documents
that were cut apart and pasted together; stationeries that showed a lot of
positional displacement of the main document content and the stationery
content and also in rare cases distortions introduced by scanning when the
paper was transported in an non-uniform way through the scanner.

5 Conclusions

After processing over 140,000 document pages with the previously mentioned
methods and after laborious manual verification of the results, several important
conclusions can be drawn concerning the development of automatic document
authentication systems.

The main conclusion is that the methods, despite from working reasonably
well under laboratory conditions, show weaknesses on real world data. The main
problem is that some of the basic assumptions made during development and
testing the methods did not hold in their entirety in practice: we assumed that
one source uses one printer or type of printer, that layout changes do not occur
frequently, scanning distortions are not large enough to cause false alarms when
aligning two genuine documents, that paper always remains intact, etc.

The reasons for the assumptions not to hold are not going to be solved
in a way to make the authentication methods work error-free. Thus, we think
that much more resources should be spent in the logic that comes after the
authentication methods: this should bring together all possible information from
the analysis methods as well as background information to make a decision
whether a document should be finally marked as suspicious or not.

One such an extension would be the combination of method outcomes:
this would not only be useful in increasing the confidence of forgery detection,
but it could also be used in other ways: if e.g. the CPS codes match, other
processing steps that could lead to false alarms can be skipped.

Another extension is the allowance of different document sub-sources inside
one source: the multiple printers and layouts of one company would need to be
clustered into different sub-sources. Then the authentication step of an incoming
document would be done on the sub-source level.

The most important extension, however, is a time-relative modeling of
the invoice source: changes in layout, printer hard- and software or stationeries
should be visible in most cases if a chronological time-line model of the docu-
ments would be available. Then, e.g. a change in layout would not trigger alarm
immediately, but only if after a certain amount of time, no layout of the same
type is seen by the system. The same procedure could be used for varying printer
settings (e.g. black and white print versus color print) and changing printers.
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Concerning the research in the area, the following conclusions were drawn:
there is missing understanding of the many factors that influence the
document generation: where do sparse patterns originate from, what influence
have software and printer on the visual appearance of the document on the paper,
what is the influence of the scanner on the digital image and thus on the results
of the image, etc. Some of these questions might have already been discussed in
the forensics community, however, they are not explored in the computer science
community so far.

Most important for further research is the availability of real-world data –
genuine as well as forged documents. This would give the possibility to evaluate
the methods against real data and not against “what computer scientists think
the real data and forgeries could look like”. This would also help to get an impres-
sion about which forgery methods are being used. However, information security
and copyright issues are major obstacles in creating a public data repository
for such purpose. As an alternative, researchers should publish their home-brew,
synthetic data sets to allow other researchers to compare their methods against
and to bring more new ideas into this research area.
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Abstract. All operating systems are employing some sort of logging mecha-
nism to track and note users activities and Microsoft Windows is not an
exception. Log Analysis is one of the important parts of Windows forensics
process. The Windows event log system introducing in Windows NT was
released with a new feature for Microsoft Windows family and since then went
through several major changes and updates. The event log experienced major
updated in Windows 8. This paper first introduces Windows 8 event log format
and then proceeds with explaining methods for analyzing the logs for digital
investigation and incident handling. The main contributions of this paper are
introducing Windows8 logging service and forensic examination of it.

Keywords: Windows event logging �Windows forensic � Digital investigation

1 Introduction

Digital forensics which also introduces as computer forensics is the procedure of
preparing, acquiring, preserving, examining and analyzing and also reporting of digital
data. The aim of this procedure is to acquire admissible and legal evidences existing in
digital media [1]. Nowadays, digital forensics techniques are used in a variety of
situations, such as evidence collection for lawful actions and internal disciplinary
proceedings, and investigating malware incidents [2].

Previous researches in digital forensics examined various aspects of digital foren-
sics namely, privacy and security issues [4, 6], framework, conceptual and architectural
matters [7, 11], investigation of malware defense and detection techniques [9, 10] and
challenges and opportunities for future research [3, 5, 8].

However, the focus of this paper is only on analyzing Windows log data for
forensics purposes. In this context, log forensics plays an important role in extracting
digital evidences from computers and other electronic devices. The logs generated from
the various activities of the system are one of the most common sources of evidences
that an investigator should analyze and consider [12].Windows event logs record
crucial information that can be used as an important forensics evidence of attacks and
operations of a system [13]. From digital forensic investigator point of view, having
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logs from all system events during the incident provides a detailed step by step account
of system activities and assist in the process of forensics analysis and event recon-
struction [14]. Since Windows Vista, Microsoft operating system has been equipped
with event logging function under Event Tracing for Windows (ETW) or Event
Logging features [15]. Windows 8 Event Viewer offers a remarkable event log service
to investigate and examine important messages in the logs. In addition to the System
and Application logs, user may find Hardware Events and installed programs activities
in Windows Event Viewer as well.

Since analyzing log data is certainly good place to start windows forensic process,
the main contribution of this study is describing of Windows logging system and
analyzing related files. The investigation of log data should be rigorous and credible.

This research explores Microsoft’s EVTX log format and the structure of an event
log file. This article also explains the history of Windows system log service, key
elements of the new log file format and latest Windows event logging features and
functions. This paper is organized as follow:

Section 2 gives a brief introduction to Windows event log services’ history. The
structure of a Windows event log service is documented in Sect. 3. Section 4 explains
log file format and Sect. 5 offers key concepts of log file structure and important parts
of an event file. Finally, Sect. 6 looks at forensic analysis of the Windows 8 event logs
and presents an investigation case that processes extracted data from event log file
using Event Viewer to look for any unauthorized use of Windows machine.

2 Windows Event Log Services History

The ability to store the events happened on a computer system is a part of the Windows
security package. It was originally built to find out the problems of the operating
system as a diagnostic tool which provides the user with the capability of controlling
what type of events should be monitored.

The Microsoft Windows NT 3.5 was released with a new event logging service in
1994, a new feature for Microsoft Windows family of operating systems at that time.
NT only logs local processes services and these logs are not accessible remotely. There
were three types of logs namely System, Application and Security. The NT event log is
composed of a header, a description of the event (based on the event type), and
additional optional data. Most security logs only include header and a description. Log
messages consist of constant part and variable part. Constant part of the message would
be sent to a message table which is a resource of a proper executable file. Then, the
event log service registers this file as an event source. Now, rather than a string the
index and the source along with the variable data will be passed to the logging service.
All of that information then is stored, in a binary format, by the logging services to
prevent storage of redundant information [15]. Constant and variable parts of a mes-
sage get bound together at the time of viewing.

In Windows’ world, starting with Microsoft Windows Vista and Windows Server
2008, Microsoft has completely changed its event log format and introduced the new
EVTX log format.
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Although traditional event log system was used for more than a decade from NT
3.5 to Windows Server 2003, several issues were found in the event log service. One of
the main problems of the NT event log service was that it needed the whole file to be
mapped into shared memory. Large files occupy valuable address spaces in an area that
can be used for inter-process communication in the shared memory.

Microsoft Windows Vista log file format stores event log records as a stream of
binary XML files. This new log file format forms a small file header followed by a series
of chunks. Over the boundary between two chunks no event record will extend. In fact,
for every event log, only the file header and the current chunk have to be mapped into
memory. This new event logging considerably affects system resources usage.

Using a new application programming interface is needed to access data in the new
EVTX files that is not available in older Windows operating systems. Also, the
structure and data within the fields in the EVTX log records have changed notably [15].

2.1 Microsoft Windows 8

Several additional features and functions were introduced for Event Tracing in Win-
dows 8 compared to older Windows operating systemand many new Logs and Sources
were added to its core Event Logging system.

The infrastructure that underlies Windows 8 event logging has been completely
revamped in Windows Vista. Although such as this service is existed in Vista and XP,
Windows 7 and now Windows 8 have developed the interface and extended the range
of logs that can be interrogated.

The Windows 8 Event Viewer makes available a marvelous interface to investigate
critical and error messages in the logs. Information about each event offers to an XML
schema, and the XML representing a given event can be accessed.

The Windows 8 Event Log service is run as NT AUTHORITY\LocalService in a
shared process of svchost.exe. Using this Log service can examine not only the System
and Application logs, but also Hardware Events and records of activity from IE and
other programs.

3 Windows Event Log Service

The Windows Event Log service is capable of monitoring generated events during its
operation. It captures log data generated by installed applications, services and system
processes and puts them into event log channels which are intermediate locations and
finally records them to an event log file. Applications such as Microsoft’s Event Viewer
would use these log channels to display events happened on the system.

3.1 Windows Event

In Microsoft operating systems, a large amount of information about the occurrence of
various types of events is preserved and presented in Windows event logs. Also,
Microsoft introduces the event log as a service that logs event messages happened by
programs and the operating system.
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A number of these events are derived from usual activities of the target systems
whereas others are issued when failures and errors affect local or remote systems. As a
brief aside, Windows event logging is employed by computer systems to capture the
occurrence of important events including system alerts, error reports and diagnostic
messages.

When an error happens, the system administrator should specify the cause of error,
try to recover any lost data, and prevent the error from occurring again. The operating
system applications and other system services record significant events, such as
low-memory situations or accesses to disk. Then, system administrators use these event
logs to discover causes of the error and determine the context in which it happened. In
fact, by regularly viewing Windows event logs, system administrators are able to
determine issues (such as a failing hard disk) before they cause problem.

Windows event log is not only useful in diagnosing problems, but also can be
employed in digital forensic cases. Since digital forensics is the science of retrieving
digital evidence, event Log reports contain information that can be useful in Windows
forensics investigations [17].

3.2 Event Types

Five types of events are logged by Windows logging system. All of the events have
well-defined common information, and also it is possible optionally include
event-specific data. The application specifies the type of event when it reports an event.
An event type should be of a single type. In event viewer each type of the event logs
would be displayed indifferent icons. Five types of event used in event logging are as
follow:

• Error: Some significant problems such as loss of data or loss of functionality are
indicated by this event. For example, an Error event is reported if during system
start up a service fails to load.

• Warning: This event is used to indicate a possible future problem. Indeed, if an
event denotes system issues that are recoverable, it can generally be classified as a
Warning event. For instance, a Warning event is logged when disk space is low.

• Information: Describes an event that is expected under normal operation. In fact, the
successful operation of an application, driver, or service is denoted by an infor-
mation event. For example, when a network driver loads successfully, an Infor-
mation event is logged.

• Success Audit: An event that records the successful completion of an audited
security event. For example, a Success Audit event is logged when a user logs on to
the computer.

• Failure Audit: This event loges an audited security event that was not completed
successfully. For example, a Failure Audit may be logged when a user cannot
access a network drive [18].
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3.3 Windows Log Files Directory

In Windows8, all computers’ event logs are normally found in:
C:\Windows\System32\winevt\Logs\as shown in Fig. 1.

Simply exporting and viewing them in whatever preferred event log viewer is all
that is necessary.Some important log files of many Windows Event Logs [19] are listed
in Table 1:

3.4 Windows Event Viewer

As soon as Windows is started, it begins to trace what it is happening, and continues to
record log files continuously that may provide valuable data when something goes
wrong.

Event Viewer presents an interesting and easy interface to look those logs as shown
in Fig. 2.

In fact, the Event Viewer is a Microsoft Management Console (MMC) that helps to
browse and manage event log files used for monitoring the issues and health of systems
and troubleshooting problems when they arise. Event Viewer enables users to view
events from multiple event logs, record helpful event filters as custom views that can be
used later and also is able to schedule a task to run in response to an event.

Fig. 1. Windows log files directory

Table 1. Event log files

Filename Description

Application.evtx Application events
Security.evtx Security events
Setup.evtx Setup events
System.evtx System events
Microsoft-Windows-Forwarding Forwarded Events log
%4Operational.evtx
OSession.evtx Office sessions events
Internet Explorer.evtx Internet Explorer events.
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Windows Event Viewer is one of the advanced features of Windows. This tool
enables the user to view all information especially on all important events occurred
within Windows operated machine in detail. This will be very helpful and useful in
troubleshooting both errors and problems.

A large number of files in an .evtx file format will be saved under the Saved Logs
even if the original .evt or .evtx files are deleted. You will need to have administrator
privileges to view all these logs [20].

3.5 Event Tracing for Windows (ETW)

Since Windows Vista, Microsoft has introduced a new event logging model that unified
both the Event Tracing for Windows (ETW) and Windows Event Log API. Event
Tracing for Windows (ETW) is a logging and tracing mechanism provided by the
operating system. ETW can help administrators to find out what is happening in their
internal Windows systems, Microsoft applications and third-party applications, and
trace any problems they might find.

ETW enables application programmers to start and stop event tracing sessions,
instrument an application to offer trace events, and consume trace events. According to
the diagram in Fig. 3, it is observed that the event tracing session is divided into three
main components including Controllers, Providers and Consumers.

Fig. 2. Event viewer main screen
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Controllers define the start and stop of an event tracing session with the size and
location of the log file. This will enable the Provider to log and generate the event.
Consumer is an application that has the ability to select one or more event tracing
session as its source of event. It can also request and receive events stored in the log file
and from session in real time. While processing event, it is an event that will be
delivered to consumer based on the specified time frame requested by the consumer.

Some features and functions which have been added to the Event Tracing on
Windows 8 and Windows Server 2012 are namely functions that provide event payload
parsing, perform operations on a registration object, query event tracing session set-
tings, provide trace provider browsing, and process a reclogged trace file [21].

3.6 What Information Appears in Event Logs (Event Viewer)?

Windows Event logs are specific files that store information of significant events
related to software or hardware on your computer. When system or applications
encounter an error a warning or information can be logged into these files as an event.
This is a standard method to create logs, view, customize, clear and set the properties
for your application events. The event logs can be traced for any trouble shooting
problem and also can save important information into logs [22].

There are various logs types available in Windows Vista as follow:

• Application (program) events: Events which provide application level information
such as error, warning, or information depend on the severity of the event. The
event can be logged from program, driver, or service. An error event indicates
significant problem, such as loss of data. A warning describes a possible future
problem, and an information event indicates the successful operation of a service,
program or driver.

• Security-related events: These events depend on windows security level. If fails to
log into Windows or any other authentication issue, it would be logged to this.

• Setup events: Some additional logs are viewed here that belong to the computers
that are configured as domain controllers.

• System events: Services or system service related events are logged here.
• Forwarded events: Logged events which are forwarded from other computers.

Fig. 3. Event tracing components for windows (source: http://blogs.technet.com/)
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4 Log File Format

Different Windows Operating Systems have different locations of storing Windows
Event Log and also differences in naming the log files. In addition in Windows 8 the
number of event logs has been significantly increased. Following subsections compare
EVT log format with EVTX and also explore EVTX log files. Currently EVTX data
stream and format is used as a basis for the Windows Event Logging service.

4.1 EVT Vs EVTX

Different Windows operating systems are storing Event Log files in different location. In
addition to difference in location, difference in names of the log files is also another factors
and the latest operating system has significantly increased the number of event logs.

EVTX is the Microsoft new log format which has been implemented since Win-
dows Vista operating system. EVTX log format which is also known as the Windows
Event Log is equipped with a new Event Viewer and a rewritten Windows Event Log
service. The most obvious change in EVTX is the use of channels to store.

The main pre-set channel was divided into two categories, namely Windows logs
and Application and Services Logs. Windows Logs contain Application, Security,
Setup, System and Forwarded Events channels. Application and Services Logs
encompass many individual channels that publish events from single application [23].

4.2 EVTX Event Definition

The EVTX log file format provides expanded log data fields which help applications to
precisely record log events and enable administrators to more easily interpret the event
logs. EVTX supports various types of sources for logging of events data, and the logs
have different event IDs and a great number offields compared to EVT. Event log records
are stored as a stream of binary XML (Extensible Markup Language) in the EVTX file
format store events. The structure, number and data within the fields in the EVTX log
records have been modified from the EVT format because of the change to XML format.

Some detailed information of the XML schema for event records is documented in
the Microsoft Developers Network (MSDN) by Microsoft. As shown in (Fig. 4), the
Events element is the top-level container that keeps all of the Event elements in which a
single event describes. Also, every record is started with a System element.

Fig. 4. XML event log file structure
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This element is ‘‘automatically populated by the system if the event is raised or
when it is saved into the log file’’. Some basic and valuable information is provided by
this element such as the name of the computer which it originates, time stamp, the
subsystem, the record number and a numbered scribing the event. Furthermore, there
may offer each of the following elements: EventData, DebugData, BinaryEventData,
Processing ErrorData, Rendering Info and UserData [24].

4.3 EVTX Components

Each event log consists of a header with a fixed size (indicated by the ELF_LOG-
FILE_HEADER structure), along with a number of event records (represented by
EVENTLOGRECORD structures), and an end-of-filerecord (indicated by the
ELF_EOF_RECORD structure).

As soon as the event log is made The ELF_LOGFILE_HEADER structure, the
ELF_EOF_RECORD structure is stored in the event log and is updated when an event
is written to the log (Fig. 5).

Each time that the ReportEvent function is called by an application to record an
entry to the event log, the parameters is passed to the event-logging service. The
event-logging service uses this data to store an EVENTLOGRECORD structure to the
event log. The Fig. 5 shows this process [25].

4.4 Evtx Data Types

One of the new features of the Windows event logging is that it supports a wide variety
of data types (Fig. 6). The Evtx defines the possible data types of a variant data item
which are documented in a header file (WinEvt.h) and in the Microsoft Developer
Network [26].

Fig. 5. EVTX components (source: http://msdn.microsoft.com/)
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5 Log File Structure

The structure of .evtx log file which is a binary file is as follows: The file is started with
a file header in which some basic information is stored about the log file and the chunks
used by the file (Fig. 7).

In deed the event log file consists of some chunks each of which stores the event
records and represents a set of event log entries. Each record points to an event log
entry. The next subsections describe in more detail each of the aforementioned
structures [15].

Fig. 6. Evtx data types (source: http://computer.forensikblog.de/)

Fig. 7. Log file structure
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5.1 File

Some main and valuable information about the log file is presented by the file header
(see Table 2).The file header is permanently mapped into memory. It begins with the
magic string ‘‘ElfChnk’’ followed by the version which helps for easy identification of
the file as a Windows event logging file. The size of file header is 4096 bytes but only
128 bytes are used. The integrity of header by a 32 bit check sum is protected. The
number of chunks in the log file is identified by the header.

Sometimes, the real size of the file might be much larger than the calculated size
using the header information. It seems that the logging service pre-reserves free space
in order to hold several chunks according to commonly used log files such as the
Application, Security and System logs. Also, the number of the current Chunk is given
which is zero-based. If the chunk that is currently in use is not the last one, because of
the retention policy, the oldest records are overwritten.

A dirty log is identified by the bit 0 of the flags. When this bit is set it means that
the log file was opened and changed although it is possible that some changes have not
been reflected in the file header.

If the event logging-service is re-opened a dirty log, it will be scanned by all the
chunks and the file header is updated. After that, the flag would be clear and also the
check sum would be modified. Moreover, a full log is identified by the bit 1 of the flags
when the size of the log file would be its maximum size. Thereafter an event could not
be stored to the log file. For a forensic investigator, it means that it is possible that some
information of evidential value was not logged [16].

5.2 Chunk

The event log file consists of one or more chunks in which the event records are stored.
The size of each chuck is 64 KB. In addition to the file header, only the current chunk is
mapped into memory. Each chunk comprises of a small header, hashed tables of strings

Table 2. File header
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and XML templates, and a series of event records. The size of the chunk header is 128
bytes. The chunk starts with the magic string ‘‘ElfChnk’’ which helps to identify a
chunk.

The starts of the last record and also free space are indicated by the pointers. Again,
a 32 bit check sum protects the integrity (see Table 3). Two different counters are
employed by the new event logging service using for record numbers. When the size of
the file reaches to the maximum, then the event log service renames the file and a new
file is created under the old name.

Thereafter, the counter based on the record continues, while the file-based counting
would be reset. So far it seems that the only way to reset the log-based counting is to
clear the log. Immediately after the chunk header, the string table can be seen.

The event log service has the StringTable and TemplateTable which are used to
convert an event log file into a user-readable form. While the log service stores the
records into the log file these tables help the service to prevent the redundant definition
of string and template objects [15].

5.3 Event Record

A magic string including the two asterisks followed by two null bytes helps for easy
identification of the start of the event record.

Table 3. Chunk header

Table 4. Evtx event record structure
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Two length indications which are at the beginning and the end of the event record
help the logging service to traverse between the records in both directions. Num-
LogRecord indicates the record number. The date and time of the record creation
defines by TimeCreated (see Table 4). The BinXmlStream that is a complex stream
consists of the logged information containing of XML data in a binary format [15].

6 Digital Forensics and Windows 8 Event Logs Analysis

Log Analysis is one of the important parts of Windows forensics process. During
forensics investigation logs are collected based on investigation requirements.

For Windows Forensics, the application, security and system logs are recorded in
the event viewer. Moreover, some activities should be avoided to keep logs suitable for
investigation as below:

• Rebooting/formatting the infected system before obtaining the logs.
• Cleaning/modifying/carrying out any activity on the infected machine, until the

forensic analysis is completed.
• Deleting/modifying any type of logs.
• Carrying out any activity that might modify the logs.
• Hiding anything from Incident Response team.

After collecting the logs, now they have to be analysed. Log analysis can either be
done with the help of tools or manually. There are some helpful tools which take raw
data as input and present the data in readable format. Some of these log analysis tools
support various type of formats of logs. These tools are equipped with some filters
which are used according to the needs and goals.

By using these filters, the unwanted data are removed and it helps focus the analysis
on the target data until the desired goal is achieved. In fact the combination of the manual
analysis and using tools help a Forensic analysis perform in an efficient way [27].

6.1 Examination of the Security Log on the Windows 8for Evidence
of Failed Account Logon Attempts

Security issues like hacks and data thefts are some of the biggest concerns every
business is worried about today. According to researches, illegal authentication attempts
are the causes of the majority of the hacks and data thefts.

When a user is trying to access a resource on a computer, related Logon event is
generated. Indeed, the user should be authenticated before user can logon to a com-
puter. When the authentication (account logon) succeeds, then the user is granted
access (logon) to a system, but the authentication fails if the user is denied access to the
system. In next section, the security log of the system would be examined in order to
check the evidence of the unauthorized activities.

Case Study: Use Event Viewer to Check Unauthorized Use of Windows 8. Event
Viewer is basically a log that keeps a set of crucial information for forensic investigator
to trace back the event or blueprint an incident. In this research paper, the following
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part will demonstrate a case study corresponding to log files which can be employed in
this scenario. Each of these log files comprises different types of logs which serve the
same purpose but different function, for example: Errors, Information, success audit,
failure audits and warning in the system. To start off with, the investigator have to
study and examine one of the log file in event viewer, which is Security log file
comprising events such as valid and invalid logon attempts, in addition to events
related to resource exploit, including establishing, opening, or deleting files or other
suspicious objects. As mentioned above, only Administrators of the PC can identify
what events are logged in the security log. For example, if the user has enabled logon
auditing, attempts to log on to the system are logged in the security log.

Method. All systems that were executed concerning this research paper are created
using a virtual machine with the specification as shown below.

Virtual Machine: VMware Player 
Version: 5.0.1 build-894247
The operating system that was selected and used to accomplish this research

experiment is the Microsoft Windows 8, the latest operating system introduced by
Microsoft Corporation. Refer to the following details for the specification.

Operating System: Windows 8
Version:  Professional
Architecture:  64-bit

The Scenario. In a company, an employee’s PC was suspected to have unauthorized
access by someone else. The employee has log out from its user account before he left
for lunch. The operating system of the employee’s PC is Windows 8. The forensic
investigators have to trace back the event log to analyze the incident. Event Log service
in Windows is routinely start off once the windows machine is activated. All users can
view application and system logs. Only administrators can gain access to security logs.

Fig. 8. Illustrate security log, one of the windows log in event viewer
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Security logging is turned off by default. The administrator should turn on the security
log by default in order to enable to system to perform logging.

One of the first pictures which comprise the audit access of the employee PC is seen
in (Fig. 8). As seen from (Fig. 9), there is a group of recorded actions which correspond
to user’s action on that particular PC. For example, it includes log on and log off to the
user account, special log on and user account management.

Each action carried out by user bond with Date and Time where to indicate, when
the action takes place and with the keywords – Audit Success, which indicates a user
who successfully logs in to the system and Audit Fail where it indicates a user who fails
to access to the system like entering wrong password, etc. In addition, once an event
was chosen, general details of the particular event can be examined as shown in
(Fig. 10).

It includes the particulars such as Log Name, Source, Event ID, Level, user etc. It
provides general information for the investigator regarding a specific event.

Fig. 9. Demonstrate a clearer overview of security log file in event viewer

Fig. 10. Shows the general details of a particular selection event in the secu-rity log file viewer
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It has been separated to two type of views, which are the Friendly View (Fig. 11)
and XML View (Fig. 12). Friendly view is basically filter the information and arrange it
in easy navigable format that enable the investigator to examine.

Fig. 11. Illustrate event data which compromise a comprehensive information of a particular
event in friendly view security log file viewer

Fig. 12. Illustrate details of the Event data in XML view security log file viewer
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In contrary to friendly view, the XML view displays the same event information in
friendly view but in different format. The purpose of the XML logging is to deliver
machine-readable explanation of automatically performed operations, including when
using scripting.

Furthermore, xml enable the script to find a list of files that were actually
uploaded/downloaded, when transferring whole directory or files matching a mask with
directory listing.

Findings. According to the finding of the security log file in event viewer, all login
performed by the employee was authorized whereby there is no sign of intruders login
to the PC. All log in and log out events were seamlessly carried out by the employee,
and there is no sign of log in activities on the PC during the lunch hour of the
employee. Therefore, no person has had access to the system in that particular time
upon examining the security log file.

7 Conclusion

The event logs in windows include lots of different information related to the happening
of various types of events that have occurred on the system. Indeed, information stored
in log files of a computer system is extremely important to collect forensic evidence of
investigated processes.The Windows 8 Event Viewer offers a remarkable event log
service to investigate and examine important messages in the logs. Log analysis can
either be done with the help of tools or manually. In fact, by combining the manual
analysis approach and the tools, a Forensic analysis can be done in an efficient way.
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Abstract. This paper investigates the possibilities for the automatic
creation of scenario-based test file images for computer forensics testing
purposes, and goes on to discuss and review a tool developed for this task.
The tool creates NTFS images based on user-selectable data hiding and
timeline management. In this paper we document both the creation of
the tool and report on its use in a variety of test situations.

Keywords: Computer forensics · NTFS · Data hiding · File system ·
Timeline management

1 Introduction

Documented computer forensic test images are necessary to improve the learning
process, test students and to test and compare computer forensic software. An
undocumented image file cannot be used to verify tool performance or student
progress; it is entirely possible that the researcher or teacher is not aware of the
full contents of the image. The need for documented test material is well docu-
mented. Guo [1], for example, says However, the growth in the field has created
a demand for new software (or increased functionality to existing software) and
a means to verify that this software is truly forensic, i.e. capable of meeting the
requirements of the trier of fact.

In Computer Forensic education, test material is needed for both practice
and assessed tests. Hands-on excercises have been found to increase interest
in the topic and enhance learning results [2], while Agarwal and Karahanna
argue Training programs can also be designed to provide potential users with
opportunities for cognitive absorption. Game-based training environments are
and more likely to result in cognitive absorption, thus amplifying both beliefs about
the instrumentality of the technology and its ease of use, as well as enhancing its
adoption and diffusion throughout the organization [3]. Providing students with
“interesting” examination cases while preventing plagiarism requires test images
that are random representations of a scenario. All such images should bear equal
complexity, to make results comparable if used in testing.

Generally, two different approaches exist in obtaining documented test images.
One is to rely on the work of others and the other is manual creation. A few docu-
mented test images exist, for example http://dftt.sourceforge.net [4] but testing of
c© Springer International Publishing Switzerland 2015
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highly specialised tools generally requires manual test image creation. Manual cre-
ation, while reliable, can be a cumbersome task if hundreds or thousands of images
are needed. This paper introduces a versatile and extensible tool to rapidly create
a large number of documented file system images based on a scenario defined by
the user. All created images based on a scenario fulfill the chosen scenario criteria
but contain random elements, thus they are different from each other.

2 Background

2.1 Related Work

A tool (Forensig2) exists to provide automatic test image creation [5]. Forensig2

is a versatile tool based on a scripting language to allow users to create images
inside a virtual machine. This allows virtually unlimited versatility but does not
provide a user interface [6,7].

The strength of Forensig2 is in its method of creating images inside virtual
machines. Virtual machine clocks can be set to any date and time and actions to
the image are performed by underlying operating system commands. This makes
timeline and contents management easy as long as the user is able to execute all
actions in a correct order. If the order of actions is incorrect, this could cause
contamination to the created images.

Data hiding in NTFS has been studied by Huebner et al. [8]. This paper
documents a piece of software that implements some of their methods as a proof
of concept. The purpose of this software is to create a framework to implement
various data hiding methods. The framework is intended to be flexible enough
that it will allow the addition of further data hiding methods in the future.

2.2 NTFS

NTFS is a proprietary file system developed by Microsoft. The greatest challenge
posed by NTFS is the fact that its documentation has never been officially
published [9]. Variance between NTFS versions has also been detected [10]. This
paper describes only relevant NTFS concepts.

Master File Table. NTFS contains a file named $Mft, which contains a record
for every file in the file system. This is called the Master File Table (MFT)
Each MFT record contains attributes, which in turn contain timestamp informa-
tion, file storage information, permissions information, and so forth. The first 16
entries are considered system files. MFT record number 0 points to $Mft itself.
Record 1 ($MftMirr) is a file containing backup storage of the first 16 entries of
$Mft.

Attributes. Attributes can be added to NTFS file systems without losing
backward compatibility. However, forensic interest focusses on the following
attributes:
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– $STANDARD INFORMATION: This attribute contains timestamp informa-
tion and is mandatory.

– $FILE NAME: Stores information about file name and size, and another set
of timestamp information.

– $DATA: The actual contents of a file, or in the case of large files, a collection
of pointers to the actual contents.

– $INDEX ROOT, $INDEX ALLOCATION: B-tree indices.

Directory Trees. While every file could be located from $Mft, a sequential
search of this file would be inefficient. NTFS stores contents of directories in
B-trees, where structures formatted as $FILE NAME -attributes contain both
file name and a set of time stamps.

2.3 Timestamp Management

NTFS has MACE (modified, accessed, created, entry changed) timestamp infor-
mation stored in three full MACE sets:

1. $Mft record $STANDARD INFORMATION attribute
2. $Mft record $FILE NAME attribute
3. Directory entry $FILE NAME attribute

Timestamp behaviour inside $Mft record has been studied by Bang et al. [11].
Depending on Windows version and action performed to the file, changes are made
to only $STANDARD INFORMATION or to both attributes. Directory entry
timestamp information follows $Mft record $STANDARD INFORMATION
attribute despite being in $FILE NAME format.

3 Design

The tool takes instructions from the user in form of database entries, with a
provided user interface. Its outputs are created images and information sheets
explaining the contents of each created image. This is illustrated in Fig. 1.

3.1 Terminology

The following definitions are used to describe the image creation process:

– ForGe: Computer Forensic Test Image Generator - the tool described by this
paper.

– Case: Top-level entity. A case contains file system selection, the number of
images required, image size, file system parameters, root directory timestamps
and timeline variance boundaries.

– Image: Images are representations of cases and created by the tool.
– Hiding method: A method of writing a secret file to an image.
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Fig. 1. Inputs and outputs of forensic test image generator

– Trivial file: A file without any importance to the case. Trivial files are used
in file system creation to place files on images according to a trivial strategy.

– Trivial strategy: An instruction related to case to place a random selection
of trivial files in the image.

– Secret file: An important file to the case.
– Secret strategy: An instruction related to case to place a single secret file

using a hiding method to an image.
– Action: A simulated operation performed on a hidden file, related to time-

line management. For example action “rename” with a timestamp sets the
timestamps to correspond to a rename action at the given time.

3.2 Requirements

Top level functionality requirements are outlined in Table 1. The assumption is
to build the tool on a Linux platform and use the Linux operating system tools
and interfaces where possible.

3.3 Avoiding Contamination

Contamination occurs if a later action modifies or overwrites scenario related
information or processes the file system only partially. The following examples
illustrate the problem:

1. A file has been placed on the image and its timestamps changed to reflect
the scenario. A hiding method then concatenates a secret file to this file. This
action changes M and A timestamps to image creation time.

2. A file has been hidden in the file slack of a trivial file. The trivial file is
extended, which causes the hidden file to be overwritten.

3. A file has been hidden in the file slack of a trivial file. The trivial file is then
deleted. The secret file survives the deletion but if more files are written to
the image, these writes can overwrite the hidden file by reusing the now—free
clusters.
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Table 1. Top-level functional requirements

ID Requirement Reason

1 The tool must create working and
mountable file systems

As long as file systems are fully
functional, it does not limit the
choice of forensic tools used to
analyse them.

2 The tool must be extensible with new
file systems and hiding methods

By creating a framework to
manipulate file systems, users can
define their own “hiding methods”
if those provided are not suitable.

3 A user interface must be provided A web browser based user interface for
database management and
application access reduces the
expertise needed to operate the
tool.

4 The tool must allow the addition of
random elements to individual
images

If several images are required for
external tool evaluation or
academic setup, adding the random
element to the generator reduces
the amount of user work needed.

5 The tool must be designed to be
non-sequential in image building.
The order of entries and actions
configured by the user should not
dictate the order in which they are
implemented on images

The generator must choose the correct
order of implementation to avoid
contamination.

6 If an image fails to be created, it must
be deleted and the user must be
notified

Partial images do not represent the
case and must not be allowed to
mix with successful images.

7 Successful image contents must be
documented and a means of
accessing the documentation
provided

If exact information of the contents of
an image is required, this must be
provided in a user-friendly manner.
If image generation uses random
elements, documenting the actual
result for each image is useful if
images are used, for example, to
assess students.

4. A file has been hidden in empty space. Another file is hidden with the same
method. If safeguards are not in place, the second file can overwrite the first
file fully or partially.

5. Root directory (MFT entry 5) timestamps are changed. If this change is not
reflected in $MftMirr that contains a copy of first 16 file entries, the file system
is in an inconsistent state and if mounted, the disk repair process can cause
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undesired changes. The same problem occurs if the cluster allocation state is
changed and the change is not applied to $MftMirr.

6. When changing timestamps, the three independet timestamp sets are not
treated in a coherent manner. File system checks can detect an anomaly and
the result might not correspond to the scenario anymore.

7. If new files are written to the file system after deletions have been made,
metadata information in $Mft or directory indices can be overwritten.

8. If the last file written to the file system is deleted, NTFS implementations can
shrink the size of $Mft file. If this happens, there is no reliable way to locate
the MFT entry of the deleted file anymore in case its timestamps should need
to be modified.

This list is not exhaustive. Contamination avoidance is a key topic in appli-
cation design. Instead of treating the user scenario input as a serial course of
actions, the image creator needs to understand consequences of performing these
actions, and schedule actions accordingly. It is thus essential to know if a data
hiding method modifies a mounted file system through operating system com-
mands or writes to raw disk space directly. More volatile actions should be
performed after persistent actions.

Modifying timestamp information requires raw disk access. Timestamps can-
not be modified using operating system commands without contaminating the
result. System calls exist to modify information, depending on NTFS implemen-
tation. However, modifying timestamp information is an action in itself, caus-
ing an update to “entry changed” attribute. The reliable method of modifying
timestamps is to make changes to unmounted file systems. Existing tools, for
example Timestomp, also tend to ignore the third set of timestamps located in
directory entries [12].

The following order of actions creates a coherent NTFS file system that
represents the scenario:

1. Create an empty file system
2. Mount the file system
3. Process trivial strategies: create directories and copy files
4. Process secret strategies that write to a mounted file system using operating

system tools or programming language library functions
5. Unmount the file system
6. Process secret strategies that require raw file access, for example those using

slack space or unallocated space
7. Mount the file system
8. Write a placeholder file to the file system to ensure the file written last is

never deleted
9. Process all file deletions

10. Unmount the file system
11. Change all timestamps, including trivial files, hidden files and deleted files,

to correspond the scenario, in all three timestamp locations
12. Copy the first 16 MFT entries from $Mft to $MftMirr



Automatic Creation of Computer Forensic Test Images 169

3.4 Addition of Random Elements

For the tool to be useful, all images created to represent a scenario must be
different, while maintaining the scenario structure. This is achieved by pulling
trivial and hidden files from a pool and allowing random elements in the timeline.
Trivial files are arranged by their kind, which include pictures, documents, audio,
video and executables. The tool categorises files upon drag and drop upload,
based on their file name and signature. A trivial strategy could, for example,
be an instruction to create directory /holiday, set date to 10/02/2013 and place
10-20 picture files to the directory. If the user has uploaded 200 picture files to
the repository, each image used would be a random selection chosen from this
pool.

The secret file pool is not based on file type but grouping. Each secret strategy
hides exactly one file from a chosen group using the chosen method. Groups
are numeric values assigned to secret files. If a group has exactly one file, each
image contains this file. If a group contains several files, one is chosen at random.
Secret strategy implementations choose a destination file, directory or raw image
location randomly. If, for example, the hiding method “file slack” is being used,
the target file, the slack of which is used, is selected randomly from existing
trivial files already placed on the image.

Timeline randomisation is based on the addition of full weeks. Each trivial
strategy and secret strategy contains timeline information and this is used as
point zero in time. If a scenario allows a variance of a maximum of 30 weeks, a
random number is chosen for each image and added to every timestamp hence-
forth. Weeks are used to preserve day of week and time of day information. In an
educational setting, an example case might include suspicious activity happen-
ing outside working hours or during a weekend. This would be preserved despite
providing a different timeline for each image to discourage plagiarism.

4 Implementation

The tool was implemented in Ubuntu 12.04 with Python 2.7.5. Its core processor
implements the user interface, the correct order of actions, the handling of trivial
strategies, random selection of hidden files, database management and timeline
randomisation, while all file system operations and data hiding methods are
executed in modules loaded dynamically during execution based on scenarion
needs and database information. User interface was created with Django 1.5.1.

4.1 File Systems

File system modules need to implement a documented interface. To achieve this,
the file system interface must be able to fully read and parse file system data
structures on a raw image file. A limited write functionality is needed to write
back timestamp information and handle slack space writing. The following list
is an example of file system interface methods:
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– fs init(): reads in file system structures. Can be empty but the method must
be present.

– mount image(): mounts an image.
– dismount image(): dismounts an image.
– get list of files(flag): returns a list of files that have a certain flag (for example

regular file, system file or directory) set.
– find file by path(filename): locates a certain file and returns its data structures
– change time(path, timedictionary): changes one or more time attributes of a

file
– write location(position, data): writes to raw image space

Linux is dependent on the Tuxera-3G NTFS driver [13]. Tuxera versions prior
to 2013.1.13 destroy $FILE NAME attributes when deleting files, which is not
a typical file deletion behaviour in Windows systems [7, p. 41]. The requirement
is thus to use Tuxera version 2013.1.13 or newer.

4.2 Hiding Methods

A data hiding method module needs to implement a class with a single method
hide file(file, parameterblock). Data hiding methods return a dictionary contain-
ing a human readable string to be inserted into the database, to facilitate dis-
playing image contents. An example of this would be “File foo.txt hidden in file
slack, position nnnnn length zzzz”. The dictionary can also contain instructions
to the core processor if the hiding method requires either timestamp information
modifications or file deletions. An example of a hiding method that “hides” a
file by deleting it, is provided:

de f h i d e f i l e ( s e l f , h f i l e , param = {} ) :
hf = None
d i r s 1 = s e l f . f s . g e t l i s t o f f i l e s (FLAG DIRECTORY | FLAGREGULAR)
d i r s 2 = s e l f . f s . g e t l i s t o f f i l e s (FLAG DIRECTORY | FLAG SYSTEM)
d i r s = d i r s 1 +[ d i r s 2 [ 0 ] ]
t ry :

dpr = cho i c e ( d i r s )
i f dpr . f i l ename != ‘ ‘ / . ’ ’ :

t a r g e t d i r=dpr . f i l ename
e l s e :

t a r g e t d i r = ‘ ‘ ’ ’
i n t e rna lpa th = t a r g e t d i r + ‘ ‘ / ’ ’ + os . path . basename ( h f i l e . name)
t a r g e t f i l e = s e l f . f s . f s mountpoint + in t e rna lpa th
hf = in t e rna lpa th

except IndexError :
r a i s e Forens i cError ( ‘ ‘No d i r e c t o r y f o r hiding ’ ’ )

The above code snippet is a typical starting point for any hiding method.
It needs to write the hidden file to the filesystem, and the first task is to find
a directory where the file should be written. The list of existing directories is
queried from the file system module and one is then chosen by random by the
choice() function. If the file system is empty and no directories can be found, an
exception is raised.

The rest of the method handles the actual file processing and return value
generation:
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t ry :
i f s e l f . f s . mount image ( ) != 0 :

r a i s e Forens i cError ( ‘ ‘Mount f a i l e d ’ ’ )
t f = open ( t a r g e t f i l e , ‘ ‘w’ ’ )
t f . wr i t e ( h f i l e . read ( ) )
t f . c l o s e ( )
i f s e l f . f s . dismount image ( ) != 0 :

r a i s e Forens i cError (”Dismount f a i l e d ”)
except IOError :

e r r l o g ( ‘ ‘ cannot wr i t e f i l e ’ ’ )
r a i s e Forens i cError ( ‘ ‘ Cannot wr i t e f i l e ’ ’ )

i f i n t e rna lpa th . f i nd ( ‘ ‘ / . / ’ ’ ) == 0 :
i n t e rna lpa th = in t e rna lpa th [ 2 : ]

r e turn d i c t ( i n s t r u c t i o n=hf , path=inte rna lpath ,
t od e l e t e =[ t a r g e t f i l e ] )

The file is initially written to the file system and exceptions caught. An excep-
tion could be raised, for example, if the file does not fit into the image. The file
system is mounted using file system class methods but the actual writing of a
regular file is done with Python file operations. The results dictionary contains
the file name as a reference to be inserted to database, but also the instruction
that the file should be deleted. The hiding method cannot do the deletion itself,
as doing it at this stage could cause contamination. Due to the modular struc-
ture and strong supporting functionality from the core processor and file system
module, actual data hiding methods require little programming.

ForGe implements various data hiding methods that can be considered sta-
ble [8]. The selected methods are deleted file, extension change, alternate data
streams, concatenation of files, file slack, steganography and unallocated space. A
hiding method of “not hidden” is provided to allow placement of scenario related
files into plain sight, with full control over their timelines. ForGe is a proof of
concept and different data hiding methods were chosen to highlight versatility.
For example, file extension change and alternate data streams modify files or file
metadata, steganography uses an external open source tool (steghide) and file
slack modifies disk space directly instead of with file system tools. ForGe offers
a framework to do this. It provides access to image files, file metadata and raw
disk space. For example in steganography, the framework is used to randomly
choose a target file, and to raise an exception if no such files exist, and finally
reset timeline in such a way that the modified file cannot be spotted by timeline
analysis (Fig. 2).

5 Example

A simple example is provided as a proof of concept. A case of 5 NTFS images is
created, with image size of 10 megabytes and cluster size 8. Timestamp variance
is set to 26 weeks. Two trivial strategies are created: one to set up /holiday with
3-6 pictures, and /PDF to contain exactly two documents.

Trivial strategies provide two directories with random irrelevant files (Fig. 3)
as the foundation of images. Three secret strategies are created as illustrated
in Fig. 4. The first hides a file by changing its extension, the second places it
in unallocated space and the third creates an alternate data stream. Extension
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Fig. 2. Main user interfaces

Fig. 3. Trivial strategies of the example case

change and alternate data streams also utilise optional instructions. The exten-
sion change hiding method has an option to exclude the root directory from
hiding directory candidates. It also has an option to delete the file afterwards.
Alternate data streams allows defining the stream name to override the default
name “ads”.

An example result sheet (Fig. 5) displays contents of the file system and
an exact location and timestamp (if relevant) of each hidden file. A simple file
extraction test to images 1 (result sheet not included) and 2 demonstrate the
result.

Istat displays the NTFS attributes in human readable format (Fig. 6).
Timestamps correspond to result sheets and the named $DATA attribute con-
firm the presence of an alternate data stream. Stream name “foo” is displayed
as the attribute name, which corresponds to NTFS alternate data streams func-
tionality.
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Fig. 4. Secret strategies of the example case

Fig. 5. Contents report of an example image

Creating this case requires only six database entries: One for case, two for
trivial strategies and three for secret strategies. Image creation and result sheet
display are functions of the ForGe application; SQL database access is not needed
to analyse results. The only command line interaction would be to copy the
created images to a location where they would be used. Access to images is not
provided through the user interface.
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Fig. 6. Timestamps and contents of alternate data streams hiding

6 Conclusions

ForGe is a fast mass image generator with a graphical user interface. It is a
fully functional prototype. It lacks some finesse in error handling, and no instal-
lation or removal procedures are provided for the program. ForGe provides an
extensible framework that has built-in mechanisms to avoid contamination and
provide full timeline control. It provides information sheets about the images
that are created, thus enabling verification of results. Its strength is in rapid
mass creation of “similar but not identical” images for forensic software testing
or education purposes. Its main weakness is its operation on file and file system
level. Higher abstraction level concepts, for example mail folders, web browser
caches or backups of mobile devices are not readily supported.

Suggested future work would include removing its current focussing on the
placement within an image of individual files, as this would extend its area of
usefulness to the creation of, for example, databases and web browser histories.
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Abstract. This work proposes using the craquelure pattern of a paint-
ing as a fingerprint to verify its authenticity against prior records.
Craquelure are extracted and matched from photographs in a manner
robust to illumination, scale, rotation and perspective distortion. A new
crack extraction technique is introduced which uses multi-scale multi-
orientation morphological processing and shape analysis in each orien-
tation sub-band. Feature extraction – a Radon-transform based local
descriptor at the crack junctions – and matching are described. Matching
accuracy was 98.69% on our database of 151 genuine unique craquelure
images with simulated multiple copies of each pattern.

Keywords: Crack extraction · Craquelure · Feature extraction ·
Forgery detection · Image matching · Morphological filters

1 Introduction

Art crime ranks behind only drugs and weapons trades as the largest criminal
markets in monetary value according to the U.S. Department of Justice [1]. Art
forgeries, a subset of these crimes, can also degrade the cultural value of a piece
of art by raising doubts about its authenticity. This work presents a system
for recording and comparing the craquelure pattern of an artwork as a kind of
fingerprint for the painting [2]. This allows for the verification of a painting’s
authenticity at a later date against a prior record, for example, after it has been
leant out on exhibit.

Craquelure refers to a pattern of cracks which have formed on a painting
due to age. The formation of craquelure can be affected by several factors: the
varying rates of drying and contraction over time of the different layers of pig-
ment, both with respect to each other and to the base; aging of the canvas or
support; and macro-level mechanical stresses – for example, the stretching of
a canvas at the corners of the frame [3]. Art historians have long exercised a
manual visual classification of craquelure patterns by geographical region and
time-period, owing to the dependence of the craquelure formation on the meth-
ods and materials used by the painter [3]. Regional classification of craquelure
has also been adopted by the image processing community and implemented in
an automated manner, eliminating the possibility of examiner bias [4,5].
c© Springer International Publishing Switzerland 2015
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The first objective of this work is to develop a robust technique for craque-
lure extraction from grayscale photographs of paintings, without the need for
specialized equipment or carefully controlled imaging conditions. The desired
implementation would allow a museum employee to conveniently photograph
the painting while on display, for which the craquelure extraction should be
suitably robust to variations in scale, rotation, lighting or perspective distor-
tion. A robust craquelure extraction would aid not only craquelure matching
for authenticity verification, but also monitoring of crack spread. The second
objective of this work is to match the obtained craquelure pattern against prior
craquelure records to detect forgery, which to the authors best knowledge is
a novel concept. Likewise, there are two contributions in this work: a craque-
lure extraction technique; and a scheme for craquelure feature detection and
matching.

The layout of this paper is as follows: Sect. 2 introduces a new craquelure
extraction scheme; Sect. 3 provides details on feature detection, local descriptors
and matching; Sect. 4 discusses our experiment and presents matching accuracy
in a receiver operating characteristic (ROC) graph; and Sect. 5 concludes this
work.

2 Craquelure Extraction

2.1 Prior Work

Let I(x, y) represent a grayscale image and m(x, y) denote a grayscale struc-
turing element, where (x, y) are spatial coordinates. Grayscale morphological
dilation and erosion are defined respectively as

(I ⊕ m)(x, y) = sup
u,v

{I(x − u, y − v) + m(u, v)} (1)

(I � m)(x, y) = inf
u,v

{I(x − u, y − v) − m(−u,−v)}. (2)

Grayscale morphological opening and closing are defined respectively as

I ◦ m = (I � m) ⊕ m (3)

I • m = (I ⊕ m) � m. (4)

The white top-hat and black top-hat transforms are defined as

Tw(I,m) = I − I ◦ m (5)

Tb(I,m) = I • m − I. (6)

The white (or black) top-hat transform enhances details in the image that
are smaller than the structuring element and lighter (or darker) than their
surroundings.
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Most prior craquelure extraction techniques, such as [4–7], apply the mor-
phological top-hat transform. The fundamental assumption for its use as a pre-
processing step in craquelure extraction is that cracks are thinner than most
details in the painting. However, small-scale textures in the painting such as
brush strokes and canvas texture can also be enhanced.

Both [4,5] utilize the top-hat transform with a flat square- or disk-shaped
structuring element, followed by block-based automatic thresholding. In [6,7]
another assumption is added: cracks, unlike some small-scale textures, exhibit
connectivity. In [6], user-selected seed points are input to a region-growing algo-
rithm to trace the cracks after pre-processing with the top-hat transform. Sim-
ilarly, [7] applies a region-growing algorithm to trace the cracks, but utilizes a
decision-tree for pixel segmentation rather than manually marked seed points.

2.2 Proposed Craquelure Extraction

The operator of the proposed system is instructed to take the craquelure pho-
tographs at approximately a predetermined distance from the painting, with the
same camera. Variation in scale between multiple captures of the same craque-
lure pattern occurs due to human error in visually estimating that instructed dis-
tance. The shortcoming of the methods in the preceding discussion with respect
to this application is the need to manually select a structuring element size –
the top-hat transform enhances the cracks only if the structuring element is
larger than the crack width and smaller than the background features. A fixed
structuring element size may be suitable when all photos are taken at the same
scale – crack widths do not vary significantly – but, for instance, if the image
is increased or decreased in scale, the top-hat transform could miss the cracks
entirely or enhance background features, respectively.

Scale invariant craquelure extraction may not be practical over an arbitrary
range of scales. Assuming the proposed system requires photography from a
distance of approximately 1 m, we estimate empirically that an operator would
take the photographs from distances of 0.5–1.5 m – the expected range of rel-
ative scale is ±50 %. At this range of image scales it was found that a fixed
structuring element size did not consistently enhance the cracks relative to the
background. Instead, a quasi-scale-invariance may be achieved by selecting sev-
eral fixed structuring elements and combining their results.

Improving the underlying assumptions in prior literature on craquelure char-
acteristics – general connectivity and small size – the proposed work assumes:
cracks have a local orientation – at some scale a crack can be locally approxi-
mated as a straight line; and cracks are significantly longer than they are wide –
i.e. the size along their direction of orientation as well as perpendicular to it
should be considered. From this assumption, the proposed method forgoes the
square- or disk-shaped structuring elements and top-hat transform of the afore-
mentioned prior works and instead uses morphological opening with line-shaped
structuring elements, operating across a range of orientations.
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Fig. 1. Block diagram of craquelure extraction.

A block diagram of the proposed craquelure extraction technique is shown
in Fig. 1 with a summary of each block following.

1. Contrast enhancement and background removal: adaptive histogram equaliza-
tion [8] and top-hat transform with a large disk structuring element, approx-
imately 10 times the expected crack width, to mitigate the effects of uneven
lighting and background.

2. Multi-scale multi-angle morphological processing: morphological opening
with a linear structuring element through a range of angles (orientation sub-
bands) and line lengths (scales).

3. Combine scales: summation.
4. Enhance orientation sub-images and prune by shape analysis: subtract per-

pendicular sub-images to take advantage of the narrowness of the crack – as
opposed to large objects where the structuring element can fit inside at both
angles. Threshold each resulting sub-image by [9]. Approximate the length-
to-width ratio of each connected component as the ratio of major axis length
to minor axis length of an ellipse with the same second moments. Remove (by
setting to zero) all objects with length-to-width ratios below some threshold.

5. Combine orientation sub-images: calculate standard deviation with respect
to orientation. As above, the narrowness of the crack, its sensitivity to the
alignment of the structuring element, is a fundamental assumption. Note the
result is a grayscale image, where the gray-level is considered during matching
as the strength or certainty of the crack.

The result of the proposed method is compared to the top-hat and adap-
tive threshold approach by our group from [4] in Fig. 2. This example is highly
textured and challenging. The images are truncated for visual clarity.
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(a) (b) (c)

Fig. 2. Example of craquelure extraction on highly-textured paint. (a) Original;
(b) Top-hat and adaptive threshold; (c) Proposed technique.

3 Craquelure Matching

In the intended application of a photograph taken in a museum without the
need for specialized equipment or precisely controlled imaging conditions, the
craquelure matching must be robust to:

1. Uneven or non-ideal lighting.
2. Scale, due to varying distance of the photographer from the painting.
3. Perspective, particularly as the photographer may change the angle due to

light reflecting off the painting which can otherwise obscure the craquelure.
4. Rotation.
5. Incomplete overlap between query and database craquelure images – i.e. par-

tialness.

Due to partialness and the variability of craquelure characteristics across an
individual painting caused by varying materials and mechanical stresses, local
feature points, rather than global features, are needed.

In contrast to the global features in [4] our objective is not to detect forg-
eries by sorting in to broad classes of craquelure patterns, estimating the origin
and/or time-period of a painting, but to directly establish 1-to-1 correspondence
of feature points between matching craquelure patterns. Forgery with artificial
craquelure similar in overall characteristic to the desired region and time-period
may someday be possible for criminals, fooling a region-based classifier. How-
ever, point-by-point reproduction of a craquelure pattern would be far more
challenging to artificially introduce to a forgery; from both mechanical consid-
erations as well as the requirement of a detailed craquelure record. Similarly,
a 1-to-1 matching for authenticity verification necessitates such a prior record,
which may not be available if the system was not previously in place. The two
approaches may thus work in tandem.



Art Forgery Detection via Craquelure Pattern Matching 181

3.1 Feature Point Detection

Using the craquelure pattern as a fingerprint of the painting, crack terminations
and junctions are analogous to ridge endings and bifurcations. However, due
to the continual spreading of the cracks over time as well as noise inherently
added by morphological processing and thresholding, crack terminations cannot
be reliably located as feature points. Crack junctions are the only feature points
used in this work.

Crack junctions are detected by calculating the crossing number [10] after
binarization and thinning of the enhanced crack pattern. The crossing number
C of a pixel P is defined from its 8-connected neighborhood as

C(P ) =
1
2

8∑

k=1

|Pk − Pk+1| , for

⎡

⎣
P8 P1 P2

P7 P P3

P6 P5 P4

⎤

⎦ and P9 = P1. (7)

However, the thinning process introduces numerous false spurs, which are pruned
by length to prevent a large number of false detections. Spurious junctions are
also detected by the average Euclidean distance to the nearest n neighbors of
each junction: tightly clustered junction points, relative to the rest of the image,
are likely caused by noise. The feature detection is summarized in Fig. 3. An
example follows in Fig. 4.

Fig. 3. Block diagram of crack junction detection.

3.2 Feature Descriptors

Scale Invariance. The challenge of designing a scale invariant descriptor for
the intended application is the lack of external reference or well-documented
assumptions by which to approximate image scale – craquelure patterns have
a relatively wide range of densities. However, if the craquelure extraction and
junction detection are sufficiently robust with respect to scale, a relative scale
between two images of the same painting can be estimated by comparing their
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junction point densities; Let the window size for calculating the local feature
descriptor, w, be defined as a base amount, w0, multiplied by the ratio of the
junction density to an expected typical value – the feature vector can then be
interpolated back to the length dictated by w0 to maintain a fixed descriptor
length to facilitate matching.

Rotation Invariance. A major consideration in designing a local descriptor for
craquelure matching is the lack of a direction attributable to each junction point,
being by definition the intersection of cracks with different orientations. Without
a global reference or local characteristic direction, we settle for a descriptor for
which a rotation results in a shift of the feature vector. The feature-space distance
is defined as the minimum �2 distance obtained by shifting one feature vector
relative to the other.

(a) (b)

Fig. 4. Crack junction detection example. (a) Original; (b) Enhanced and junction-
denoted.

Proposed Descriptor. Drawing from the vast literature available on image
matching, two categories of local feature descriptors emerge: projective, based
on some transformation of the pixel values within a window around each feature
point [11–13]; and neighbor-based, where the feature descriptor depends solely
on the relative location of nearby features, for example [14]. Neither is highly
descriptive for craquelure patterns: crack junctions are highly self-similar, typ-
ically being either an ‘X’ or ‘T’ formation where the perpendicularity of the
junction is characteristic to the region and time-period of the painting rather
than a specific location on the painting; and the crack density is approximately
piece-wise constant within a painting, with variations due to the chemical com-
positions of different colored paints.

This work uses a projective feature, similar to that used in [13] for veins in
retinal images, due to the simplicity of its calculation – modifying this descriptor
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to be scale and rotation invariant as described above is straightforward. The
Radon transform, a popular shape descriptor, of an image I(x, y) is defined as

R(I)(r, θ) =
∫∫

I(x, y)δ(xcosθ + ysinθ − r)dxdy, (8)

where r is the radius from the center of the image, θ is the projection angle
and δ is the Dirac delta function. Rotation of the image results in a shift of its
Radon transform along the θ-direction, which meets the requirement of rotation
invariance described above. Translation of the image shifts its Radon transform
in the r-direction, (non-uniformly) as a function of θ. To make the descriptor
insensitive to small location errors in feature detection, we use the translation-
invariance of the amplitude Fourier spectrum, as described in [13].

The local feature descriptor in the proposed work is calculated as:

1. Let window size w = w0d/d0, where w0 is a typical window size, d is the
crack junction density in the current image and d0 is a typical crack junction
density.

2. Calculate the discrete Radon transform of the local image window, R(Iw).
3. For small shift invariance: |Fr(R(Iw))|, where Fr denotes the discrete Fourier

transform along the r-direction. The negative frequency components are dis-
carded due to the symmetry of the amplitude Fourier spectrum.

4. Concatenate, normalize (for robustness to illumination and noise) and inter-
polate (linearly) to a fixed descriptor length nf .

3.3 Feature Correspondence

Robustly matching two craquelure patterns necessitates a 1-to-1 correspondence
of local features such that the maximum number of features is matched with
the minimum feature-space distance between them. Spatial relations between
neighboring features are accounted for via application-specific constraints on
the isomorphism between paired features – in this case, a co-planar projective
transform. The feature correspondence is summarized as follows.

1. Calculate the feature-space distances dij of all pairs of features (fi, fj) in the
two images:

D =

⎧
⎨

⎩dij = min
θ

√√√√
nf∑

k=1

(fi(k) − fj(k − θ))2,∀i ∈ I,∀j ∈ J

⎫
⎬

⎭ (9)

2. Candidate correspondences are those within some threshold ε of their bidi-
rectional minimum, to account for noise added by morphological processing
and thresholding:

Dε =
{

dij |dij ≤ (1 + ε)min{min
i

dij ,min
j

dij}
}

(10)
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3. Refine final correspondences, Dmatch ⊆ Dε, via Random Sample Consensus
(RANSAC) – an iterative, outlier-robust parameter estimation – fitting a
homography, p :Fi →Fj , to the sampled points at each iteration [15].

An example of the resulting correspondences is shown in Fig. 5.

Fig. 5. Example of local feature correspondences. Matched (blue squares); Unmatched
(red circles); Not in mutual foreground (magenta triangles) (Color figure online).

3.4 Similarity Measure

A global similarity measure between two craquelure images is consolidated from
the correspondences found via RANSAC. Denoting the number of correspon-
dences as Nc = |Dmatch|, the similarity of the two images is given as a vector:

s =

⎡

⎢⎢⎢⎢⎣

Nc∑

Dmatch

dij/Nc

√∑
p2

⎤

⎥⎥⎥⎥⎦
(11)

where the last term represents the energy in the deformation field mapping
corresponding feature point locations from set Fi to Fj . The domain of p is the
area of overlap between the two images. For an ideal match, this energy term is
zero, as the mapping is rigid.
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Linear discriminant analysis [16] is applied to the similarity-score vectors
from a training set of craquelure patterns to obtain a scalar similarity measure
from (11).

4 Experiment and Results

4.1 Craquelure Database

From an initial database of 151 unique grayscale craquelure images, a larger
database was generated to simulate multiple captures of each craquelure pattern
under the conditions of the target application – as if photographed on different
occasions without specialized equipment or precisely controlled imaging condi-
tions. All original photographs were approximately 40×60 mm in area on the
painting. Only grayscale images were available and to the authors’ best knowl-
edge, no publicly available craquelure database exists, nor has such a craquelure
pattern matching system been published.

The probability density functions for in-plane rotation, angle of perspective
and scale under these conditions were all approximated as Gaussian distribu-
tions of means 1, 0◦ and 0◦, respectively, and standard deviations 0.15, 3◦, and
5◦, respectively. These values were chosen empirically, based on the assumption
that operator error in visually estimating the instructed distance of photography
would be the dominant factor over correctly aligning the vertical and perpen-
dicular viewpoint. The larger variance in perspective distortion compared to
in-plane rotation is to allow for the possibility of light reflecting off the painting
which can obscure the craquelure and require the operator to change the angle
of photography. All distributions were limited to 3 standard deviations from
the mean to avoid anomalous cases in the generated database. The direction
of the perspective view – i.e. from either side, from the top or bottom, or any
combination thereof – was uniformly random over 0 to 360◦.

The percentage of overlap between multiple captures of the same painting was
approximated as a uniform distribution from 50 % to 100 %. This was selected
empirically as a reasonable expectation for an operator instructed to photograph
approximately the same portion of the painting on separate occasions.

Each distribution was independently sampled 1510 times to generate 10 sim-
ulated captures per original image, for 1661 total images.

4.2 Test Protocol

The first 10 original images and their copies, 110 images total, were used as a
training set and excluded from the test set. Matching was performed between
each original image and its 10 copies (for 1410 true matches), and between each
original image and the first simulated copy of the next 10 images in the database
(wrapping around at the end, for 1410 false matches).
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Fig. 6. Craquelure matching accuracy. (a) ROC graph; (b) Specificity and sensitivity
vs decision threshold.

4.3 Accuracy

Each original matched against its 10 simulated copies determines the sensitivity,
or true positive rate. Each original matched against a simulated copy of the pro-
ceeding 10 originals determines the specificity, or true negative rate. Sensitivity
and specificity are plotted in Fig. 6 against each other (ROC) as well as against
the decision threshold. The maximal accuracy is 98.69 % (97.52 % sensitivity,
99.86 % specificity).

5 Conclusion

This work is an early investigation of the distinctiveness and robustness of
craquelure identification for authenticity verification in art. Novel multi-scale
multi-angle morphological processing was presented for craquelure extraction,
and a Radon transform based descriptor was calculated at the craquelure junc-
tion points.

As the results, 98.69 % accuracy, are promising, the authors hope for
increased partnership with the art community to build a larger database of
craquelure patterns to further develop this idea; The simulated database can be
exchanged for real-world operating conditions and the image processing commu-
nity can gain from the expertise of art historians. Additionally, we propose to
extend these concepts as well as those discussed in the introduction – craquelure
matching for forgery detection, time-period and geographical region verification,
and monitoring of crack growth – to ceramics.
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Abstract. The advent of the Internet has significantly transformed the daily
activities of millions of people, with one of them being the way people com-
municate where Instant Messaging (IM) and Voice over IP (VoIP) communi-
cations have become prevalent. Although IM applications are ubiquitous
communication tools nowadays, it was observed that the relevant research on
the topic of evidence collection from IM services was limited. The reason is an
IM can serve as a very useful yet very dangerous platform for the victim and the
suspect to communicate. Indeed, the increased use of Instant Messengers on
smart phones has turned to be the goldmine for mobile and computer forensic
experts. Traces and Evidence left by applications can be held on smart phones
and retrieving those potential evidences with right forensic technique is strongly
required. Recently, most research on IM forensics focus on applications such as
WhatsApp, Viber and Skype. However, in the literature, there are very few
forensic analysis and comparison related to IM applications such as WhatsApp,
Viber and Skype and Tango on both iOS and Android platforms, even though
the total users of this application already exceeded 1 billion. Therefore, in this
paper we present forensic acquisition and analysis of these four IMs and VoIPs
for both iOS and Android platforms. We try to answer on how evidence can be
collected when IM communications are used. We also define taxonomy of target
artefacts in order to guide and structure the subsequent forensic analysis. Finally,
a review of the information that can become available via the IM vendor was
conducted. The achieved results of this research provided elaborative answers
on the types of artifacts that can be identified by these IM and VoIP applications.
We compare moreover the forensics analysis of these popular applications:
WhatApp, Skype, Viber and Tango.

Keywords: Voip � Forensic acquisition analysis and comparison � Whatsapp �
Skype � Viber � Tango

1 Introduction

One of the daily activities that has seen significant changes due to service introduced
via the Internet is the social networking and communication amongst people [1, 2, 4].
Various Internet based communication services have been introduced that offer diverse
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methods of communication such as instant messaging, audio, video, file exchange and
image sharing. The term “Instant Messaging application” or “IM applications” will be
used throughout this text in order to refer to this category of Internet based commu-
nication services.

However, it was not only the legitimate activities that shifted to Internet based
services. Eventually, criminal activities started being facilitated or taking place over the
Internet [5] and criminals started using IM applications to communicate, either with
potential victims [6] or amongst themselves to avoid interception [7]. It becomes
obvious that, due to their popularity, IM applications have the potential of being a rich
source of evidential value in criminal investigations. Moreover, for most of these
applications, the type of information that can be collected in the context of an inves-
tigation can span beyond text messages. Europol has identified the threat of misused IM
communications by criminals to facilitate their illegal activities due to the fact that it is
harder to monitor or regulate these services [8].

Despite the wide prevalence of IM applications, there has been limited published
research towards the assessment of their evidential value in criminal investigations.
Moreover, the existing published research has not addressed all the popular OS plat-
forms and IM applications, either due to the fact that they did not all exist at the time
the research was conducted or the specific IM application was not that prevalent at that
point to attract the attention of deep investigations.

As a result, this acted as the main motivation in proceeding with this specific
problem since any solution to it would address the gap in the existing published
research and contribute to its further progress. In this paper, we present forensic
acquisition and analysis of four VoIPs: WhatsApp, Skype, Viber and Tango for both
iOS and Android platforms. They are the most popular IM apps as their total users
already exceeded 1 billion [23, 24, 26]. Indeed, to the best of our knowledge, there is
no published research regarding forensic artefacts of Tango as well as a comparison
of forensics analysis of these four IMs. Indeed, most of the published research has
been focusing on Android devices whereas iOS based devices have not been
extensively examined. In this paper we aim to answer how evidence can be collected
when these IMs’ communications are used. In order to provide answers to this
problem, the idea is to select a number of IMs services and operating systems based
on current popularity and conduct test communications for further analysis.
Furthermore, a taxonomy of target artefacts was defined in order to guide and
structure subsequent forensic analysis. Additionally to the forensic analysis, alter-
native sources of evidence were examined such as the possibility to clone IM session
and perform communication interception. Finally, a review of the information that
can become available via the vendor was conducted. Based on this approach,
experimental tests were also conducted in order to identify potential forensic artefacts
for these IM applications.

The rest of this paper is structured as follows: Sect. 2 looks at the literature survey
and relevant work that has been conducted in the field. Section 3 describes the
acquisition techniques in order to address the problem as identified in this section.
Section 4 presents the evaluation and discussion of the outcomes of applying the
adopted approach to solve the problem. Finally, Sect. 5 summarises some concluding
remarks and discusses some future work.
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2 Background

Although IM and VoIP applications were not very widespread in 2006, Simon &
Slay [9] had already identified that the use of VoIP communications poses new
challenges to law enforcement authorities. Specifically, they pointed out that new
methods for collecting evidence were needed due to the fact the VoIP communica-
tions are based on a decentralised data network and can be easily encrypted. In the
same paper, the authors described the challenges of performing call interception due
to VoIP architecture of non-carrier solutions with a special reference to Skype, which
was one of the few VoIP applications at that time. They present a potential real life
scenario where criminals could avoid the traditional PSTN network and communicate
via Skype in order to avoid interceptions and achieve the necessary obscurity
required to remain undetected [10]. Moreover, they referred to the immaturity of
legislation regarding the regulation of non-carrier VoIP and the complexity of
introducing relevant legislation at an international level. Finally, they proposed
memory forensics as a potential direction in retrieving volatile evidence related to
running VoIP software, although they do not present a concrete methodology since
their research was still incomplete at that point.

Kiley et al. [11] conducted some research on IM forensic artefacts and they also
pointed out that IM is being exploited by criminals due to its popularity and privacy
features. However, their research focused on, what they named, volatile instant
messaging which described the IM services operating via a web interface, without
requiring a fat client. They analysed four popular web-based IM services on
Windows desktop environments and concluded that it is possible to retrieve forensic
artefacts via the browser cache files and the Windows page files. The identified
forensic artefacts included communication timelines, usernames, contact names and
snippets of conversation. However, the entire conversation was never possible to be
retrieved. The authors concluded their paper by presenting an investigative frame-
work for addressing volatile messaging, which consists of three phases: recognition,
formulation and search.

Simon & Slay [12] continued their work on investigative techniques for VoIP
technologies by conducting experiments in order to identify traces left by Skype in
the physical memory. They drew their inspiration from similar research on the
operating system recovery level information from the physical memory and expanded
the approach to application level information. To better structure the objectives of
their proposed investigative approach, the authors defined a number of data type
categories that could be identified in the context of an investigation: Communication
Content, Contacts, Communication History, Passwords and Encryption Keys.
In order to capture the memory of the system under investigation, they leveraged
virtualisation and the inherent functionalities of memory extraction. They concluded
that it is possible to retrieve useful information about the use of Skype via the
physical memory and specifically: information about the existence of the Skype
process, the password and the contact list of the Skype account that was used.
However, it was not possible to retrieve any encryption keys although it is known
that Skype uses encryption.
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Vidas et al. [13] conducted work towards the definition of a general methodology
for collecting data on Android devices. Although not directly relevant to the IM
investigation issue, their work provides useful information that assisted in developing
our approach. More precisely, the authors have provided a comprehensive overview of
an Android device and proposed specific data collection objectives and processes that
were taken into account in our experiments, which are described in Sect. 4.

Alghafli et al. [14] gave guidelines on the digital forensic capabilities in smart-
phones where they considered Skype as a source of evidence. They also referred to
VoIP applications being used to communicate without leaving logs in the traditional
phone functions of the smartphones.

Carpene [15] and Tso et al. [16] approached the evidence extraction for iOS based
devices from a different perspective, which does not require the actual seizure of the
device. Their approach was to leverage the backup files created via the iTunes appli-
cation, the PC companion software for managing iOS devices. In [15] the author took a
more generic approach in an attempt to create taxonomy for all potential evidence that
can be extracted from the iTunes backup file. Skype is one of the applications that were
included in this taxonomy and the potential evidence identified is limited call history
and limited contact data. The same approach was followed in [16] to investigate the
iTunes backup files. Nevertheless, their research focused in identified forensic artefacts
of five popular IM devices: Facebook, Skype, Viber, Windows Live Messenger, and
WhatsApp Messenger. They concluded that it is possible to retrieve the content of IM
communications via the backup files. Since three of these IM applications are included
in analysis, their outcome will be taken into consideration.

Schrittwieser et al. [17] conducted a security assessment of nine popular IM and
VoIP applications, including Viber, WhatsApp and Tango. Although their approach is
stemming from a vulnerability assessment perspective, the outcome could also be
valuable in a law enforcement investigation context. For instance, their results about
weak authentication mechanisms could be used in order to perform session cloning and
intercept the communication, wherever the applicable legislation allows for such
activities by law enforcement authorities.

Chu et al. [18] examined the possibility of retrieving Viber communication content
via the Random Access Memory (RAM) in Android devices. They concluded that it is
possible to retrieve partial evidence via the RAM and, furthermore, that the evidence is
present even after resetting the device.

Mahajan et al. [19] conducted forensic analysis for both Viber and WhatsApp on
Android devices, using forensic acquisition equipment to perform the file system
extraction of the smartphones. Their research concluded that for both IM applications it
is possible to retrieve useful information about the user’s activities such as commu-
nication content, communication history and the contact list.

We also want to validate what has been concluded in [19] and go beyond by
expanding it to issues that they have not been addressed such as the recovery of deleted
messages or factory reset phones. Moreover, we will expand further to more platforms
and more IM applications. As presented above, IM and VoIP applications are in the rise
within the last few years and most likely will remain popular in the future. The shift
from traditional communications (i.e. over PSTN or GSM networks) to IM and VoIP
services calls requires new ways of collecting evidence.
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The existing literature has identified the issue of identifying and monitoring VoIP
traffic [9, 10, 20] and some research has been conducted towards the retrieval of
evidence from IM and VoIP services [11, 12, 15, 16, 19]. Nevertheless, there are
gaps in the existing research and developments on this field, which have yet to be
addressed. For instance, the investigating forensic artefact of Tango, which is popular
amongst Android users or the desktop version of Viber which was only released in
May 2013 is highly required. Moreover, very little is known about alternative
investigation techniques which is often used by law enforcement for Skype investi-
gations. Indeed, there is no research that compares forensics analysis of four appli-
cations: WhatsApp, Skype, Viber and Tango. Finally, most of the published research
has been focusing on Android devices whereas iOS based devices have not been
extensively examined.

These open issues formulate the problem statement of this work, which can be
summarised in the following questions:

• What types of forensic artefacts can be found in the most popular IM services?
• How and where can evidence be collected from the most popular IM services?
• What alternative sources exist in order to capture evidence from IM services?

In order to address these questions we follow the approach that is described in the
following Section.

3 Acquisition Techniques

The first step is to set-up an investigation environment for various mobile devices in
with WhatsApp, Skype, Viber and Tango are installed. Following the environment
setup and the definition of the list of target artefacts, the next steps are dedicated to the
whole investigation itself; from the data collection to the extraction of evidence
(artefacts in this case). We perform the forensic analysis on the data. This approach
implies that a device has been seized and therefore we can conduct a forensic analysis
on it in order to extract evidence in a post mortem fashion.

3.1 Forensics Analysis

The objective of this analysis is to identify the artefacts stored by each IM application
in the file system of every seized device. The following questions are usually expected
to be answered during this analysis.

• What data is generated and stored on the device for each of the used IM
functionality?

• Where is this data stored on the file system?
• In what format is the data stored?
• How can the data be retrieved, accessed and analysed?

For the data extraction and analysis from the devices, we use specialised mobile
forensic tools:
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• Cellebrite UFED Touch Ultimate - data extraction/acquisition – with the following
extraction modes:
– Logical extraction: Quick extraction of target data (e.g. sms, emails, IM chats)

performed at the OS level.
– File system extraction: In depth extraction of the entire file system of the device.

• Cellebrite UFED Physical Analyzer - data analysis

Following the data extraction, we use SQLiteStudio as a main tool for opening and
parsing the SQLite databases that are mainly used for storing data in IM applications.
Further we use other software applications for opening image, audio and video files that
have been identified.

3.2 Taxonomy of Target Artefacts

In this subsection, we describe taxonomy of target atefacts that we use in our forensics
analysis (Table 1).

Table 1. Target artefacts

Target Artefacts Definition

Installation data Data related to the installation of an IM client on a specific device. It
can be very useful in the initial phase of an investigation, as it can
lead to further queries related to IM data.

Traffic data According to the European Data Protection Supervisor [27], traffic data
are data processed for the purpose of the conveyance of a
communication on an electronic communications network. According
to the means of communication used, the data needed to convey the
communication will vary, but may typically include contact details,
time and location data. Therefore it is crucial for forensic analysis.

Content data The actual content of a communication, which can be text, audio, video,
or any other format of the data. In the context of this study, we do not
categorise attachments or exchanged files as content data but we
establish category for them.

User profile data Information related to the profile of the IM user such as name, surname,
birthdate, gender, picture, address, phone number and email.

User authentication
data

Data that is used to authenticate the user to a service or an application
such as a password, session key, etc.

Contact database The list of contacts associated to the IM user.
Attachments/Files
exchanged

Data files that were exchanged via a file transfer functionality.

Location data According to the UK Information Commission Officer [28], location
data means any data processed in an electronic communications
network or by an electronic communications service that indicates
the geographical position of the terminal equipment of a user of a
public.
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3.3 Discussion

The approach adopted in order to conduct this study is influenced by Simon & Slay
[12] with regards to the definition of data categories of expected evidence. Moreover,
the adopted approach for the data acquisition from the mobile devices is based on the
same technique used in [19]. Nevertheless, the adopted approach differs from these
previous studies in the following:

• It covers both iOS and Android platforms. Previous work mainly focused either on
Android devices [19] or the backup files of iOS devices [15] [16], but not both at
the same time.

• It covers the four most popular IM applications; in total more than 1 billion
users, on the two most popular mobile platforms, covering 63 % of the market
share as described earlier. Overall, the scope of the examined IM and mobile OS
platforms should cover the vast majority of IM based communications via mobile
devices.

• With the exception to the study presented in [19], none of the previous work was
based on the file system forensic analysis of data images acquired by mobile
devices.

• Although mostly focusing on the mobile file system forensic analysis, it addresses
the IM communications from file system forensic analysis. Previous work was
focused only on the technical forensic analysis of the file system [19], backup files
[15, 16] or the physical memory [12] [18].

4 Description of Results and Analysis

4.1 Test Environment

In order to examine the four IM applications and answer the questions posed in the
problem statement, a testing environment is setup, based on two different mobile
devices with all the four IM applications installed (Fig. 1). The communications
between the two devices was conducted for a week using all features of IM
applications.

We used the iOS version 6.1.3 and the Android version 2.3.5 (Gingerbread) during
the testing. Although the Android operating system is characterised by considerable
fragmentation in terms of versions, it can be assumed that the results of the tests can be
extended to all current versions of Android as it was also concluded in [19]. It must be
noted that both devices were neither jail-broken nor rooted. In the case of a jail-broken
or rooted device, the test would result in at least the same amount of evidence, if not
more due to the more uncontrolled environment in a jail-broken or rooted device.
Moreover, the devices used were not locked with a passcode, although the equipment
we used was able to retrieve almost the same data when the devices were locked.
Nevertheless, the passcode recovery or cracking of the devices is out of the scope of
this study.
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4.2 IOS Forensic Analysis

Logical Extraction Analysis. The Logical Extraction of information from the iPhone
did not produce any IM related results. The analysed data from UFED Physical
Analyser do not include any explicit information related to the four IM applications
under investigation.
Filesystem Extraction Analysis. On the other hand, when a File System Extraction
was performed with UFED, the UFED Physical Analyzer was able to identify relevant
information for Skype, Viber, Tango and WhatsApp (Table 2).
Manual Filesystem Analysis. In order to further investigate for potential file system
artefacts generated by facts, it was required to proceed with a manual analysis of the file
system. The most valuable information in the Skype user folder is found at the fol-
lowing locations: main.db.EMBEDDED that contains the profile pictures of all the
Skype contacts and main.db that contains information about the Skype account, list of
contacts that participated in a call, list of Skype contacts, list of conversations, mes-
sages and SMS, list of transferred files from and to the user, list of voicemails sent to
the user and list of video calls.

The most important file of Viber is Contacts.data that is at the core of the appli-
cation and comprises the main data repository where valuable information can be found
such as a list of all contacts; list of all the attachments exchanged, including pictures,
video, stickers and custom locations; list of unique conversation; list of phone numbers;
list of recent calls and their duration; data related to the sticker icons and packages; the
latitude and longitude of each message that was sent with the location service enabled;
list of messages exchanged.

The first remark that was made when researching the Tango application in the iOS
device was the fact that the application is registered with the name ‘sgiggle’ instead of
tango in the file system. Secondly, it has to be noted that Tango’s application folder
‘sgiggle’ was the only one of the IM applications in scope that was hidden in the file
system. While analysing the files included in Tango’s application folder, it was initially
noticed that mainly comprises of SQLite .db files like all the other examined appli-
cations. However, when attempting to parse the database files, it was noticed that the
content of the databases are not in clear text. For instance, the database file tc.db
appears to be the one storing the communication content in Tango. When examining
the data of the table ‘messages’, the content of the fields ‘conv_id’ and ‘payload’
appear to be unintelligible which leads to the conclusion that they are stored in an
encrypted form. The same kind of encryption was encountered with all other database
files in the Tango application folder which made the further analysis of the data not

Table 2. iOS filesystem extraction analysis

Target artefacts Skype Viber Tango WhatsApp

Installation data Yes Yes Yes Yes
Traffic data Call/Chat history Call/Chat history No Chat history
Content data Chat/Image Chat/Image Image Chat/Image
User profile data Yes No Yes No
Contact database Yes No No
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feasible in the context of this research, as it would require extensive cryptanalysis
attacks.

The manual file system analysis identified that the WhatsApp application files
reside in an iOS folder in the /var/mobile/Applications/directory. The application files
are contained in two subfolders ‘Documents’ and ‘Library’, with the first one storing all
the database and iOS plist settings files while the latter contained media files such as
images and videos. The subfolder Library/Media contained the following subfolders:
<contact_number>@s.whatsapp.net that contains all the media files exchanged in
conversations with the specific contact; profile that contains thumbnail images of the
profile pictures of all contacts. Nevertheless, the database files storing the activity and
contact information for WhatsApp reside in the Documents folder. Specifically, the
communication activity is stored in the database called ChatStorage.sqlite and the
WhatsApp contact information is stored in the Contacts.sqlite database file.

4.3 Android Forensic Analysis

Logical Extraction Analysis. Contrary to the results retrieved for iOS via the UFED
Logical Extraction analysis, the equivalent results for Android are much more exten-
sive with a considerable amount of IM related information been identified. However,
the logical extraction analysis of the Android device did not produce any information
regarding Viber. Besides, the only related information to Tango was a record in the
‘User Accounts’ section of an account titled “Sync Tango friends”. Similarly to Skype,
information related to WhatsApp includes all the chat history and its content. More-
over, the WhatsApp chat content also includes the attached files (Table 3).
Filesystem Extraction Analysis of the Android device did not produce significantly
different results compared to the Logical Extraction analysis described in Sect. 4.2. For
Skype, File System Extraction analysis provides more information contained in the chat
content. Specifically, while the attachments were missing in the Logical Extraction
analysis, most of them were embedded in the conversations retrieved by the File
System Extraction analysis. Nevertheless, this information can also be retrieved vie the
Logical Extraction analysis under the Videos section.

Similarly, the only possibility of retrieving Viber’s data was by searching for
“viber” in the Images and Videos section which returned the image and video files.
Nevertheless, it only provided an initial identification of related data without providing
a lot of context.

For Tango, additionally to the information retrieved by the Logical Extraction
Analysis, the File System Extraction Analysis revealed an entry of the Tango

Table 3. Android logical extraction analysis

Target artefacts Skype Viber Tango WhatsApp

Traffic data Call/Chat history N/A N/A Chat history
Content data Chat/Image/Video N/A N/A Chat/Image
User profile data Yes N/A N/A No
Contact database Yes N/A N/A No
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application in the ‘Installed Applications’ section of the UFED Physical Analyzer.
Finally, for WhatsApp, this analysis does not produce significantly different results
compared to the Logical Extraction analysis described above. The same data was
identified with regards to WhatsApp as the ones described with the Logical Extraction
analysis.
Manual Filesystem Analysis. With the exception of the location in the file system, the
Android folder structure of Skype application data is similar to the one described for
iOS. As a result, the main bulk of the information is stored in the main.db SQLite
database which is located in the Skype user folder. The Skype user folder in an Android
device is located at the following path /data/data/com.skype.raider/files/ <username>.
Apart from the information contained in the main.db database and already analysed in
the iOS section, the following folders can be of interest in the Android filesystem:
media that contains media files that have been exchanged via Skype and /
mnt/sdcard/Android/data/com.skype.raider/cache that is located in the SD card of the
device and contains cached media files that were sent by the Skype user.

Since the analysis performed by the UFED Physical Analyzer did not yield any
results related to Viber, the manual file system analysis is the only possible way of
retrieving evidence coming from IM communications over Viber. Contrary to Skype
where the databases between iOS and Android were almost identical, the situation with
Viber was identified to be considerably different between the two operating systems. In
the case of Android, the information is mainly stored in the following locations:

• Folder /mnt/sdcard/viber that locates in the SD card of the device and contains the
following subfolders which might be of interest in an investigation: User photos-
profile photos of all the Viber contacts, Viber Images- Image files exchanged via
Viber, Viber Video-Video files exchanged via Viber

• Folder /data/data/com.viber.voip: Located in the device’s internal memory and
containing the following database files

When analysing the two database files, we notice that the viber_message is used for
storing information related to text communications whereas the viber_data for the rest
such as the call log and the phonebook.

The manual file system analysis in the Android file system resulted in identical
conclusions as the one described in the iOS section. All the Tango database files
contained encrypted content and TangoCache.db was the one in cleartext pointing to
exchanged media files. The difference compared to the iOS analysis was the fact that
the folder TCStorageManagerMediaCache and the contained media files were available
locally.

Mahajan et al. had identified the artefacts produced in WhatsApp in their research [19].
However, they do not include the exact structure of the WhatsApp data stored in the
Android file system and neither did they provide the detailed table structure of the
database files used by WhatsApp in Android. The folder ‘databases’ was identified as
storing the most valuable information in order to reconstruct the communication history
in WhatsApp, which were the two main database files: msgstore.db and wa.db that
contain all the exchanged attachments, such as images, video and contact cards.
Similarly to the iOS findings, the communication activity is stored in the database
called msgstore.db and the WhatsApp contact information is stored in the wa.db
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database file. However, compared to the WhatsApp database table structure in iOS, the
Android ones contained far less tables.

5 Conclusion and Future Work

This research was mainly motivated by the fact that despite the fact that IM applications
are a ubiquitous communication tool nowadays, there was in-depth research on the topic
of evidence collection from IM services. In this paper, we take into account the fact that
criminal activities are taking place over IM communications in an increased frequency,
the problem statement was created around providing answers on how evidence can be
collected when IM is used. To that end, this research has provided elaborate answers on
the types of artefacts that can be identified by the four most prevalent IM applications.
Specifically, the following should now be well known for each of the investigated IM
applications such as (i) the types of artefacts that can be collected in both iOS andAndroid
devices, (ii) the location of the artefacts in each of the aforementioned file systems, (iii) the
format of the artefacts and how to analyse them, (iv) a comprehensive description of the
internals of every important application database with an explanation of what is stored in
each database table for every IM application in both operating systems.

There are still a few remaining parts of the problem statement to be solved which
could formulate future research work such as (i) the possibilities and limitations of
using session cloning as an alternative investigation method in order to perform IM
communication interception and (ii) the possibilities and limitations of retrieving
information via the IM vendors.
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Abstract. The design and performance of a practical integrated tool for
writer identification in forensic scenarios is presented. The tool has been
designed to help forensic examiners along the complete identification
process: from the data acquisition to the recognition itself, as well as with
the management of large writer-related databases. The application has
been implemented using JavaScript running over a relational database
which provides the whole system with some very desirable and unique
characteristics such as the possibility to perform all type of queries (e.g.,
find individuals with some very discriminative character, find a specific
document, display all the samples corresponding to one writer, etc.), or
a complete control over the set of parameters we want to use in a specific
recognition task (e.g., users in the database to be used as control set, set
of characters to be used in the identification, size of the ranked list we
want as final result, etc.). The identification performance of the tool is
evaluated on a real-case forensic database showing some very promising
results.

Keywords: Forensics · Writer identification · Data acquisition · Data-
base management

1 Introduction

Analysis of handwritten documents with the aim of determining the writer iden-
tity is an important application area in forensic casework, with numerous cases
in courts over the years that have dealt with evidence provided by these docu-
ments [1]. Handwriting is considered individual, as shown by the wide social and
legal acceptance of signatures as a mean of identity validation, which is also sup-
ported by experimental studies [2]. The goal of writer recognition is to determine
whether two handwritten documents, referred to as the control document (i.e.,
generated by a known writer) and the questioned document (i.e., generated by
an unknown writer), were written by the same person or not. For this purpose,
computer vision and pattern recognition techniques have been applied to this
problem to support forensic experts [3,4].
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The forensic scenario presents some difficulties due to its particular charac-
teristics in terms of [5]: frequently reduced number of handwriting samples, vari-
ability of writing style, pencil or type of paper, the presence of noise patterns, etc.
or the unavailability of online information. As a result, this application domain
still heavily relies on human-expert interaction. The use of semi-automatic recog-
nition systems is very useful to, given a questioned handwriting sample, narrow
down a list of possible candidates which are comprised in a database of known
identities, therefore making easier the subsequent confrontation for the forensic
expert [4,5].

However, before reaching the recognition phase itself, forensic examiners have
to manually go through a number of steps which include: labeling the data,
segmenting the characters of the new handwriting samples or manually handling
all the data of large databases. Although some efforts have been made in the
automation of several of these steps [6,7], usually, for each of the stages, different
independent tools are used or, in the worst cases, no practical applications are
available. This fact hinders and slows down the already difficult task of the
forensic specialists and increases the chances of human errors.

In this context, we have developed Biografo, a tool that integrates over a
relational database the different steps involved in the forensic identification of
unknown writers, automating all the tasks related to the management of data
and presenting a number of functionalities thought to make more efficient the
work of forensic examiners. The application intends to give practical solutions
to problems encountered by examiners in real-world case scenarios and has been
designed based on a previous very schematic and simple software [8], according
to the advice and suggestions received from the experts of the Spanish forensic
laboratory of the National Police Force (Dirección General de la Guardia Civil,
DGGC ).

The present contribution also includes some preliminary results on the perfor-
mance of the recognition module included in Biografo, based on the extraction
of gradient-related features of individual characters. The evaluation has been
carried out on a subset of a real forensic database comprising original confis-
cated/authenticated documents, which has been captured by trained operators
using the acquisition tool integrated in Biografo.

The rest of the paper is structured as follows. The general tool is introduced in
Sect. 2. Each of the two specific modules comprised within Biografo are described
in Sects. 3 and 4 respectively. The preliminary performance results are presented
in Sect. 5. Finally conclusions are drawn in Sect. 6.

2 Biografo

Biografo is a forensic tool formed by a client application programmed in
JavaScript running over a relational database implemented in the platform
MySQL Server 5.5. As shown in Fig. 1, Biografo presents two different oper-
ating modes: (i) local, in which both the client application and the database
run on the same machine, and (ii) remote, in which several copies of the client
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Fig. 1. General diagram of Biografo local (left) and remote (right) operating modes.

application installed in different local machines communicate with one single
copy of the database installed in a remote server. In the second case different
forensic experts (that may be located at any point in the globe) can use the
tool at the same time (e.g., launching queries or introducing new data) without
compromising the consistency of the data.

Biografo has two main functionalities which are intended to help the forensic
experts over the whole examination process, from the acquisition of the data
to the identification of the individuals: (i) acquisition of handwritten characters
of individuals from control or questioned documents, and management within
a relational database of the acquired data; (ii) run automatic identifications of
individuals based on the samples acquired and handled within the database.
Each of these functionalities is implemented in two separate modules that form
the core of the client application as shown in Fig. 1.

Before describing in the next sections the specific functionalities of both
modules, and in order to better understand the design of Biografo, it is important
to clarify at this point that the identification module of Biografo works at the
character level, that is: identification is performed comparing the samples of
each character of the questioned individual to those of the known individuals,
and performing a majority voting. The questioned individual will be identified
with the known individual which has given a highest similarity score for the most
number of characters.

Therefore, it is important to understand the difference that will be made
throughout the document between: character, referring to each of the elements in
the occidental written alphabet (i.e., we will consider 62 characters correspond-
ing to the uppercase letters “A–Z”, lowercase letters “a–z”, and the ten digits
“0–9”); sample, referring to each of the particular executions of a character car-
ried out by a writer.

In general, for each individual several samples of one same character will
be acquired. Each of these samples will have been captured from a digitalized
document which, in turn, will be associated with a given individual. This link
individual-document-sample is the basis of the tool operation.
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Fig. 2. General diagram of a typical use-case for Biografo.

In this scenario, a typical use-case for Biografo would be as follows (see
Fig. 2):

– A. Data acquisition from documents of known origin. We will assume that a
certain forensics laboratory has a number of handwritten documents coming
from N known individuals. These documents are digitalized and, using the
acquisition and management module in Biografo, several samples for each
character are acquired and stored in the relational database.

– B. Data acquisition from questioned documents. Now lets assume that a hand-
written document found in a crime scene is sent to the forensics laboratory
for identification. Again, the experts will digitalize the document and store
the acquired samples into the database.

– C. Identification. The forensic examiners will run the identification module
in Biografo comparing the data corresponding to the questioned document
to that of M known subjects, being M a subset of N , i.e., M ≤ N . The
identification module will give as output a ranked list of the L most probable
candidates, where L ≤ M .

3 Module 1: Management and Acquisition

This module of the client application is responsible for the acquisition of the
data (samples) from documents written by known or unknown individuals, and
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managing all these data maintaining at all times the consistency individual-
document-sample. For this purpose the tool has implemented three main menus
labeled as Individuals, Documents, and Samples (Individuos, Documentos and
Muestras respectively in Spanish). Each of these menus presents the next func-
tionalities:

Individuals. Different screenshots from this menu are shown in Fig. 3.

– Register new known or unknown individuals in the database (see Fig. 3, left).
A unique alphanumeric identifier is assigned to each subject and we may also
include other meta data associated to the individual such as name, id-card,
date of birth, general comments etc.

– Remove an individual from the database.
– Search for a certain individual (see Fig. 3, right). The tool permits to launch

queries attending to different parameters such as the date in which the subject
was incorporated to the database, name, surname, date of birth, those who
write a certain character in a very particular manner, etc.

Fig. 3. Screenshots from the individuals menu in Biografo corresponding to the options:
registration (left) and search (right) of an individual.

Fig. 4. Screenshots from the document menu in Biografo corresponding to the options:
search (left) and visualization (right) of a document.
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– Retrieve and print information of a given individual. Once an individual has
been found with the search option, the tool can generate a document with
all the data comprised in the database related to that subject: number of
acquired samples of each character, number of handwritten documents, meta
data, etc.

Documents. Different screenshots from this menu are shown in Fig. 4.

– The main purpose of this menu is to import a previously digitalized document
into the database and assign it to a given individual. Documents accepted by
Biografo are greyscale images in bmp format.

– This menu also has the option to search for documents within the database for
their visualization (see Fig. 4 right). The search can be performed in terms of:
the date in which the document was imported to the database, the individual
to whom they are assigned, or directly with the name of the document (see
Fig. 4 left).

Fig. 5. Screenshots from the samples menu in Biografo corresponding to the acquisition
options.
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Samples. Different screenshots from this menu are shown in Fig. 5.

– The main functionality of this menu is to manually acquire the samples of
the different 62 handwritten characters (i.e., uppercase and lowercase letters
and the ten digits) of a certain individual. These samples may be captured
from any of the documents associated to that subject. Prior to the acquisition
of a given sample, the operator selects on the labeling panel (see Fig. 5) the
character to which it has to be assigned. On this panel the expert can see the
number of samples already captured from each of the characters. On top of
the labeling panel the last 5 acquired samples of the selected character are
shown.

– Graphical processing tools. To assist the forensic expert in the acquisition
process, Biografo has implemented different graphical tools such as: a hand
tool to move the document, zoom in and out, a document viewer with your
current location, rotation tools, drag cropping tool (i.e., acquires what is inside
a rectangle), manual cropping tool (i.e., acquires what is inside a contour
drawn with the mouse). Screenshots of both cropping tools are shown in Fig. 5
(bottom).

– Sample characterization options. Biografo gives the option to assign the sam-
ples not just to a given character (e.g., a) but also to a specific type within
that character (e.g., calligraphic a or typographic a) following the classification
used by the Spanish Forensic Laboratory (see the right panel in Fig. 6 for the
complete classification of the handwritten character a). In addition, Biografo
also permits to identify those characters that are executed in a very particu-
lar way and that can be very discriminative of a certain individual. This way
each sample may be perfectly characterized so that the identification process
can later be performed in a more precise manner (for instance using samples
corresponding only to a certain type).

– This menu also offers the option to search for samples within the database (see
Fig. 6 left). The search can be performed in terms of: the individual to whom

Fig. 6. Left, sample search engine implemented within Biografo. Right, different types
of the character ‘a’ that may be selected by the operator to classify the different
samples.
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they are assigned, the documents from which they were acquired, and the
character they represent. Once the samples are retrieved from the database,
the tool gives the possibility to visualize them, print them, or update them
(e.g., changing the character they represent in case of an acquisition error.)

4 Module 2: Identification

This module of the client application is responsible for the identification of
unknown individuals within the database. Biografo permits to fix a number
of parameters before running the identification in order to restrict the search
options or to discard a priori unfeasible candidates: (i) unknown individual
that we want to identify; (ii) subset of M known individuals (from the total N
available in the database) among which we want to run the identification (e.g.,
all of them, only those registered in the database prior/after a certain date); (iii)
characters that we want to use in the identification (e.g., all of them, only the
lowercase letters, only the uppercase letters); (iv) number of ranked candidates
L that we want to obtain in the output list.

Once the parameters above mentioned have been selected, the identification
of writers is performed at the character level. Lets assume that we are using for
identification the character subset composed of the 26 lowercase letters. All the
samples of each of the 26 characters of the unknown individual are compared
according to a certain matching function (described below) with all the sam-
ples of each of the 26 characters of the M known individuals selected for the
search. The closest identity for each character is computed based on the major-
ity rule: the winning identity for a certain character will be the writer having
the maximum number of winning samples (i.e., highest similarity score given by
the matching function). In case of writers having the same number of winning
samples, they are ranked according to the average of the winning scores. Finally,
identification is based again on the majority rule, applied in this case to the
characters: the winning output identity will be the writer having the maximum

Fig. 7. Left, identification module implemented within Biografo. Right, output docu-
ment with a summary of the results obtained in an identification test.
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Fig. 8. Diagram of the feature extraction process followed by Biografo.

Fig. 9. Diagram showing the distribution of the Biografo DB.

number of winning characters. In case of writers having the same number of
winning characters, the same above criterion is applied.

A screenshot of the identification tool with the different parameter options to
be selected is shown in Fig. 7 left, while on the right appears a document given
as output by Biografo with a summary of the results of an identification test.

The current matching function implemented in Biografo is based on gradient-
related features [2]. After the manual segmentation and labeling of the samples
from a given document, they are binarized using the Otsu algorithm [9], followed
by a margin drop and a height normalization to 120 pixels, preserving the aspect
ratio. Elimination of noise of the binary image is then carried out through a
morphological opening plus a closing operation [10]. After these preprocessing
steps the feature vectors are computed as follows (see Fig. 8):

– The processed samples are divided into a grid of 4 × 4 cells.
– The gradient is computed in each cell using 3×3 vertical and horizontal Sobel

filters [10]. The direction of the gradient vector is quantized to 12 values (i.e.,
multiples of π/6).

– A histogram is computed for each cell, showing the number of times a certain
direction appears in that given cell.

– All the 16 histograms are binarized according to the Otsu algorithm [9] so
that for each cell we have a binary vector of length 12 showing if each of the
possible directions are present (1) or not (0) in that cell.



Biografo: An Integrated Tool for Forensic Writer Identification 209

– The final feature vector representing the sample is the binary vector of length
12×4×4 = 192 that results from concatenating the individual binary vectors
from each of the 16 cells.

The similarity score between two binary feature vectors is finally computed
according to the Hamming distance.

5 Performance Evaluation

In order to evaluate the recognition performance of the identification module,
a real forensic database from original confiscated/authenticated documents pro-
vided by the Spanish forensic laboratory of the Dirección General de la Guardia
Civil (DGGC) was captured using the acquisition and management module of
Biografo. Samples of the handwritten alphanumeric characters were segmented
and labeled by trained operators of the DGGC. The database contains a set of
550 known individuals and a set of 50 unknown writers (see Fig. 9):

– Set of known individuals. The documents in this set were written under con-
trolled conditions (type of paper, pen, writing position, etc.) in the police
premises after the criminal had been arrested. This way the available data is
very large and very consistent for all the writers in this set, with 6–8 doc-
uments per subject, and with 5–10 acquired samples per character (except
those that are rare in Spanish such as the ‘w’).

– Set of unknown individuals. The documents in this set were retrieved from
crime scenes. This way the amount of data in this set is considerably smaller
than in the case of the known individuals. Moreover, the variability of the
available data among the writers is very big, in terms of amount of samples
(some of them do not have samples of all the characters) and in terms of
writing conditions (pen or pencil, type of paper, writing direction, etc.)

In Fig. 10 the samples of a known (top) and unknown (bottom) writer in the
database are shown.

For the evaluation experiments, 30 out of the 50 unknown writers were man-
ually identified with one of the known subjects in the database by forensic exam-
iners from the DGGC. This correspondence between known and unknown indi-
viduals constitutes the ground truth for the performance evaluation of Biografo.

Fig. 10. Samples of a known (IND1025) and unknown (DUB1012) writer in Biografo
DB.
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Fig. 11. Performance of the identification module in Biografo using: (i) all the 62
characters, (ii) only the lowercase letters, (iii) only the uppercase letters, and (iv)
only the digits.

Given a writer of the unknown set, identification experiments are carried
out by outputting the L closest identities of the known set. An identification is
considered successful if the correct identity is among the L outputted ones. For
this preliminary experiments only a subset of N = 30 writers from the known
set was used (corresponding to those manually identified with the unknown
individuals). Identification was performed using: (i) all the available characters,
(ii) only the lowercase letters, (iii) only the uppercase letters, (iv) only the
digits. Results are shown in the form of Cumulative Match Curves (CMC) in
Fig. 11, from which two main observations may be extracted:

– Given the challenging nature of the database on which the evaluation was
performed, specially for the subset of unknown individuals (with very few
available data in some cases), the results show the high potential of the iden-
tification module to help forensic examiners narrowing down the search list of
potential candidates (100 % accuracy for a top 12 list in the best case).

– The multiple options offered by Biografo to define the identification tests
have shown that, as could be expected, the lowercase letters are the most
discriminant characters, followed by the uppercase letters (which usually have
less variability among writers), and the digits. Moreover, it is proven that
the best option is to use samples of all the possible characters (lowercase,
uppercase and digits), as this increases the chances of a positive recognition.

The design of Biografo also permits to add in the future new recognition
approaches to be fused with the current gradient-related matcher in order to
further improve the identification rates.
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6 Conclusions

We have presented the new integrated tool for forensic writer identification
Biografo. This software application runs over a relational database and is
designed to assist the forensic experts in the whole examination process from
the data acquisition to the identification of writers. Preliminary performance
results of the tool have also been presented on a real-case database of original
forensic documents.
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8. Tapiador, M.: Análisis de las Caracteŕısticas de Identificación Biométrica de la
Escritura Manuscrita y Mecanográfica. Ph.D. thesis, Escuela Politécnica Superior,
Universidad Autónoma de Madrid (2006)

9. Otsu, N.: A threshold selection method for gray-level histograms. IEEE Trans.
Syst. Man Cybern. 9, 62–66 (1979)

10. Gonzalez, R., Woods, R.: Digital Image Processing. Addison-Wesley, Reading
(2002)



Author Index

Aleinik, Sergei 3
Ali, Tauseef 83
Alkhatib, Wael 31

Baradarani, Aryaz 176
Bendale, Amit 55
Butt, Moazzam 31

Chen, Gang 20

Darbar, Rajkumar 95
Dehghantanha, Ali 145
Douglas, Paul 163

Eskenazi, Sébastien 104

Fierrez, Julian 83, 200

Gago-Alonso, Andrés 10
Galbally, Javier 200
Garain, Utpal 95
Gomez-Krämer, Petra 104
Gonzalez-Dominguez, Santiago 200
Gupta, Phalguni 55

Halder, Biswajit 95
Hanson, Lisa 20
Hernández-Palancar, José 10

Jain, Anil K. 67

Kechadi, M-Tahar 188
Khan, Zohaib 44

Le-Khac, Nhien-An 188
Liu, Eryun 67
Lovish 55

Maev, Roman Gr. 176
Mahmoud, Ramlan 145
Mian, Ajmal 44
Micenková, Barbora 117
Mondal, Abhoy Ch. 95
Muñoz-Briseño, Alfredo 10

Nigam, Aditya 55

Ogier, Jean-Marc 104
Ortega-Garcia, Javier 200

Sgaras, Christos 188
Shafait, Faisal 44, 117, 130
Shchemelinin, Vadim 3
Spreeuwers, Luuk J. 83
Srihari, Sargur N. 20
Stahl, Armin 130
Sukhmel, Vladislav 3

Talebi, Javad 145
Taylor, Jason R.B. 176
Tohill, Sean 163
Tome, Pedro 83

van Beusekom, Joost 117, 130
Veldhuis, Raymond N.J. 83
Vera-Rodriguez, Ruben 83
Visti, Hannu 163

Xu, Zhen 20

Yoon, Soweon 67


	Preface
	Organization
	Contents
	Biometrics
	Voice Passphrase Variability Evaluation for Speaker Recognition
	Abstract
	1 Introduction
	2 Basic Idea
	3 Simplified Diagrams
	4 Calculating the Acoustic Passphrase Phonetic Variability
	5 Calculation of Text Passphrase Phonetic Variability
	6 Experiments and Results
	7 Conclusions
	References

	Minutiae Based Palmprint Indexing
	1 Introduction
	2 Representation
	3 Indexing Stage
	4 Retrieving Stage
	5 Experimental Results
	6 Conclusions
	References

	Studies in Individuality: Can Students, Teachers and Schools Be Determined from Children's Handwriting?
	1 Introduction
	2 Data Sets
	3 Image-Based Approach
	3.1 Classifier
	3.2 Input Images

	4 Characteristics-Based Approach
	4.1 Handwriting Characteristics
	4.2 Classification
	4.3 Individual School Handwriting Characteristics

	5 Discussion
	References

	Robust 2D Face Recognition Under Different Illuminations Using Binarized Partial Face Features: Towards Protecting ID Documents
	Abstract
	1 Introduction
	2 Proposed Approach
	2.1 Face Detection from Document
	2.2 Partial Face Features Extraction
	2.3 Local Gradient Increasing Pattern
	2.4 Template Generation and Comparison
	2.5 2D Bar Code Generation

	3 Experimental Studies
	3.1 Robustness to Brightness
	3.2 Identification and Verification
	3.3 Comparison with Damaged Images

	4 Discussion
	5 Conclusion and Future Work
	Acknowledgement
	References

	Comparison of Multidirectional Representations for Multispectral Palmprint Recognition
	1 Introduction
	2 Multidirectional Palmprint Encoding
	2.1 Orientation Coding
	2.2 Binary Encoding and Matching

	3 Multispectral Palmprint Databases
	4 Multispectral Palmprint Recognition
	4.1 Verification Experiments

	5 Identification Experiments
	5.1 Experiment 1: Identification Experiment

	6 Conclusion
	References

	Efficient Iris Recognition System Using Relational Measures
	1 Introduction
	2 Proposed Approach
	2.1 Occlusion Detection
	2.2 Enhancement
	2.3 Feature Extraction Approach
	2.4 Matching

	3 Experimental Results
	3.1 Databases
	3.2 Recognition Results
	3.3 Comparison with Previous Approach
	3.4 Effect of Enhancement

	4 Conclusion
	References

	On Latent Fingerprint Image Quality
	1 Introduction
	2 Latent Fingerprint Image Quality (LFIQ)
	2.1 Ridge Clarity Feature
	2.2 Minutiae Feature
	2.3 Latent Fingerprint Quality Assessment

	3 Experimental Results
	3.1 Databases
	3.2 Classification Accuracy of Latent Value Determination
	3.3 Prediction of Latent Identification Performance by LFIQ

	4 Conclusions and Future Work
	References

	A Study of Identification Performance of Facial Regions from CCTV Images
	1 Introduction
	2 Forensic Examiners' Facial Comparison
	3 Database Description and Face Segmentation
	4 Facial Feature Recognition
	5 Experimental Results
	6 Conclusions and Future Work
	References


	Document Image Inspection
	Inverse of Low Resolution Line Halftone Images for Document Inspection
	1 Introduction
	2 The Proposed Inverse Transform Method
	3 Experimental Protocol
	3.1 Dataset
	3.2 Evaluation Strategy
	3.3 Results and Discussions

	4 Conclusion
	References

	When Document Security Brings New Challenges to Document Analysis
	1 Introduction
	2 Hybrid Signature
	2.1 Digital Hash Algorithms
	2.2 Hybrid Security Algorithms

	3 Proposed Solution
	3.1 Signature Workflow
	3.2 The Issue of Robustness

	4 Study of OCR Capabilities
	4.1 Dataset
	4.2 Test Protocol
	4.3 Results
	4.4 Possible Improvements

	5 Conclusion
	References

	Stamp Verification for Automated Document Authentication
	1 Introduction
	2 Related Work
	3 Method Description
	3.1 Segmentation
	3.2 Feature Extraction
	3.3 Classification

	4 Evaluation
	5 Results
	6 Conclusion
	References

	Lessons Learned from Automatic Forgery Detection in over 100,000 Invoices
	1 Introduction
	2 Methods
	2.1 Text-Line Examination
	2.2 Counterfeit Protection System Codes
	2.3 Distortion Measurement

	3 Evaluation Setup
	3.1 Test Setup for Text-Line Analysis
	3.2 Test Setup for CPS Codes
	3.3 Test Setup for the Distortion Measurement

	4 Results
	4.1 Results for the Text-Line Examination
	4.2 Results for the CPS Code Verification
	4.3 Results for the Distortion Measurement

	5 Conclusions
	References


	Applications
	Introducing and Analysis of the Windows 8 Event Log for Forensic Purposes
	Abstract
	1 Introduction
	2 Windows Event Log Services History
	2.1 Microsoft Windows 8

	3 Windows Event Log Service
	3.1 Windows Event
	3.2 Event Types
	3.3 Windows Log Files Directory
	3.4 Windows Event Viewer
	3.5 Event Tracing for Windows (ETW)
	3.6 What Information Appears in Event Logs (Event Viewer)?

	4 Log File Format
	4.1 EVT Vs EVTX
	4.2 EVTX Event Definition
	4.3 EVTX Components
	4.4 Evtx Data Types

	5 Log File Structure
	5.1 File
	5.2 Chunk
	5.3 Event Record

	6 Digital Forensics and Windows 8 Event Logs Analysis
	6.1 Examination of the Security Log on the Windows 8for Evidence of Failed Account Logon Attempts

	7 Conclusion
	References

	Automatic Creation of Computer Forensic Test Images
	1 Introduction
	2 Background
	2.1 Related Work
	2.2 NTFS
	2.3 Timestamp Management

	3 Design
	3.1 Terminology
	3.2 Requirements
	3.3 Avoiding Contamination
	3.4 Addition of Random Elements

	4 Implementation
	4.1 File Systems
	4.2 Hiding Methods

	5 Example
	6 Conclusions
	References

	Art Forgery Detection via Craquelure Pattern Matching
	1 Introduction
	2 Craquelure Extraction
	2.1 Prior Work
	2.2 Proposed Craquelure Extraction

	3 Craquelure Matching
	3.1 Feature Point Detection
	3.2 Feature Descriptors
	3.3 Feature Correspondence
	3.4 Similarity Measure

	4 Experiment and Results
	4.1 Craquelure Database
	4.2 Test Protocol
	4.3 Accuracy

	5 Conclusion
	References

	Forensics Acquisition and Analysis of Instant Messaging and VoIP Applications
	Abstract
	1 Introduction
	2 Background
	3 Acquisition Techniques
	3.1 Forensics Analysis
	3.2 Taxonomy of Target Artefacts
	3.3 Discussion

	4 Description of Results and Analysis
	4.1 Test Environment
	4.2 IOS Forensic Analysis
	4.3 Android Forensic Analysis

	5 Conclusion and Future Work
	References

	Biografo: An Integrated Tool for Forensic Writer Identification
	1 Introduction
	2 Biografo
	3 Module 1: Management and Acquisition
	4 Module 2: Identification
	5 Performance Evaluation
	6 Conclusions
	References


	Author Index



