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Preface

The International Conference on Autonomous Infrastructure, Management, and Secu-
rity (AIMS 2015) is a single-track event integrating regular conference paper sessions,
tutorials, keynotes, and a PhD student workshop into a highly interactive event. Within
the network and service management community, AIMS is focused on PhD students and
young researchers. One of the key goals of AIMS is to provide early-stage researchers
with constructive feedback by senior scientists and give them the possibility to grow in
the research community by means of targeted lab sessions on technical and educational
aspects of the research activity. This focus on early-stage researchers is immediately
observable in the program, featuring a high number of educational sessions and PhD
sessions, where young PhD students present their research.

AIMS 2015 – which took place during June 22–25, 2015, in Ghent, Belgium, and
was hosted by Ghent University and iMinds – was the ninth edition of a conference
series on management and security aspects of distributed and autonomous systems. It
followed the already established tradition of an unusually vivid and interactive confer-
ence series, after successful events in Brno, Czech Republic in 2014, Barcelona, Spain
in 2013, Luxembourg, Luxembourg in 2012, Nancy, France in 2011, Zürich, Switzer-
land in 2010, Enschede, The Netherlands in 2009, Bremen, Germany in 2008, and Oslo,
Norway in 2007.

This year, AIMS 2015 focused on intelligent mechanisms for network configuration
and security. This theme is addressed in the technical program with papers related to
monitoring, security, and management methodologies in the application areas of wired
and wireless networks, Internet-of-Things, and Cloud infrastructures. AIMS 2015 was
organized as a 4-day program to encourage the interaction with and the active participa-
tion of the conference’s audience. The program consisted of technical sessions for the
main track and PhD sessions, interleaved with a research and an educational keynote and
three lab sessions.

The lab sessions offered hands-on experience in network and service management
topics and they were organized in on-site labs preceded by short tutorial-style teach-
ing sessions. The first tutorial presented the Hadoop framework, explaining common
design patterns and how to program using the MapReduce paradigm. The second tuto-
rial covered the topic of deploying Software-Defined Networking (SDN) and Network
Functions Virtualization (NFV) on large-scale test-bed facilities. Finally, the third tuto-
rial focused on indexing, searching, and visualizing management tools.

In line with its educational mission, this year the conference also included an edu-
cational keynote, which was given by Piet Demeester (Ghent University, iMinds, Bel-
gium) on “Providing Tips and Tricks for Young Researchers” advancing in their PhD
career. Additionally, AIMS 2015 featured a research keynote on the “Management of
Big Data: The Areas of Conflict” provided by Burkhard Stiller (University of Zürich,
Switzerland).
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The technical program consisted of two sessions – covering the topics of autonomic
and decentralized management, and security, privacy, and management – and included
seven full papers, which were selected after a thorough reviewing process out of a total
of 22 submissions. Each paper received at least three independent reviews.

The AIMS PhD workshop is a venue for doctoral students to present and discuss their
research ideas, and more importantly to obtain valuable feedback from the AIMS audi-
ence about their planned PhD research work. This year, the workshop was structured
into two technical sessions covering the management of future networks and security
management. All PhD papers included in this volume describe the current state of these
investigations, including their clear research problem statements, proposed approaches,
and an outline of results achieved so far. A total of nine PhD papers were presented and
discussed. These papers were selected after a separate review process out of 24 submis-
sions, while all PhD papers received at least three independent reviews, too.

The present volume of the Lecture Notes in Computer Science series includes all
papers presented at AIMS 2015 as defined within the overall final program. It demon-
strates again the European scope of this conference series, since most of the accepted
papers originate from European research groups. Also, AIMS 2015 has proven true to
its defined DNA of a conference with a strong educational goal, as indicated by the high
number of submissions attracted by the PhD Workshop.

The editors would like to thank the many people who helped make AIMS 2015 such a
high-quality and successful event. Firstly, many thanks are addressed to all authors, who
submitted their contributions to AIMS 2015, and to the lab session speakers, namely,
Jérôme François, Niels Bouten, Rachid Mijumbi, Abdelkader Lahmadi, and Frederick
Beck, and the keynote speakers Piet Demeester and Burkhard Stiller. The great review
work performed by the members of both the AIMS Technical Program Committee and
the PhD Student Workshop Committee as well as additional reviewers is highly acknowl-
edged. Thanks are addressed also to Ricardo Schmidt and Tim Wauters for setting up and
organizing the lab sessions. Additionally, many thanks are addressed to the local orga-
nizers for enabling all logistics and hosting the AIMS 2015 event.

Finally, the editors would like to express their thanks to Springer, and in particular
Anna Kramer, for the smooth cooperation in finalizing these proceedings. Additionally,
special thanks go to the AIMS 2015 supporters, Ghent University, iMinds, and the Eu-
ropean FP7 NoE FLAMINGO under Grant No. 318488.

April 2015 Steven Latré
Marinos Charalambides

Jérôme François
Corinna Schmitt

NoE FLAMINGO
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Educational Keynote

Current Trends in Network Research and Advice
for Young Researchers

Piet Demeester

Ghent University, iMinds, Belgium
piet.demeester@intec.ugent.be

Abstract. Based on his 30 year of experience in research, this talk will provide
a viewpoint on current and important challenges in network-related research.
Addressed topics will include wireless networks, Internet-of-Things, Software-
defined Networks (SDN), and Network Function Virtualization (NFV): the cur-
rent status and future perspectives will be addressed. In addition, the importance
of Future Internet Research Infrastructures will be stressed and examples will be
given of current experimental research facilities.

Furthermore, based on extensive research experience, advice will be provided
for young researchers, who want to pursue either an academic career or a career
in industry.



Research Keynote

Management of Big Data — The Areas of Conflict:
Data Volume, Analysis Methods, and Protection

Burkhard Stiller

Communication Systems Group CSG@IfI
University of Zürich, Zürich, Switzerland

stiller@ifi.uzh.ch

Abstract. In the past decades Information and Communication Technology (ICT)
did not only change radically interaction patterns between humans and
machines, ICT did more recently enable the support of such enormous Big Data
sourcing, especially in terms of volumes transferred, distribution across various
distances, and remote correlations of distinct data sets. To an undreamt scale,
numbers, facts, and data streams (a) put the challenge onto existing storage archi-
tectures, (b) push well-known analysis and data mining methods to and beyond
their limits, and (c) result in a major worry to data protection demands. However,
without the knowledge of a suitable theory or even a very basic insight into funda-
mental and coherent relationships of such data, data patterns and data correlations
will remain purely random.

Thus, this keynote will introduce and partially define the term “Big Data”, it
will discuss the embedding of Big Data into today’s society, and will work out
key details of the Big Data management dimension, driven by selected examples,
which face a diversity of opportunities and risks.

Due to the fact that traditional and technical constraints of ICT are today over-
steered by emerging economic and security-related perspectives, large data sets
— by now commonly termed as Big Data — outline a broad set of challenges
in terms of (a) the identity protection of the individual or selected single data
items, (b) the statistical validity of analysis methods, and (c) the raise and effect
of initially unknown or unintended meta data becoming part of a new analysis.
All approaches technically doable today may be ethically questionable, although
legally justifiable, since suitable privacy laws are not in place yet. Finally, by
taking a look into the future, a picture is crafted carefully consisting of current
trends and visions, which offer opportunities for the development of new big data
management mechanisms.
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Lab Session 1

Map-Reduce and Hadoop

Jérôme François

Inria Grand Est Nancy, France
jerome.francois@inria.fr

Abstract. This tutorial introduces Hadoop and how it can be applied to different
challenges today’s community is facing in network management. Data analytics
is, thus, the focus of this tutorial as networks are producing tons of various logs,
for example network traffic measures, firewall alerts, or SNMP messages. They
form the basis of many management functions, which may necessitate basic pro-
cessing like accounting or more complex calculations in particular for providing
predictions on the future for (a) configuration purposes, (b) detecting security
anomalies, or (c) supporting fault management.

This lab session introduces the Map-Reduce paradigm before explaining how
to implement a program for Hadoop. Common programming patterns (join, filter,
aggregation) are presented using short examples. Usual problems are discussed
also, for example sorting or optimizing and chaining multiple tasks. Finally, the
lab session presents Hadoop extensions like Pig for writing requests without any
programming needs.



Lab Session 2

Deploying Network Function Virtualization
Experiments on the Virtual Wall Test-Bed

Niels Bouten1 and Rashid Mijumbi2

1 Ghent University, iMinds, Belgium
2 Universitat Politècnica de Catalunya, Spain

niels.bouten@intec.ugent.be, rashid@tsc.upc.edu

Abstract. Network Function Virtualization (NFV) takes advantage of IT virtu-
alization technologies and network programming to virtualize physical network
functions (e.g., firewall, NAT, and DHCP) and interconnect them to create new
communication services. This allows service providers to create new communi-
cation services on top of existing network and datacenter infrastructure enabling
shorter time-to-market at lower cost. Combining IT virtualization and Software-
defined Networking (SDN) technologies allows NFV to increase greatly the
network management flexibility by decoupling network functions from physical
machines and by decoupling the control plane from traffic forwarding in network
equipment.

The goal of this hands-on tutorial is to familiarize all participants with the con-
cept of NFV in general and possible benefits of combining it with SDN. This will
be accomplished by deploying several network functions on the Virtual Wall and
interconnecting them using OpenFlow. This allows for the creation of individual
Service Function Chains (SFC) for different users.

These experiments will be run in a live network setting, facilitated by the Vir-
tual Wall test-bed. The Virtual Wall is a test-bed facility for setting up large-
scale network topologies. Its nodes can be assigned different functionality and
organized in arbitrary network topologies on the fly. As such, it is a generic ex-
perimental environment for advanced network, distributed software and service
evaluation, and supports scalability research. The facility has been made available
to the research community through different FP7 FIRE projects. This tutorial will
provide, too, a brief theoretical introduction about the Virtual Wall’s capabilities
in preparation of the hands-on part. By using the jFed framework for test-bed
federation, experiments on the Virtual Wall will be set-up.



Lab Session 3

Powering Monitoring Analytics with ELK Stack

Abdelkader Lahmadi1 and Frederick Beck2

1 University of Lorraine, France
2 INRIA Nancy, France

abdelkader.lahmadi@loria.fr, frederic.beck@inria.fr

Abstract. Machine-generated data, including logs and network flows, are con-
siderably growing and their collection, searching, and visualization is a challeng-
ing task for (a) daily administrator activities and (b) researchers aiming to better
find out analytics and insights from monitoring data regarding their research goals,
including amongst others security or modeling of network and systems.

This lab session introduces the open source ELK stack and its components, in-
cluding Elasticsearch for deep search and data analytics, Logstash for centralized
logging, log enrichment, and parsing, and Kibana for powerful and beautiful data
visualizations. ELK enables the analysis and visualization of monitoring data,
such as logs and netflows. A first step details these individual components and
the second step provides guidelines for their deployment and configuration. In
the third step participants will perform hands-on practical work for collecting,
processing, and enriching logs and netflows, combined with the creation of asso-
ciated visualization and dashboards aspects.
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Alexander Frömmgen, Björn Richerzhagen, Julius Rückert,
David Hausheer, Ralf Steinmetz, and Alejandro Buchmann

A Network-Driven Multi-Access-Point Load-Balancing Algorithm for
Large-Scale Public Hotspots . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30

Patrick Bosch, Bart Braem, and Steven Latré
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Disruption-Free Link Wake-Up Optimisation  
for Energy Aware Networks 

Obinna Okonor(), Ning Wang, Zhili Sun, and Stylianos Georgoulas 

Institute for Communication Systems, University of Surrey, Guildford, Surrey,  
GU2 7XH, UK 

{o.okonor,n.wang,z.sun,s.georgoulas}@surrey.ac.uk 

Abstract. Energy efficiency has become a major research topic in the Internet 
community as a result of unprecedented rise in the Information and Communi-
cation Technology (ICT) sector. One typical approach towards energy effi-
ciency is to select a subset of IP routers or interfaces that will go to sleep mode 
during the off-peak period. However, on-the-fly network reconfiguration is 
generally deemed harmful especially to real time packets due to routing re-
convergence. In this paper, we develop an efficient algorithm for achieving en-
ergy efficiency which is disruption free. The objective is to incrementally wake 
up sleeping links upon the detection of increased traffic demand. Unlike normal 
approaches of manipulating link weights or reverting to full topology in case of 
even minor network congestion and thereby sacrificing energy savings, our al-
gorithm wakes up the minimum number of sleeping links to the network in or-
der to handle this dynamicity. The performance of our algorithm was evaluated 
using the GEANT network topology and its traffic traces over a period of one 
week. According to our simulation results, up to almost 47% energy gains can 
be achieved without any obstruction to the network performance. Secondly, we 
show that the activation of a small number of sleeping links is still sufficient to 
cope with the observed traffic surge. 

1 Introduction 

The recent rapid growth of Internet has led to the unprecedented rise in energy con-
sumption. According to a number of studies, ICT alone contributes up to 2 – 10% of 
world's power consumption and this is expected to rise in the near future [1 – 5]. The 
issue is that there is high level of bandwidth resource underutilisation in the current 
Internet due to over-provisioning of resources by telecom operators. However, this 
figure does not depict the actual power usage since the power consumption of net-
working devices does not scale with current load. On the other hand, with the advent 
of real time streaming multimedia applications which often require reliable network 
connectivity, the re-convergence period of the IP routing tables upon topology 
changes poses a major concern if sleeping and restoration technologies are applied. 
Typically, current interior gateway protocols (IGPs) like Open Shortest Path  
First (OSPF) or Intermediate System - Intermediate System (IS-IS) take about hun-
dreds of milliseconds to re-converge, which is not desired when supporting seamless 
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transmission of real-time multimedia content. The use of IP Fast ReRoute (IPFRR) 
has been proposed by Internet Engineering Task force (IETF) to reduce the reaction 
time to tens of milliseconds [6, 7]. 

A common practice for achieving energy efficiency following a time driven ap-
proach is to pre-configure a network topology with reduced capacity for energy sav-
ings during a given period of off-peak time. This is because network devices consume 
maximum amount of energy on both idle and underutilised conditions [29]. However, 
the assumption is that within this energy saving period, the network will be able to 
handle any traffic surge without causing traffic congestion. This implies that the only 
solution to tackle unexpected traffic surge beyond the reduced network capacity is to 
revert to the full network topology and thereby sacrificing energy savings. In most 
cases, one may observe that the incremental wake-up of a small number of sleeping 
links back to the working state could have handled such traffic uncertainty. In addi-
tion, in order to avoid traffic disruptions caused by routing re-convergence upon link 
wake-up operations, it is also desirable to prioritise the wake-up of those links which 
will not incur any routing re-convergence and, as a consequence, traffic disruption.    

In this work, we propose an efficient algorithm for incremental and opportunistic 
link wake up operation when it is necessary. We exploit the fact that since many links 
are underutilised when traffic demand is low during off-peak time, putting such links 
to sleep mode without incurring traffic congestion to the remaining active links leads 
to significant energy savings. Based on the reduced topology, we propose an algo-
rithm called Disruption-free Link Wake-up Optimisation Technique (DLiWOT) for 
enabling incremental link wake-up operations. Upon the detection of network conges-
tion at some active links, this algorithm aims to identify the minimum set of sleeping 
links to wake up in order to handle potential congestion, while still leaving the re-
maining sleeping links in standby mode for energy efficiency. The novelty here is a 
disruption-free proactive mechanism to incrementally avoid congestion risks without 
necessarily resorting to full topology activation.  

According to OSPF/ISIS operation, upon a topology change (e.g. when a link is 
added to the active network topology), all affected routers need to update their respec-
tive routing tables upon re-calculating shortest paths to their destinations. This tran-
sient period of several hundred milliseconds poses potential disruption to real time 
traffic flows. By taking into account this issue, we design the DLiWOT scheme for 
waking up sleeping links but without incurring any re-convergence procedure. Spe-
cifically, the wake up of such links remains only known by their head nodes which 
will then intelligently divert traffic onto them locally, but without further announcing 
these newly added links to any other remote routers. This is the main improvement 
with respect to our previous work in [8]. In order to realise DLiWOT, we employed 
the same network monitoring and control technique as in [9]. In this approach, with 
the help of traffic engineering (TE) link state advertisements (LSAs) [10], a network 
control server (NCS) keeps a logical view of the network topology and traffic condi-
tions.  The NCS periodically monitors the network conditions at a given time interval 
which can be determined by the network administrator. Upon the detection of any 
active link suffering from congestion, the NCS then applies DLiWOT to identify the 
necessary sleeping links to wake up for traffic diversion. It is also the responsibility of 
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the NCS to actually trigger the wake-up of the identified sleeping links for appropriate 
traffic diversion. 

As we will show through simulations using the GEANT network topology and its 
real historical traffic traces, DLiWOT is capable of achieving significant energy gains 
of up to almost 47%, compared to using the full network topology for congestion 
alleviation, and in a completely disruption-free manner at all times.  

2 Related Work 

This section summarises relevant works for achieving green ISP networks. Since the 
amount of energy saving depends on the number of removed links, most existing 
energy schemes rely on link removal as the main energy saving strategy. Research has 
also shown that line cards contribute up to 43% of routers energy consumption [11, 
12], so link (and the associated line card) sleeping, when implemented properly, can 
lead to significant overall energy savings. The authors of [13] first suggested a num-
ber of approaches for energy savings in the current Internet. These include both  
network-wide and link-level approaches. According to the network-wide approach, 
during low link utilisation, the traffic is aggregated into few routes in order to turn off 
some router interfaces to sleep mode. Link-level approaches involve only local deci-
sions without affecting the operation of the entire network. Numerous proposals have 
been made in the literature which are summarised in [14, 15].  

It has been observed that many operational networks have diurnal traffic patterns 
that can be regular [16] and this is exploited in energy savings as in [17]. The authors 
propose a time-driven link sleeping algorithm for energy savings that deploys a multi 
topology routing protocol to switch between full and reduced topology. In [18], the 
number of network configurations was considered. The authors showed that their 
algorithm is able to identify the minimum number of network configurations and time 
duration within a day for them to be enforced. This maximises energy savings and 
minimises protocol overhead. However, this is on the condition that regular traffic 
matrices (TMs) are applied which is not always the case and therefore does not guar-
antee network robustness to dynamic traffic conditions.   

Concerning the issue of routing re-convergence, the authors of [19] propose a hy-
brid IP-MPLS solution during transient periods for re-convergence avoidance. The 
authors of [20] propose an offline algorithm for selecting links whose set of traffics 
can be rerouted in the network without causing any traffic disruption and using the 
existing Fast Reroute technique, the traffic can be diverted. The authors of [21] inves-
tigate the manipulation of network link weights in order to redirect traffic to a particu-
lar path while the free links are set to sleep mode for energy savings. Also, [22]  
employs the use of link weight manipulation in such a way that each step is loop free. 
A resource management approach was employed in [28] while [29] considered hard-
ware support for online traffic scaling. In [8], the wake up scheme does not consider 
the routing convergence of the whole network; [23] deployed a combined layer ap-
proach by using dynamic circuit to establish bypass links. However, our work is 
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purely a non-disruptive IP layer approach with no additional cost at the routing proto-
col level. 

3 Problem Statement 

Let us consider a directed and connected network graph  consisting of a set of ver-
tices , connected by a set of edges , and denoted as   , .   represents the 
network nodes/routers while  represents the set of network links. | | is the 
total number of nodes and | | is the total number of links in the network. Each 
link is associated with a link weight for computing shortest paths in IP routing and all 
links are assumed to be symmetrical. Table 1 below summarises specific parameters 
associated with the problem. 

Table 1. List of Symbols 

Variable Description  Energy efficiency ℓ  Link connecting nodes i & j in that direction 

 
Total traffic demand from source (s) to destination 
(d) ℓ  Traffic flow from s - d that is routed through ℓ  

 Total traffic load on link ℓ  

 
Threshold value for network link utilisation  
conditions 

 Link Bandwidth  

 
Set of links in congested path routing traffic from s 
to d 

 Set of links in new path routing traffic from s to d ℓ  Congested link

 Set of  sleeping links

 
We therefore formulate an Integer Liner Programming (ILP) formulation of our 

problem where the objective function is to maximise   subject to the constraints as 
explained below:     (1) 

Subject to: 

∑ ℓ ∑ ℓ ,           , ,  ,        , ,   0,                 , , ,  (2) 
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    ,  (3) 

ℓ            ,  |ℓ     (4) 

The objective function of our research work is to increase network energy saving 
gains as much as possible, which is stated in equation (1). Equation (2) is the flow 
conservation constraint such that ℓ 0 over any network link where s and d are 
such that , . Equation (3) preserves the individual link utilisation and by ex-
tension, the maximum link utilisation (MLU) in the network. This implies that it con-
trols the congestion level of the network. Once the value of MLU is more than the set 
threshold, the network is considered to be congested. Note also that this equation is 
the primary determinant for the number of links that can go to sleep or need to be 
woken up in the network.  The higher the threshold value, the more the chances of 
links to be put to sleep and fewer links to be woken up to handle traffic upsurge. Also, 
the considered TM contributes to the number of initially pruned links in the network; 
as such, deploying the TM with the least utilisation level for the period of considera-
tion gives maximum link removal. The selection of the minimum number of links to 
wake up in order to alleviate congestion as a result of traffic surge is stated in equa-
tion (4) and should be such that if –  , , , , … ,  (5) 

where R1, R2, R3 are the set of nodes of the congested path and the congested link is, 
for example,  ℓ ℓ , then,  must not contain ℓ  such that 
equation (4) is obeyed. This constraint makes it possible that at each iteration of the 
algorithm, only the shortest path that excludes the congested link will be considered 
during wake up operation.  

The value of   can be evaluated by considering the energy consumed by the full 
and pruned topology respectively. More so, since some links are woken up to the 
network within some time interval during operational runtime, the link power contri-
butions are also considered as shown in equation (6).  P   and P  represent the energy 
consumption of the full and pruned topologies respectively while P  is the energy 
consumption of the wake up links.   ∑ P  ∑ P ∑ P   ∑ P   (6) 

The presented ILP falls under the class of capacitated multi-commodity minimum 
cost flow problem and is known to be NP-hard [24]. Therefore, only trivial cases like 
small networks can be solved using exact method. As such, we explore a heuristic 
approach to solving it. 

4 Scheme Description 

Before presenting the generic algorithm, we first illustrate the core underlying princi-
ple using the synthetic network topology in Fig. 1. 
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Fig. 1. A synthetic network topology 

The network contains 6 nodes and 18 symmetrical links of equal bandwidth capaci-
ty of 10 Mbps. Let’s assume that ℓ  is the only sleeping link with the as-
signed link weight of 5 (as such, the directed arrow in Fig. 1 means that between R2 
and R7, only ℓ  is active). Assume that at time t1, the following source des-
tination pairs route 5 Mbps of traffic in the network: {R5, R7} through , 
and {R2, R7} through . This implies that the link load on ℓ at that time becomes 10 Mbps, implying a link utilisation of 100%. Assume a link 
utilisation threshold of 90% indicates that a link is vulnerable to congestion. In this 
case, if ℓ  is added to the network in order to relieve congestion by divert-
ing traffic away from link , routing of   does not change since   does 
not make use of ℓ  to route traffic (whether active or non active). Only 
traffic from  is diverted through ℓ . We refer to such links as stub links – 
a stub link  is a link that is used by only its own head node for traffic forwarding, but 
no traffic originated further beyond the local head is routed through this link. It can be 
inferred that existence of stub links depend on the physical network topology as well 
as its IGP link weight setting. As such, when restored to the topology for congestion 
avoidance, even if their restoration is advertised to remote routers, it does not lead to 
any remote router updating its routing table. If we now consider that the link ℓ

  has a link weight of 3 instead of 5 as used before, the routing of the network will 
change during the wake up process. In that case, if the link is restored to alleviate 
congestion and its restoration is advertised to the remote routers, router R5, in addition 
to router R2, will also use the advertised link to route traffic to R7. This can be re-
ferred to as congestion diversion instead of congestion avoidance since the utilisation 
of the added link ℓ  will become the same as that of the previous congested 
link in the network i.e. ℓ . In that case, link ℓ  can be said to be a 
transit link - transit links are those links that can be used by other remote nodes to 
route traffics and therefore are prone to causing disruption when added to the network 
[8]. It is also worth noting that the classification of these links is based on the pruned 
topology.   

Detailed Operation of DLiWOT - due to the dynamicity of today's traffic, the wake-up 
algorithm is provided as a proactive measure to control network traffic. DLiWOT is an 
online congestion control algorithm that is executed at the NCS which exploits the 

 

 

R3 R2 R1 

R5 R6 R7 

3 2 

6 

3 3 

1 2 3 5 
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traffic engineering opportunity provided by IP interior routing protocols like OSPF and 
traffic measurements. This is unlike most energy saving schemes that combine the 
functionalities of both IP and other existing networks. De facto, OSPF-TE provides 
special technique for optimising operational performance of a network through the use 
of opaque LSAs in disseminating TE information. Such TE-LSAs contain basic infor-
mation for the NCS’s decision which includes: maximum link bandwidth, TE metric, 
router address type/length/value etc. This is in contrast with the normal paradigm in 
traditional OSPF which is based on static path routing without recourse to network 
utilisations or energy efficiency, except link bandwidth.  

The NCS periodically polls this information from each node, and hence, is able to 
keep a record of the details of the traffic conditions within the network. The link utili-
sation is calculated at a certain period of time according to the network administrator's 
preference. Once it exceeds a set threshold value, DLiWOT is applied by the NCS to 
identify the alternative paths for possible diversion of traffic from the congested links 
(see Fig. 2 for the DLiWOT algorithm). This is done by identifying the source nodes 
of the traffic flows through the congested links and sorting them in a descending order 
according to their respective bandwidth demands. The descending order approach 
helps in preventing waking up of excessive sleeping links since only the minimum 
number of flows (causing the link to be above the utilisation threshold) will need to be 
diverted instead of many low demand flows possibly scattered along different routes.  
The selection of the minimum number of links to wake up in order to support any 
traffic surge should be such that equation (4) is adhered to. Therefore, the set of links 
on the new path should be devoid of the congested link if traffic is to be diverted 
away from it, while still maintaining the source-destination pairs of the packet. Se-
condly, the network threshold value must conform to equation (3). That is, no link's 
utilisation should be higher than the set threshold value at any point in time; other-
wise, the link is said to be congested. The variables x, y, and m are used in the  
algorithm as counters. In order to adhere to the re-convergence avoidance criteria, 
selection of stub links is prioritised. This is because the addition of stub link does not 
cause the diversion of any traffic originated from remote nodes, except the local traf-
fic originated by the head node of the added link. As such, for stub link wake up, 
there does not need to be any special action taken to prevent link advertisements from 
reaching remote routers. Each packet flow in the network consists of packet source 
and destination in its packet header. Therefore, DLiWOT initially checks if each 
flow's source node has any sleeping stub link that can possibly divert such traffic 
away from the congested link as shown in the algorithm. If such link exists, the link is 
added into the logical topology and the MLU of the network is recalculated to ensure 
that the added link does not cause congestion to the alternate path. If the network  
is free from congestion, the algorithm returns the current topology to the active  
state; otherwise, the next stub link is explored. This process is continued for transit 
sleeping links only if the addition of stub links does not resolve the network conges-
tion.  In transit link consideration, in order not to cause traffic disruption, transit link 
restoration is not advertised, so remote routers remain oblivious to the changes in the 
topology due to the restored link(s). The NCS locally activates the transit links in 
order to alleviate the congestion at that period of time. 
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Is MLU < 
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End
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Is m = 0

No

m = m + 1
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Initialisation 
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End
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For each flow, wake-up any stub link 
that can divert the traffic, x = x + 1  

Is MLU < 
threshold 

End

Yes

Yes

No

No

No

End

 

Fig. 2. Proposed DLiWOT algorithm for link wake-up 
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5 Performance Evaluation 

It can be easily inferred that the proposed link wake up technique can be applied on 
top of any existing link sleeping optimisation scheme which provides the input of the 
pruned topology. There can be two common options of deploying the pruned topol-
ogy, and using DLiWOT to restore sleeping links to it: (1) applying the pruned topol-
ogy at the lowest utilisation point within every 24 hour period and use DLiWOT till 
the end of the pre-defined off-peak period; and (2) applying the pruned topology at 
the beginning of the off-peak period and use DLiWOT till its end. In this paper, we 
chose the second option. In our case, off peak period is defined from 8 PM to 8 AM, 
meaning that the pruned topology is applied at 8 PM every day and DLiWOT is ap-
plied from 8PM until 8 AM. During the peak period, the full topology is used. The 
determination of the off-peak time is up to the operator, and in this paper the chosen 
period is only representative.  

In order to assess the performance of our algorithm, we consider the GEANT op-
erational network in which the TMs vary according to a "peak- off-peak" pattern. The 
GEANT topology is an operational network in Europe for research purposes with 23 
point-of-presence nodes, and 74 links. The TMs used for the simulation contain 672 
traffic matrix instances generated in one week at every 15 minutes interval [25]. Fur-
thermore, we took into account that the actual energy consumption of a link is not 
proportional to the link utilisation rate but on the power consumption of the line cards 
[26]. Therefore, we deployed the energy consumption model of the line cards as 
stated in Table 2 in calculating their respective energy rates and the savings. 

Table 2. Power consumption rate of router’s line cards [11, 27] 

Line card Speed (bps) Power (Watts)
1-Port OC-192 9953280 174

2-Port OC-48 4976640 160

1-Port OC-48 2488320 140

1-Port OC-3 155520 60

 
Fig. 3 compares the average utilisation level of the original full topology with to-

pology derived using the DLiWOT scheme using the pruned topology as a starting 
point. As it can be seen, during the period under consideration, there is an increase in 
the average link utilisation (ALU) for DLiWOT in all the seven days. This means that 
the application of DLiWOT can minimise underutilisation while providing energy 
savings at the same time. The lower spikes correspond to weekend traffic, when traf-
fic is at its lowest value. For example, in the first day during the off peak period when 
the algorithm was deployed, the highest ALU of the full topology is barely 6% while 
it is more than double when DLiWOT was applied.  

Another novelty of our algorithm is that the congestion control is network based 
and not link based. This implies that if there is congestion at more than one link, the 
algorithm returns the minimum number of links to relieve all congestions and in a non  
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disruptive way. Fig. 4 shows the performance of the algorithm when applied to 
GEANT for a period of 7 days based on the MLU. The graph shows that despite the 
application of a pruned topology over the considered period, the MLU is not more 
than 100%. This is based on the deployment of DLiWOT. For example, during our 
simulations, the number of added sleeping links during the week is shown in Fig. 5. 
The TM id depicts the actual traffic matrix that caused the congestion while the verti-
cal axis depicts the number of woken up links to control such congestion. In the 
graph, it is obvious that just the addition of 4 links in each case controlled such con-
gestion while other schemes would have reverted to the full topology and thereby 
waking more than 30 links up. The number of added links also affected the energy 
savings in the period as shown in Table 3.  Therefore, one can infer that the addition 
of few links can actually keep the congestion level below a set threshold instead of 
reverting to the full topology and thereby sacrificing energy savings. Due to the ro-
bustness of our scheme in congestion control, its application period can be extended 
for use beyond the off-peak period. The only difference being that more links may 
have to wake up during the peak period, if congestion occurs. 

As mentioned, in order to control traffic disruption during wake up of links and 
minimise the number of link restoration advertisements that need to be prevented 
from reaching remote routers, DLiWOT prioritises the waking up of stub links before 
transit links. For transit links addition, the links are not advertised to the network. 
Therefore, the added links do not result to any count to infinity or bouncing effect.  

 

Fig. 3. ALU performance based on "full" and "pruned topology with DLiWOT" during off peak 
period over 7 days 
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Fig. 4. MLU performance based on "full" and "pruned topology with DLiWOT" during off 
peak period over 7 days 

 

Fig. 5. Performance of DLiWOT in terms of waking up of links within a week interval 

Table 3 describes the different attributes of the pruned topology with regards to 
performance metrics. It shows that the reduced topology of GEANT, when applied 
and used subsequently by DLiWOT, leads to an ALU of about 2.5 times than that of 
the full topology (see also Fig. 3). This is an indication of more balanced use of net-
work resources in our case and significant reduction in network resource underutilisa-
tion. ALU is also dependent on the threshold settings, which in our simulations was 
set to 95% in order to be proactive to congestion. Therefore, our algorithm is devel-
oped in such a way that it controls traffics on the network based on threshold settings, 
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which can be tuned by a network operator depending on their preferences about pro-
activity to congestion and acceptable MLU levels. 

On the energy savings, Table 3 shows a substantial amount of savings on a daily 
basis (only during off-peak periods) which is dependent on the number of sleeping 
links and also on their power consumption characteristics (note that the links have 
different power consumption characteristics; as such the energy savings are directly 
proportional to the power of individual links as shown in Table 2). As shown,  
the MLU within this period does not exceed the threshold value (see Fig. 4) despite 
the reduced number of active links. In this case, once the network MLU reaches the 
threshold value, DLiWOT is immediately deployed to control such congestion and 
reduce MLU below the pre-defined 95% threshold. It is also important to note that 
during the weekends, the off peak period can be extended because of the very low 
traffic, meaning that an operator can apply the DLiWOT scheme for longer time peri-
ods (which can be considered as off-peak well beyond the considered here 8PM-8AM 
period), thereby extending even more the energy saving gains.  

Table 3. Performance analysis of TM attributes for one week during the off peak period when 
DLiWOT is applied 

Days MLU (%) ALU (%) Pef - Energy  

Savings (%)  

Monday 85.08 10.42 46.79 

Tuesday 88.81 12.03 46.79 

Wednesday  93.48 10.10 39.82 

Thursday 94.00 10.22 40.87 

Friday  82.18 11.12 46.79 

Saturday  80.87 10.65 46.79 

Sunday  75.51 10.31 46.79 

6 Conclusions and Future Work 

In this paper, we propose a complementary link wake up algorithm that can be applied 
on top of any existing link sleeping optimisation scheme to cope with the existence of 
uncertainty and dynamic traffic conditions in real life networks. The algorithm aims 
to select the minimum number of sleeping links to wake up during traffic surge with-
out causing any form of traffic disruption. This is in contrast to most works that  
unnecessarily sacrifice energy savings once there is traffic surge in the network or 
provide backup paths in the pruned topology as a proactive measure to congestion 
avoidance. To this end, we also answer a key research question on how to handle 
traffic surge without disruption. We demonstrate through our simulations that our 
scheme can be able to save substantial amounts of energy and is also robust to traffic 
dynamicity in a disruption free manner. More so, our scheme does not depend on the 
combination of different network platform for its operation i.e. operates purely in an 
IP based platform alone. The obtained results showed significant energy savings and 
improved link utilisation without sacrificing network efficiency. It is a novel approach 
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to today's network for possible adoption by ISPs whose paramount desire is to save 
energy without traffic disruption. This has also shown that adopting link sleeping 
mode is a realistic approach with no modification to the traditional IP forwarding 
protocols required.  

In future work, we intend to investigate how we can explore putting back some 
links to sleeping mode after wake up so that the scheme can be applied seamlessly 
throughout the whole operational runtime of a network, maximising even further the 
opportunities for energy savings by “tracking” both increases and also decreases in 
network traffic demand conditions. 
 
Acknowledgement. This research was funded by the EPSRC Knowledge-Centric Networking 
(KCN) project (EP/L026120/1). 
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Abstract. Today’s distributed systems have to work in changing envi-
ronments and under different working conditions. To provide high
performance under these changing conditions, many distributed systems
implement adaptive behavior. While simple adaptation through param-
eter tuning can only react to a limited range of conditions, a switch
between different mechanisms at runtime enables broader adaptivity.
However, distributed systems that switch mechanisms at runtime lack a
clear abstraction for the adaptive behavior and, thus, usually interleave
the adaptation and actual application logic. This leads to complex and
error-prone systems that are hard to maintain and not easy to extend.

In this paper, we analyze the adaptations of two distributed systems
from different application domains. We identify recurring requirements
as well as life cycles of transitions between mechanisms. Based on this, we
present a framework that provides a clear abstraction of the underlying
transition logic and manages the transitions at runtime. The concept is
applied to the two example systems to practically evaluate its benefits.
We show that our approach leads to less complex realizations of the
adaptive behavior and allows new mechanisms to be integrated easily.

1 Introduction

Today’s distributed systems operate in challenging environments with rapidly
changing working conditions. In order to provide high performance in such dy-
namic environments, systems need to be highly adaptive. However, simple adap-
tations by means of configuration parameter adjustments can only react to a
limited range of conditions. As distributed systems can be described as a com-
bination of multiple functional blocks, in the following called Mechanisms, the
ability to switch between mechanisms at runtime and the possibility to extend
the system by novel mechanism, proved to provide greater flexibility and enables
the system to adapt to a wider range of environmental conditions [14,18]. In the
following, such switches between mechanisms are referred to as Transitions.
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S. Latré et al. (Eds.): AIMS 2015, LNCS 9122, pp. 17–29, 2015.
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While this idea is appealing, so far, there exists neither a systematic approach
of how to generically integrate multiple mechanisms in a complex distributed
system, nor how to systematically execute and coordinate transitions between
mechanisms at runtime. The latter is especially challenging as it requires a deep
understanding of mechanism life cycles and a generic approach for state trans-
fers between mechanisms in transition. As adaptivity has complex implications
for the overall system, an explicit design of transition-enabled adaptive behavior
is necessary and essential. So far, existing adaptive distributed systems lack a
clear separation of concerns between the logic realizing adaptivity (the transi-
tion logic) and the actual application logic. A general concept to design and
implement systems that allow for adaptivity in all key aspects is missing so far.

In this work, we propose a formal description of adaptivity through transi-
tions and provide system developers with a sophisticated framework to describe
and realize mechanism transitions in distributed systems. The approach allows
mechanisms to be easily added over time to address new scenarios. Furthermore,
the framework enables a clear separation of concerns between the transition and
application logic. To identify the relevant functionality for the framework, two
state-of-the-art systems (Bypass [14] and Transit [18]) targeting different appli-
cation domains are analyzed. Even though both systems proved already that
they highly benefit from adaptive behavior, a systematic approach to describe
this behavior is missing so far. Based on the results, a first general design for the
execution of transitions is derived and applied to the analyzed systems. By fol-
lowing the presented design, the mechanisms still define their application-specific
interfaces. Additionally, transition-enabled mechanisms follow a common life cy-
cle approach, managed by the framework. This allows us to (i) define Elementary
Transitions between mechanism instances that can be performed during runtime
and (ii) easily add new (specialized) mechanisms and transitions to an existing
system. First proof-of-concept applications and initial evaluation results show
that the approach is well-suited to describe and enable generic adaptivity in
distributed systems by supporting mechanism transitions. As this work concen-
trates on the description and execution of transitions, the highly domain-specific
adaptation decisions (based on performance models such as queuing models) are
not discussed. However, our work poses a first step towards a generalization of
the decision process by providing a unified description and handling of transi-
tions in distributed systems.

The remainder of the paper is structured as follows: Section 2 presents the
analysis of two existing adaptive systems and the derivation of requirements for
the transition execution framework. The developed methodology, the derived life
cycles and the framework is presented in Section 3 and discussed in Section 4.
Subsequently, Section 5 presents related work and Section 6 concludes the paper.

2 Requirements Derivation

In this section, we analyze two state-of-the-art distributed systems and derive
requirements for a transition framework.
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2.1 Analysis of Bypass

Bypass [14] provides low-latency event dissemination for interactive mobile aug-
mented reality games. In the targeted application scenario most events generated
by mobile players are only relevant within a given area of interest around the
player’s current position. Therefore, once groups of nearby players are detected,
the system adapts to local event delivery via ad hoc dissemination protocols.
Depending on relevant environmental conditions (e.g. the group size), the local
dissemination protocol is reconfigured or replaced. The original paper showed the
benefit of adaptations to two local dissemination protocols: (i) a range-limited
broadcast scheme and (ii) a probabilistic, gossip-like scheme. The authors fur-
ther mention the possibility to switch between physical layer protocols, such as
Wi-Fi ad hoc and Bluetooth. This leads to an architecture with a set of potential
compositions as shown in Figure 1.

Fig. 1. Overview of Bypass and the possible transitions

The reconfigurations, i.e. the transitions between the local dissemination pro-
tocols, are not explicitly modeled in [14]. Instead, they are interweaved with
the application logic and part of a predefined adaptation strategy at the cloud-
based controller. Thus, no existing implementation for the recurring handling of
transitions is used. This raises concerns as to how maintainable the adaptation
implementation is, in particular how feasible it is to add new dissemination pro-
tocols, and how to implement the complex switch between these at runtime. We
argue that a systematic methodology and a framework which supports this with
well-defined interfaces for transition-enabled mechanisms significantly reduces
the complexity of implementing and extending an adaptive distributed system.

Furthermore, the authors show that some nodes utilize different dissemina-
tion protocols. This causes approximately 40% of the overall message loss. We
therefore propose an explicit life cycle management for the mechanisms involved
in a transition. The coordinated life cycle has to enable a smooth handoff be-
tween two mechanisms, thereby reducing the amount of lost events caused by
the transition itself.
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The additionally possible transitions between Wi-Fi ad hoc and Bluetooth im-
pose challenges to the existing transition handling. First of all, the establishment
of the Bluetooth connection requires at least a short period of time, which causes
an increased latency. Second, the establishment of the connections might fail for
multiple reasons, which has to be compensated by the application. Switching
between Wi-Fi and Bluetooth also affects the currently utilized dissemination
protocol. Furthermore, sophisticated protocols require a specific physical layer
protocol as they rely on assumptions regarding communication characteristics
such as range or reliability. Therefore, we propose to build compositions of tran-
sitions to reflect dependencies, e.g. a transition between physical layer protocols
might depend on a transition of the dissemination protocol.

As the aforementioned challenges are recurring for transitions in adaptive
distributed systems, they should be handled by a transition framework to reduce
the complexity. Depending on the mechanisms, state such as routes or neighbor
tables are maintained that could benefit the target mechanism. Transferring
state requires domain-specific knowledge, while conceptually being part of the
transition logic. A transition framework needs to provide ways to utilize such
knowledge in the transition handling to benefit the overall system.

2.2 Analysis of Transit

The streaming system Transit [18] realizes an overlay-based multicast service
that adapts to a wide range of working conditions. For this, a main feature of
the system is to flexibly adapt its overlay topology, which is used to distribute
the video streams among participants in the system. The adaptivity is realized
by different sets of topology optimizations (cf. Figure 2). These optimizations
are usually executed in a distributed manner at the participants, also called
peers in the following. While Transit includes several other mechanisms that
realize adaptivity, including an extension [13] for network-layer multicast, in the
following, we focus on overlay topology optimizations as they promise to have
great potential for the adaptation considerations in this work.

Fig. 2. Exemplary mechanisms and transitions in Transit
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A challenging use case for topology adaptations are flash crowds, which are
common to large-scale (video) streaming events. A large number of users needs
to be quickly connected to the system. While in non-flash crowd times complex
optimizations are reasonable to gradually improve the delivery process, here it is
essential to quickly attach new peers to the topology and serve them with a low
startup delay. One way to achieve this is to build topologies where many peers
have free upload slots. Complex topology optimizations that could interfere with
the attachment process should be disabled during the massive join phases of a
flash crowd. Both can be achieved by defining topology optimizations strategies
that define which optimizations are run. Therefore, as the topology adaptation
logic is already modularized, this part of the system could greatly benefit from
well-defined interfaces for transition-enabled components. Even though transi-
tions between topology optimizations seem less complex as transitions in Bypass,
a unified transition model which covers recurring challenges would improve the
current systems and allow to build more complex systems easily.

3 Design and Description Methodology

3.1 Analysis of Transition Life Cycles

The systematic development of adaptive distributed systems requires abstrac-
tions. In the following, the Elementary Transition is introduced as the basic
building block. Therefore, the Life Cycle of an elementary transition is defined
based on the life cycle of the involved components. As the execution of a mech-
anism (e.g. Bypass’s dissemination protocol) can be distributed over multiple
nodes, we use Components as the smallest unit which is exchanged through a
transition. A component implements all mechanism logic that is executed on a
single node. Thus, the Broadcast components at multiple nodes together repre-
sent the Broadcast Dissemination mechanism in the distributed system.

To allow the application developer to abstract from the transition logic, a
proxy [8] component is used instead of the actual component. This proxy inter-
cepts all method invocations and forwards them to the currently active compo-
nent instance. This enables a clear separation of concerns, as it strictly separates
the application logic from the transition logic. The application only interacts
with the proxy. A transition affects the inner workings of the proxy while leav-
ing the reference to the proxy and the interface for the application unchanged.
The proxy hides the exchange of the Source component with the Target com-
ponent1. Additionally, the proxy instance ensures a thread-safe transition in a
multithreaded environment. A transition between two components, for exam-
ple, might not be executed while one thread is executing the source component
(more precisely: while at least one method of the source component instance is
part of a current execution stack). Similar problems might occur for application
layer protocols, e.g. finishing a communication sequence before executing the
transition. This follows the idea of quiescence as discussed by Pissias et al. [12].

1 In the following, component is used instead of component instance.
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Fig. 3. Mechanisms comprise concurrently executed components on multiple nodes,
each managed by a proxy instance

Figure 3 illustrates the overall architecture with multiple nodes, each exe-
cuting components managed by proxies. The proxies are managed by the Local
Transition Engine, which in turn is coordinated by the Global Transition Engine.
Components on different nodes interact, thereby forming a mechanism.

Our analysis of the existing adaptive systems and their requirements lead to
two kinds of elementary transitions, the runrun and the flip transition. Their
most important difference is the life cycle and the parallel usage of the involved
components. The flip transition does not execute both components in parallel
and, thus, executes a hard switch, whereas the runrun transition smoothes the
transition and executes both components in parallel for a short period of time,
enabling a handover of, e.g., protocol state. Even though the runrun transition
seems to be favorable, the flip transition is sometimes beneficial or even required
due to resource constraints. For example, most mobile devices do not support
the parallel usage of infrastructure Wi-Fi and Wi-Fi ad hoc, the parallel usage of
Wi-Fi and LTE causes a higher energy consumption, and exclusive used software
handles, e.g. established socket connections, cannot be shared. In the following,
we discuss both transition types in detail.

Flip Transitions. The flip transition executes an abrupt switch between the
source and target component. Figure 4 shows the life cycle of a component for
such a transition. We model the life cycle as a mealy state machine which ex-
changes messages between the coordinating instance (the transition engine) and
the component. Therefore, the state transitions of the state machine are anno-
tated with the triggering messages (the input) which are sent to the component
(above the bar) and the expected answer when the new state is reached (below
the bar). For example, the transition engine signals an init to a newly created
component. Once the component followed its internal initialization steps, it sig-
nals finished back to the transition engine leading to the Initialized state. During
the initialization, the component executes preparation tasks such as allocating
memory. The proxy ensures that methods of the component are not yet invoked.
After the component has started successfully, and therefore can use the shared
resources, it reaches the Running state and is used by the application.
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Fig. 4. Single component life cycle of a flip transition

In case the component start fails, e.g. due to a network connection failure, it
reaches the Aborted state. From the software engineering point of view, the actual
constructor logic is distributed among the init and the start state transition.

Based on the component life cycle, we specify the life cycle of the flip tran-
sition (Figure 5). We denote messages exchanged with the components with an
according prefix (src:, trg:). The parent:-prefix is used for message exchanges
with the local transition engine as discussed later in this section. As the start
of the target component may fail, the Initialized state has two outgoing state
transitions. In case of a success, the flip transition finishes. Otherwise, the local
transition engine decides, based on the specification of the application developer,
if a new recovery component instance should be initialized or the transition fails.
Please note that the details of these steps are skipped in the figure due to clarity.

Fig. 5. Overall life cycle of a flip transition

Runrun Transitions. To reduce the performance degradation during the tran-
sition and allow a smooth transition, the runrun transition deactivates the source
component when the target component is already running. This interweaving
requires both components to be executed in parallel. The component life cycle
reflects this with additional states (cf. Figure 6). The main difference is the state
transition to the Active state and, thus, to the internal Running state. The Ac-
tive-state additionally contains an In Shutdown state. Methods of the component
can be executed during both internal active states. As the state transition to the
Running state may fail, there is a state transition to the Aborted state as well.
Additionally, the source component can be triggered to return to the Running
state. In the Active state, the component can execute a state transition to the
Cleaned Up state and clean up.
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Fig. 6. Single component life cycle of a runrun transition

Based on this component life cycle, we define the life cycle of an elementary
runrun transition (Figure 7). As the source component can be used in the In
Shutdown state, the proxy can always forward method invocations, and therefore
never blocks the application. This holds even for the time during the state transi-
tions to the Parallel Active and the Aborted state. In case the start of the target
component fails, the transition can always return to the source component. As
the local transition engine coordinates the execution of a transition, it triggers
the state transition to the Clean up and the Rollback state. Even though the
component life cycle introduces a strict contract for the components, it allows
easily integrating new mechanisms.

Fig. 7. Overall life cycle of a runrun transition

3.2 A Framework for Transition Description and Execution

Based on the two identified transition types and their life cycles, a systematic
description and framework support for transitions is possible. In the following,
we propose a transition description language, possible framework support, and
suitable visualizations.

The transition description language allows to specify all available transitions
and their affected components, as illustrated in Listing 1.1. As typical use cases
have only a limited number of possible transitions, the exhaustive description of
all transitions is without difficulty. Based on the described transitions, a Global
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Transition Engine coordinates Local Transition Engines to execute distributed
transitions. As both analyzed distributed systems have a centralized instance
(the Cloud Server for Bypass and the Tracker for Transit), the assumption of a
global transition engine is reasonable.

The coordination and synchronization of the proxies can be implemented ef-
ficiently. As in the two example applications multiple nodes execute the same
transitions, the global transition engine does not require a huge and complex
state machine (e.g. a Cartesian product of the involved life cycle states). In-
stead, a single state at the global transition engine can represent multiple states
of the nodes. For scalability reasons, the global transition engine could use sub
coordinators to handle the coordination messages. As this work focuses on the
description and execution of transitions, a central coordinator is assumed. How-
ever, for future work, the methodology could be extended to support applications
with a decentralized transition control.

The transition engines use the additional information from the transition de-
scription to control the transition execution. For example, the time the transition
stays in the parallel active state (line 4), and the timeout which leads to a roll-
back of the transition (line 7) can be specified. In case a ‘best effort’ approach
is sufficient, it is also possible to partly deactivate the transition coordination.

During both kinds of transition, state from the source component can be trans-
ferred to the target component. This state is represented by the references of
the component and class instances which the source component transfers to the
target component. As the transitions in the two analyzed systems both transfer
this state in the life cycle state transition to the Running state, the framework
makes this state transfer explicit and supports it in the transition description
language (Listing 1.1 line 3). Components which only implement the stateless
strategy pattern [8] do not require state transfer.

� �

1 define elementary transition elTransition

2 from ComponentA to ComponentB type runrun

3 transfer state myStateVariable

4 parallel active for 1 minutes;

5 define parallel transition paraTransition

6 foreach A execute elemTransition

7 at least 90% timeout 2 minutes;
� �

Listing 1.1. Example of the transition description language

Additional domain specific transition logic can be added in the host language
and is invoked by the transition engine during the life cycle events. Such ad-
ditional transition logic can, for example, be used to perform more complex
state transfers involving the transformation of data. Even though both evalu-
ated systems are based on Java, the presented approach is agnostic of the utilized
programming language. The explicit notation of the transitions allows a clear
separation between components and transitions and, this way, enables a system-
atic development of distributed adaptive systems. A framework which explicitly
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supports transitions between components and manages their execution provides
multiple additional benefits. Besides development and debugging support, it can,
for example, monitor and ensure that only one transition per proxy instance is
executed at the same time, and started transitions finally terminate.

Traditionally, there are two viewpoints on systems, the structural and the
behavioral [9]. The composition of components describes structural properties,
whereas the execution of a transition is behavior which changes the structure.
We propose a combined view as a class diagram (Figure 8). The ternary associ-
ation connects the source and the target component with the specific transition
logic. The stereotypes TransitionEnabled and TransitionLogic are resolved to
implementations of the corresponding interfaces. The transferred state (more
precisely, the transferred references to other objects) is visualized as well.

Fig. 8. UML visualization of transitions and the composition variability of components

4 Discussion

To assess the impact of the proposed design methodology, the presented con-
cepts were applied on both systems. For the existing transitions between local
dissemination protocols in Bypass, the new version which leverages the frame-
work reduces the transition specific lines of code to roughly 20% of the original
code. This greatly reduces the complexity of the implementation. Even more im-
portant, the transition-specific source code is no longer part of the application
logic but instead encapsulated by the transition engine, providing separation of
concerns. Additionally, this reduces the error probability, as proved transition
handling code is reused. In addition to porting Bypass to our framework, we
added new component that encapsulate the physical layer protocols as proposed
by the authors. Therefore, the existing interaction via Wi-Fi ad hoc was realized
as a component instance as shown in Figure 1. Additionally, we added a com-
ponent instance that enables local communication via Bluetooth and defined a
runrun transition between both instances (cf. Listing 1.2).

Our implementations show that Bypass benefits from the concept of parallel
and sequential transitions. Switching the local dissemination protocol after the
physical protocol switched successfully, is defined as a sequential transition (List-
ing 1.2), composed of two elementary transitions. In case the connection setup
using Bluetooth fails, the overall transition returns to a well-defined system state.
Considering the life cycle of a runrun transition (Figure 7), the transition enters
the Aborted state and consequently recovers by just continuing to use Wi-Fi as
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active component instance. Composing transitions out of elementary transitions
is straight forward with the presented framework, as they can easily be described
in the transition description language. Thereby, common pitfalls such as illegal
combinations or undefined transitions are detected early. The abstraction of the
underlying life cycle enables more complex combinations. For future work, it is
interesting to combine constraints on the possible component compositions and
properties of the compositions, e.g. as proposed by [7], to further support the
developer, e.g. verify legal transitions.

� �

1 define elementary transition WiFi2BT

2 from WiFiAdHoc to Bluetooth type runrun;

3 define elementary transition Gossip2BC

4 from Gossip to Broadcast type runrun;

5 define sequential transition SeqTrans (WiFi2BT, Gossip2BC);
� �

Listing 1.2. An elementary transition from Wi-Fi to Bluetooth composed with a
subsequent dissemination protocol transition

Applying the concept to transitions between topology optimization strategies
in Transit was possible in a straightforward manner with very localized changes
at the respective components. As an extension, the concept of so called Opti-
mization Providers was introduced to bundle sets of currently active topology
optimizations. The transition framework was then used to allow for flip tran-
sitions between different provider implementations. As topology optimizations
and their execution are decoupled by design, there was no need to consider op-
timizations and providers that are active in a parallel manner. Providers that
reuse topology optimization instances (in case two providers include similar opti-
mizations) benefit from the automatic state transfer of the framework. As a side
effect, the approach showed to be very helpful to rapidly define and evaluate new
optimization combinations for new scenarios. With the legacy implementation,
this requires large changes to various parts of the optimization implementations,
thus heavily mixing adaptation and application behavior.

5 Related Work

Compositional adaptation [11] is an established concept for adaptive systems.
Many systems [5, 15, 16] leverage proxies to enable transparent dynamic com-
position for the application or extend the host language to enable adaptive be-
havior [10]. Sadjadi et al. [15] use this concept for communication systems and
adapt between different forward error correction schemes in the network. How-
ever, these systems lack a model for the actual transition life cycle and state
transfer. Additionally, they do not provide abstractions for multiple (parallel or
sequential) transitions, even though their proxies can be distributed.

Many component-based systems benefit from an explicit component life cycle.
In OSGi [2], for example, bundles and their components follow a clear life cycle.
This enables OSGi to install, update, remove, start, and stop components at
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runtime without stopping the system. The different components are loosely cou-
pled using service bindings. Even though our presented component life cycle is
inspired by the bundle life cycle in OSGi, we consequently enhance this concept
to model the life cycle of transitions between components in distributed environ-
ments. This reduces the switching costs and allows transfer state and composed
transitions. The handling of service bindings is hidden by the proxies.

IBM proposes the MAPE-K concept for autonomic control loops [1]. In this
model, the Autonomic Manager manages the tasks monitor, analyze, plan, and
execute as well as the globally shared knowledge. Effectors perform changes on
Managed Elements, which represent any adaptive software/hardware compo-
nent. Our proxies represent a special of managed element with clearly modeled
transition capabilities. The transition description is globally shared knowledge.

Ferreira et al. [6] developed A-OSGi to support the construction of autonomic
OSGi-based applications. Therefore, they integrate the MAPE-K approach into
OSGi. Concentrating on the monitoring, the actual adaptations are simple ser-
vice binding changes, bundle starts, or changes of service properties. A detailed
concept for more complex component exchanges and state transfer is missing.

The knowledge about valid configurations and component compositions is im-
portant to deal with reconfiguration consistency. Batista et al. [3], for example,
model this and use it to check reconfigurations, but do not investigate the actual
transitions which lead to these configurations. As our current solution concen-
trates on the description and the life cycle of transitions, integration of both
approaches might allow to reason about consistent and legal transitions.

Coulson et al. [4] propose a middleware approach for reconfigurable dis-
tributed systems. The middleware is utilized in the publish/subscribe system
GREEN [17] to enable reconfiguration of multiple publish/subscribe-specific
components. However, they do not provide a clear description of the reconfigu-
ration possibilities. Transitions in between configurations and implications such
as state transfer and life cycle management are not detailed.

6 Conclusion and Future Work

In this paper, we identified recurring requirements to handle adaptive behavior
in distributed systems. Based on this, we proposed a framework which supports
two transition life cycles and provides a clear abstraction of the underlying com-
plex transition logic. The concept was applied to two example systems to prac-
tically evaluate its benefits. In both cases, the approach leads to less complex
realizations of adaptivity and allows new mechanisms to be integrated easily.

For future work, we consider to leverage the proposed concept and method-
ology to design and study a new class of highly adaptive distributed systems
that were not feasible so far. While the proposed approach builds the founda-
tion for this, additional support for more dependencies between transitions and
according coordination strategies, e.g. a decentralized coordination, need to be
developed as next steps.
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Abstract. Wireless networks are getting more and more popular and
are a basic part of our life with the daily use of smartphones. Users ex-
pect high quality connectivity even in public spaces where a high num-
ber of clients connect to a limited spectrum on a geographically small
area. Therefore, large-scale, high density wireless networks, like they are
present at events, are getting more common, but provide a serious re-
source allocation challenge. Thousands of clients want to connect to a
network consisting of multiple APs and a limited spectrum, while all
of them should receive a decent connection quality, throughput and de-
lay. Therefore, none of the APs should be overloaded, so that they can
provide service for each connected client. The IEEE 802.11 standard
stipulates that the client makes the decision to which AP to connect to.
In high-density networks, the individual decision of the client can lead
to an AP overload and oscillations in AP association as a client typi-
cally has limited information about the network performance and does
not collaborate with other clients in taking its decision. This provides
unwanted behaviour for load-balancing, as there is no control over the
clients. Therefore, we present a method where the APs get control over
the client and realise load balancing in such a network. The AP evaluates
through a score if the client can connect and, if the client is connected,
checks regularly if it is the best option for the client.

1 Introduction

With the rise of smartphones, users expect to be always connected to the Inter-
net. Besides 3G and 4G in outside areas, we have Wi-Fi at home, at work, in
public spaces or at events. Because of the increasing demand for broadband con-
nectivity, we can see an increase in deployment of public hotspots. For example,
cities offer free Wi-Fi in public areas. The architecture of those hotspots consists
of multiple access points (APs). Users expect wireless broadband connectivity
with the same quality as at home in these locations. The main challenge for
public hotspots is the number of users that use the hotspots and the resulting
high density of users. Each AP has only a limited spectrum available, which
make proper management techniques necessary to avoid low quality connections
with very little bandwidth or even losing the connection.

c© IFIP International Federation for Information Processing 2015
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Fig. 1. Possibility of client distribution among APs. Client 2 and 4 have two possible
APs each. Client 2 can connect to AP A and B and client 4 to AP B and C.

In IEEE 802.11, further mentioned as Wi-Fi, a client is free to choose an AP.
The standard selection criterion to choose an AP is the received signal strength
indication (RSSI) of said AP. The exact decision is implementation dependent,
but usually a client has a list of all available APs and tries to connect to the
one with the strongest signal. This can lead to a degradation of the connection
quality on an AP due to overload, if most of the clients try to connect to the
same AP. Only the AP has knowledge about the number of clients connected to
it and how much bandwidth is already consumed. If an AP gets overloaded, the
overall throughput and throughput per client drastically decreases, resulting in a
bad connection for the client. To avoid this, we need load-balancing to distribute
the clients evenly among all available APs.

There are two main approaches to balance the load in such a system. Either a
client-driven approach, where the selection criterion of the client is changed, or
a network-driven approach, where the AP does the balancing. There are several
proposals that are targeting the client and increase throughput through a new
selection process [2] [9] [6] [15] [5] [11] [8]. However, this assumes we have control
over the client (e.g., by ways of a modified MAC protocol), which is normally
not the case. It is more sensible to assume that we cannot change the client and
concentrate on the AP to achieve a balanced load.

In this article we present a network-driven load-balancing approach that is
able to actively influence clients to connect to the best AP. The contributions
of this paper are three-fold. First, we provide a distributed load-balancing al-
gorithm that evaluates the association of the clients via a score computation.
Second, we introduce a new way for APs to exchange information, so every AP
can compute the score of its neighbours for a client. Third, we provide a way
to encourage clients to connect to a more advantageous AP. We use existing
standards to control where a client can connect and try to move clients if the
score suggests this, making the procedure completely transparent for the mobile
device. To demonstrate the possibilities of our algorithm, we set up a simulation
in ns-3 and will provide the results.

The remainder of this article is structured as follows. In Section 2 we discuss
previous work. Following in Section 3, we state the problem formally. The algo-
rithm is explained in Section 4 and the performance is evaluated in Section 5.
Finally, we conclude in Section 6.
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2 Related Work

Load-balancing algorithms for a multi-AP architecture can be organised in two
main areas: client-driven and network-driven. As the names suggest, the client-
driven driven approach includes changes in the client (e.g., through the MAC
protocol) and the network-driven approach requires changes to the network in-
frastructure (i.e., by changing the protocol implementation of the provided large-
scale public hotspots). Most of the client-driven approaches are targeting the se-
lection mechanism of the client and propose a new one that offers load-balancing
and increases performance. In practice, a network infrastructure provider typ-
ically wants to optimise the performance of the large-scale public hotspot he
provides. As he cannot alter clients, an approach that requires the client to
change is not possible.

As multi-AP architectures are becoming more common, the IEEE 802.11
standards committee has also investigated roaming between APs by proposing
several extensions to the IEEE 802.11 standard. IEEE 802.11-2012 includes
the standards previously known as IEEE 802.11k, r and v, which are targeting
roaming and information gathering [1] [10]. IEEE 802.11v offers the possibility
for the AP to suggest a client to move to another AP, but it is still the client,
which decides if it will follow the suggestion. These standards may seem very
attractive at first, but are not mandatory for a vendor to implement and are not
widely used today. Depending on the acceptance of the vendors, these may be a
possibility in the future.

Because of the poor acceptance by vendors of roaming-based amendments
to IEEE 802.11, new load-balancing algorithms are currently an open research
challenge in literature. In the default IEEE 802.11 standard family, the RSSI is
the standard selection method for a client. This method is not ideal, because it
does not consider the actual load on the AP or how many clients are connected
to it. Therefore new selection criteria regarding load balancing were proposed.
One possibility is to target the data rate. A new client will evaluate the data
rate, while considering the data rate of already connected clients. Additional to
modifications on the client, changes to the AP are also necessary to provide more
information to the client [2]. Another possibility is to estimate the bandwidth
that will be available for the client by sending control frames [9]. Based on that,
the client then decides which AP to connect to. Regarding its own throughput
and not to reduce the throughput of other clients, a decentralised algorithm is
proposed, where each station can decide for itself which AP to connect to [6].
Estimating both, downstream and upstream, a decision is made and the client
can connect to the best possible AP [15]. The approach can also be solved by
forming zones of devices that are supported by the same set of APs [5]. The
client estimates the bit rate of all APs in the zones and selects the one, which can
provide enough bandwidth for it. There is also an approach, which implements a
whole system that checks out every AP in its vicinity and tests the performance
for each network, to find out the best AP to associate with [11]. There are also
approaches with less changes to the client [8]. A new field to the beacon message
is added, which provides more information for the client. The problem with all
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of these approaches, however, is that they completely rely on the support of
the client. While this might work for an individual client, in a large-scale public
hotspot, it is not realistic to assume a wide adoption of one algorithm. As such,
all these algorithms fail in providing a global network optimisation across APs.

The latter calls for more network-driven approaches. One such approach was
proposed by Scully et al. [12]. There, a centralised genetic algorithm is presented
that can distribute the clients among the APs. However, while the decision is
calculated, it does not offer a solution as how to influence the client to connect to
the correct AP and the algorithm can not make a decision immediately. In this
paper, we provide a way to influence these clients and present our own algorithm
for making the decision.

To the best of our knowledge, our algorithm is the first to propose a network-
driven solution with direct influence on the clients and without any support of
the client itself.

3 Problem Statement

The multi-AP load-balancing algorithm can be formulated as follows. We define
a multi-AP architecture with a set of APs A = {1, ..., n}, which are set up in
infrastructure mode and connected via wire. The APs are deployed in such a
way that their coverage areas are overlapping (see Figure 1). Further, we have
a set of clients C = {1, ...,m}, with a size of several thousands. The clients can
move around freely in a restricted area that is limited in size. C can be divided
into two subsets, MC = {1, ..., k} and NMC = {k + 1, ...,m}, according to the
behaviour of the clients. MC is the set of movable clients whereas NMC is the
set of non-movable clients. A movable client is defined as a client that can be
moved to another AP and accordingly a non-movable client is defined as a client
that cannot be moved to another AP, which means it will stick to the one to
which it is connected to and tries to reconnect there. This is an implementation
dependent behaviour, as it is not standardised how a client should behave in
this situation. Obviously, a client cannot be both, therefore, MC ∩NMC. The
goal is to have a mapping C−→A, so that all m clients are connected, but every
individual client is only connected to one and only one of the APs. This is to be
done in such a way that the overall throughput as well as the bandwidth usage
and the bandwidth per client is maximised. Additionally to the assignment, it
also has to be executed. That is to say, we need a way to encourage clients to
connect to the AP that is the best choice for the client and therefore for the
network itself. This has to be done without any change to the client.

One possible application would be a public event like a concert. At events, we
have a large amount of people, usually several thousands, which are concentrated
on a comparatively small area. This results in the aforementioned high density
of clients, as well as the mobility of the clients. Visitors of such events tend to
move around in the area. The organiser of the event wants to provide additional
services through Wi-Fi to enhance the experience of the visitors. Therefore,
he places APs throughout the area and the visitors have access to the Wi-
Fi network. We cannot assume that visitors will be evenly distributed. It is
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more realistic to assume that there will be some areas with higher density and
some areas with lower density. APs in higher density areas need to be relieved
of too much burden by distributing the clients to other APs. We can also not
assume access to client devices, as well as similar behaviour from device to device.
We can only assume that clients support the mandatory features of the IEEE
802.11 standard. Therefore, we can only use standardised messages when we
communicate with the client.

4 Network-Driven Multi-AP Load-Balancing

The main idea of the approach is a decentralised score computation algorithm,
which has the advantage that we can react faster to the requests of a client, which
is necessary if we consider the amount of clients that will try to connect Each
AP computes a score for a client when it tries to connect to the AP, as depicted
in Figure 2. Beside the computation of its own score, the AP has means to
compute the score for its neighbours too. If the AP has the best score, it accepts
the client, otherwise it rejects the client and informs the neighbour with the best
score. To realise the score computation for neighbouring APs, information needs
to be exchanged between the APs. To realise this, we introduce a neighbour
update. This allows the APs to exchange information about their status. We
also consider NMCs insofar that we let them connect if they tried more than
twice to reconnect. This reduces overall performance, but we need to guarantee
connectivity for every client. The score itself is recomputed periodically to check
if a client can have a better AP. If this is the case then the client is encouraged
to move to the new AP.

4.1 Score Computation

The computation of the score is based on parameters that are broadcasted with
the neighbour update. We will explain this mechanism later on. The param-
eters can be arranged in groups according to their interconnectivity. At first
we have a group of network related parameters that inform us about the per-
formance of the network, seen from each AP and individual for the AP, which
are: {bandwidth usage (BU), bandwidth per client (BPC), throughput (T)}. Then
we have AP related parameters that give us information about the performance
of the AP. These consist of: {CPU utilisation (CPU), number of clients (NC) (ac-
tive (NCA), idle (NCI)), supported and actual data rate (SDR, ADR), number
of NMC (NON)}. And at last, we have environment related parameters, which
include: {signal to noise ratio (SNR), location of client and AP (Lc, Lap)}.

All of the information is gathered on each AP. For the purpose of this paper, we
will focus on the most important parameters. These encompass the full group of
network related parameters {bandwidth usage, bandwidth per client, throughput},
part of the AP related parameters {number of clients (active, idle), number of
NMC} as well as part of the environment parameters {location of client and AP}
from which we calculate the distance D of the client to the AP.
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Fig. 2. Client tries to connect to AP. AP computes score to check if the client is allowed
to connect and either lets it connect or denies the connection.

We want a fast computation of the score, therefore we prioritise performance
above accuracy. To make the comparison of scores easier, we want a single score,
but we cannot neglect the dependency of the parameters on to each other. A
high number of clients on an AP does not necessarily imply bad performance. If
only a very small amount of clients is active and do not need a lot of bandwidth,
there is plenty of bandwidth still available. On the other hand, if there are several
APs with low bandwidth usage, we still need a way to decide which one is most
fitting. In this case the number of connected clients will get important again.

As a general formula for the computation, based on empirical observations,
we use

AP score = (NC ×D × T ×BU × (1/BPC)) +NC ×D (1)

where we choose the AP with the lowest score. In early simulations, we realised
that the score can fluctuate very fast and that some clients could not connect
due to that. Therefore, we introduced a smoothing interval. If the AP is not
the best, but within the interval, then the AP will accept the client nevertheless.
Through tests, we determined that 20% is a satisfiable value which prevents fluc-
tuation. Different parameters have a different impact on the score and regarding
them exclusively is not sufficient. We weight distance, number of clients and
bandwidth per client higher than the others due to their direct influence on the
quality of the connection for a client. The bandwidth per client has a high weight
because it fulfils mainly two roles. First, it indicates the possible performance
for the client on the AP and second it indicates an estimate of the impact on
the performance for the client if the throughput is low. Although there is little
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to no throughput right now, it could change any moment, because a relatively
high amount of clients may be connected to the AP. These connected clients
could generate traffic at any time and from this moment on, the AP is a bad
choice. To prevent such a sudden impact, the bandwidth per client indicator is
of help. The number of clients is another indicator for this scenario, which is the
reason for the additional use of it and the distance. One of the parameters, like
the throughput, could be equal to zero, for example, because no client is sending
anything at that time, but a high amount of clients, compared to the amount
of clients serviceable with acceptable quality when they generate traffic, is con-
nected. The clients will then be distributed according to the amount of them on
each AP. The distance needs to be considered even when other information is
not available, because a longer distance means that it can reduce the bit rate for
the AP or that another AP would be a better choice, because it is closer to the
client. We call the algorithm with these parameters the advanced one.

In the evaluation we compare it with another algorithm, called the simple
one. In this case we only consider the number of clients on an AP to distribute
the clients.

AP score = NC (2)

We do not consider any other factor, like throughput or bandwidth per client,
in the simple algorithm.

4.2 Client Distribution

The computation is done for each client once when it tries to connect to the AP
during the authentication phase. The algorithm itself is illustrated in Figure 2.
First, the aforementioned score is computed. Based on this score, the client is
then either rejected or accepted. If it is rejected, the best AP will be informed
to accept the client immediately, so that the AP does not need to compute the
score again. If two APs have the same score, both will be notified and the one
where the client tries to connect first accepts the client. We also remember the
clients that tried to connect for a time. If the client is trying more than two
times to connect to the AP in a short time frame, then it means it is a NMC.
This client is accepted and marked as such.

As clients move around over time, there might be a better AP to which they
should connect. Therefore, a periodic recomputation of the score for each client
is done to make sure that the AP is still the best one for the client and that
the AP itself does not get cluttered with clients that have a better option. The
process is presented in Figure 3. If the client is not active right now, if it does not
send traffic, the client will be removed from the AP and prevented to connect
to it again. The client will only be prevented to connect again for a specific
amount of time, after that it can connect to that AP again. If for some reason
the AP becomes the best choice again within that amount of time, the client
will not be prevented to connect, because another AP informed that AP that
it should let the client connect. If the client is active, it will not be removed,
but as soon as it gets inactive, the AP will remove it, so that it can connect to
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Fig. 3. The AP sends periodic updates to its neighbours and recomputes the score for
each connected client

another AP. Through the recomputation, clients are moved around to increase
the performance of the AP, but also the performance of the client, because the
new AP can offer it a better connection.

Another periodic mechanism is the neighbour update. We use it to keep the
information on an AP about its neighbours in sync. To be sure to have the
same score for each AP-client combination on every AP, we use on each AP
only the information that was last received, respectively sent. The update itself
is realised with UDP packets. Every AP encodes the information it has to sent
into the payload and sends the packet via broadcast in the wired sub-network.
The information itself is represented as comma separated values. The clients do
not come in contact with it, as it is not broadcasted in the wireless medium. By
sending it through the wire the information is available for every AP and they
can get the best score available for a client. Additionally to the periodic sending
of updates, there is also the possibility to send updates on demand. This is used
to inform another AP that it is the best option for a specific client, so that it
can immediately accept the client when it tries to connect without computing a
score.

4.3 Client Encouragement

To enforce our distribution, we encourage clients to connect to another AP and
use only standardised mechanisms for that, so that we do not have to make any
changes on the client.

We are using four possibilities that an AP has according to the standard, which
are MAC filter, not answering probe requests, reject at authentication and deau-
thentication.

The first three are used to prevent a client from connecting to an AP. The
rejection at the time of the authentication is used at the time when the client
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Fig. 4. Topology of simulation. We have 25 distributed APs and randomly distributed
and randomly moving clients.

tries to connect for the first time on that AP or enough time has passed that
the MAC filter was already removed. The filter is removed after 3 seconds. The
MAC filter denies the client to connect to the AP again and the denial of a probe
response encourages the client to search for another AP. If the client does not
receive a probe response, it will assume that the old AP is not there anymore.
Both of those are used when a client was removed from the AP to prevent that
the client connects again. The deauthentication is only used to remove a client
from the AP and encourage it to choose another AP. After the deauthentication,
a MAC filter is used to prevent the client to connect again.

5 Performance Evaluation

5.1 Evaluation Environment

For the evaluation, we set up an ns-3 simulation. We implemented the algorithm
for the APs according to the description above and chose a neighbour update
interval of 100 ms. The topology itself is described in Figure 4. 25 APs are evenly
distributed in the restricted area of 100 to 100 meters. Their coverage overlaps,
so a client can always connect. We used the Wi-Fi standard IEEE 802.11g due
to the fact that it is the most stable implementation in ns-3. The standard
propagation model was used with an additional maximum range of 28 meters.
We set up the simulation with 500 clients to demonstrate our algorithm. All the
clients move around randomly, but they can only move around in the restricted
area to achieve a high density of clients at all times. The initial distribution of
the clients is according to the random allocation model of the simulator. As a
mobility model we chose the random walk model. Traffic is produced by several
servers, which send to the clients, which can be seen as a streaming of a video
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Fig. 5. Distribution of the number of clients over time, captured every 10 seconds.
Outliers with the same value are grouped together, their percentage is below 2%.

for example. This is realised through UDP applications with a constant bit rate
of 0.25 Mbit/s for each client. The overall simulation time was 70 seconds. The
start of the search for an AP for the clients was randomly triggered within the
first 5 seconds, to relax the burst a bit and get a more realistic situation. The
applications too, were not started immediately, but with 3 ms delay between
each other. The APs in this simulation do not have any mechanisms to adapt
their settings, like transmission power, transmission range, to avoid collisions
and congestion, like some professional APs have. Therefore we chose a setting
where we do not have channel saturation, but are close to it. To get meaningful
results, we did run the simulation 100 times with different seeds, resulting in
2500 samples for each time stamp. We measured everything directly on the AP.

We will compare our algorithm with the state of the art method, which is
basically no control, and the simple algorithm that just considers the number of
clients on an AP. We compare the distribution of the clients amongst the APs
as well as the throughput distribution amongst the APs.

5.2 Results Description

In all graphs, the whiskers mark the 1.5 interquartile range, while the outliers
mark the points outside of that range. Their percentage is very low in each graph
and are statistically not significant. Therefore, we will not regard those in our
further analysis.

Figure 5 illustrates the evolution of the distribution of clients on all APs for all
three scenarios, depicted every 10 seconds. The recomputation is done every 15
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Fig. 6. The distribution of the throughput over time, captured every 10 seconds. Out-
liers with the same value are grouped together, their percentage is below 1%.

seconds and the clients are moved to another AP and get more evenly distributed
with the advanced algorithm than with the other two. The deviation over time
is getting lower, until it reaches a stable distribution. Compared to the other
two, the advanced algorithm can keep this deviation due to the recomputation
and the more complex score computation. The simple algorithm also has an
advantage over the state of the art method, as it considers the number of clients
as a criterion, but it can not compete with the advanced one. The overall number
of clients is stable over all three algorithms, which means all clients are assigned
to an AP and can use the connection for services. Overall, the load-balancing
algorithms distribute the clients more evenly, where the advanced one is the
best amongst them, followed by the simple one and at last the state of the art
method.

In Figure 6 we can see the distribution of the throughput of every AP. Similar
to the number of clients, the throughput is more evenly distributed with the
advanced algorithm than with no algorithm or the simple one. We can see that
the minimum value of the throughput is higher for the advanced algorithm due
to the better distribution of the clients. The maximum value on the other hand is
a bit lower, due to the fact that less clients are connected. Again, the deviation,
compared to the other two, is lower and can be kept during the whole time.
This means, that there is still throughput available on each AP and the clients
experience a better connection with lesser delay and lesser packet loss, by reason
of a lesser amount of clients competing for air time.

The better distribution of the number of clients and throughput amongst the
APs allows for further capacities on each access point for the advanced algorithm.
On the other hand, if we have no algorithm, some APs are already overloaded or
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close to it, while others still have capacity. If the number of clients on the APs,
which are close to being overloaded, would increase, they can not serve them
anymore with an acceptable quality, while the APs with the advanced algorithm
still can, because they have spare capacity on each one. In the context of moving
clients, the advanced one can handle those more easily as it actively moves them
to another AP, while the clients stick to the AP for the state of the art method.
This leads to a degeneration of experience for clients over time. The advanced
algorithm can avoid this degeneration with the recomputation.

Overall, the simple algorithm does not far as good as the advanced one, be-
cause it considers less parameters. But it can still show an improvement over
the algorithm with no control. The advanced one considers more parameters
and can improve the performance of the network significantly more. The state
of the art method can not compete with both of them and shows worse network
performance and therefore a worse experience for the client.

6 Conclusion and Future Work

In this paper, we presented a network-driven approach that can improve the
performance of the network, regarding throughput distribution and distribution
of clients, without any change on the clients. The control over the decisions
where a client is connected, is transferred to the AP. The information exchange
between the APs allows for a better view on the network and can be used on
each AP to independently decide which is the best AP for a client. The decision
is enforced through the use of standardised methods.

As future work, our approach can be combined with other methods, such as
cell breathing to allow for further improvement [3] [7]. If the standards IEEE
802.11k/r/v become more commonly implemented, these can also be used [1] [10].
A crowd movement model, as well as more realistic traffic generation can be
added. The placement of the APs can also be researched, as realistic settings do
not always allow for evenly distributed APs. As the proposed algorithm might
need more messages from clients, the impact on the battery level can be re-
searched.
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Abstract. Alternative energies are a good option to face the growing demand of 
energy consumption in the present and future telecommunications systems, par-
ticularly in the next generation cellular systems, where a significant increase in 
the number of nodes is expected. Although, there are still major challenges re-
lated to optimization of consumption in scenarios without grid connection, as 
well as the joint optimization of the radio resource and energy utilization. 

A flexible architecture that allows to minimize the total energy consumption 
of the system is required, both for network design and power management, sub-
ject to variability of the alternative energy sources and operating restrictions of 
the cellular network, such as mobility parameters, coverage zone, load balanc-
ing and quality of service.  

In this way, this project aims to propose a methodology for cellular phone 
network design in places without grid connection and a SON (Self Organized 
Networks) mechanism to dynamically control an energy-efficient system that 
includes renewable energy to power Heterogeneous Networks (HetNets), while 
optimizing the available radio resources. 

Keywords: Energy efficiency · HetNets · SON · Green communications ·  
Renewable energies · Optimal control* 

1 Introduction 

The Green IT New Industry Shockwave published by Gartner [1] shows that the field 
of Information Technology and Communication (ICT) accounts for 2% of the CO2 

footprint. Similarly, within this field, mobile communications networks consume 
about 0.5% of global energy supply [2]. Therefore, the development of strategies to 
mitigate the environmental impact and improve energy consumption in future cellular 
networks is a field of research that is becoming paramount. 
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Among several strategies studied by manufacturers and academia to improve the 
energy efficiency in cellular networks, there are some related to the optimization of 
the consumption in network components or techniques to switch on-off different 
nodes [3, 4, 5, 6], but is not common to find an approach from the viewpoint of the 
energetic processes, i.e. on-place energy availability is an issue, even more relevant 
for isolated nodes [7]. 

In this way, a recent research topic is the integration of renewable energy (RE), 
such as wind and solar in places without connection to power grid. This opens re-
search issues providing an important opportunity for both green cellular networks and 
facilitates the integration of REs in the infrastructure of the country [8, 9]. 

Similarly, another important research field is Self-Organizing Networks (SON) 
technology [10], which is able to minimize human intervention in the design and 
management of networking processes, counting now with architectures proposed for 
implementation in future cellular systems.  

Therefore, this paper presents an overview of the doctoral project in Energy Sys-
tems whose main research goal is to propose a dynamic control algorithm and a me-
thodology for network layout that provides energy efficient management in HetNets 
through a power system based in alternative energies, supported in a SON layer that 
adapts itself to improve the consumption to the current RE availability and to optim-
ize the power radiated in areas without grid connection. 

This paper is structured as follows: Section 2 presents the research problem, Sec-
tion 3 describes the methodology approach. In Section 4, the foreseen impacts are 
presented, and finally the expected contribution and some conclusions are presented 
in Section 5. 

2 Research Problem 

Heterogeneous Networks or HetNets, are composed by coexisting macrocells and low 
power nodes (LPNs) such as picocells, femtocells, and relay nodes with the target of 
establishing a flexible architecture and respond to the growing traffic demand [11]. 

The deployment of a large number of LPNs carries on the ever increasing energy 
consumption in wireless networks, consumption that is today almost exclusively pro-
vided by the fossil originated or grid electricity, hindering the service in places with-
out connection to the grid. In this context, the concept of Green Power Technology 
appears in the mobile industry, traditionally referring to a renewable energy source 
used to generate and supply power to a mobile base station site [12]. 

The implementation of renewable energy sources in cellular networks has several 
challenges. Some of them come from the unavailability of grid connection in many 
places plus the variability of the sun and wind energy. To solve these problems, con-
trol strategies are needed to balance both, energy sources consumption and manage-
ment of the service, that is: accepting or transferring user connections from node to 
node, or reducing coverage area by sector or by emitted power. The implementation 
of the above mentioned control management strategies could also cause reduction in 
electromagnetic emissions and at the same time energy saving. Besides the need to 
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modify dynamically the coverage area of the cell, structures a new and challenging 
research area. 

In this sense, SON which is able to minimize human intervention in networking 
processes, combined with a dynamic optimization scheme to implement energy man-
agement control policies, offers a new perspective that has not been proposed yet in 
Green Cellular Networks research. 

Thus, it is necessary to define a mechanism that combines the existing definition of 
SON with a dynamic optimization control system, such that it will be possible to per-
form an energy aware management of the network with a flexible and scalable 
scheme. To make this happen, the algorithms that optimize the operation of the alter-
native power supply and the communication protocols that coordinate the access to 
the network with the energy handling systems must be defined. 

According to the above, we state that it is possible to generate a strategy that re-
duces the rate of global energy consumption in Heterogeneous Networks, by the im-
plementation of an intelligent management system supported on alternative energy 
supply and by the implementation of a SON scheme that optimizes the use of radio 
resources that fulfills the requirements for quality of the service and properly manages 
the radiated power. 

3 Research Objective and Methodology Approach 

The objective of the project is to propose a dynamic control algorithm and a metho-
dology for network layout that provides energy efficient management in HetNets 
through a power system based in alternative energies, supported in a SON layer that 
dynamically optimizes the radio resource utilization (coverages areas) and traffic 
management. In this sense, we propose an incremental methodology composed by the 
next steps: 

1. Definition of an analytical model of alternative energy on-place availability and 
radio base consumption behavior: First step will be the Integration of the propaga-
tion model with the radio base consumption model [13] and the definition of the 
RE power availability based on geographical location of the base stations.   

2. Static Optimization of the Network layout: Once the consumption model is de-
fined, network layout could be defined by optimizing base stations location accord-
ing to the availability of RE resource. This optimization is called “Static” in this 
work, because, quantity and location of base stations are defined prior to actual 
implementation of the cellular phone network. 

3. Propose of a dynamic optimization mechanism: To optimize the utilization of 
green energy is necessary to formulate a model of the demand and consumption of 
energy by the different cells. This model should include the different parameters 
that affect the behavior of alternative energy sources, like traffic behavior, radio re-
sources variation and weather forecasting to include them as constraints in the op-
timization process.  

The implementation of a SON based energy management system, will be used 
to optimize the consumption. This implementation will use renewable energy 
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sources according to its available power prediction through meteorological data 
and the power requested due to users of the area. This optimization is called “Dy-
namic” in this work, because a dynamic non-linear optimization will be performed 
by a controller each time step on each base station according to the technique de-
scribed in [14].  

4. Validation of the proposed architecture: Using weather forecast and traffic beha-
vior data, simulation campaigns will be executed to test the proposed management 
optimization policies.   

4 Foreseen Impact 

The first impact of the project will be the formulation of an analytic model of energy 
consumption in heterogeneous networks including aspects related to quality of service 
and, from it, the implementation of a SON based energy management system to op-
timize the consumption using renewable energy sources. 

In this way, the research project proposes to improve the energy efficiency and the 
reduction of CO2 emissions with the design of a renewable energy system for cellular 
base stations. This will provide the opportunity to obtain greener communications and 
to integrate the renewable energy in the existing infrastructure at the same time.  

Another important impact resulting of the Static optimization stage, will be a me-
thodology for network design in places without grid connection. 

According to the above, the main impact of this research will be to incorporate  
alternatives energies as a supplementary power source to traditional schemes and 
supporting the intelligence of the solution in an SON scheme, this way reducing the 
environmental impact of these technologies and guaranteeing the quality of service on 
isolated areas. 

5 Conclusions 

The use of alternative energy in telecommunication systems has been considered for 
decades, but there are still challenges to be overcome before its proper implementa-
tion in current systems. Within the fields of research that exist today, it is the devel-
opment of control systems to establish load balancing between alternative energy 
sources and quality of service in places without grid connection. 

One of the main current research topics is related to smart control systems, because 
the complexity of the new network architecture, the growing number of nodes and the 
presence of important variables as the traffic load, mobility and the radiated power, 
make optimization processes very complex, requiring therefore algorithms that are 
able to incorporate all these elements and generate feasible operation solutions. 

For the proper application of renewable energy to HetNets, it is necessary to com-
bine the strategy of supply with mechanisms to automatically organize the power 
levels that radiate each base station, to thereby minimize consumption fulfilling with 
the services requirements. Finally, is important say that one innovation factor of the 
doctoral proposal is the new approach to improve energy efficiency in HetNets. 
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Abstract. Over the last years, multimedia content has become more
prominent than ever. Particularly, video streaming is responsible for
more than a half of the total global bandwidth consumption on the Inter-
net. As the original Internet was not designed to deliver such real-time,
bandwidth-consuming applications, a serious challenge is posed on how
to efficiently provide the best service to the users. This requires a shift in
the classical approach used to deliver multimedia content, from a pure
Quality of Service (QoS) to a full Quality of Experience (QoE) per-
spective. While QoS parameters are mainly related to low-level network
aspects, the QoE reflects how the end-users perceive a particular mul-
timedia service. As the relationship between QoS parameters and QoE
is far from linear, a classical QoS-centric delivery is not able to fully
optimize the quality as perceived by the users. This paper provides an
overview of the main challenges this PhD aims to tackle in the field of
end-to-end QoE optimization of video streaming services and, more pre-
cisely, of HTTP Adaptive Streaming (HAS) solutions, which are quickly
becoming the de facto standard for video delivery over the Internet.

Keywords: Quality of Experience · Multimedia delivery · Multi-agent
algorithms · Adaptive video streaming

1 Introduction

Nowadays, multimedia applications are responsible for an important portion of
the traffic exchanged over the Internet. As an example, video streaming is re-
sponsible for more than a half of the total global bandwidth consumption on the
Internet [1]. The continuous growth of these bandwidth-consuming and real-time
applications poses a serious challenge on how to efficiently deliver multimedia
content over the Internet. As an efficient delivery depends on the quality as
perceived by the final user, the so-called Quality of Experience (QoE), a shift
is required from a classical Quality of Service (QoS)- to a full QoE-centric de-
livery. In this perspective, networks and services should be managed in order
to guarantee specific QoE levels instead of classical QoS parameters, which are
unable to reflect the actual delivered QoE. A pure QoE-centric management is
challenged by the nature of the Internet itself, as the Internet was not originally
designed to support today’s complex and high demanding services. In this PhD
we investigate this challenging topic in detail and focus on the following research
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questions: (i) how cooperation can be envisioned between the network and the
applications to increase the QoE? (ii) how applications’ algorithms can be made
adaptive to highly varying network conditions? (iii) how to guarantee fairness
from a QoE perspective to applications competing for shared network resources?

2 QoE-Centric Delivery of Adaptive Video Streams

This PhD research covers the design of an architecture and algorithms for the ef-
ficient management of multimedia content. Particularly, we focus on the efficient
delivery of HTTP Adaptive video Streaming (HAS).

2.1 Motivation

HAS techniques have become very popular due to their flexibility, and can there-
fore be considered as the de facto standard for video streaming services over the
Internet. Recently, a standardized solution has been proposed by MPEG, called
Dynamic Adaptive Streaming over HTTP (DASH). In HAS, each video is tempo-
rally segmented and stored in different quality levels. Rate adaptation heuristics,
deployed at the video player, allow the most appropriate level to be dynamically
requested, based on the current network conditions. Nevertheless, several in-
efficiencies have still to be solved in order to further improve users’ QoE. As
reported by Akshabi et al., current heuristics perform sub-optimally when sud-
den bandwidth drops occur, therefore leading to freezes in the video play-out,
the main factor influencing users’ QoE [2]. This issue is aggravated in case of
live events, where the video player buffer has to be kept as small as possible in
order to reduce the play-out delay between the user and the live signal. More-
over, current solutions have been shown to be underperforming in a multi-client
scenario [3], [4], [5]. Concretely, this means that clients streaming video at the
same time negatively influence each other as they compete for shared network
resources. Fairness issues are not due to TCP dynamics, but mainly arise from
the rate adaptation algorithms, as they decide on the actual rate to download
[3]. In this PhD, we aim to solving the aforementioned problems arising in the
delivery of HAS streams. Particularly, we focus on two complementary aspects:
(i) novel client-based rate adaptation heuristics to improve users’ QoE and (ii)
network-based systems to efficiently deliver HAS streams.

2.2 Proposed Approach and Methodology

As introduced previously, a drawback of current HAS systems is their unman-
aged nature. In a classical HAS system, no information exchange is envisioned
between the clients and the network nodes. The goal of this PhD is to reverse this
paradigm in order to fully optimize the delivery of HAS streams, i.e., provide
a better QoE and improve fairness among competing clients. Particularly, we
focus on multi-client scenarios, where multiple clients stream video at the same
time. A fundamental aspect to consider in this setting is that the rate adaptation
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Fig. 1. Schematic representation of a communication network based on the Evolved
Packet Core (EPC) [6]. The possible locations of the in-network nodes are shown. A
node should be located at the main aggregation points of the network, in order to
monitor the links where a bottleneck can occur.

heuristic of a client influences that of the other clients. When a client selects a
particular quality level, it uses a portion of the shared bandwidth. This decision
has an impact on the performance of the other clients and thus also on their rate
adaptation. This means that a group of competing clients creates a distributed
control-feedback system, whose performance is difficult to predict and influence.

In light of the above, the questions we aim to answering in this PhD are the
following: (i) which feedback can be exchanged by the clients and the network
nodes in order to have a fully cognitive delivery chain? (ii) which actions network
nodes can take in order to help the clients achieving a high QoE and improving
fairness? (iii) how can HAS clients proactively exploit the information provided
by the network nodes to enhance the delivered QoE?

In order to tackle these questions, an in-network approach is investigated in
this PhD. In this case, in-network nodes are placed in the network to collect
feedback regarding the network and clients’ conditions and influence client’s
behaviour. A possible positioning is shown in Figure 1. The main advantage of
this approach is three-fold. First, no communication is needed among clients
and consequently no significant overhead is introduced. Second, the quality level
selection is still performed locally and independently by each client. Third, the
approach is robust toward network failures, as the clients can also operate (at a
sub-optimal level) without the in-network system. This problem can be modelled
as a multi-agent system, where autonomous agents operate on local knowledge
and posses only limited abilities, but they are nonetheless able to achieve a
desired global behaviour (i.e., increase QoE and fairness). A first step in this
area has been taken by us with the implementation of a rate adaptation heuristic
based on a multi-agent version of the Q-Learning algorithm [5].

Obtained Results. Figure 2a shows some results from our proposal [5]. We
investigate the performance of the proposed multi-client HAS framework, in
comparison with both the Q-Learning-based client studied by Claeys et al. [7]
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(a) (b)

Fig. 2. Obtained results using the proposed in-network-based approach.

and a traditional HAS client, the Microsoft ISS Smooth Streaming (MSS) [8],
in a scenario with 7 and 10 clients streaming video at the same time. Each
bar represents the average QoE of the entire group of clients, together with its
standard deviation that we use as fairness metric. The QoE is a metric in the
same range of the Mean Opinion Score and can be computed as described by
Claeys et al. [7]. In the evaluated bandwidth scenario, we were able to show
that our multi-client HAS framework resulted in a better video quality and in
a remarkable improvement of fairness, up to 60% and 48% in the 10 clients
case, compared to MSS and the Q-Learning-based client, respectively. In Figure
2b, a comparison in terms of QoE and freeze time is provided with the MSS,
the QoE-RAHAS heuristic [9] and our multi-client solution [10], in a scenario
with 30 clients streaming video at the same time. By evaluating our solution
under varying network conditions and in several multi-client scenarios, we showed
how the proposed approach can reduce freezes up to 75% when compared to
benchmark heuristics.

3 Conclusions and Future Work

This PhD aims to contributing to a more efficient delivery of multimedia content
and, more specifically, of HTTP adaptive streams. We have proposed several new
HAS heuristics able to dynamically adapt their behaviour depending on network
conditions, in order to obtain a high QoE at the client. A fundamental element of
our solution is a system of in-network nodes in charge of collecting information
on the network and clients’ conditions and improve clients’ behaviour. Future
research proceeds in three directions, which are detailed in the following.

Energy-Aware Management. Given the consumption of video from mobile
devices is constantly increasing, rate adaptation heuristics should become aware
and able to adapt to the characteristics of the mobile devices (e.g., CPU, battery
lifetime). For this purpose, a MPEG–DASH compliant video player has been
developed in order to test the proposed algorithms on real equipment [11].

Heterogeneous Clients. In real scenarios, different devices with different char-
acteristics, e.g., in terms of screen dimension or subscription level, stream video
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together. The quality delivered to each device should be tailored based on these
characteristics. This would also allow to introduce new business models in HAS
services. How the proposed algorithms should be adapted in order to efficiently
tackle this aspect is still an open topic.

High-Definition (HD) Video Delivery. The rapid evolution toward super-
HD content (e.g., 4K video) poses new challenges in the delivery of multimedia
services. As HD content requires bigger HTTP segments, its delivery is much
more susceptible to video freezes compared to traditional one. Moreover, the
effect of quality switches on QoE is further made worse.We propose to investigate
the use of the new HTTP/2 standard to further increase the performance of the
proposed algorithms in this scenario.

Acknowledgement. This work was partly funded by FLAMINGO, a Network of
Excellence project (ICT–318488) supported by the European Commission under its
Seventh Framework Programme.
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Abstract. Information-Centric Networking (ICN) advocates a clean-
slate redesign of the Internet network layer through a major shift from
a host-to-host communication model to a content-based one. Hence ide-
ally, current ICN propositions and implementations, for instance NDN
(Named Data Networking), should replace the IP layer. Indeed none of
these already provide a full-fledged solution, due to the big challenges
that their deployment at a global scale implies. Nevertheless ICN’s am-
bitious goal could be a plausible short-term step for networks at the
Internet’s borders, where several layer-2 technologies populate the Inter-
net of Things ecosystem. Those domains still need an in-depth analysis of
the potential of the ICN solutions as well as of the concrete mechanisms
to deploy them. Thus in the following, we’ve sketched out our research
path to find out common layer-2 requirements for the future Internet’s
network-layer.

Keywords: ICN · Network-layer · NDN · IoT

1 Introduction

The Internet’s architecture has notably served our needs so far, even if, since its
original design, the requirements for a global communication infrastructure have
radically changed [1]. Nowadays many researchers finally have agreed on the
concrete need for a redesign of the network architecture to improve its efficiency
and to assure it a longer life. A novel networking approach, called Information-
Centric Networking [2], suggests to shift the model of communication used by
the Internet from a host-to-host dialogue to a network-driven search for sources
of information.

Since the coming out of PARC with Van Jacobson’s google-talk [15] and the
subsequent publication of the seminal paper on Content-Centric Networking [4]
have spread the idea of Information Centric Networking, several advances have
been done in the field. As counterpart, there are still several critical research
challenges [16] that need to be addressed by ICN and those unanswered questions
slow down its adoption.

c© IFIP International Federation for Information Processing 2015
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Today the ICN community eagerly seeks use-cases to showcase the advantages
this novel network paradigm might bring in real-life scenarios [18]. To this re-
gard, the ICN data-oriented approach appeals to the Internet of Things (IoT)
domain as the perfect glue for internetworking the IoT islands. Nevertheless
previous research works have just showcased the feasibility of adopting ICN for
some specific IoT scenarios, e.g., BASs [5,6], MANETs [7,8], vehicular networks
[9,10] and sink-centric WSNs [11,12,13]. Each of those attempts relies on ad-hoc
assumptions and none of them identify a common set of services that an ICN
layer should expose to the IoT’s layer-2 technologies. This lack of consensus on
few core design principles implies that current ICN solutions often have to be
heavily tailored for the deployment in IoT scenarios.

2 Background on Named Data Networking

The NDN architecture [3] is the ICN instantiation targeted for our study. The
NDN communication model is receiver-driven and it is governed by two different
named network packets, the Interest and the Data, and by three data structures,
the Forwarding Information Base (FIB), the Pending Interest Table (PIT) and
the Content Store (CS). The communication is started by information consumers
that issue Interests to request contents. Then the network routes by name the
Interests (matching FIB entries held by the network devices) towards one or
more content providers (either the original source or devices that have cached
a copy in their CS). Finally the Data is routed back to the requester, following
the trail left (the PIT entries) by the corresponding Interest into the traversed
network devices.

NDN features several design choices that appeal to the IoT. It provides in-
network caching and content-based security (every packet carries a digital sig-
nature) that might reduce the duty cycle of constrained-resources devices, as
long as the information they’ve disseminated will be valid. It provides flow bal-
ance mechanisms, matching an Interest to a single Data packet, that might
reduce the overall traffic and so the demand for computation into the network
devices. It allows to define human-readable naming schemes to address the net-
work’s contents, and this might ease the services and objects discovery which is
crucial in IoT dense environments. Moreover NDN performs multi-path name-
based forwarding of network packets, that is, a network device can forward a
request to multiple next hops based both on some information it holds and on
the request’s name. The forwarding logic can be further specialized through the
plug-in of user-defined software modules, called strategies, to perform custom
forwarding decisions.

3 Research Statement

The Internet was originally devised to deliver packets to fixed destination ad-
dresses and now it is expected to serve billions of mobile devices jumping between
different networks. Any clean-slate attempt to evolve the Internet’s architecture
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has to accommodate both emerging and consolidated technologies in a fresh de-
sign. So any conscious advocate of ICN should ask himself: ”Is ICN ready to
welcome the Internet-of-Things?”

The success of the Internet Protocol stems from the neat layered design of
the whole network architecture. At the Internet’s rise the main requirements for
a global network were translated into IP’s packet format fields. For instance,
the need of internetworking was barely encoded into the IP datagram format
as fragmentation fields and, not surprisingly, it is still of immense relevance.
The history of computer networks has taught us that there will always be layer-
2 technologies with different requirements that need to inter-operate and this
aspect has become more and more evident with the proliferation of network
technologies throughout the last decade: WiFi, WiMAX, Bluetooth, LoWPANs
standards, 4G and sooner its descendant 5G.

ICN has potential features to welcome the heterogeneity of technologies that
characterizes the IoT, but it has evidently not been designed to fulfill this objec-
tive. Therefore, we strive to enhance the design of current ICN solutions through
the analysis of their deployment in scenarios where end-users join several net-
works at the same time. In figure 1 we illustrate one of the scenarios on target.
We suppose to have an user with a laptop equipped with three different net-
work interfaces. The user’s laptop has an Ethernet interface plugged to a private
company LAN. At the same time the user has joined a different ad-hoc WiFi
network with some colleagues to do collaborative tasks. Finally, the user also
has broadband Internet access, e.g., through either an usb-modem for cellular
connection or PC-card for WiMAX access.

Fig. 1. Targeted use case scenario

One trivial use-case for the scenario depicted above could be the following:
the user wants to fetch some content from the web and some of his colleagues
might have already fetched the same; so if some local copies exist, the user would
prefer to fetch them for many possible reasons, e.g., to save traffic, to have faster
download times, to not worry about cellular connection instability. Each time the
user’s application make a call to a network primitive, the network level should
try to fit out the best from the local resources and from the neighborhood. So
the question is: ”Are current ICN solutions really ready to serve to this need?”
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4 Methodology and Preliminary Results

Our research roadmap mainly targets the testing and the extension of the NDN’s
platform codebase [19]. However we use in parallel the network simulator ndnSim
[14] based on the ns-3, a network simulator that offers modules modeling the
most common layer-2 technologies.
We’ve tested how the plain NDN performs in simple scenarios wherein some
nodes exhibit both WiFi and Ethernet connectivity. We’ve run some rounds of
simulation over a three-level tree network topology, where all the leaf nodes fetch
content from a single producer at the root of the tree, see figure 2. We’ve run
the experiments for three distinct scenarios, namely labeled as Caching, WiFi,
WiFi & Caching. In the Caching scenario, all the tree nodes cache content, but
none of them have WiFi connectivity. In the WiFi scenario, leaf nodes have
WiFi and they’re the only tree nodes that can cache contents. In the WiFi &
Caching scenario, leaf nodes have WiFi and all the tree nodes can cache content.
In fig. 3 we’ve reported the average download time measured using different
built-in ndnSim’s forwarding strategies [17]. Surprisingly the average download
time never decreases in presence of cached contents by the consumer’s WiFi-
neighbors, on the contrary it worsens. The latter condition happens because of
the high collision rate produced by the intense broadcast WiFi traffic [20].

Fig. 2. Topology for preliminary tests Fig. 3. Average download time

5 Conclusion

As expected, this first hands-on experience outlines that the NDN protocol, as
it is, cannot run efficiently over different layer-2 without adaptation and thus
it calls for a deeper investigation. As next step, we’ve started implementing
a custom forwarding strategy into ndnSim, which prioritizes output interfaces
according to their data-link layer.
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Abstract. Cloud computing offers an attractive platform to provide re-
sources on-demand, but currently fails to meet the corresponding latency
requirements for a wide range of Internet of Things (IoT) applications. In
recent years efforts have been made to distribute the cloud closer to the
user environment, but they were typically limited to the fixed network
infrastructure as current cloud management algorithms cannot cope with
the unpredictable nature of wireless networks. This fixed deployment of
clouds often does not suffice as, for some applications, the access network
itself already introduces an intolerable delay in response time. Therefore
we propose to extend the cloud formalism into the (wireless) IoT envi-
ronment itself, incorporating the infrastructure that is already present.
Given the mobile nature of local infrastructure, we refer to this as a fluid
extension to the cloud, or more simply as a fluid cloud.

1 Introduction

While the Internet was originally intended as a dumb packet forwarder between
fixed (large) computers, it now comprises a myriad of devices connected through
a plethora of technologies and used for a wide range of applications. This unex-
pected evolution has fuelled the popularity and reach of the current Internet but
has also put a significant strain on its management complexity. During recent
years, two major trends have presented themselves that will define the Internet’s
management for the next decades: cloud computing and the Internet of Things.
Cloud computing is enabled by large-scale datacentres hosting hundreds of thou-
sands of servers, offering resources on a pay-per-use basis. The management
of fixed cloud infrastructure has already extensively been studied in literature.
Moens et al. propose a feature model, incorporating interdependencies between
application features [1]. Zhani et al. advocate Virtual Datacentre Embedding
(VDE) as a means of guaranteeing both server and network resources [2]. This
is closely related to the work on Virtual Network Embedding (VNE) [3], [4], [5].
Here, virtual network components are embedded into a physical network sub-
strate, similar to how virtual machines are embedded into a physical machine
substrate. Another trend in the management of cloud computing is the inter-
cloud paradigm, where not one cloud is considered but researchers focus on the
optimal distribution of computational tasks between multiple clouds [6]. This
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network of clouds is needed to ensure that some tasks are deployed on an infras-
tructure that is closer to the user. In more complex environments, a complete
collection of private clouds is considered. Latency and jitter are becoming the
dominant concerns in the application placement problem as they are typically
used for applications that require a rapid response [7]. Nearby clouds generally
perform better in terms of latency. This consideration eventually leads to the
conception of fog computing. Urgaonkar et al. define the fog as a cloud close to
the ground [7]. They propose placement of computational entities at the Internet
Service Provider (ISP) level to lower latency and jitter.

A second important trend in communication networks is the recent emergence
of the Internet of Things (IoT) paradigm. The developments in wireless technol-
ogy and the price drop for miniaturized electronic components have fuelled the
uptake of connected objects. Early products are in the meantime present in all
market segments, and range from our personal devices and appliances over pub-
lic infrastructures to industrial machinery. Future highly interactive applications
will require ultra-low response times, these applications include robotics [8] and
human-machine interactions [9]. Rapid growth of connected devices introduces
new challenges e.g. with respect to ubiquitous wireless connectivity, efficient al-
location of networking and computing resources, the real-time processing of con-
tinuous IoT data streams and the novel types of interactions that may emerge
between humans and their smart, connected environment [10].

As a single sensor node typically does not have appropriate computational
capabilities, tasks in an IoT environment are currently offloaded to a nearby
server. While concepts such as cloud computing allow delegating these tasks to
a computational infrastructure, it may not always be possible to use this cen-
tralized infrastructure e.g. because the introduced latency between the wireless
link and fixed infrastructure is too high. Concepts such as the inter-cloud and
fog computing are thus a first step towards solving this latency challenge but
they are not able to support the required really fast response times for highly
interactive applications.

2 Fluid Cloud

This paper proposes to extend the cloud formalism into the (wireless) IoT envi-
ronment itself, incorporating the infrastructure that is already present and can be
accessed at minimal latency. Given the mobile nature of the local infrastructure,
we will refer to this as a fluid extension to the cloud, or more simply as a fluid
cloud. This extension however is non-trivial as local infrastructure drastically
differs from traditional cloud infrastructure. State-of-the-art management con-
cepts assume infrastructure to be static, always-on, highly performing in terms
of memory and CPU, and interconnected by an over-provisioned, well-controlled
network. These assumptions clearly are no longer valid in the context of an IoT
environment. Fluid cloud management must consider a broad spectrum, which
includes devices that are low-power, unreliable and constrained in terms of con-
nectivity, memory and processing. In the following we describe how we plan
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Fig. 1. Illustration of fluid cloud concepts: Processes c, d are consolidated onto one
physical node, b is replicated onto multiple physical nodes. ref is a relay process that
enables multi-hopping. A, b, c, d and c, d, e, f communicate over respectively wireless
and wired infrastructure. Physical devices are non-restrictively labelled as either Low
(L), Medium (M) or High (H) performance.

to overcome the challenges associated with extension of the cloud into an IoT
environment. A high-level overview of the research project is given in Figure 1.

In a first phase, we will develop an IoT-aware application placement frame-
work that handles requests for computational tasks and distributes these re-
quests to available IoT infrastructure. Both initial and additional requests must
be handled and the often dynamic QoS (Quality of Service) evolution in an IoT
environment must be taken into account. Maximisation of the number of appli-
cations that can be hosted on the platform while satisfying resource limitations
is referred to as the Application Placement Problem (APP), which in its general
form is NP-hard [7], [11]. Efficient placement requires knowledge about the com-
position of applications. Therefore we will first develop a theoretical framework
to describe applications as composed of processes, communicating over channels.
We prefer a description in terms of processes as it allows use of elegant models
such as Kahn Processing Networks (KPN) [12] and its extensions [13].

Secondly, we will use this theoretical framework for building new IoT-aware
placement algorithms. Traditional application placement considers a list of ma-
chines, each having limited CPU and memory resources available and a list con-
taining application processes, each having a certain demand for said resources.
Limitations on machine resources, such as CPU and memory, will be incor-
porated as Knapsack constraints. Recent works incorporate bandwidth limita-
tions as a third resource type. However such an approach implicitly assumes
the networking interfaces of individual machines bottleneck throughput. This
assumption is clearly not valid in an IoT environment, as the networking in-
frastructure cannot be assumed reliable and over-provisioned. Therefore, we will
add topology-awareness to both application and networking description. In this
context, we will extend the theoretical framework by translating application
specifications into an application graph, displaying task-level parallelism and
dependencies. Moreover, a network graph will be generated, representing Knap-
sack and QoS constraints as vertices and edges respectively. The network graph
can be generated by instantiating monitoring components throughout the net-
work.
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Thirdly, traditional placement algorithms are said to be binary, indicating that
a process is either placed once, or not at all. In an IoT environment, hosts are
unreliable, as they can enter and leave the network at any time. We will mitigate
this unreliable nature of hosts by grouped replication of processes. Individual
processes can be placed multiple times, implicating that in our case the APP
will be non-binary. Networking links can be highly unreliable. Therefore, on the
other hand we will instantiate additional relay processes, enabling multi-hopping,
a technique widely deployed in wireless mesh networks. This way placement
algorithms gain control over routing, introducing an additional variable in QoS
optimisation. Also we note that in QoS constrained applications, reliability of
pair-wise communication between processes can be augmented by employing
multiple parallel connections, referred to as multi-path routing.

In a second phase we will develop elastic migration algorithms to support
migration of processes in live systems. Migration is called for when either net-
working environment or workload are altered significantly. In a QoS constrained
system, migration tends to result in unacceptable delays, as this is a bandwidth
and memory intensive procedure. Therefore, we will incorporate predictions to
estimate future workload and networking conditions. Also, in our framework we
will define multiple levels of QoS guarantees, each corresponding to certain net-
working conditions. As such we can define techniques of graceful degradation
to cope with faults through system reconfiguration at runtime, at the cost of
redundant active or standby resources. In this light, one needs to ensure the cor-
rect tasks restart after a system reconfiguration. Therefore, we will implement
check-pointing protocols to support state reservation.

Acknowledgments. Part of this work has been funded by the iFEST and EMD
project, co-funded by iMinds and IWT.
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Abstract. MultipathTCP,amajorextension toregularTCP,allowsTCP
clients to utilize multiple paths to improve the transfer rate and connection
robustness. Providing these benefits without requiring to upgrade network
infrastructure nor applications,MultipathTCP is becomingmore popular.
Notably Apple iOS 7 now supports it for SIRI. However, there is still lack
of a complete understanding of Multipath TCP in practice. Howmuch can
a user benefit from Multipath TCP in different scenarios? Which factors
affect the performance of Multipath TCP? Howwell can we predict the be-
havior of Multipath TCP in a specific environment? Our research aims to
answer these questions by large-scalemeasurements andmodel-based anal-
ysis. The answers will be an important input for designers and developers
to further improve Multipath TCP.

Keywords: Multipath · MPTCP · Traffic measurement · Modeling

1 Background

To be able to use several network paths for a single connection is a long-desired
feature, since it would bring several benefits including higher transfer rate and
better robustness. However, this is not possible with TCP – the dominating re-
liable protocol in today’s Internet. As an extension for TCP, Multipath TCP
(MPTCP) is rapidly adopted by both academia and industry. At the time of
writing, MPTCP implementations exist on several operating systems, including
Linux [10], Apple iOS and MacOS [1], FreeBSD [14], Solaris [5] and Citrix. A no-
table use case of MPTCP is to enable WiFi/3G offload on mobile devices [11,3,4].
On recent iPhones and iPads, Apple has deployed and enabled MPTCP by de-
fault for its voice recognition application (SIRI) [1] in order to reduce end-to-end
delays. It could also be used in datacenters to exploit multiple paths between
hosts [13]. Before MPTCP, Stream Control Transmission Protocol (SCTP) [6]
was designed with multi-homing in mind and supports concurrent multipath ex-
tensions [9]. However, SCTP is still not widely used since it requires developers
to change their applications and many networking devices like NATs/Firewalls
do not understand SCTP and block its traffic. Instead, Multipath TCP was
designed with backward-compatible goals in mind: it provides network applica-
tions the same API as regular TCP, for that TCP applications can use MPTCP
without any modification. Behind the scene, it uses several subflows which ap-
pear to network infrastructure as separated regular TCP connections. Detailed
explanations of MPTCP can be found in [7].
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2 Motivation and Research Problems

Given the quick adoption and the potential applications of MPTCP, it is im-
portant to know how reliable MPTCP is and how much performance we can
gain from using it in practice. A thorough understanding of MPTCP behavior
and performance now becomes critical. We have identified three major questions
that need to be answered:

1. How is MPTCP currently used?
In MPTCP, so-called schedulers and path managers control how subflows
are established and how packets are distributed over them. Different im-
plementations for scheduling and path managing are available. In order to
further develop MPTCP, the designers of MPTCP need to know what users
are currently using. Which configurations are used in practice? Can we find
that from passive measurements? For what applications is MPTCP used?

2. How does MPTCP behave in practice?
This can be split into more specific questions: whether MPTCP always be-
haves correctly, and how well the performance of MPTCP is. SCTP has been
implemented in many operating systems, but its usage is very limited since
it is incompatible with conventional TCP. Learned from the painfully slow
adoption/deployment of SCTP, MPTCP was designed to work with conven-
tional applications and network infrastructure. For example, MPTCP should
fall back to regular TCP when proper operation over multiple paths is not
possible. Until now, there is little knowledge about the correct behavior of
MPTCP in such situations over the global Internet. In terms of performance,
the fact that MPTCP uses several paths does not mean it will automatically
gain the sum of goodput over all paths. Moreover, the perceived delay to the
user is also important to investigate.

3. How to predict the behavior of MPTCP before deploying it in a specific en-
vironment?
While MPTCP has potential to bring several benefits to a wide range of
devices, network operators or service providers need to anticipate the benefits
and the risks from deploying MPTCP on a large scale.

Generally, in order to answer the above questions, we can evaluate MPTCP
through analysis, simulation, emulation [12], or real-world measurement. There
are several existing efforts. Passive measurement is done by collecting the avail-
able information from the network, for example in [8], while active measurement
is done by sending particular packets through networks and getting the necessary
metrics [3,4]. There are also works toward modeling and analysis. For example,
Arzani et al. [2] present a simple model for MPTCP behavior for a simple 2-
path topology. However, to predict MPTCP behavior in a real, heterogeneous
environment is still a big challenge.

3 Research Directions

We plan to answer research questions 1 and 2 by performing measurements. A
first step was done in [8] where we collected and analyzed the MPTCP network
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traffic on a public Internet server for one week. This server hosts multipath-
tcp.org site to which everyone interested in MPTCP can access, download kernel
and do testing with MPTCP enabled. In order to gain a more general insight into
the usage and behavior of MPTCP in practice, we need to conduct measurements
with the following considerations in mind:

1. Large-scale measurement: Previous works, which mostly focused on active
measurement, only tested MPTCP with a few hosts. We envisage to perform
active and passive measurements on a large number and wide variety of
hosts. Our current measurement [8] on multipath-tcp.org have users accessed
from around the world, using a single or multiple network interfaces. Since
the popularity of MPTCP is increasing, we have now for the first time the
opportunity to observe MPTCP’s behavior at large scale.

2. Dealing with a wide variety of MPTCP implementations: We want to develop
techniques to identify the specific MPTCP implementation used by a host by
passive measurements. This identification is an essential step in determining
whether a particular observed behavior is due to the MPTCP protocol or
due to a specific implementation.

3. Avoiding bias: Until recently, MPTCP was mainly used by people interested
in this new technology. In order to avoid such kind of bias (and others, such
as on the used operating system) in our measurements, we need to analyze
passive measurement results to know more about the users of MPTCP.
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To answer research question 3, we plan to build models of MPTCP behavior
that can be applied to different network and host configurations. A first step
could be to extend the work in [2] to more complex topologies and other sched-
ulers. We expect that a general model will be hard to achieve. Instead, we will
use the outcomes of our measurement activities to define and parametrize the
most typical or interesting usage scenarios.

4 Conclusion

This paper presents the need for a thorough research of MPTCP behavior and
usage in practice, and gives an overview on the challenges and directions of our
research. We believe our work will bring a more comprehensive understanding of
MPTCP protocol, implementations and traffic. This knowledge will be a valuable
input for MPTCP designer to further improve the protocol. For the users, the
work will give a more clear view on the benefit of using MPTCP and foster the
widespread of MPTCP usage in practice.

Acknowledgments. This work has been carried out in the context of the METRICS
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Abstract. Intrusion detection systems (IDS) analyse network traffic
data with the goal to reveal malicious activities and incidents. A general
problem with learning within this domain is a lack of relevant ground
truth data, i.e. real attacks, capturing malicious behaviors in their full
variety. Most of existing solutions thus, up to a certain level, rely on rules
designed by network domain experts. Although there are advantages to
the use of rules, they lack the basic ability of adapting to traffic data.
As a result, we propose an ensemble tree bagging classifier, capable of
learning from an extremely small number of true attack representatives,
and demonstrate that, incorporating a general background traffic, we are
able to generalize from those few representatives to achieve competitive
results to the expert designed rules used in existing IDS Camnep.

Keywords: Intrusion detection · Random forests · NetFlow · Camnep

1 Introduction

Intrusion detection systems analyse network traffic data with the goal to reveal
malicious activities and incidents. In this paper we refer to an existing solution
for intrusion detection, a multistage collective network behavior analysis system
called Camnep [22]. The strategy of Camnep is to monitor high volume traffic
networks for incidents, based on statistical information aggregated from pub-
licly accessible parts of connections, i.e network flows or NetFlows (Section 3),
utilizing variety of techniques from rules to statistical modeling. To assess mali-
ciousness of incidents the system needs to extract higher-level information from
lower-level data by constructing so called events from the individual NetFlows.
Aggregating NetFlows to meaningful entities is an open problem and existing
solutions rely mostly on standards and handmade rules designed by domain
experts.

The goal of this paper is to provide adaptive machine learning model, capable
to generalize from an extremely small number of available true attack represen-
tatives, with accuracy close to the expert designed process presented in Camnep.
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To that aim, we first introduce a fast scalable heuristic procedure for the extrac-
tion of generic events from NetFlow traffic (Section 4). Second, we propose an
enhanced Random-Forest-based learning model (Section 5) utilizing the small
number of available ground truth samples of particular incident types, with the
help of a large number of samples generated from background traffic by the
heuristic procedure. The performance of the learned model to identify intrusions
is evaluated against Camnep on the same traffic data, and a correspondence of
the two methods is analyzed (Section 6).

2 Related Work

The amount of network generated data and progress in the area of machine learn-
ing suggest for development of automatic and adaptive solutions to address the
intrusion detection problem, and there has been a wide variety of machine learn-
ing approaches proposed to tackle IDS issues [28]. Related works utilize decision
trees to learn explicit knowledge [15], and unsupervised methods using clustering
as an inherent part of network traffic analysis [16]. In some latest works, even
distributed, robust approaches utilizing strategies from trust modeling and game
theory were introduced [2].

The most relevant works, assuming the nature of our dataset, include one-
class anomaly detection methods for IDS [20], and semi-supervised approaches
for traffic classification [9]. From the learning point of view, the most related
works include utilizing Random Forests algorithm to build intrusion patterns [8]
or to detect anomalies through the random forest outlier measure [29].

However, in real world practice, there are numerous issues affiliated with an
online use of machine learning models on actual networks, and majority of the
IDS currently in use are still either rule, or expert system based [18], providing
the advantage of interpretability. A somehow hybrid approach is presented in
Camnep [22], which combines expert rules for information and feature extraction
on the lower stages, with data mining, classification, agent techniques and trust
modeling in the final stages [23].

A number of the related works refer to a popular dataset created in 1999
named KDD’99 [19], published by Defence Advanced Research Projects Agency
(DARPA). Although it was a step forward in comparing and evaluating IDS ap-
proaches, this work has received a lot of critique for including flaws in many sta-
tistical respects [27], limitations that are inherited from the DARPA datasets [17],
and is widely considered outdated. While problems with the KDD’99 dataset are
well-known, in this paper we refer to a real-use IDS Camnep [22], processing re-
cent university traffic, instead of KDD’99, in a widely used NetFlow format to
guide and evaluate ourselves, so that we can work with actual incidents and
provide feedback relevant to the system.

In contrast with most previous works on detection we take a rather different
approach than just classifying preprocessed standalone connections with fea-
tures, that are not always present in practice, as we address the problem on
an event layer, built on top of the NetFlow records. The main contribution of
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this work is then the joint approach to the detection problem, aggregating flows
into events and leveraging the potentially unlimited source of useful background
samples (Section 4) for the respectively customized tree ensemble learning model
(Section 5.1). We finally evaluate our model against real-use IDS [22], while uti-
lizing the NetFlow standard format, collected from in-line university network
probes, all in actual development with Cisco research.

3 Traffic Data

The traffic data we work with were collected from local university (CTU) net-
work during a period of one week. In its raw form the data consist of elementary
information aggregated from network packets, which we refer to in this paper
as NetFlows. It is a unidirectional component of TCP (UDP, ICMP equivalent)
identified by shared source and destination addresses and ports, together with
the protocol, captured within the frame of activity defined by a timeout mech-
anism. The NetFlow format was introduced on Cisco routers to give the ability
to collect IP network traffic as it enters or exits an interface, and it is a tuple of:

Start, Duration, Protocol, src-IP, src-Port, dest-IP, dest-Port, Flags,
#Packets, #Bytes

This format is widely adopted for security event logging and a number of
affiliated disciplines[12,24]. As a comprehensible unit of network communication
with a number of high level features, many IDS works built their detection
capabilities on the NetFlow level [26], but generally the incidents and attacks
may consist of a multitude of NetFlows. Such sets of flows are commonly called
events. In addition to information carried by individual flows, events display
more complex aggregated properties that cannot be perceived on the individual
flow level [2].

Example 1. For a simplistic instance consider a sequence of flows aiming at a
particular endpoint port 22. If each of the flows is to be analyzed separately, it
can easily be considered as a regular ssh communication request. Yet when we
group those flows, according to their properties, such as the destination endpoint,
we can explore potential malicious ssh-cracking behavior from the distributed
plurality of small similar flows checking the same ssh endpoint during a short
time-scope, possibly transferring a considerable amount of data back afterwards.

In this paper, we work with two sources of available data: ground truth events
and background traffic flows. Ground truth events represent attacks evaluated
and confirmed by a domain expert and constitute our only source of positive
training examples. They are quite scarce as there are only dozens of ground
truth events collected. The particular samples of attacks in our ground-truth
events include various types of port-scan behavior and samples of ssh-cracking.
We are aware that the particularities of these two types of attacks introduce
bias into the model, making it possibly hard to generalize over different types of
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attacks, especially those with more complex network behavior. Nevertheless, for
the sake of clarity we refer to these samples in the rest of the paper as generally
the malicious events or attacks.

Background traffic flows is then a large collection of all flows from a snapshot
of the local university network traffic. Events occurring within this collection are
not available and yet need to be determined (Section 4). Also the true nature
of the underlying background traffic is unknown, but believed to be generally
legit. Most of the events probably correspond to harmless activities but some
of them may also correspond to attacks. Since, in the end, we will need to
evaluate how accurately our learned models are able to detect attacks and, more
specifically, how close they can get to the performance of particular Camnep
rules, we will proceed as follows. In the training phase, we will always work
only with the ground truth events and with the unlabeled background traffic
but in the testing phase, we will label the background traffic using Camnep and
evaluate the accuracy of the learned models using its output labeled test-set
events. In the rest of the paper, we will refer to the background traffic events
labeled as malicious by Camnep as the system samples.

Naturally, the use of labels obtained using Camnep as a proxy for the true
labeling has its drawbacks, particularly that a model which could detect the same
set of malicious events as Camnep perfectly and on top of that also some missed
malicious events would be considered worse than a model which would just
perfectly mimic Camnep. However, there is no simple remedy for this problem
except a laborious confirmation of the detected discrepancies by a domain expert,
which is costly and time-consuming and which we therefore did not perform for
this initial study (but which we plan to do in the future).

4 Event Extraction

As we mentioned, the extraction of events from background flows is a crucial
step in the detection of malicious behavior. Unfortunately, there is no general
prescription of how an event should be formed based on the properties of the
underlying flow set, and common approaches (including Camnep) thus rely on
some form of flow clustering [5]. Whatever the underlying events look like, we
need to miss as few malicious samples as possible, and thus we generally want
the event extraction procedure not to be picky about what constitutes an event.
For this reason we restrain from using standard clustering algorithms, employing
pair-wise similarity metric defined on the flow level, as they would introduce a
bias, while assigning each flow into a single cluster, possibly causing some of
the attacks to be missed. In other words, in this stage we want to generally
maximize recall of events and leave the burden of selecting the proper malicious
ones on classifiers trained to do so based on past data. On the other hand, we
also cannot extract all subsets of background flows as events because there would
be an astronomical number of them. Therefore, the way the background event
samples are constructed comes from generic rules, capturing only very general
constraints on what is and what is not an event. Most of these rules can be
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Fig. 1. Illustration of event structure type behavior variations as induced by the use
of background event extraction rules

understood as a parallel to the basic NetFlow/IPFIX aggregation features [7],
but they operate on top of the Netflow level, creating more complex aggregates
with considerable amount of redundancy for the sake of proper event recall
maximization (while surely extracting a number of false events, too). We design
the extraction rules as follows.

endpoint rules

1. all flows share the same source IP and source port
2. all flows share the same source IP and destination port
3. all flows share the same destination IP and source port
4. all flows share the same destination IP and destination port

similarity rules

1. all flows share the same protocol
2. all flow sizes, i.e. number of bytes transferred, are similar
3. all the flows are close enough in time

Each of the subsets of the above set of 4 address rules {1..4}, combined to-
gether with the full set {1, 2, 3} of similarity rules, constitute a prescription on
how to extract event from the used background traffic netflow data. Applying
all of these combinations exhaustively on the data, as described in Algorithm 1,
we can extract high diversity of network events.

In the background event extraction process, the incoming NetFlow sequence is
simply being split into discrete time intervals to consider the events within, which
is sort of a standard in network traffic monitoring and analysis [25]. The sets of
flows are then stored in clusters, growing as the new NetFlows are coming from
the traffic. The incoming flows are checked against the rules that define a mask
on the flow endpoints and other static properties, such as protocol in our simple
scenario. Each of the flow clusters also stores a number of properties such as the
values of common endpoints, average size of flows, flags, etc. These properties are
maintained during the whole process, resulting into events that represent diverse
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Algorithm 1. Background event sample extraction

1: ruleBase ← the rule combinations for generic events
2: flows ← the incoming sequence of NetFlow
3: winSize ← maximal time spread of flows
4:
5: function DistributeFlows(flows) � flow distribution
6: minT ime ← time of the first flow ∈ flows
7: maxT ime ← time of the last flow ∈ flows
8: intervalCount ← (maxT ime−minT ime)/winSize
9: flowWindows ← emptySet
10: for all flow ∈ flows do
11: idx = (flow.time−minT ime)/winSize
12: flowWindowsidx = flowWindowsidx ∪ flow

13: return flowWindows

14:
15: flowWindows ← DistributeFlows(flows)
16:
17: procedure ExtractEvents � flow aggregation
18: for all flowWindow ∈ flowWindows do
19: for all rule ∈ ruleBase do
20: for all flow ∈ flowWindow do
21: if flow.properties ⊆ rule.properties then
22: JoinClusters(flow,rule)

23:
24: events ← emptySet
25:
26: procedure Joinclusters(flow, rule) � rule checking
27: added ← false
28: for all cluster ∈ events do
29: endpoints = rule.endpoints ∧ cluster.endpoints
30: if endpoints ⊆ flow.endpoints then
31: if flow.size ≈ cluster.averageSize then
32: cluster = cluster ∪ flow
33: endpoints = endpoints ∩ flow.endpoints
34: cluster.endpoints = endpoints
35: added ← true
36: if ¬added then
37: nC = {flow}
38: nC.endpoints = flow.endpoints ∧ rule.endpoints
39: events = events ∪ nC

network behavior, including variety of structural configurations of events, such
as those depicted in Figure 1, which are similar to graphlet patterns explored in
other works on flow traffic classification [13].

We note that the configuration of this exhaustive extraction strategy ensures
that every event detected by Camnep from the same traffic data will also occur
as some event, or a subpart thereof, in the extracted background-traffic event
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set, and so the proper event recall is truly maximal. Moreover, various valid
parts of such an event might get extracted as well.

Example 2. For instance, in our setting all single flow ssh requests to an endpoint
server within a short time period will get extracted as a compact ”many-to-one
ssh-requests” event, yet some of those requests might get grouped by the source
IP only, as well as all of these single requests will again stand as separate ssh-
request events in the final background event dataset.

This does not mean that all flow subsets of an event are extracted, but gen-
erally rather those maximal sets that exhibit some interesting and common be-
havior of flows, according to their structural and other properties, as restricted
by the generic prescription rules and the nature of the traffic itself.

5 Learning

The goal of learning a classifier from the network traffic data is to automatically
generalize knowledge from a small number of ground truth attacks available,
with an accuracy comparable to that of a human domain expert. For that we
use similar, relatively simple and intelligible representation of an event as a set
of 30 features calculated from standard aggregation functions applied over the
sets of contained flows and their attributes, such as count of flows, average of
#packets, standard deviation of #bytes, etc.

There is a wide variety of different methods for training classifiers from data.
However, as it turns out, the characteristics of the network traffic data which we
study in this paper make a straightforward application of off-the-shelf machine
learning tools a bit problematic. The two main reasons for this are as follows.
First, we have labels only for the positive examples (the ground-truth malicious
events) and we only know about the other larger part of the data coming from
the background traffic that the fraction of positive examples is extremely small.
Second, the datasets which we work with are highly class-skewed, with a skew
usually of several orders of magnitude (the ratio of 1 : 105 is easily possible in
this domain) as total majority of the events in the background traffic correspond
to normal activities.

Besides straightforward approaches, such as considering the background traf-
fic globally negative, there are remedies to tackle this problem. In particular,
there is variety of anomaly detection approaches, utilizing notably one class
classifiers [14], and semi-supervised strategies, exploiting the unlabeled majority
of data through the few labeled samples and some a priori assumptions [11]. A
similarly motivated approach is to exploit the assumption that malicious events
are rare and similar to each other, which would ideally mean that they occupy
small neighborhoods of ground-truth malicious events in the feature space. We
further explore this intuition through a method based on ensembling techniques.

5.1 Subsampled Random Forests

One of the best-performing [10] machine learning algorithms these days is the
Random Forest [4]. The algorithm creates an ensemble of decision trees by bag-
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ging. In each iteration of the Random Forest algorithm, a bag of examples is
randomly selected by sampling with replacements the same number of examples
as is in the original dataset. Then, one tree is learned upon each such resam-
pled dataset where, in the learning process, the features to be used in a split
node are only selected from a randomly sampled subset of features. The out-
put of a learned Random Forest classifier is computed as the average of votes
of the individual trees in the ensemble. The classification of a test example is
then performed by comparing the output of the random forest classifier to a
selected threshold. Thus, by decreasing the threshold, one can usually increase
the number of true positives but also, at the same time, the number of false
positives. The output of Random Forest can also be thought of as the confidence
of classifying an example as positive. It can so be used to rank events from most
suspicious to least suspicious.

However, Random Forest itself is not well suited for learning from imbalanced
datasets. There have been two main remedies proposed to tackle this problem [6],
one of them based on cost sensitive learning, and the other on the use of sampling.
The cost sensitive methods performed poorly in our scenario and thus we further
explored the sampling methods that are able to target a deeper issue. The issue
is that when the number of background-traffic examples becomes really large,
it is no longer just a matter of balancing the cost thresholds, as the trees in
the ensemble become very correlated in the sense that they share very similar
decision boundaries, and therefore the output of the learned forests will be equal
for a majority of events, making it impossible to reasonably rank them by their
suspiciousness. To solve this problem, we utilize a simple modification of the
original majority class subsampling strategy [6], somewhat similar to [3], stated
as follows. When sampling the positive examples of which there are only a few
instances, we follow the normal strategy and sample with replacements a set of
the same size as the positive set, but when sampling the negative examples we
sample a smaller set (also with replacements) with the subsampling ratio given
as a parameter. Intuitively this simple strategy should increase the variability
among the trees.

Example 3. An illustration of the intuition giving a rationale for the above
method is shown in Figure 2. Here, the examples are 1-dimensional and can
acquire values from 0 to 1. There are 105 learning examples sampled from the
uniform distribution on the interval (0, 1). The examples to the left from 0.1
threshold are classified as positive and the rest as negative. We train a bagged
ensemble of threshold decision rules on this data. The dash-dotted line in Fig-
ure 2 corresponds to outputs of an ensemble obtained by conventional bagging,
whereas the solid curve corresponds to outputs of an ensemble trained by the
method in which negative examples are always subsampled for each bootstrap
sample. We can notice that the subsampled case still gives the same output for
the examples in the area where positive samples occur, which is a desirable be-
havior in the case of expert-labeled ground-truth positive events. On the other
hand, the output decays more slowly in the area of negative examples and thus
allows us to rank them. We expect that a similar effect takes place while sub-
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Fig. 2. Illustration of the intuition for the subsampled random forest method

sampling the negative examples in the random forest model. The results of our
experiments performed in Section 6 actually suggest that this is indeed the case.

The motivation for the subsampling method employed in this work is different
from the motivation for the methods developed in literature for dealing with
imbalanced datasets using Random Forests [6,3]. In our case, what we need to
achieve is to have different output values for as many examples as possible, so
that we can rank the events by our confidence that they are attacks and not a
normal traffic. We also know class labels of only a subset of positive examples
and no class labels for negative examples. On the other hand, in existing works,
the main motivation is to improve classification performance when all class labels
are known.

6 Evaluation

We performed several experiments in order to evaluate the ability of different
types of models to detect malicious events in the data. For training, we only
used the ground truth and the background traffic data. For testing on sepa-
rate test-sets, we created labeled events using the Camnep system utilizing the
expert rules. As described in Section 3, this means that some of the false posi-
tive events detected by some classifiers may in fact correspond to true positives,
and so our evaluation is a bit skewed towards pessimism, but there is no other
tractable way of obtaining labels for the events in the background traffic part of
our dataset. Moreover, as we will see, some classifiers (notably the subsampled
random forests) are able to obtain some very good ROC curves, which indirectly
confirms accurateness of the labeling provided by Camnep.

6.1 State of the Art Classifiers

The first logical step, after performing initial data exploration experiments to
justify the machine learning approach, was to test off-the-shelf, state-of-the-art
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Fig. 3. A comparison of the selected state-of-the-art classifiers with ROC analysis,
where Random Forest and a single tree model dominate the beginning of the ROC(left).
Enhancement of Random Forest with the introduced subsampling technique boosts
the performance further(right), with the subsample ratio varying from a full boot-
strap(default Random Forest) to 0.001 subsample.

machine learning algorithms. The algorithms we tested were decision trees, ran-
dom forests, support vector machines, logistic regression and k-nearest neighbors.
Recall that the extreme class-skew of the dataset can render some otherwise very
good conventional algorithms unusable for our problem. Although some reme-
dies could be found for those, the instant superior performance of trees and their
ensembles, especially in the beginning of ROC, as displayed for comparison in
Figure 3 (left), led us to exploit further in their direction.

6.2 Subsampled Random Forests

The performance of Random Forests, although superior to other standard ap-
proaches, was still not satisfactory. Most of the attacks were correctly classified
right from the start, i.e. with very low false positive rates, but the rest of the
system attacks was not covered until the false positive rates reached unbearable
levels (Figure 3, left). On the other hand, we noticed that these system attack
samples were possible to be in covered in some way, e.g., by generalized lin-
ear regressions. However, we could expect such behavior based on the intuition
presented in Section 5.1. There we explained why subsampling the background
traffic in the process of learning random forest classifiers should be beneficial in
settings like ours, where there are a few positive examples and a large number
of unlabeled samples, most of which are probably negative.

Wehave testedvarious subsample ratiosasparameters for the subsampling strat-
egy, and the resulting influence on theROCperformance of the tree ensemble canbe
seen inFigure 3 (right).Generally,we cannote that the full bootstrapperformance,
equal to the performance of the default Random Forest, is always improved by the
introductionof subsampling in termsof the areaunder theROCcurve.Thedecreas-
ing sizes of bootstraps are gradually progressing towards higher true positive rates
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Fig. 4. CLS visualization of the model behavior by the means of ROC characteristics

at the expense of increasing the false positives under different paces. Although the
results are not conclusive for choosing a generally optimal sub-sample ratio, we fur-
ther favor the rates from around 0.01 to 0.1, providing a satisfactory compromise
between the true and false positives.

6.3 Model Analysis

We have shown that an automatic method is able to learn a model with a perfor-
mance similar to the expert rules designed in Camnep. To further evaluate and
interpret the behavior of the learned model, we visualize the results in a similar
fashion to ROC characteristics as follows. We mark the system attack samples
covered by the model as true positives, those that were not covered as false
negatives, and possibly regular traffic covered as false positives. All these char-
acteristics were then recorded for varying classification threshold scores. Using a
fast dimension reduction technique called Calibrated Least Squares (CLS) [21],
that was best able to visually distinguish these samples, we display the results,
for a chosen threshold, in Figure 4. From the projection we identify that the
most significant dimensions are mostly correlated with the overall size of events,
which is generally reflected in the expert rules, too. To search for some closer
correspondence with Camnep rules, we further explore the interpretability of
the model by extracting a single tree model from the ensemble, using a learning
technique introduced in [1]. For the interpretation, the extracted tree had to
be rapidly pruned, which renders its node decisions partially inaccurate. Nev-
ertheless, from the splits in the nodes of the tree, we were able to identify a
number of patterns with an interpretation similar to the original Camnep rules.
Some examples of the extracted decisions from the paths commonly leading to
malicious-behavior-signed leaves in the tree, are as follows.

– If the percentage of unique sizes of flows is lower than 40%
– If the average number of packets transferred is lower than 6
– If the shared destination port of flows equals 22
– If the number of unique source ports is greater than 5
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We are aware that the generality and accuracy of these decisions are dis-
putable, and some bias towards the attack samples used is exhibited (e.g., the
22 port rule for ssh-cracking). Nevertheless, we present the interpretation as
an interesting option to validate design of expert rules, by which we indirectly
confirm the validity of both the model and the original rules used in Camnep.

7 Conclusions

In this paper we presented and analyzed adaptive means to learn an intrusion
detection model, from an extremely small number of ground truth attack rep-
resentatives, with a performance competitive to the expert rule driven process
provided in a part of Camnep IDS system [22].

To capture more complex aggregation properties of the malicious behavior in
scope, we addressed the problem on the event level, built on top of the NetFlow
layer, for which we introduced a fast, generic, heuristic event extraction proce-
dure. Recognizing the lack of ground truth event samples in the domain of IDS,
we utilized this procedure to extract variety of presumably normal event behav-
ior from a given background university NetFlow traffic. With the new extended
training sample set, consisting of a few original ground truth attacks and essen-
tially unlimited number of background events, we presented machine learning
methods to compare against the output of Camnep on the same traffic.

To surpass the results of the state-of-the-art algorithms tested, we introduced
a novel random-forest-based subsampling method for tuning an ensemble tree
classifier, with a semi-supervised motivation, to account for the imbalanced na-
ture of the data. This method is based on bootstrap subsampling, suppressing
the correlation of individual trees, w.r.t. class frequencies, and by its means we
increased the ensemble performance beyond the scope of regularly used tuning,
such as sample or misclassification weighting. The results of the experiments
performed suggested for the benefits of our bootstrap subsampling method, the
overall ability to learn to detect the attacks from the traffic in scope, and also
indirectly confirmed validity of the approach and particular rules from Camnep.
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86 G. Šourek et al.

22. Rehak, M., Pechoucek, M., Celeda, P., Novotny, J., Minarik, P.: Camnep: agent-
based network intrusion detection system, pp. 133–136 (2008)

23. Rehak, M., Pechoucek, M., Grill, M., Stiborek, J., Bartoš, K., Celeda, P.: Adaptive
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Abstract. Flow monitoring helps to discover many network security
threats targeted to various applications or network protocols. In this pa-
per, we show usage of the flow data for analysis of a Voice over IP (VoIP)
traffic and a threat detection. A traditionally used flow record is insuffi-
cient for this purpose and therefore it was extended by application-layer
information. In particular, we focus on the Session Initiation Protocol
(SIP) and the type of a toll-fraud in which an attacker tries to exploit
poor configuration of a private branch exchange (PBX). The attacker’s
motivation is to make unauthorized calls to PSTN numbers that are
usually charged at high rates and owned by the attacker. As a result,
a successful attack can cause a significant financial loss to the owner of
PBX. We propose a method for stream-wise and near real-time analy-
sis of the SIP traffic and detection of the described threat. The method
was implemented as a module of the Nemea system and deployed on
a backbone network. It was evaluated using simulated as well as real
attacks.

1 Introduction

Computer networks are a multifunctional communication channel used by vari-
ous different applications. The example of such an application that is studied in
this paper is the telephone service – the Voice over IP (VoIP) technology. This,
as well as many other applications, is often considered to be critically important
for users. It is therefore important to have effective ways for quick detection
of any problems, including security threats. This often means a necessity for
monitoring and analysis of the traffic. A common approach allowing situational
awareness even in high speed networks is the usage of flow monitoring.

Traditional flow monitoring provides data extracted from packet headers up
to the transport layer. Therefore, it provides information about IP addresses,
TCP/UDP ports, TCP flags or ICMP message types in form of flow records.
The flow records also contain statistics such as number of packets, number of
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transferred bytes and information about observation time. However, there is no
detailed information about application layer protocols in the flow records.

The traditional flow record is sufficient for many purposes, including detec-
tion of several types of malicious traffic. For example, port scanning and SYN
flood attacks are easy to detect using only these basic flow data, since these
attacks have clearly distinguishable characteristics on network and transport
layers. Even some attacks on application layer, such as dictionary attacks on
SSH, can be detected using basic flow data with proper algorithms [7]. How-
ever, this is not always possible or it may be very difficult and unreliable. For
some kinds of malicious traffic, knowledge of additional information from the
application layer is necessary for reliable detection.

Fortunately, application awareness has been implemented into some flow ex-
porters in the last years, usually in the form of plugins [9]. Such exporters inspect
packet payload, extract information from headers of application layer protocols
and add this information into flow records. The extended flow records can con-
tain e.g. URLs, response codes from HTTP, or domain names from DNS requests
along with common features of the flow record. The flow records are then trans-
ferred to a collector using the IPFIX protocol [3].

The extension of flow records by application layer information was added
mainly to allow more detailed statistics about traffic or to support application
performance monitoring. However, it can be used for detection of security threats
as well. In this paper, we show an example of such a usage.

We focus on monitoring of the VoIP traffic, in particular the Session Initiation
Protocol (SIP). Our goal is to detect one of the most common VoIP frauds – the
one in which an attacker tries to misuse a poorly secured gateway to the pub-
lic switched telephone network (PSTN) to make unauthorized calls. Such calls
are often made to premium-rate numbers (operated by the attackers) causing
significant financial losses to operators of the misused gateway.

According to [4], worldwide losses due to VoIP hacking and calling to pre-
mium rate services go to billions of dollars per year. It is one of the most costly
fraud types in the telecommunication industry. Therefore, even though success-
ful attacks are not very usual, it is highly important to detect them as soon as
possible, before a significant damage is caused.

The rest of this paper is organized as follows. The next section describes the
related work. Sec. 3 describes details about the attack on which we focus. Sec. 4
describes the detection method and our implementation of it, followed by Sec. 5
where it is evaluated. Sec. 6 concludes the work.

2 Related Work

Attacks and security threats are an ordinary part of network traffic. There are
several different types of attacks that are targeted to VoIP infrastructure. Some
possible attacks and vulnerability exploits are shown in [5] by El-Moussa et
al. The paper describes denial of service attacks, which are very common in
computer networks, or SPAM over internet telephony. Furthermore, the authors
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mention brute-force attacks against authentication mechanism, which are some-
what similar to the prefix-guessing attacks described in this paper. They however
do not present any countermeasures or a way of detection of such attacks.

Another work enumerating possible attacks against VoIP technology is a sur-
vey by A. Keromytis [12]. Although it summarizes hundreds of papers from the
area, there is no mention about the kind of attack we deal with, nor any work
using flow measurement to detect security threats in VoIP traffic.

To our best knowledge, the only paper providing a way of detection of toll
fraud attempts is [8] by Hoffstadt et al. It is focused on monitoring of VoIP
threats using honeypots. The authors describe principle of toll fraud based on
hijacking of a SIP account. An attacker that gains a user’s identity is able to
establish a phone call that can be charged. Discovery of a fraud is based on
an off-line analysis of honeypot logs. Even though the authors stated that they
observed manual attempts of toll fraud, we are observing automatic brute-force
guesses of dialing prefixes. Also, our flow-based approach allows to monitor traffic
going to real gateways, not only honeypots, therefore we are able to detect real
attacks and possibly raise alerts on the successful ones.

Besides common hardware and software VoIP phones, there are several tools
that allow users to communicate over SIP in unusual ways. For example, they
allow to craft a request with any values of headers or to perform brute-force
attacks automatically. Examples of the tools are [6,11,13,15].

A detailed description of the flow monitoring technology can be found in the
article [9] by Hofstede et al. It also contains an overview of available software.
The paper [14] by Velan and Celeda introduces the concept of application-aware
flow monitoring.

3 Principle of the Phone Call Fraud

The following subsection provides a brief introduction to VoIP telephony and
SIP. We focus only on aspects needed to understand the type of fraud discussed
in this paper and the proposed detection method; we knowingly leave out many
otherwise important details for brevity.

3.1 Short Introduction to SIP

Voice over IP is a technology for transferring voice and multimedial data over
computer networks. Session Initiation Protocol (SIP) is the well-known protocol
used for initiation, control and termination of VoIP sessions (or calls). The mul-
timedial data are transferred in a separate channel using Real-time Transport
Protocol (RTP).

SIP is a protocol based on a request-response transaction model. Every device
can act both as a client or as a server. The client creates and sends requests, the
server receives and processes them, and generates one or more replies. The high-
level architecture consists mostly of end devices (hardware or software phones)
and SIP proxy servers. The proxies receive requests for calls, localize called par-
ties and route the requests to them (possibly via other proxies). They also route
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replies on their way back to the callers. The proxies also provide authentication
services and several other tasks, which are out of scope of this short introduction.

There are several types of requests in SIP. The one which is crucial for this
work is INVITE. It is used to initiate a new call. As any request in SIP, it
carries several headers describing parameters of the request. The most important
headers of INVITE request are:

– Request-URI: Used for addressing the called party. It is usually in the
form sip:user@host, although more complex forms are possible. The user
part usually consists of user name or phone number and the host part is the
destination server where the request should be sent to (domain name or IP
address).

– To: Called party identification.

– From: Identification of the caller.

– Call-ID: Unique identifier of a call, usually a long random string.

When INVITE is sent by a client to a proxy server, the request is propagated
to the destination, possibly via other proxy servers. Responses such as TRYING

and RINGING are returned and when the called party eventually indicates that
it is ready to establish the call, the OK response is sent to the caller and the
multimedia transfer begins. When the connection can not be established for
some reason, a reply with corresponding error code is returned.

If a SIP proxy server is deployed in some private organization to serve as a
central hub for internal phone communication and as a proxy for communication
with outer world, it is usually called a Private Branch Exchange (PBX). These
PBXs usually operate with both VoIP as well as classic telephone networks
(PSTN), acting as gateways between those two technologies. The following text
focuses on misuse of such gateways.

3.2 Principle of the Fraud

Depending on configuration a PBX may allow users to make VoIP calls to PSTN
numbers by setting the destination user ID in an INVITE request to the called
number prepended by a special prefix. For example, to call a PSTN number
555-555-0123 a SIP call to 995555550123@example.com needs to be performed,
assuming that the gateway is located at example.com and it has ”99” configured
as the prefix for PSTN calls.

The attack is based on finding poorly secured PBXs and using them to make
fraudulent calls to PSTN. Motivations to make such calls may differ, but the
common one is to gain money by calling to paid services. This is outlined in
Fig. 1. The attacker first loans a premium-rate phone number1, usually in a
foreign country and via some intermediary company. Any calls to that number
generate revenue for the attacker. Computers controlled by the attacker are
then instructed to find open PBXs and make fake calls via them. When a call is

1 I. e. a number which is charged at a high rate in favour of the line operator.



Using Application-Aware Flow Monitoring for SIP Fraud Detection 91

Attacker

Gateway to PSTN

Paid
service

PSTN
operator

Organization

Company

Computer 
infected with 

malware

$

Fig. 1. Principle of the SIP fraud

successful, the PSTN operator charges the organization operating the PBX. The
money goes to the company operating the premium line and to the attacker.

In order to make calls to PSTN via a PBX, the attacker needs to know the
prefix which must be prepended in front of the number. Since this prefix depends
on a particular PBX and its configuration, attackers usually do not know it. They
must therefore guess it by trying various possibilities until the correct prefix is
found and the call is successful or until all possibilities from a dictionary are
used and the attacker moves on to another victim.

Such guessing can be recognized as a large number of INVITE requests from
the same source, all trying to call the same number but with different prefixes.
A typical sequence of URIs in the INVITE requests is shown in Fig. 2.

Such a sequence typically contains tens of INVITE requests with different
prefixes. All the prefixes may be tried within a few minutes, but attackers often
try to evade detection by putting long intervals between individual trials, so it
may take up to several days. Such slow attacks are harder to notice in logs and
generally harder to detect by any means.

In some cases, PBXs are configured insecurely and allow to make such calls
without a proper authentication. More secured PBXs require an authentication
header in the INVITE request. In such a case, attackers can perform a dictionary
attack first, in order to find login credentials of some user. If some login and pass-
word is successfully found, the attacker may impersonate the user and the prefix
guessing can be run in the same way as described. This paper focuses solely on
the prefix guessing part of attacks. The detection method described in the next
section makes no difference between authenticated and non-authenticated users.

4 Detection Method

The detection method is designed to work without any prior knowledge of VoIP
infrastructure and dialing plans on the network. The assumed deployment is on
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Fig. 2. An example of URIs called during a typical prefix guessing attack (IP address
anonymized)

an ISP level or in a network of a large organization, where an operator of the
detection system has no direct control over VoIP equipment but still wants to
know about any issues related to it.

The detection is based on an analysis of SIP INVITE requests trying to make
calls to PSTN numbers. The goal is to find IP addresses that generate large
number of such requests varying only in a prefix of the called number. The
detection method works even if prefixes are tried in a very low rate (e.g. one
attempt per day). Also, it was needed to design the method to be efficient since
we are targeting large networks with high volumes of traffic.

The input data comes from flow monitoring probes. Basic flow records are
not sufficient for the detection of the SIP fraud, it is needed to extract addi-
tional information from SIP headers. In particular, we extended the flow records
by request/response code, Request-URI and To, From, Call-ID and User-Agent
headers from SIP messages. We achieved this by using a plugin for FlowMon
probes [10]. It is the probe able to monitor high speed networks and parse infor-
mation from application layer protocols. The whole monitoring infrastructure is
shown in Fig. 3. Data from the monitoring probes are passed to a collector in
the IPFIX format [3] and then into the Nemea system [1,2] – a modular frame-
work for network traffic analysis and anomaly detection. The detection method
described in the following paragraphs was implemented as a software module for
the Nemea system. It receives and analyses extended flow records of SIP traffic
and reports detected attacks.

The detection algorithm works as follows. For each incoming flow record car-
rying information about an INVITE request a called party identification is taken
from Request-URI (or To header, depending on configuration; however, both are
usually the same). If its user part, i.e. the part before the @, contains only digits
or some of the allowed special symbols (+, *, #, -, :) it is further processed.
Otherwise, the message is ignored since it is not a call to a phone number.
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Fig. 3. Infrastructure of the monitoring system with the detection module

Responses to the INVITE messages are also processed and are used for de-
termination whether the call was successfully established. In particular, when
an OK response is observed after a previous INVITE request and their Call-ID
headers match, the call is considered to be successful.

A set of URIs observed in INVITE requests is stored for each source IP ad-
dress. In order to allow efficient storage and analysis of such sets, the URIs are
stored into a specially designed data structure based on the suffix tree. Figure 4
shows an example of a set of URIs stored in such a tree. In the suffix tree, the
common suffix of two or more URIs is represented by a parent node while the
children nodes (or subtrees) represent their different prefixes. There is a rule
that none of nodes can have a common part with its sibling. Therefore, in case a
newly inserted URI contains an unknown prefix which has a common part with
some existing prefix, it can cause a split of an existing node.

Each node represents an URI given by its value concatenated with values of
all its ascendants. Each node also contains a number of call attempts to that
URI, number of successfully established calls and other information, mostly for
optimization of the detection algorithm.

Such a tree is constructed for each source IP address and is continuously
updated as new INVITE requests from that address are observed. The trees are
periodically analyzed in order to detect prefix guessing attacks. As shown in
Sec. 3.2, during such attack a large number of URIs is observed with the same
phone number and destination host but many different prefixes. That results in
a tree in which there is a single node which contains the phone number and have
a large number of descendants.

The algorithm for detection of such a node works with two parameters – max-
imal prefix length (lmax) and a threshold on number of tested unique prefixes
(T ). At first, the tree is traversed from the bottom to the top (i.e. from leaves to
the root). For each leaf node, the algorithm goes up through its ascendants until
the total length of numbers stored in the visited nodes exceeds lmax. The final
node potentially represents the called number. Then, the number of its descen-
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Fig. 4. Suffix tree for analysis of phone number prefixes

dants satisfying the following two conditions is counted: 1) the prefix represented
by a node must be shorter than lmax and 2) there must be an unsuccessful call
attempt made to the node’s URI. If the number of such descendants is the same
or higher than the threshold T , an attack is reported. Otherwise, the algorithm
continues traversing the tree from another leaf node.

After the attack is reported, all related nodes are removed from the tree, so the
same attack is not reported in the next run of the algorithm. Basic information
about the attack is however kept. Therefore, if the attack continues by trying
another prefixes and their number again exceeds the threshold, so it is detected
as an attack, it is recognized that it is only a continuation of the attack reported
earlier. The new detection is thus reported only as an update of the previous
one.

Besides the suffix tree, some other information is stored per IP address, mostly
for the purpose of reporting. This information includes the time of the last seen
SIP message, the time of the last detected attack or the value of the User-Agent
header.

The detector is designed for continuous processing of potentially infinite stream
of data from the network. Some of the incoming data are stored in memory, but
because the capacity of available memory is always limited, old data must be
periodically removed. Most of the data removals are based on a simple timeout.
If no SIP communication from an IP address has been detected for a given time
period, all information about that address is removed. The default timeout in
our implementation is 14 days. Also, if a suffix tree of some address grows into
a huge size (we use a threshold of 100,000 nodes), the whole tree is removed.
Because such a big tree is often the result of a large attack, the detection algo-
rithm is applied to the tree before removal. Finally, nodes representing prefixes
in an attack are removed after the attack is reported, as was described earlier.
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5 Evaluation

In order to evaluate the detection method, we prepared a SIP server simulat-
ing a PBX with a gateway to PSTN. The server was configured to not require
authentication and to allow calls to PSTN using a three-digit prefix. A modi-
fied SIPVicious tool [6] (svwar.py script) was used to generate attacks to the
server from several sources. The simulated attackers tried to call to a number
with randomly changing prefixes until they guessed the correct one. The traffic
between the attacking machines and the server was monitored by the detector.
Both parameters of the detection algorithm, that is the maximal length of a
prefix (lmax) and the minimal number of call attempts that is considered as a
guessing (T ), were set to 10.

At first, the tests were performed in a virtual environment with no other traffic
than the generated attacks. As expected, all attacks were successfully detected
and reported, except a few cases in which the correct prefix was guessed in less
than 10 tries (such attacks could be detected as well by decreasing the threshold
T , but too low threshold might cause false alerts when deployed on real network).

We continued by tests in the real environment – in the CESNET2 network.
CESNET2 is the academic network of the Czech Republic, connecting Czech
universities and many other organizations to the Internet (around 1 million IP
addresses in total). Its perimeter – 10 peering links, all with wire speed of 10Gbps
– is monitored using FlowMon probes. The total traffic on these links ranges from
5Gb/s at night to 25Gb/s during the day (50k to 150k flow records per second).
The average amount of SIP traffic is around 50 flows per second, with occasional
peaks up to several hundreds.

The probes were running the plugin for extending flow records with values
of SIP headers. The detector was deployed into an operational instance of the
Nemea system which receives and analyzes flow records from all the probes. The
SIP server and the machine simulating attacks were placed so that the traffic
between them is observed by one of the monitoring probes. Configuration of the
server, attacks and the detector was the same as before.

Despite the generated attacks were hidden in a lot of real traffic now, all the
attacks consisting of at least 10 attempts were successfully detected again, no
matter how slow or fast they were. A lot of real attacks were detected, too.

In a measurement period of two weeks, the detector received and analyzed
10.5 million flow records corresponding to SIP INVITE messages. There were
15,992 prefix guessing attacks reported consisting of 201,438 INVITE messages.
That means that on average 12.6 prefixes are tried by a single attacker at a single
gateway. Around 1.9% of all INVITE messages were marked as part of this kind
of attacks (although we expect that many of the others are malicious as well, since
authentication attacks generate a lot of INVITE messages, too). Approximately
1.1% of attacks seemed to be successful2, i.e. a call was successfully established.

2 Not every successful attempt necessarily means a breach of a real gateway. Some of
the gateways may in fact be honeypots.
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Table 1. Top-20 prefixes observed in the backbone network traffic

Prefix Count Succ. calls Prefix Count Succ. calls

00 3800 22 9 1946 2

000 3412 9 810 1706 6

900 3273 12 9000 1608 8

+ 3072 13 9900 1599 4

(none) 2498 8 9011 1582 7

0000 2464 14 99900 1462 10

011 2286 3 9009 1330 2

800 2248 5 9810 1323 9

0011 2092 4 005 1303 2

009 1982 5 001 1297 8

(a) (b)

Fig. 5. Histogram of the lengths of a) all prefixes tried in attacks, b) the longest prefixes
tried in attacks

During its operation, the detection module consumed about 200MB of mem-
ory and took only about 5% of CPU on average (Intel(R) Xeon(R) CPU E5-2630
@ 2.30GHz).

During our testing of the detection module, we gathered a lot of information
and statistics about the SIP attacks as well as the SIP traffic in general. The
interesting results are summarized in the rest of this section.

Table 1 shows a list of the 20 most often observed prefixes that were tested
by attackers. The data for the table was taken from a two week period. The
“Count” column represents the number of times the prefix was used and the
“Succ. calls” represents the number of successful calls that were observed with
the prefix.

Figure 5a shows the histogram of lengths of all prefixes that were used in
attacks reported within a two week period. Figure 5b shows the histogram of
the longest prefixes that were used in the reported attacks. That means it shows
the maximal length of prefixes used in individual attacks. It can be observed
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Table 2. The most frequent values of the User-Agent header

User-Agent Count

sipcli/v1.8 643,312

friendly-scanner 424,178

Cisco-SIPGateway/IOS-12.x 6,304

FPBX-2.10.1(1.8.7.1 1,153

Asterisk PBX 11.11.0 570

None or empty 2,440

Other values 7,220

that while most prefixes have 3 or 4 digits, attacks almost always contain some
longer prefixes as well.

Table 2 shows the most frequent values of the User-Agent header that were
observed on the backbone network. The data for the table was taken from a
one week interval. There were 384 distinct values of the header. As can be seen,
the most often used user agents (sipcli, friendly-scanner3) are scripts that allow
users/attackers to craft SIP messages with any values of headers. They can be
used to generate e.g. phone numbers of the callee in the case of prefix guessing.
Of course, the User-Agent header cannot be a reliable source of information since
a client can fill in any string. However, a legitimate client usually does not have
any reason to present itself by the name of another tool and malicious clients
apparently do not do that often.

6 Conclusion

This paper presented a possible usage of the emerging technology of application-
aware flow monitoring in the area of security threat detection. In particular, a
method for detection of VoIP-based toll fraud – a network attack that can lead
to a significant financial losses – has been proposed. The detection is enabled
by special flow monitoring probes which are able to extend flow records by
information from application-layer protocols.

Using exported headers of Session Initiation Protocol (SIP), the proposed
detection module is able to analyze SIP transactions and detect attempts to
guess a prefix configured on a PBX to allow calls to PSTN. It is also able to
detect whether any of the attempts was successful. A successful call after a
previous guessing indicates that the attacker found a way to make unauthorized
calls via the PBX. In such a case it is necessary to alert an operator of the PBX
immediately.

An implementation of the method was deployed and evaluated on a real back-
bone network. Some interesting results of the SIP analysis in real network traffic
were presented in Sec. 5. The information from the extended flow records allows
us to observe statistics about User-Agent headers and called phone numbers,

3 friendly-scanner is the default User-Agent value used by SIPVicious tool.
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for example. The detection capabilities of the proposed method are very good
according to our experiments – all simulated attacks were successfully detected,
as well as many real attacks. In fact, any attack consisting of at least 10 INVITE

requests in a time window of 14 days is detected in default configuration. Of
course, these thresholds can be tuned to fit requirements of the network opera-
tors.

While these attacks may be detected by other methods as well, for example
by analysing logs of SIP servers, the flow monitoring approach allows to monitor
all SIP servers in the network from one place, without necessity of access to the
servers (which are usually operated by other people than those responsible for
security). Moreover, if the detector is deployed on backbone links, like in our
test scenario, it allows to observe attacks from many different sources to many
different destinations, which is impossible with other methods (log parsing or
honeypots). It provides us with more complete view on attacks and attackers.
For example, by deep analysis of attack characteristics and their sources, it may
be possible to detect groups of IP addresses attacking collectively, which can
lead to revealing botnets.
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J., Čeleda, P., Waldburger, M., Stiller, B. (eds.) AIMS 2012. LNCS, vol. 7279,
pp. 86–97. Springer, Heidelberg (2012)

https://www.liberouter.org/nemea/
http://www.cfca.org/pdf/survey/CFCA2013GlobalFraudLossSurvey-pressrelease.pdf
http://www.cfca.org/pdf/survey/CFCA2013GlobalFraudLossSurvey-pressrelease.pdf
https://code.google.com/p/sipvicious/


Using Application-Aware Flow Monitoring for SIP Fraud Detection 99

8. Hoffstadt, D., Marold, A., Rathgeb, E.: Analysis of SIP-Based Threats Using
a VoIP Honeynet System. In: Proccedings of the 11th International Conference
on Trust, Security and Privacy in Computing and Communications (TrustCom),
pp. 541–548 (June 2012)

9. Hofstede, R., Celeda, P., Trammell, B., Drago, I., Sadre, R., Sperotto, A., Pras,
A.: Flow monitoring explained: From packet capture to data analysis with netflow
and ipfix. IEEE Communications Surveys Tutorials 16(4), 2037–2064 (2014)

10. INVEA-TECH a.s.: FlowMon Probe – High-performance NetFlow Probe up
to 10Gbps, http://www.invea-tech.com/products-and-services/flowmon/flowmon
-probes

11. KaplanSoft: SipCLI, http://www.kaplansoft.com/sipcli/
12. Keromytis, A.D.: A comprehensive survey of voice over ip security research. IEEE

Communications Surveys & Tutorials 14(2), 514–537 (2012)
13. Ohlmeier, N.: SIP Swiss Army Knife (Sipsak),

http://sourceforge.net/projects/sipsak.berlios/
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otto, A., Doyen, G., Latré, S., Charalambides, M., Stiller, B. (eds.) AIMS 2014.
LNCS, vol. 8508, pp. 173–178. Springer, Heidelberg (2014)

15. VoP Security: SiVuS (SiP Vulnerability Scanner) – User Guide v1.07,
http://www.voip-security.net/pdfs/SiVuS-User-Doc1.7.pdf

http://www.invea-tech.com/products-and-services/flowmon/flowmon-probes
http://www.invea-tech.com/products-and-services/flowmon/flowmon-probes
http://www.kaplansoft.com/sipcli/
http://sourceforge.net/projects/sipsak.berlios/
http://www.voip-security.net/pdfs/SiVuS-User-Doc1.7.pdf


Schengen Routing: A Compliance Analysis

Daniel Dönni(�), Guilherme Sperb Machado,
Christos Tsiaras, and Burkhard Stiller

University of Zurich, Department of Informatics,
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Abstract. Schengen Routing was proposed as a countermeasure to traf-
fic monitoring activities practiced by intelligence agencies. This work here
presents the results of a larger-scale measurement performed to quantify
Schengen Routing compliance in today’s Internet. Based on 3388 TCP,
UDP, and ICMP traceroutemeasurements executed fromRIPEAtlas probes
located in over 1100 different Autonomous Systems (AS) in the Schen-
gen Area, it was found that 34.5% to 39.7% of these routes are Schengen-
compliant, while compliance levels vary from 0% to 80% among countries.
Finally, an approach was developed that allows end-users to determine
whether a specific route to a host is Schengen-compliant or not.

Keywords: Schengen Routing · Geo-location · Compliance checks

1 Introduction

The affair involving Edward Snowden and the National Security Agency (NSA)
in 2013 demonstrated that wiretapping large amounts of Internet traffic data
was not only possible, but also applied on a regular basis by various intelligence
agencies in violation of privacy laws [13]. However, the controversy only came
into broader political debate by the time it was alleged that several European
state heads had become victims of the wiretapping activities themselves [2].

In the context of the political and technical debate that followed, the idea of
Schengen Routing demonstrated to be a possible amendment to protect com-
munications across Europe. The term Schengen refers to the treaty targeted at
reducing border controls and implementing a harmonized legal framework [9].
Those countries, who signed the Schengen Treaty, form the Schengen Area.
Table 1 shows the current Schengen members. It is important to highlight that
the Schengen Area is not equivalent to the European Union (EU), since some
countries belonging to the EU are not part of Schengen (e.g., United Kingdom),
while Schengen also comprises non-EU countries (e.g., Switzerland).

Schengen Routing refers to the practice of routing Internet traffic between
hosts located in the Schengen Area, not leaving the borders of countries part
of the Schengen Treaty. Such Internet traffic not leaving the Schengen Area
is more difficult to be wiretapped by non-Schengen intelligence agencies, since
the Internet traffic remains still unencrypted. However, this traffic remains still
vulnerable to wiretapping activities that may occur within Schengen [16].

c© IFIP International Federation for Information Processing 2015
S. Latré et al. (Eds.): AIMS 2015, LNCS 9122, pp. 100–112, 2015.
DOI: 10.1007/978-3-319-20034-7_11
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Table 1. Schengen members as of January 2015

Country Code Country Name Country Code Country Name

AT Austria IT Italy
BE Belgium LI Liechtenstein
CH Switzerland LT Lithuania
CZ Czech Republic LU Luxemburg
DE Germany LV Latvia
DK Denmark MT Malta
EE Estonia NL Netherlands
ES Spain NO Norway
FI Finland PL Poland
FR France PT Portugal
GR Greece SE Sweden
HU Hungary SI Slovenia
IS Island SK Slovakia

An implementation of Schengen routing requires the reconfiguration of rout-
ing tables and the renegotiation of transit and peering agreements. The effort
required depends significantly on the degree to which current routing already
complies with Schengen routing or not. However, there is no previous work avail-
able, which measured a Schengen routing compliance through active measure-
ments by analyzing TCP, ICMP, and UDP traffic. Thus, this paper answers the
following question: What is the Schengen routing compliance or non-compliance
percentage of current traffic among Schengen countries based on the observation
of active measurements?

For that a large number of traceroute measurements was executed by applying
RIPE Atlas [17] probes located in Autonomous Systems (AS) within Schengen
to a well-known host in Switzerland, being part of the Schengen Area. ASes were
chosen as the unit of analysis, because ASes are collections of network devices
managed by a single administrative authority that can decide to cooperate with
government agencies or not. IP addresses of nodes along a network path can
be determined by using the traceroute tool. By means of a database, such as
GeoLite [10], IP addresses obtained can be related to ASes and countries and,
thus, placed in- or outside Schengen. Next to these measurements, a tool termed
chkroute has been developed, allowing end-users to find out whether specific
routes are Schengen-compliant.

This paper is structured as follows. Section 2 presents related work. The ap-
proach applied and evaluations performed are described in Sections 3 and 4,
respectively. Section 5 presents the chkroute tool developed. Finally, Section 6
summarizes the work, draws conclusions, and outlines future steps.

2 Related Work

The most detailed work analyzing routes leaving the Schengen Area was per-
formed by [16]. Publically accessible BGP routing tables were obtained and,
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based on BGP routing entries, a graph of ASes was generated. Based on these
graphs, traffic routes were established and analyzed to assess whether traffic be-
tween two peers within the Schengen Area would leave the area, thus, pointing
on non-compliant Schengen Area routes. It was assumed that an AS belongs
to a particular country, if the majority of its allocated Internet Protocol (IP)
address space is bound to that country. Therefore, if an AS hosts IP addresses
used in countries X, Y, and Z, but more than 50% is allocated to country X,
the AS is considered to be located in country X. Such an assumption simplifies
the full process of binding ASes to particular countries. However, it may present
non-realistic results, since some ASes can present logical connections to several
countries that not necessarily reflect the true country of origin of such an AS [19].
Those results show that, e.g., in Belgium, Switzerland, and Spain, more than one
third of available routes are operating via ASes located outside the respective
country. It is further found that the number of routes leaving the Schengen Area
substantially varies among countries, e.g., 0% in Iceland and 35.38% in Belgium.

Another approach analyzed the content of BGP routing tables [12]. The re-
spective outcomes are beneficial due to 3 reasons:

1. BGP looking glasses are servers running specific software designed to retrieve
routing information. These servers are found in a considerable number of
strategic ASes around the globe.

2. Evaluating BGP routing tables is a passive and, thus, less intrusive approach
to form an AS graph.

3. BGP routing tables present a wider view of routing possibilities within each
AS.

The major disadvantage of this approach is the lack of certainty that a packet
will follow the inferred AS graph to a specific destination as the information may
be incomplete or out of date.

Therefore, active measurements involving tools such as, e.g., traceroute, are
employed to discover Internet routes that are being used in practice for particular
protocols and traffic [3]. Moreover, traceroute measurements are able to (1) reveal
multiple routers within an AS and not only an AS-level graph representation,
and (2) provide a real time result of the current network hops from source to
destination. Thus, Paris traceroute [1] provides a more realistic routing map
compared to the classic traceroute tool, solving problems caused by the current
vast deployment of load balancers in the Internet. Paris traceroute addresses
per-flow load balancers, varying header fields, such as the TCP/ICMP sequence
number, the UDP checksum, and the ICMP identifier. The chkroute tool uses
Paris traceroute to collect routing information (i.e., IP addresses of network
hops) from the source to the destination, and uses the GeoLite database [10]
to map IP address ranges to ASes. Table 2 summarizes major characteristics of
chkroute and [16] to analyze Schengen Routing compliance.

A major disadvantage of Schengen routing is that Internet traffic remains
unencrypted. As a consequence, it is still vulnerable to wiretapping activities
from within Schengen. A wide-spread use of end-to-end encryption would resolve
this issue [16].
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Table 2. Characteristics comparison of approaches analyzing Schengen Routing com-
pliance

Approaches

Characteristics

Based on
Active Mea-
surements

Based on
Passive Mea-
surements

Uses
GeoLite
Database

Provide
Compliance
in Real Time

[16] no yes yes no

chkroute no yes yes yes

3 Approach

To measure Schengen routing compliance, a larger-scale measurement has been
performed. RIPE Atlas [17] was chosen as a measurement platform due to its
high AS coverage. ASes were selected for anlysis, because they appear as units
controlled by a single administrative entity defining routing policies that has the
capability to coopreate with intelligence agencies or not.

3.1 Test-Bed Selection

To perform real-life measurements at a larger scale, a suitable test-bed is needed.
Test-beds had to meet two requirements to be taken into consideration:

1. The test-bed had to be able to run traceroute measurements to retrieve IP
addresses of nodes along a routing path.

2. The test-bed had to provide a high AS coverage in the Schengen Area.

Several test-beds could have been used to perform larger-scale measurements:
Planet-Lab [15], EMANICSLab [8], Bismark [18], and RIPE Atlas [17].

On one hand, Planet-Lab [15] and EMANICSLab [8] provide administrative
access to the machines and, therefore, allow for full control over all aspects of
the experiment. On the other hand, the number of ASes currently covered by
these test-beds in Europe is lower when compared to RIPE Atlas: EMANICSLab
provide nodes in 11 different ASes, while Planet-Lab provides nodes in 69 ASes.
In contrast, RIPE Atlas provides 1306 ASes in the Schengen Area alone. Since
Planet-Lab and EMANICSLab nodes are predominantly located in academic and
research networks, such a distribution may not necessarily be representative for
assessing Schengen routing compliance in the Schengen Internet as a whole [7].

The project Bismark [18] allows researchers to perform measurements from
home routers equipped with a modified openWRT firmware [14]. The project
cannot be used to study Schengen compliance, since there are only 178 routers
globally available, and even less within Schengen as of 2014 [18].
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RIPE Atlas is a measurement infrastructure initiated and coordinated by
RIPE NCC [17]. According to RIPE’s website, “RIPE NCC is building the
largest measurement infrastructure ever made” [17]. The RIPE Atlas measure-
ment infrastructure is based on a large number of low-cost measurement nodes
given away for free to volunteers willing to host those probes in their private,
institutional, or public networks. In exchange for hosting a probe, volunteers
get access to measurement statistics and obtain credits that can be traded for
running user-defined measurements on the infrastructure. The RIPE Atlas mea-
surement infrastructure provides the best AS coverage by a substantial margin
(1306 different ASes in Schengen alone) and was, therefore, chosen for the Schen-
gen routing compliance analysis.

3.2 AS Selection

To determine to what extent traffic complies with Schengen Routing, a list of
ASes in the Schengen Area had to be selected. Maxmind provides a free geo-
location database named GeoLite [10], which maps IP address ranges to ASes
and countries. The respective information is provided in two separate files. The
first file contains IP address ranges in a long representation along with an AS
number (e.g., 5 10 AS1). The second file contains IP address ranges in a long
representation along with a country code (e.g., 5 10 CH). Based on this informa-
tion, the number of IP addresses per AS and country was calculated (e.g., AS1
has 10 - 5 + 1 = 6 IP addresses in CH (Switzerland)). These AS and country
ranges did not always match and had to be divided into matching subranges in
these cases. The logic for calculating the number of IP addresses per country
remained the same. ASes were included in the measurement effort, if they had
at least one IP address in a Schengen country. The resulting number of ASes in
the Schengen Area was 9967 (cf. Table 3).

Table 3. Number of ASes after results processing (T: TCP, U: UDP, I: ICMP)

Original Not No Probes Failed/Error Outside Schengen Remaining

Covered T U I T U I T U I T U I

9967 8661 44 47 50 25 24 25 105 104 106 1132 1131 1125

3.3 Measurement Execution

All traceroute measurements were executed using the RIPE Atlas measurement
infrastructure. RIPE Atlas allows to specify an AS number as a measurement
source and selects a suitable probe with an IP address within the AS auto-
matically. The target IP address of all traceroute measurements was a machine
located within Schengen at the premises of University of Zurich, Switzerland
(within AS 559). Measurement requests were submitted for all 9967 ASes deter-
mined in Section 3.2 for the ICMP, TCP, and UDP protocol in turn. For each
protocol, RIPE Atlas performed three traceroute measurements automatically.
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These measurements were limited to one target host and three traceroute mea-
surements per protocol because the number of measurements that can be per-
formed on RIPE Atlas is limited by the credit earned by the respective volunteer.

3.4 Results Processing

All results obtained from these measurements were processed in several steps
(see Table 3).

1. Measurement requests were submitted for 9967 ASes, out of which 8661 ASes
were not covered by RIPE Atlas. They could, therefore, not be taken into
consideration.

2. RIPE Atlas could not find suitable probing devices in all ASes covered. These
ASes could not be taken into consideration.

3. Some measurements failed or produced invalid results (e.g., error messages
rather than measurement data) and were excluded.

4. ASes may have IP address ranges advertised in several countries, especially in
ASes with large number of IP address subnets. Because RIPE Atlas chooses
IP addresses within the AS at its discrection, an IP address outside the
Schengen Area may be selected. Measurements executed from probes having
IP addresses located outside the Schengen Area were excluded.

After this results processing, 1132 TCP, 1131 UDP, and 1125 ICMP valid mea-
surements remained for an evaluation. The unprocessed traceroute files obtained
from RIPE Atlas measurements have been made publically available [5].

4 Evaluation

These results obtained were classified with respect to Schengen routing compli-
ance as follows:

1. Measurements containing at least one IP address located outside the Schen-
gen Area were classified as ”Non-compliant” (NC).

2. Measurements containing only IP addresses inside the Schengen Area were
classified as ”Compliant” (C).

3. Measurements containing IP addresses for which no country information
was available or for which traceroute did not produce an IP address were
classified as ”Unknown” (U), if all other IP addresses were located within
Schengen and ”Non-Compliant” otherwise

To determine the geographic location of an IP address, Maxmind’s GeoLite
database [10] was used, the same database as was used for the AS selection
process described in Section 3.2. Figure 1 provides an overview of those results
found. Light gray shades represent higher Schengen routing compliance levels
while dark gray shades stand for lower compliance levels.
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Fig. 1. Schengen routing compliance levels

All detailed results are shown in Table 4. The “R” column ranks the Schengen
countries – represented by their ISO code – according to the relative amount of
compliant TCP routes. TCP was chosen for ranking, since it is the most fre-
quently used transport protocol in the Internet as of today. The “ASes” column
represents the number of ASes for which traceroute measurements have been per-
formed. “T” represents the total number of measurements that were performed
for the respective country and protocol. “C”, “NC”, and “U” show the amount
of routes that were compliant, non-compliant, and unknown, respectively. For
each of these categories the absolute and relative values are provided.

4.1 Results Analysis

This section discusses the results presented in Table 4, providing insight into
compliant, non-compliant, and unknown routes.

Overall compliance levels range from 34.5% in the TCP case, to 37.4% in the
UDP, and 39.7% in the ICMP case. The variation among countries is substan-
tial, though, it ranges from 0% (TCP), 0% (UDP) and 0% (ICMP) in the case
of Malta (MT) to 80% (TCP), 75% (UDP), and 80% (ICMP) in the case of
Liechtenstein (LI). These results show that no country is fully compliant with
Schengen routing for those active measurement results.

Overall non-compliance levels range from 33.8% in the TCP case to 38.7%
in the UDP and 42.3% in the ICMP case. As it happens for the compliance
level, the variation among countries is considerable, it ranges from 0% (TCP)
and 20% (ICMP) in the case of Liechtenstein (LI) and 19.4% (UDP) in the case
of Switzerland (CH) to 81.8% (TCP), 81.8% (UDP), and 84.8% (ICMP) in the
case of Estonia (EE).

The relative amount of unknown routes ranges from 31.7% in the TCP case to
23.9% in the UDP and 17.9% in the ICMP case. The variation among countries is
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Table 4. Schengen Routing compliance analysis
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less pronounced for unknown routes compared to compliant and non-compliant
routes, in the TCP case results range from 18.2% in Estonia (EE) to 50% in
Italy (IT), in the UDP case they range from 0% in Liechtenstein (LI) to 42.4%
in Italy (IT), and in the ICMP case results range from 0% in Liechtenstein (LI)
to 41.1% in Italy (IT).

The core finding is that compliance levels vary significantly among individual
countries and range from a very low to a very high compliance. As a consequence,
overall values are of limited use. The second finding is that there is no signifi-
cant variation among transport protocols with respect to the relative amount of
compliant, non-compliant, and unknown routes.

4.2 Comparative Analysis

While the work [16] used a passive approach based on publically available BGP
routing table information, countries were ranked according to a Schengen rout-
ing compliance score, which represents the relative amount of routes that do
not comply with Schengen routing [16]. Although the geo-location information
is taken from Maxmind’s GeoLite database [10] in both cases, the comparison
of both sets of results obtained are compared and shown in Table 5. The rel-
ative amount of non-compliant routes obtained using active measurements in
the chkroute approach exceeds in almost all cases the amount obtained using
the model based on BGP routing table data. An analysis discussing the reasons
resulting in those differences found between [16] and the chkroute approach is
omitted at this point, because the routing data used to produce results in [16]
is not available.

5 Design and Implementation of the chkroute Tool

While those results presented are useful to obtain a general understanding of
compliance levels in each of the individual Schengen countries, end-users are
more interested to learn whether specific routes are compliant with Schengen
Routing or not. Therefore, chkroute was designed and prototyped. The tool
chkroute assesses whether a specific route complies to Schengen Routing or not
and is available at [6].

The tool’s architecture consists out of the 3 components depicted in Figure 2.
The client desires to verify a route. The target host or IP address represents the
endpoint of the route. The geo-location server stores location and compliance
information about IP addresses. The compliance checks for routes are performed
in four steps.

1. The client runs traceroute to the target host.
2. The client collects responses from hops along the path.
3. The client submits hops to the geo-location server.
4. The geo-location server analyzes these hops and sends country and compli-

ance information back to the client, which prints the result.

A sample run of chkroute is shown in Figure 3. The chkroute command is
executed from a client at University of Zurich towards a server of the University
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Table 5. Non-compliant routes according [16] vs. chkroute

Country Code Country Pohlmann et al. [16] chkroute

BE Belgium 35.38% 49.4%
LI Liechtenstein 29.41% 0.0%
CH Switzerland 23.48% 15.2%
ES Spain 21.27% 43.4%
LU Luxembourg 21.15% 47.4%
FR France 19.13% 26.4%
MT Malta 17.86% 66.7%
FI Finland 16.58% 56.0%
CZ CzechRepublic 16.31% 31.3%
SE Sweden 14.92% 30.5%
NL Netherlands 13.07% 19.3%
DE Germany 12.26% 32.5%
NO Norway 10.31% 41.5%
GR Greece 8.67% 61.1%
EE Estonia 6.78% 81.8%
SK Slovakia 6.25% 33.3%
LT Lithuania 5.50% 36.4%
IT Italy 3.70% 31.4%
AT Austria 3.23% 25.0%
DK Denmark 1.75% 26.3%
PL Poland 1.43% 41.0%
PT Portugal 1.39% 66.7%
LV Latvia 1.34% 61.5%
SI Slovenia 1.15% 58.3%
HU Hungary 0.49% 38.3%
IS Iceland 0.00% 38.9%

Target Host

Client

Geo location
Database

1 3

4
2

Fig. 2. The chkroute architecture

of Federal Armed Forces in Munich. Both hosts are located in Schengen. The
output produces a hop count, an IP address, the country code, Schengen routing
compliance information (Yes (“Y”), No (“N”), and Unknown (“Unknown”)), and
the AS number.

The sample output shows that this network traffic remains inside the Schengen
Area until hop 7, leaves the Schengen Area for hops 8 to 11, and it returns at hop
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12. Hop 13 is unknown. To ease the readability of this result, all hops are color-
coded: green is for compliant, red for non-compliant, and yellow for unknown.

6 Summary, Conclusion, and Future Work

This paper presented key results of a larger-scale measurement conducted to
determine the extent to which current routing is Schengen-compliant in Schengen
countries. Based on 3388 TCP, UDP, and ICMP traceroute measurements run
from RIPE Atlas probes located in over 1100 ASes in the Schengen Area it was
found that compliance levels vary substantially among countries and range from
0% (TCP), 0% (UDP) and 0% (ICMP) in the case of Malta to 80% (TCP), 75%
(UDP), and 80% (ICMP) in the case of Liechtenstein. The overall compliance
levels range from 34.5% (TCP) to 37.4% (UDP) and 39.7% (ICMP).

Fig. 3. chkroute output

Based on these measurements performed, this paper concludes that Schengen
Routing compliance is not achieved in any of the Schengen countries, contradict-
ing the claim that Schengen routing already was a factual reality today, as it has
been stated by the Association of the German Internet Industry [4]. Therefore,
intelligence agencies still can perform potential wiretapping activities outside the
Schengen jurisdiction on traffic originating within and destined to the Schengen
Area.

This work and chkroute especially with the data set collected only analyze
traffic in the forward direction. The reverse path may not necessarily be the
same [11]. Hence, future work will address the reverse path, too. Furthermore,
as only routes originating in Schengen countries targeted at a single node in
Switzerland have been analyzed, results may differ, if a target node in another
country was chosen. In particular, routes originating in a Schengen country A
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may be more or less likely than those originating in another Schengen country B
to traverse a non-Schengen country depending on the location of the target node.
Finally, an additional extension to this work is to analyze traffic for individual
countries in more detail as well as to provide details with respect to countries
that cause routes to be non-compliant with Schengen routing. It is also essential
to identify those Schengen countries that are exit and entry points for traffic out
of the Schengen Area and to examine the reason why this is the case.

Acknowledgments. This work was partially supported by the SmartenIT and the
FLAMINGO projects, funded by the EU FP7 Program under Contract No. FP7-2012-
ICT-317846 and No. FP7-2012-ICT-318488, respectively.
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Abstract. A network path is a path that a packet takes to reach its
target. However, determining the network path that a host uses to reach
it’s target from the viewpoint of the latter is less trivial than it appears.
Tools such as Traceroute allow the user to determine the path towards
a target (i.e. the forward path), but not the path from the target to the
source (i.e. the reverse path) due to routing asymmetry. Routing asym-
metry means that the network path between two hosts may be different
in opposite directions. Although previous studies have shown that this
asymmetry is widespread, a more detailed characterization is lacking.
In this paper routing asymmetry is investigated in depth using large
scale measurements with 4.000 probes distributed world wide. The main
goal of this paper is to provide characteristics about Internet asymmetry
based on recent large scale measurements. Our findings contribute to a
conclusive overview of Internet asymmetry, which assist researchers and
engineers in making valid assumptions about routing asymmetry.

Keywords: Internet · Asymmetry · Large Scale Measurements

1 Introduction

The fact that Internet routing shows some degree of asymmetry has long been
known [4,5,9,10]. Routing asymmetry means that, given two hosts A and B, the
path from A to B (the forward path) is different from the the path from B to A
(the reverse path). Asymmetry can, for example, be problematic when trying to
troubleshoot problems at host A that occur on the reverse path. The reason for
this is that standard tools, such as Traceroute, are only able to determine the
forward path from the viewpoint of host A.

There have been various studies that quantify Internet routing asymmetry.
This study aims to reinforce those studies and provide a more in depth analysis
to determine where exactly this asymmetry occurs. A better understanding of the
characteristics of Internet asymmetry can, for example, help when attempting
to troubleshoot problems that occur on the reverse path when only the forward
path is known.

c© IFIP International Federation for Information Processing 2015
S. Latré et al. (Eds.): AIMS 2015, LNCS 9122, pp. 113–125, 2015.
DOI: 10.1007/978-3-319-20034-7_12
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In this paper we look into the asymmetry of network paths. We investigate
to what extent the reverse path can still be determined using the forward path
if the characteristics of Internet asymmetry are known. The goal of this study is
to provide an in depth analysis of Internet routing asymmetry. To perform this
analysis we measure network paths between 4.000 probes across the world. We
analyze the resulting data for network path asymmetry from the Autonomous
System (AS) level. We show that most routes are not completely symmetrical,
although the routes do have properties that still make them useful for specific
applications, such as troubleshooting and collaboration with upstream providers.
The contribution of this paper is providing information that researchers and
engineers can use for the practical applicability of forward/reverse paths.

This paper is organized as follows. In Section 2 we discuss the related work
followed by Section 3, where we explain our hypothesis. In Section 4 we describe
our data acquisition. Then, in Section 5, the analysis will be described. Finally,
we will present our conclusions in Section 6.

2 Related Work

Researchers have been studying Internet routing asymmetry for some time [4,
5, 7, 10]. In this section we will discuss a few studies that have investigated the
level of routing asymmetry on the Internet and indicate what shortcomings they
have that we aimed to solve.

First, the research in [5] on route asymmetry covers the AS level. They con-
clude that route asymmetry, on the AS level, is only present in approximately
14% of the routes. However, this research is based on results gathered using
the Active Measurement Project (AMP) which runs mainly on academic net-
works and uses only 135 probes. In their follow up study [4], they use 350 probes
selected from 1200 public traceroute servers. They note that the routing asym-
metry percentage is much higher on commercial networks, namely 65%, which
negatively impacts the usability of Traceroute to measure reverse network paths.

In addition, while they have conducted extensive research on route asymmetry
on the AS level they have not looked at the relative position of asymmetry (e.g.
close to the target of the traceroute, in the middle or close to the source of the
traceroute). If we are interested in the remaining usability of reverse paths this
is an interesting measurement, for example for applications that do not require
the entire path to be symmetric. They proposed an interesting framework for
quantifying the change in paths in which they use the the Levenshtein Edit
Distance (ED) algorithm as a way to determine the distance between two paths.

Secondly, research in [10] concluded that the asymmetry on the AS level is
substantially higher than in [4, 5]. According to them, asymmetry on the AS
level is as high as 90%. The cause of this difference could, for example, be that
this study was conducted 5 years later or that their dataset is obtained using
only a total of 220 probes biased distributed.

Finally, the research in [7] proposes a way of determining the actual path that
a packet has taken to reach a point in a network, with routing asymmetry in



How Asymmetric Is the Internet? 115

mind, from the viewpoint of the receiver. They do this mainly for troubleshooting
purposes (e.g. which network is dropping packets). Their method involves a
system of widely deployed probes, IP spoofing and the use of an option in the IP
header that is often not implemented. While the theory behind this method is
sound, it can be difficult to deploy in practice for a few reasons. First, potential
users need to have widely deployed probes in place. Secondly, their method
uses the Record Route option in the IP header. However, this option is often
ignored [6] and packets that use this option are usually dropped. Finally, the
use of IP spoofing, the act of forging the source address, can be problematic due
to issues with company policies, ethics and the fact that there are techniques
to block IP spoofing such as proposed in Request for Comment (RFC) 2827 [2],
which is currently known as Best Current Practice (BCP) 38.

3 Hypothesis

The goal of this section is to describe some terminology and concepts. Then, we
will introduce the hypothesis.

In this paper we consider a network path an ordered list of networks that con-
nect two end-systems on the Internet. Although there are studies that differenti-
ate networks by IP address or even as IP address range [4], we chose to represent
networks as Autonomous System (Autonomous System (AS)). By using ASes it
is trivial to cluster IP addresses that belong to the same administrative network.

As shown in Fig. 1 there are two distinct paths between a pair of end-systems
A and B: The forward path and the reverse path. When both paths are com-
pletely equal then the path is symmetric, otherwise it is asymmetric. Note that
to reliably determine a complete network path from the viewpoint of the receiver,
the Internet would have to be completely symmetric.

Reverse

Symmetric
?

Symmetric
?

Asymmetric
?

Path AB

Forward

Path AB

Fig. 1. Network path

Our goal is to show that network paths are symmetric near the end-systems,
meaning that for that section of the network path standard tools can be used
to determine the reverse path. We defined the following hypothesis: The reverse
network path can be reliably discovered via standard tools, such as Traceroute,
near the end-systems..
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4 Data Acquisition

In this section we will describe the methodology that we used. We will first
explain which measurement network we use and what it consists of. Then, we
will explain how the measurements are configured. Lastly, we will present some
preliminary considerations concerning the measurements.

The main requirement for investigating our hypothesis was having a large
amount of Internet connected computer systems which we could control. In or-
der to meet this requirement we use RIPE Atlas. This project manages probes
around the world for the specific purpose of network measurements. A probe
is a dedicated network measurement device that can be placed in a network
to allow measurements to be performed remotely. The Atlas project consists of
approximately 7.000 distributed probes1 worldwide. Although we are aware of
several other measurement infrastructures, such as PlanetLAB2, EmanicsLAB3

and the NLNOG Ring4, these do not provide the scale and distribution that was
required for measurements that are representative of the Internet.

RIPE Atlas has imposed a credit system that limits measurements in three
ways. The credits that are consumed per day, the number of measurements that
can be run concurrently and the total number of credits that can be consumed.
These limits have a consequence on the number of probes that can be used and
in which combination. Credits can, for example, be earned by hosting a RIPE
Atlas probe. It is due this credit limit that not all probes that are available can
be used. This further depends on the measurement layout, which probe measures
what and to what other probe.

4.1 Measurement Configuration

We considered three layouts in which the probes can conduct the measurements.
Note that to be able to determine route asymmetry between two probes, each
probe has to traceroute the other. In the considered layouts each probe performs
traceroutes to the probes to which it is connected.

Fully Connected Layout (Fig. 2a) - This layout has the advantage of
utilizing the complete potential of the involved probes, every probe measures
the path to every other probe. The disadvantage is that due to the credit limit
only a very limited amount of probes from the total can be used. For example:
considering the 1 million credit limit only 112 probes can be used due to the
high amount of paths in this type of layout. A small amount of probes means
that specific network issues that occur at individual probes have a large impact.

Star Layout (Fig. 2b) - In comparison to the fully connected topology this
has the advantage of allowing many more probes to be used. However, in this

1 RIPE Atlas System Statistics:https://atlas.ripe.net/
2 https://www.planet-lab.org/
3 http://www.emanicslab.org/
4 https://ring.nlnog.net/

https://atlas.ripe.net/
https://www.planet-lab.org/
http://www.emanicslab.org/
https://ring.nlnog.net/
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(a) Fully connected (b) Star (c) Random Tuples

Fig. 2. Probe layout

case the center probe will have a large impact on each measurement. Network
issues at the center probe can cause the entire experiment to fail.

Random Tuple Layout (Fig. 2c) - In this layout random tuples of probes
are selected. This has the advantage of minimizing the impact of a single mis-
behaving probe. Furthermore, it allows for a much larger selection of probes,
considering the Atlas limits. Because of these advantages this is the layout that
we used.

Using the random tuple layout we selected 4.000 probes, meaning 2.000 tuples,
in a way that favoured longer geographic distances. The attempt to have longer
geographic distances is to prevent a large concentration of probes in Europe, as
most probes are located there. The algorithm used to select the probes works
by randomly picking probes and comparing the distance between them to some
threshold (in our case: 10.000 km), if the threshold is exceeded then the probe
tuple is added to the final result set. If, after a number of attempts (in our
case: 2.000), no probe tuples can be found that exceed the threshold then the
threshold will be lowered.

The distribution over continents in terms of numbers is shown in Table 1.
There is a large skew towards Europe which is caused by the relatively large
number of probes located there. The average distance between two probes in a
tuple is 6.945 kilometres (as the crow flies).

For every selected pair consisting of probe A and probe B two measurements
were scheduled. One measurement, consisting of a traceroute, was configured
from probe A to probe B (the forward path) and another from probe B to probe
A (the reverse path).

Network variances over time were smoothed out by scheduling the measure-
ments to run every three hours, for ten days. This was limited by the total
amount of credits we were allowed to consume. The measurements were per-
formed from 14:00 on the 28th of July 2014 to 14:00 on the 7th of August 2014,
Coordinated Universal Time (UTC).

4.2 Preliminary Considerations

RIPE Atlas probes conduct their traces on the IP level where each hop consists
of a single IP address. Because we want to look at the network paths from the
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Table 1. Distribution over continents

Continent Selected Available Fraction Fraction of selected

Europe 2681 5200 51.56% 67.03%
North America 724 1003 72.18% 18.10%
Asia 267 420 63.57% 6.68%
Africa 157 223 70.40% 3.93%
Oceania 109 145 75.17% 2.73%
South America 59 87 67.82% 1.48%
Antarctica 1 1 100.00% 0.03%
Unknown 2 4 50.00% 0.05%
Total 4000 7083 100%

AS level it was necessary to convert the measured paths. In order to convert
IP addresses to their corresponding AS numbers we used the BGP routing ta-
ble dumps obtained from the Remote Route Collector (RRC)s managed by the
Routing Information Service (RIS), which in turn is operated by RIPE. These
routing tables contain a large amount of routes that are announced on the In-
ternet by different ASes. Using these routes we are able to determine the AS
number for a given IP range. The tool we used for this and its source is available
online5. Alternatives to this method are, for example, provided by CAIDA6 or
MaxMind7.

Each IP address in the paths on the router level was converted to their corre-
sponding AS number. It is apparently common for multiple hops to occur within
the same network. This is shown by the reduction in the number of hops in net-
work paths on the router level in comparison to network paths on the AS level,
which is, on average, 64.46%.

Our choice of probes was optimized to prevent a large cluster of probes in
Europe by increasing the geographic distance between pairs, this may have in-
troduced a bias in network path length. In order to show that this is not the case
we plot the geographic distance, which is shortest distance between two points
on a sphere (great circle distance), against the number of hops in the forward
network path on the AS level. The result of this is shown in Fig. 3. As we ex-
pected there appears to be no clear relation between the geographic distance
and the number of hops.

In Fig. 4 the distribution of the length of the measured paths is shown. Most
paths contain five different AS-numbers. This means that in those cases three
autonomous systems aside from the one the receiver and the sender are in (e.g.
their ISPs) are involved in routing the packets.

The measurements that were performed by the probes were not completely
perfect or complete. This may, for example, have been caused by probes that
delayed their measurements for too long or did not perform them at all. Because
of this we have applied some filters to the dataset. Prior to the filtering we

5 IPASNExporter: https://bitbucket.org/woutifier/ipasnexporter
6 http://www.caida.org/
7 https://www.maxmind.com/

https://bitbucket.org/woutifier/ipasnexporter
http://www.caida.org/
https://www.maxmind.com/
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Fig. 4. Distribution of path length

had 153,638 potential forward/reverse path pairs, of a theoretical 160,000. The
absence of some paths can be attributed to some probes that did not respond
or did not complete any measurements.

Since forward and reverse path measurements are initiated from two different
probes there can be a delay between the two measurements being executed.
To prevent this difference from influencing the results we only match paths if
they were measured no more than 600 seconds apart. If they are outside that
time limit the forward/reverse pair is discarded. This prevents path instability
from being interpreted as path asymmetry. This filter reduced our potential
forward/reverse path pairs by 16,103.

The second filter we implemented is based on the principle that the first hop
of the forward path should be the last hop of the reverse path, because these are
the origin and destination networks. The same principle applies in the opposite
direction. Measurements where this is not the case can be caused by incomplete
traces. We filtered all forward/reverse path pairs where this was the case. This
removed 14,620 results from the set.
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To prevent probes that measured completely empty paths to influence the
results we filtered all pairs that contained a completely empty path. Completely
empty paths do not exist in actual networks, as a network path always contains
at least a single hop, even if the source and target IP addresses are in the
same network. This can be caused by incomplete traces or probes that are not
executing their measurements. This filter reduced our result set by 3,365.

The three filters that we implemented left a total of 119,550 or 74.72% of the
theoretical 160,000 pairs.

For paths that contained unresolvable hops we considered a few options. The
first option is to discard all path pairs that contained such a hop. However,
this would impact a significant part of the result set as unresolvable hops are
common. Another option, which was also implemented in [3] is to simply consider
an unresolvable hop as a wild card, meaning that it will match any hop in the
opposite path that is in the same position.

5 Analysis

In this section we analyze the dataset that was obtained using the methodology
described in the previous section. Our dataset contains a total of 2275 unique
AS numbers, of which 1717 contain one or more probes. Of all results in our
dataset, 15053 (12.6%) forward/reverse path tuples are completely symmetric
and 104497 (87.4%) show asymmetry. This is in line with the results found
in [10], however, we use far more probes. The large percentage of asymmetric
paths further justifies studying the characteristics of Internet asymmetry.

Before we start the analysis we introduce two variants for calculating the Edit
Distance (ED) between two paths. One is the Levenshtein algorithm [8] which
was first used for this purpose in [4] [5]. The Levenshtein algorithm counts the
number of required insert, delete or change operations to make two paths equal
to each other. The Levenshtein algorithm was originally intended to be used
to measure the differences between strings, however, it can be used without
modification for measuring the change in network paths. In addition to the
Levenshtein algorithm we also use a variation called Damerau-Levenshtein [1].
Damerau-Levenshtein extends the original algorithm by also counting transpose
operations as a single change. It is much less sensitive to swapped hops. The
extended algorithm is interesting in contexts where the presence of ASes on a
path are of more importance than their specific location.

5.1 Stability Over Time

We begin our investigation by determining the change of paths over time. This
is of interest because it is not always possible to measure the reverse path at
the exact time that the forward path was established. We calculate the average
ED over all paths over time. The ED is determined as follows: The first path
to a destination is taken as a ground truth to which each consecutive path is
compared. We then calculate the ED based on the Levenshtein algorithm. We
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Fig. 5. ED over time using Levenshtein algorithm

had to modify the algorithm slightly because not all paths are of the same length,
which would cause longer paths to have a much higher impact on the results than
shorter paths. Therefore, we normalize the ED by dividing it by the path length
as shown in formula 1.

ED(forward, reverse)

MAX(len(forward), len(reverse))
(1)

The normalized ED is between 0.0 (i.e. completely symmetric) and 1.0 (i.e.
completely asymmetric). Fig. 5 shows the results of this analysis. Note that the
graphs indicate that network paths are not subject to great change over time.
The instability appears to stop increasing after 8 days, therefore measurements
should be done over a longer period of time to show if this behavior persists.
Furthermore, we compared the results using the Levenshtein algorithm to the
Damerau-Levenshtein algorithm and this showed results which are almost com-
pletely identical. This indicates that the relative position of a network in a path
is stable.

5.2 Absolute Difference

We look at the absolute difference between the forward and reverse path pairs to
get an understanding of how big the impact of routing asymmetry is. We define
the absolute difference as the ED between the forward and reverse path. The
ED between all path pairs is shown in Fig. 6. Note that the difference between
the results of the two algorithms indicates that it is a common occurrence for
two hops to be swapped in either the forward or reverse path. Furthermore,
most forward/reverse path pairs show a distance of either 1 or 2 from their
counterpart.
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5.3 Relative difference by position

In this section we show the similarity of hops based on their relative position
in the path. This shows if a certain hop is usable for mitigation. If a forward
and reverse trace have different lengths then they are not included in this figure,
which results in 28139 result pairs being used in Fig. 7. This shows how the
symmetry decreases as we move closer to the middle of the path, as expected.
It also shows that for the longest path (7 hops) the middle hop is equal in both
the forward and reverse path in approximately 60% of the cases.
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7 1.00 0.73 0.61 0.59 0.60 0.78 1.00

Fig. 7. Average equality by position in trace

Given this measure of asymmetry we try to find out if the majority of asym-
metry is caused by a small number of networks (i.e. ASes). We look at which
ASes are involved when asymmetry occurs. From the approximately 500 ASes
that are involved we see that the top 10 is responsible for 48% of the total asym-
metry. We manually categorized these ten ASes in three types: T1 for Tier 1
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Table 2. Top 10 ASes involved in asymmetry
Position ASN Name Type

1 3356 Level 3 Communications, Inc. T1
2 174 Cogent Communications T1
3 1299 TeliaSonera International Carrier T1
4 3257 Tinet SpA T1
5 3216 OJSC Vimpelcom T2
6 34984 TELLCOM ILETISIM HIZMETLERI A.S. T2
7 1200 Amsterdam Internet Exchange B.V. IXP
8 2914 NTT America, Inc. T1
9 6453 TATA Communications, Inc. T1
10 6695 DE-CIX Management GmbH IXP

providers, T2 for Large ISPs and IXP for Internet Exchange Points. The results
are shown in Table 2. It is obvious that the largest Internet Service Provides
(i.e. Tier 1 providers), cause the largest part of the asymmetry. It is likely that
this is because those providers are also the ones which have the most peering
connections.

5.4 Consecutive Equal Hops

We count the number Consecutive Equal Hops (CEH) from each side of the for-
ward/reverse path that are equal, not counting the source and target networks.
This approach can be used even if the lengths of the forward/reverse path are
unequal. The average number of CEH, divided by two to get an average for each
side, is plotted against the total number of hops in the forward path in Fig. 8a.
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Fig. 8. Average number of CEH between forward and reverse paths

Included in Fig. 8a is the 95% confidence interval. This figure shows that for
path lengths 6 and 7 there is on average at least one additional equal network
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aside from the source and target networks. For the most common path length,
five, there is one network that is the same in both the forward and reverse path
in approximately 75% of the cases.

In Fig. 8b only the first complete result for each pair is considered. These
graphs show that it is not necessary to do repeated measurements over a longer
period of time to determine route asymmetry. Note that this suggests that route
asymmetry does not vary significantly over time.

6 Conclusion

In this paper we have analyzed and characterized several aspects of Internet
routing asymmetry. Our analysis has been conducted on a large scale using RIPE
Atlas. The results from our study contribute to assist researchers and engineers
in making valid assumptions while using forward/reverse paths data. In addition,
we contribute to give a conclusive overview on the partial asymmetry of Internet
routing.

The usability of Traceroute for measuring reverse paths is, depending on the
application, questionable. We have confirmed the presence of asymmetry in the
majority of Internet routes, and determined where this asymmetry occurs. Our
hypothesis, that reverse network paths can be reliably discovered via standard
tools near the end-systems has been confirmed. We have found, in the worst
case, a hop, representing an AS, is the same in the forward and the reverse path
in 59% of the cases, but often more.

As future work we plan to extend the analysis on the IP-level. Furthermore,
we plan to apply machine learning to estimate network path accuracy given
certain indicators, such as the type of networks that are involved and the length
of the path.
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Abstract. Over the last years, Distributed Denial-of-Service (DDoS)
attacks have become an increasing threat on the Internet, with recent
attacks reaching traffic volumes of up to 500 Gbps. To make matters
worse, web-based facilities that offer “DDoS-as-a-service” (i.e., Booters)
allow for the layman to launch attacks in the order of tens of Gbps in
exchange for only a few euros. A recent development in networking is
the principle of Software Defined Networking (SDN), and related tech-
nologies such as OpenFlow. In SDN, the control plane and data plane of
the network are decoupled. This has several advantages, such as central-
ized control over forwarding decisions, dynamic updating of forwarding
rules, and easier and more flexible network configuration. Given these
advantages, we expect SDN to be well-suited for DDoS attack mitiga-
tion. Typical mitigation solutions, however, are not built using SDN.
In this paper we propose to design and to develop an OpenFlow-based
mitigation architecture for DDoS attacks. The research involves looking
at the applicability of OpenFlow, as well as studying existing solutions
built on other technologies. The research is as yet in its beginning phase
and will contribute towards a Ph.D. thesis after four years.

1 Introduction

While Distributed Denial-of-Service (DDoS) attacks have been long noted in
the literature, it was not until a large group of attacks referred to as “opera-
tion payback” in 2010 by WikiLeaks supporters that the general public better
understood the power of such attacks. As part of this group of attacks, the
websites of MasterCard and Visa were brought down entirely, and PayPal ’s
website was notably disrupted [1,2]. Ever since, we have seen a rapid increase in
DDoS attacks in occurrence and magnitude. The “Spamhaus attack” is a noto-
rious example [3]. While its 300 Gbps traffic peak created the largest-ever-seen
DDoS attack at the time, it has since been surpassed by attacks up to sheer
volumes of 500 Gbps [4,5]. These types of attacks use core parts of the Internet
infrastructure to amplify traffic (e.g., the Domain Name System (DNS)) and
can be launched without an underlying botnet. As they operate at the network
and transport layers [6], they are nearly impossible to mitigate with strictly on-
premise solutions. To make matters worse, the ability to launch such attacks is
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nowadays no longer limited to people with advanced technical skills. Contrarily,
“DDoS-as-a-Service” providers, i.e., Booters [7], allow anyone to perform attacks
in the order of tens of Gbps in exchange for only a few euros. As a result of the
increased threat of DDoS attacks, a market for mitigation solutions was created,
which gave rise to DDoS Protection Service (DPS) providers such as Akamai
Prolexic [8], CloudFlare [9] and Verisign [10].

A recent development in networking technology that has attracted a lot of at-
tention from the research community is the Software Defined Networking (SDN)
principle [11, 12]. In SDN, the control plane and data plane of the network are
decoupled. This decoupling has many advantages, such as centralized control
over forwarding decisions, dynamic updating of forwarding rules, and easier and
more flexible network configuration. OpenFlow [13] is the most commonly de-
ployed SDN technology. Considering the characteristics of SDN, we expect it to
be well-suited for DDoS attack mitigation [14].

Despite SDN’s potential for DDoS attack mitigation [15], we observe that
existing solutions rely on other techniques. For example, solutions offered by
‘cloud-based’ DPS providers rely on DNS anycast and Border Gateway Protocol
(BGP) announcements. Moreover, there are challenges when it comes to SDN
itself, such as the performance of programmable devices, and its susceptibility
to attacks [16,17]. The aim of this research, therefore, is to investigate the appli-
cability of OpenFlow-enabled SDN for DDoS attack mitigation, and to propose
and develop an architecture to this end.

The remainder of this paper is organized as follows. In Section 2 the research
questions and approach for this work are detailed. Some of the preliminary steps
taken are presented in Section 3, and in Section 4 we conclude this paper.

2 Goal, Research Questions and Approach

The goal of this research is to evaluate OpenFlow for use in DDoS attack mit-
igation, and to design and to develop a mitigation architecture. By using the
advantages of OpenFlow, such an architecture is expected to allow for attacks
to be mitigated in an early stage, i.e., closer to the Internet backbone and fur-
ther away from the target, in a flexible and scalable manner. In addition, an
OpenFlow-based architecture may allow, to some extent, the protected entity to
control routing, which could have benefits. In support of achieving this goal we
have defined the following main research question.

RQM : Can we use OpenFlow in a DDoS attack mitigation architecture,
and how will such an architecture operate?

Our approach to answering RQM is primarily measurement-based, in which
measurements are first focussed on assessing the applicability of OpenFlow-
enabled devices for DDoS mitigation, and later shift towards the architecture
operation. In the subsections to follow we will divide the main research question
in sub-questions, and discuss, for every sub-question, the envisioned approach.
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2.1 The Applicability of OpenFlow-Based SDN

In the context of researching the applicability of OpenFlow-based SDN for a
mitigation architecture, the following sub-questions are defined.

RQM.1 : What do DDoS attack mitigation solutions based on tech-
nologies other than SDN look like, and how do they operate? The
purpose of this research question is to thoroughly study other solutions, and
investigate where OpenFlow-based SDN can excell, and where it may fall
short in comparison. Typical solutions based on BGP and DNS anycast, for
example, re-route all traffic at the network layer (L3) through ‘scrubbing
centers’, i.e., data centers where traffic is cleansed. This way of operating
needs to be studied for comparative purposes.

RQM.2 : How applicable is OpenFlow to the end of DDoS attack
mitigation, in terms of flexibility, performance, and scalability? The
specification of OpenFlow may be different from the performance and scal-
ability actually offered by OpenFlow implementations. This question serves
to quantify the flexibility, performance, and scalability of OpenFlow.

ToapproachRQM.1,wewill studymitigation solutions offeredbyDPSproviders;
solutions deployed at backbone providers, ISPs, andNationalResearch andEduca-
tion Networks (NREN); and other type of solutions, such as traditional firewalls or
vendor-specific solutions. Part of this study will include large-scale measurements
using DNS, which will reveal statistics about which domains use (or migrate to)
cloud-based DPS providers. Furthermore, using DNS we can study how parts of
DPS architectures based on DNS anycast (e.g., CloudFlare) operate and behave.
We will also perform comparative benchmarks between transport layer (L4) filter-
ing with OpenFlow and traditional firewalls or vendor-specific implementations,
such those based on [18]. We will also performmeasurements to study if re-routing
everything at L3 is efficient. Our approach for RQM.2 will include benchmarks of
specific OpenFlow-enabled device implementations, for example to see how well
forwarding devices behave when rules are frequently dynamically modified. This
type of benchmarks will be done in lab settings, as well as in production networks.

2.2 Architecture Requirements

In the context of architecture requirements, the following sub-question is defined.

RQM.3 : What are the requirements of an OpenFlow-based mit-
igation architecture for DDoS attacks? This research question serves
to get a thorough technical understanding of how an architecture needs to
operate, what its performance requirements are, and how it can be scalable
and be flexible. Its design should also account for the notion that multiple
organisations are likely to be involved, which will give rise to legal and ethical
questions, such as about net neutrality.
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The approach we will take to answer RQM.3 involves interviewing operators of
software defined networks [12] to reveal how current SDN topologies are deployed,
what the challenges are, if and how control over routing is currently realized, and
under which conditions dynamic routing allows for DDoS attack mitigation. Non-
technical issues (e.g., ethical and legal) canalso be identified thisway.Theapproach
also involves measurements of preliminary architecture setups in a lab setting to
measure how different parts interact. This will allow us to benchmark architecture
designs, review requirements, and steer architecture design choices.

The overall approach, as identified in the preceding sections, will be iterative.
This is due to several reasons. First, the consequences of design choices may
affect architecture scalability and performance. Second, results from one research
question may lead to revisiting others.

3 Preliminary Steps

This section briefly describes some preliminary steps taken to achieve the goal of
the proposed research. We recently deployed a large-scale measurement frame-
work based on DNS. It uses the full .com, .net and .org zones to perform DNS
queries for about 142 million domain names daily. Given that several record
types are of interest, billions of queries are performed per day. The measure-
ment framework is used for different research efforts, but in the context of this
work it is used as follows. By mapping address responses of domains, i.e. A and
AAAA to Autonomous System (AS) numbers, the use of DPS providers (e.g.,
CloudFlare) can be identified. Name Server (NS) responses can be used to the
same end. This type of analysis allows us to evaluate statistics on the use of,
and migration over time to, DPS providers.

4 Final Considerations

During the first four months of this Ph.D research, the preliminary steps pre-
sented in Section 3 were taken. The main goal of this work (as described in
Section 2) should be achieved within a period of four years, as part of a Ph.D
thesis. During this time, this research is expected to benefit from the network of
contacts the University of Twente (UT) has, such as those in the context of EU
FP7 FLAMINGO NoE.
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Abstract. Processing huge amounts of traffic from core network com-
ponents with respect to security remains a challenging task, since the
amounts of data increase continuously. Therefore, new approaches need
to be investigated to detect and handle attacks already in high-speed
environments. In this PhD research, we will develop a new approach for
detecting network attacks by processing data from core network com-
ponents taking advantage of properties of OpenFlow in an SDN envi-
ronment. Using this, we can collect metadata about forwarded traffic
in an immediate and effective way. In addition, our solution will enable
dynamic and adaptive redirection of traffic to various IDSs including
cloud-based IDS solutions.

1 Introduction and Motivation

Security at network level states an important research area since consumers and
companies push their data continuously into cloud environments [5]. A reason
for this evolution is the growing popularity of cloud services as well as simplicity
and fast dynamic expandability of resources on demand. In addition, distributed
denial-of-service (DDoS) attacks increased dramatically during the last years [2].
A recent report from Akamai [1] shows 90 % growth of DDoS attacks in the
last 12 month. The advent of software defined networking (SDN) promises a
large variety of possibilities to improve network monitoring and traffic steering.
Nevertheless, widespread deployments using SDN principles are still rare and
mostly static (proactive) configured.

Network security solutions are primarily based on inspecting traffic. The most
well-known approaches are on the one hand analyzing whole packets using deep
packet inspection (DPI) and on the other hand using rather statistical data pro-
vided by NetFlow/IPFIX techniques [12]. The operational environment affects
the chosen traffic inspection method. Environments carrying fewer amounts of
data (average bandwidth from few Mb/s to 1 Gb/s) are suitable for DPI [8]
whereas high-throughput (up to 100 Gb/s) environments like Internet Exchange
Points (IXP) have only a chance inspecting traffic using NetFlow/IPFIX [17]
and even sampled. A drawback of the latter approaches lays in their design,
because statistics are calculated after a flow is terminated (by flow aging, TCP
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session termination or fixed interval). Therefore, these introduce a delay in a
subsequent detection process.

In contrast, OpenFlow is able to raise an event or update a flow counter at
arrival time of a packet depending on a match or mismatch with respect to an
existing or non-existing flow. Deployments of commercial existing intrusion de-
tection systems are mostly implemented in a static manner. If multiple Intrusion
Detection Systems (IDSs) exist, traffic redirection is mainly based on subnets or
IP addresses.

Our proposed effective IDS uses OpenFlow as a key-enabler and is adaptive
since it involves multiple IDSs on-demand by taking into account immediate de-
tection results. Keeping these thoughts in mind, the following research questions
arise and need to be investigated:

RQ1 How to use OpenFlow to gather statistics to detect attacks/anomalies?
RQ2 How to find an optimal trade-off between performance and detection rate?
RQ3 How to classify attack and reason suitable IDS and their sequence?
RQ4 How to compare cloud security solutions and how to validate them?
RQ5 How to verify the chosen path (Service Chain Verification)?

The remainder of the paper is organized as follows. Section 2 discusses related
work. We introduce our approach in Section 3. Concluding remarks and future
work are described in Section 4.

2 Related Work

The use of SDN concepts towards network security is not new. Kreutz et al. [14]
argue for building dependable and secure SDN applications. Therefore, they
identified and described current threat vectors in SDN environments that could
be exploited and propose a general design to overcome these threats. Besides
this Scott et al. [16] investigated possible new security issues introduced through
SDN and identified affected layers. François et al. [11] reviewed SDN security
approaches according to their scope, practicability and advantages.

Research also has been done focusing on more specific attacks and their miti-
gation. Using self organizing maps the authors of [9] propose a method to detect
DDoS attacks based on flow analysis. Feamster et al. [10] and Schehlmann et
al. [15] investigated possibilities to detect botnet traffic by using distributed mon-
itoring approaches. Combining traditional network features (sFlow) and Open-
Flow, Giotis et al. [13] proposed a mechanism to detect anomalies and mitigate
attacks by modifying flow tables.

3 Approach

The research in this PhD presents a new approach in providing security on the
network level. To overcome existing static security function deployments, our
approach provides security functions in a dynamic and free composable man-
ner. Traditional approaches follow a static sequence of different security func-
tions based on parameters like state of protective system, anticipated attack
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probability or expected risk-level. Instead, the mechanism concatenates security
functions (e.g., various specialized IDSs) based on immediate detection results.
OpenFlow is a well-established protocol in SDN deployments and therefore the
most suitable enabler for our approach.

Overall Architecture. Our proposed overall architecture is depicted in
Figure 1. Starting from left, the input traffic reaches a network core OpenFlow
enabled switch (OF-Switch). It is important that this switch is as near as possi-
ble to an IXP to cope with large amounts of attack traffic. On top of this switch
a light IDS (OF-IDS) is implemented using OpenFlow counters (Meter-, Group-,
Flow-Table - OpenFlow 1.3) as input data. RQ1 and RQ2 are related to the
development of an effective IDS based on monitoring data from an OpenFlow
enabled switch.

Triggered by events of OF-IDS the connected SDN-Controller (SDN-C) pro-
cesses the event provided by the IDS and information from the associated flow in
order to decide about the subsequent detection step. RQ3 will answer this ques-
tion by using traffic and attack characterization techniques to introduce adap-
tiveness. After a decision is taken by the SDN-C, OpenFlow rules are applied to
the underlying OF-Switchmeeting the decision requirements. The procedure be-
tween incoming traffic at the OF-Switch and SDN-C decision (including applying
OpenFlow rules) will be called detection cycle (DC). The described behavior
repeats at every point an IDS (IDS-A, IDS-B, IDS-C) is present. Various DCs
are conceivable, depending on the number of available IDSs and detection re-
sults. In cases where not only on-site IDSs, like Suricata [7], SNORT [6] or Bro [3]
are considered, the architecture is flexible in including cloud-based IDS solutions
(Cloud-IDS), e.g., Cloudflare [4]. For example, the red-dotted line shows a case
where only on-site IDSs are involved, whereas the green path involves a cloud-
based IDS. Therefore, RQ4 investigates techniques to evaluate cloud security
solutions (cloud-based IDS) and comparison criteria. It’s important to mention,
that only attack traffic is redirected to cloud-based IDS solutions. Therefore,
privacy aspects in using a cloud-based IDS are minimized compared to solutions
that redirect the whole traffic to the cloud.

In the first step each SDN-C will decide autonomously, without including pre-
vious IDS results or decisions from earlier SDN-Cs. Later a connection between
them will be established to enhance detection capabilities and design the SDN-Cs
as a distributed controller.

Use-Cases. Meeting requirements of various deployment scenarios enhances
applicability of our proposed architecture and helps to improve the continuous
development process. However, we will start implementing a very narrow-focused
deployment and enhance it based on our findings and additional use-cases.

– Software as a Service (SaaS) products like web-hosting, e-mail or finan-
cial management provider are usually accessible from all over the world. In
addition, these services seem to be easily configurable, also by people not
familiar with security principles.
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Fig. 1. Architecture Overview including Example Paths

– Platform as a Service (PaaS) providers in most cases access to a pre-
configuredmachine regardless of the underlying infrastructure (virtual/ phys-
ical). Users of PaaS require a rare understanding of configuring these systems
and knowledge in securing them, but gain significant freedom in choosing ap-
plications running on top.

– Company’s Internet Access (CIA) Companies providing services to cus-
tomers and make Internet access available to employees are responsible for
(amongst others) securing their network against attacks or attackers trying
to gather customer data. Furthermore, they have to satisfy their customers
by meeting SLAs as contracted (e.g., availability, response time).

Service Chaining. Composing a sequence of successive security functions
raises immediately concerns about (a) trustworthiness of each security func-
tion and (b) the right and entire processing of a composed chain. Therefore, our
approach will utilize the benefits of SDN and distributed controllers to establish
a verifiable chain of security functions. RQ5 is the core of this aspect and enables
adaptability.

4 Concluding Remarks and Perspectives

Since the importance of security raises if more and more companies push their
data and processing capabilities into cloud services, our approach tries to provide
a solution to inspect traffic by various IDSs including cloud-based IDSs. Finally,
it will redirect or block attack traffic at the first point of occurrence in the
monitored network. Our proposed solution is also relevant since DDoS attacks
are getting more and more popular.

As a next step, we need to investigate statistics derived from OpenFlow in
order to detect attacks. At this point a trade-off between detection rate and
performance of the OpenFlow device is essential to provide an effective solution.
Furthermore, a mechanism needs to be investigated that decides about the next
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IDS in the detection process, to be adaptive. Later an evaluation needs to be
done regarding the involvement of cloud-based IDSs. Therefore, we will inves-
tigate mechanisms to prove cloud-based IDSs performance and reliability. An
interesting part of research is the verification of the path the traffic took. In that
context, an investigation of service chaining and verification techniques needs to
take place.

We envision, as extension of the work in this PhD, a thorough study of SLA
restrictions and verification of legal requirements in introducing cloud-based IDS
solutions needs to be investigated.

Acknowledgment. This work was partly funded by FLAMINGO, a Network of Ex-
cellence project (ICT-318488) supported by the European Commission under its Sev-
enth Framework Programme.
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Abstract. As modern power grids move towards becoming a smart grid,
there is an increasing reliance on the data that is transmitted and pro-
cessed by ICT systems. This reliance introduces new digital attack vec-
tors. Many of the proposed approaches that aim to address this problem
largely focus on applying well-known ICT security solutions. However,
what is needed are approaches that meet the complex concerns of the
smart grid as a cyber-physical system. Furthermore, to support the au-
tomatic control loops that exist in a power grid, similarly automatic
security and resilience mechanisms are needed that rely on minimal op-
erator intervention. The research proposed in this paper aims to develop
a framework that ensures resilient smart grid operation in light of suc-
cessful cyber-attacks.

1 Introduction

Power systems are one of the most critical infrastructures in our society. Priority
lies on the stable operation of any power system, ensuring (i) human safety, (ii)
availability and (iii) equipment safety [10]. With the shift towards distributed,
renewable energy sources, extensive use is made of information and communica-
tion technology (ICT) infrastructures to enable enhanced control strategies and
energy services. Embedded systems that once worked independently now form
an interconnected and interdependent part of the smart grid. However, systems
such as smart grids, where ICT components control the operation of physical
entities so called cyber-physical systems are increasingly being targeted by so-
phisticated cyber-attacks [4]. Thus, to provide resilience – the ability to maintain
acceptable operation in the face of faults and challenges [5] – during successful
cyber-attacks on smart grids is an operationally critical problem.

This cyber-physical nature of the smart grid introduces a range of new chal-
lenges to ensure grid stability in light of cyber-attacks. One especially hard
problem lies in managing both the physical (power) system and the cyber sys-
tem, in order to provide a comprehensive resilience strategy. Without addressing
this problem it is not possible to effectively address the risks caused by the in-
terdependency between both systems. However, current research in the area is
either focused on ensuring the robustness of control loops for the physical power
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system (e.g., [9]) or securing the ICT systems. Efforts to secure the ICT systems
in this domain largely focus on the prevention [8] or detection [12,3] of cyber-
attacks – limited attention is paid to what steps should be taken to ensure grid
stability when an attack is successful. In ICT systems, this problem is often left
to be solved by human operators. The control loops in power grids – e.g., the Au-
tomatic Generation Control (AGC) in Energy Management Systems (EMSs) –
currently issue control commands on the order of seconds [6]. This makes timely
manual intervention by human operators quite difficult, if not impossible.

Ten et al. [7] propose an integrated security framework for power grids. The
authors highlight operational blocks of the framework, but the interaction be-
tween these blocks is not clearly defined. A data model is needed to tailor the
framework to a concrete infrastructure. Furthermore, the authors limit the analy-
sis of the monitored data to anomaly detection. This approach is limiting because
current power systems and ICT systems have well-known (non-anomaly based)
security and detection mechanisms in place. Sridhar and Manimaran propose an
automatic attack mitigation approach that addresses attacks on the AGC con-
trol loop [6]. While the described attack scenario leverages the cyber-physical
design of the system under evaluation, the mitigation approach operates only on
measurement data from the physical part of the system. Furthermore, a broader
approach is needed to extend resilient operation to different control loops.

In this paper, we propose a novel cyber-physical resilience framework for smart
grids. The framework aims to ensure acceptable levels of grid operation, even in
the case of successful and targeted cyber-attacks. The novelty of our work lies in
the integration of a synergistic approach linking the cyber and physical systems
of a smart grid and in particular deriving a method intended for response and
mitigation, rather than prevention and detection. In particular the focus lies on
response and mitigation, rather than prevention and detection of the negative
effects from successful cyber-attacks on physical system components or their
control loops.

2 Proposed Research: A Cyber-Physical Resilience
Framework

Our cyber-physical resilience framework consists of a system model and a re-
silience control loop. The system model has two main parts: (i) a generic system
model that is provided with the framework; and (ii) a specific system model that
has to be derived from the generic model when the framework is applied to a
target infrastructure. The purpose of the model is to describe the necessary do-
main knowledge to realise the framework and to define the data structures that
are transferred between the functional blocks that realise the control loop. The
development of the generic model will be one major challenge for this research.

The operation of the grid is managed by the resilience control loop, which is
depicted in Fig. 1. It interacts with both the ICT and physical systems of a smart
grid to detect and mitigate cyber-attacks. Its functionality can be described as
follows. Both the physical and ICT systems of the Grid will be monitored using
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Cyber Resilience Control Loop

Effect Prediction Countermeasure 
DecisionReference

Grid

ICT System

Physical System

Countermeasures 
to ApplyProbable Effects

Alert – Effect 
Correlation

Effect – CM 
Correlation

Alert Correlation

Correlated 
Alerts

System 
Monitoring Data

Fig. 1. The control loop at the center of our resilience framework. Rectangular blocks
indicate the functional blocks in the loop, while ellipses (transferred data) and hexagons
(domain knowledge) mark where parts of the system model will be used.

various systems. For example, for the ICT systems, existing security solutions
will be used, such as intrusion detection systems. Meanwhile, for the physical
systems various parameters (e.g., voltage, active and reactive power, frequency
or phase) will be monitored. Additionally, existing security algorithms in the
EMS (e.g., state estimation or bad data detection) [11] can be used to trig-
ger alerts in the case of unexpected behaviour. We foresee one of the major
challenges is choosing the right monitoring techniques at the different points of
the cyber-physical system. This monitoring needs to be extensive, in order to
get a comprehensive view of the whole cyber-physical system, but as limited as
possible to make real time correlation feasible.

All System Monitoring Data is transferred to the Alert Correlation function.
Additional information about operational metrics is provided from the Reference.
The reference data is used to understand the status of the power system based on
the collected physical measurements. It contains optimal, acceptable and critical
ranges for the various physical measurements as well as operational constraints
of the system. In the Alert Correlation function, information provided from both
parts of the cyber-physical system is analyzed and correlated. The result of this
phase is a set of alerts. An alert in this context is a signal that indicates a
deviation from optimal system behaviour. The set of possible alerts is defined
in the system model. The main challenges associated with realising the Alert
Correlation function include determining the correct interpretation of physical
measurement values during the course of operation, and the timely correlation
of monitoring data from the ICT domain and physical domain.

The Effect Prediction functionality processes the correlated alerts and predicts
the operational behaviour of the grid to detect potentially critical developments,
so called effects. An effect is seen as a critical operational state that, if reached,
would violate the definition of resilient operation, as defined by the Reference.
Here we see the major challenge to be the development of an algorithm that
estimates the future state of the grid, based on the alerts triggered by the current
system state.

Finally, the predicted effects are transmitted to the Countermeasure Decision
function. Here the available countermeasures are evaluated based on the set of
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predicted system effects. A decision is taken on which countermeasures to apply.
Arguably, for resilient operation it is not required to tackle the root cause of a
problem. It can be a valid strategy to do so, but often the root cause cannot be
automatically detected or eliminated. Rather, the highest priority of the applied
countermeasures (to both the cyber and physical systems) is to mitigate the
imminent threat to stable system operation. One challenge will be to identify
applicable and effective countermeasures in each domain. Furthermore, applying
an automatic countermeasure could result in the non-optimal operation of the
grid. Therefore, the decision needs to aim for the least limiting countermeasure
that is sufficient to mitigate the effect.

3 Research Methodology

We propose to take a practical approach to evaluating the resilience frame-
work. A test setup, including a power generator and a Phasor Measurement
Unit (PMU), will be developed, based on the work of Best et al. [2]. The goal
will be to detect a set of attacks on a synchronized, but islanded generator. The
effects of such attacks can range from outages in the island to equipment damage
when the generator is reconnected to the mains supply whilst not synchronized.
Countermeasures will be developed to automatically mitigate these risks. To en-
sure that the lab experiments are representative for attacks in the wild, they will
be based on officially published threat scenarios (e.g. the Electric Sector Failure
Scenarios and Impact Analyses by NESCOR [1]) and performed with modern
protocols like IEC 61850. Measuring the effectiveness of the proposed framework
will be performed in two ways. Physical (e.g., phase, current or frequency) and
operational metrics (e.g. thresholds or set-points) will be used to evaluate the
timely effectiveness of the framework in countering the critical effects of success-
ful cyber-attacks. Second, we will develop experimental scenarios that will allow
us to compare our framework to related work, such as that discussed earlier.

4 Conclusion

In this paper, we have argued for the need for a cyber-physical resilience frame-
work for smart grids, and presented our initial findings for developing such a
framework. The expected impact of this research is an increased resilience of fu-
ture power systems against cyber-attacks. This resilience is needed to successfully
realize the vision of a smart grid. Without it, smart grids will either be realized
in a limited way, or the increased use of ICT technology in the power domain will
open the means for cyber-attacks with significant societal impact. From a sci-
entific point of view, this research aims to make new advances in cyber-physical
system resilience. Results of this research could be extended to address emerging
threats or applied to other application domains of cyber-physical systems.

Acknowledgments. This research is funded by the EU FP7 SPARKS project.



144 I. Friedberg et al.

References

1. Technical Working Group 1. Electric Sector Failure Scenarios and Impact Analyses.
Technical report, NESCOR (June 2014)

2. Best, R.J., Morrow, D.J., Laverty, D.M., Crossley, P.A.: Synchrophasor Broadcast
Over Internet Protocol for Distributed Generator Synchronization. IEEE Transac-
tions on Power Delivery 25(4), 2835–2841 (2010)

3. Friedberg, I., Skopik, F., Settanni, G., Fiedler, R.: Combating advanced persis-
tent threats: From network event correlation to incident detection. Computers &
Security 48, 35–57 (2015)

4. Lee, R., Assante, M., Connway, T.: ICS CP/PE (Cyber-to-Physical or Process
Effects) case study paper – German Steel Mill Cyber Attack. Technical report,
SANS ICS (December 2014)

5. Smith, P., Hutchison, D., Sterbenz, J.P.G., Scholler, M., Fessi, A., Karaliopou-
los, M., Lac, C., Plattner, B.: Network Resilience: A Systematic Approach. IEEE
Communications Magazine 49(7), 88–97 (2011)

6. Sridhar, S., Govindarasu, M.: Model-Based Attack Detection and Mitigation for
Automatic Generation Control. IEEE Transactions on Smart Grid 5(2), 580–591
(2014)

7. Ten, C.-W., Manimaran, G., Liu, C.-C.: Cybersecurity for Critical Infrastructures:
Attack and Defense Modeling. IEEE Transactions on Systems, Man and Cyber-
netics, Part A: Systems and Humans 40(4), 853–865 (2010)

8. Vukovic, O., Sou, K.C., Dan, G., Sandberg, H.: Network-layer Protection Schemes
Against Stealth Attacks on State Estimators in Power Systems. In: 2011 IEEE
International Conference on Smart Grid Communications (SmartGridComm), pp.
184–189 (October 2011)

9. Wang, D., Guan, X., Liu, T., Gu, Y., Shen, C., Xu, Z.: Extended Distributed State
Estimation: A Detection Method Against Tolerable False Data Injection Attacks
in Smart Grids. Energies 7, 1517–1538 (2014)

10. Wei, D., Lu, Y., Jafari, M., Skare, P., Rohde, K.: An Integrated Security Sys-
tem of Protecting Smart Grid Against Cyber Attacks. In: Innovative Smart Grid
Technologies (ISGT 2010), pp. 1–7 (January 2010)

11. Wood, A.J., Wollenberg, B.F.: Power Generation, Operation, and Control, 3rd edn.
John Wiley & Sons (2012)

12. Zhu, B., Sastry, S.: SCADA-specific Intrusion Detection/Prevention Systems: A
Survey and Taxonomy. In: Proceedings of the 1st Workshop on Secure Control
Systems, (SCS) (2010)



Characterizing the IPv6 Security Landscape

by Large-Scale Measurements

Luuk Hendriks(�), Anna Sperotto, and Aiko Pras

Design and Analysis of Communication Systems (DACS),
University of Twente, Enschede, The Netherlands
{luuk.hendriks,a.sperotto,a.pras}@utwente.nl

Abstract. Networks are transitioning from IP version 4 to the new
version 6. Fundamental differences in the protocols introduce new se-
curity challenges with varying levels of evidence. As enabling IPv6 in
an existing network is often already challenging on the functional level,
security aspects are overlooked, even those that are emphasized in liter-
ature. Reusing existing security solutions for IPv4 might seem easy and
cost-effective, but is based on the unproven assumption that IPv6 attack
traffic features the same characteristics. By performing network measure-
ments and analyzing IPv6 attacks on the network-level, we determine the
current state of security in the IPv6 domain. With the inevitable switch
to the new protocol version, assessing the applicability of existing se-
curity approaches and determining the requirements for new solutions
becomes a necessity.

1 Introduction

In this paper we aim to describe our plans on researching the status of IPv6
security by performing measurements. After introducing the subject and the
motivation for the work, the goal and research questions are stated and ex-
plained in Section 2. The approaches planned in order to answer the questions
are explained in Section 3, followed by brief final considerations in Section 4.

The new version 6 of the Internet Protocol (IPv6) is gradually being adopted
by the Internet. The successor of the currently most-used IP version 4 (IPv4) is
often seen as an expansion in terms of address space, but that is just a one of
many changes. Once designed with security in mind, after 20 years of develop-
ments and implementations, some question whether IPv6 is indeed more secure
than its predecessor. As IPv6 is gaining traction, the amount of malicious traffic
transferred over it increases [12]. Besides attacks that are based on aspects of
the new protocol, we can expect traditional attacks from IPv4 occurring over
IPv6 as well, as many types of these threats abuse features or phenomena on
higher layers (e.g., the transport or application layer). In addition to that, the
technologies designed to aid in the transitional phase from IPv4 to IPv6 (e.g.,
tunneling techniques 6to4 and TEREDO, among others) come with their own
issues [3,6]. Circumvention of firewalls [5] in certain scenarios is a severe example
of this. Lastly, another likely source of security issues are end-users not aware
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of IPv6 connectivity on their systems and network [10], making them prone to
attacks via unexpected ways.

The new version of the IP protocol itself, as well as its supporting protocols
(e.g., the Neighbour Discovery Protocol), have been subjected to research and
insecurities have been pointed out in the literature [1,2,6]. These works have
described issues and weaknesses, but did not focus on actual occurrences of
attempts to exploit them in the Internet. Some research has been done in that
area, mainly by measuring so-called darknets. A darknet is address space that
contains no actual services, but is advertised and routed. Any traffic arriving in
such a space can be considered malicious [4]. Although a darknet simplifies the
classification of traffic as being either benign or malicious, the fact it contains
no actual services is likely to lower the interest of those with bad intents. These
studies [4,9,12] do however show an increase in the amount of observed traffic
throughout the years.

With this work we intend to research the actual state of security in the IPv6
Internet, and how it can be improved. Besides the shown increase of malicious
traffic, our study is also motivated by the imbalance between availability of tools
(e.g., the THC hacker toolkit [8] for IPv6, first released in 2005) and countermea-
sures for weaknesses these tools exploit: the first RFC describing RA-Guard [11]
on how to mitigate Router Advertisement-based attacks is dated 2011, and the
first version of a BCP concerning rogue DHCPv6 servers [7] was presented in
2012. A comprehensive study of Ullrich et al. [14] divides the known IPv6 prob-
lems in 36 security vulnerabilities and 14 privacy issues. With that, 44 possible
countermeasures are listed. The large number of countermeasures shows that
most issues are technically surmountable, but the possibility of configuration
errors or omissions is significant. Furthermore they point out that several con-
cepts within the IPv6 domain are being deprecated now or in the foreseeable
future, while many implementations are already running in production. Up-
dates to those implementations are not a given, so even with deprecation of
security-impairing aspects in mind, there is no guarantee on how fast the im-
provements will actually be functional. This further emphasizes the need for
real-world measurement-based studies to complement theoretical conclusions.

2 Goal and Research Questions

The goal of the research is to characterize the IPv6 landscape from a
security perspective, as motivated in the previous section.

The following research questions will be answered:

1. What types of attacks can be observed over IPv6 on the network-level, and
how do they relate to attacks over IPv4?

2. Which fraction of the Internet is susceptibility to IPv6-based attacks?
3. How can detection of IPv6-based threats be performed?

The answer to the first research question will give an overview of attacks that
are occurring in the Internet, and the attacks that are possible based on attack
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tools openly available. The gained knowledge is used in the approach to answer
question 2. By answering question 2, the level of security in the IPv6 Internet is
determined, and the likelihood and severeness of the attacks found in question
1 are assessed. Lastly, by answering question 3, ways of detecting threats in the
IPv6 domain are researched, in order to improve the overall level of security of
the IPv6 Internet.

3 Approach

Our approach is mainly based on performing measurements. Answering the first
question will comprise of two separate, simultaneous forms of measurements. By
doing large-scale passive measurements, attacks over IPv6 are observed. The vast
address space reduces the probability of malicious traffic entering the monitored
networks. By focussing on address space that has been allocated for several years
(e.g., the SURFnet network) the chances of obtaining useful data increase. To
further increase possibilities of acquiring data, a reactive system might be used,
i.e., a system acting on incoming IPv6 traffic regardless of the destination. A
similar approach in [12], based on dynamic instantiation in honeynets, showed
promising results. Traffic will be collected in forms of both packet captures and
flow records, increasing the flexibility in the analysis. As this process involves a
certain waiting time, and the possibility of not resulting in sufficient data to ana-
lyze, lab experiments will be conducted parallel to the passive measurements. By
collecting and analyzing attack tools openly available, signatures can be created
to aid in both the analysis of the data obtained via the passive measurements,
as well as answering research questions 2 and 3.

The goal of question 2 is to determine to what extend the observed attacks
can be effective in reality, or, how well protected the Internet is from them. The
question is answered by performing active measurements, where the exact form
of measurements is determined by the outcome of the first research question. If a
large amount of attacks is observed via the passive measurements, these attacks
will be characterized. If on the other hand the results from the passive measure-
ments are not substantial, characteristics from the collected and analyzed attack
tools are used. By smartly [14] scanning parts of the IPv6 address space, sys-
tems connected via IPv6 are found. The share of vulnerable hosts is determined
based on the attacks’ characteristics. For example, we might find attacks based
on abusing services on the application layer. Operators might use specific ad-
dressing schemes within their network, where part of the address represents the
service running on that system [13]. Examples are DNS services being deployed
on 2001:db8::100:53, or HTTP on 2001:db8::100:80, thus the last field represent-
ing the transport layer port. Performing smart scans possibly provides insights
in this scenario. In the case that attacks are tailored towards exploiting vulner-
abilities in implementations of IPv6 network stacks, vulnerability is related to
(the version of) the operation system on possible target hosts. Fingerprinting of
operating systems will result in more useful information to determine the share
of hosts possibly subjected to this kind of attacks.
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The third question finally, assesses the possibilities of detecting the attacks. In
this study, the applicability of approaches and solutions from the IPv4 domain
is researched. The goal of this question is to research whether new detection
technologies are required to ensure security within the IPv6-adopting Internet.
For attacks newly introduced with IPv6, we intend to design adequate detection
algorithms. The form of input for these algorithms depends on the form of the
attacks. If flow-level data is insufficient to perform accurate detection, e.g. be-
cause specific headers or payload are key in detecting the attack, packet-level
input will be used. The algorithms will be tested by means of implementing a
prototype, to be validated with a ground truth. The ground truth again depends
on the form of the attack: if attacks have an analogue in the IPv4 domain, ex-
isting detection algorithms and tools can provide the ground truth. Otherwise,
analysis of logfiles on attacked or compromised end-hosts will provide insights
to validate the results of detection on the network-level. If validity is proven, the
algorithms might be tested for scalability and performance in larger set-ups, e.g.,
by deployment on National Research and Educational Network (NREN) links,
or at Computer Security Incident Response Teams (CSIRTs).

4 Final Considerations

Within our research, measurements will be conducted in various forms. Perform-
ing active measurements will likely raise ethical or perhaps legal questions. Extra
consideration or adjustment of plans might be needed if these questions create
legitimate limitations. The main research goal as described is to be achieved
within the duration of four years, as parts of Ph.D. research. The research is
partly funded by the European FLAMINGO1 project (ICT-FP7 318488) and
SURFnet2.
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