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Abstract. After briefly mentioning the motivation and the “dreams” of
unconventional computing (with an eye on natural computing, especially
on bio-inspired computing), we ask ourselves whether these “dreams”
are realistic, and end with a couple of related research issues from the
membrane computing area.

1 Motivation of Unconventional Computing

The motivation of unconventional computing, in particular, of natural computing
(here we understand it mainly in the sense of bio-inspired computing, although in
many cases – see, e.g., [22] – also quantum computing and cellular automata are
included), comes from at least three directions: (i) the limits of current (“Turing-
von Neumann”) computers, (ii) the need for new modeling and simulating tools
for sciences like biology, ecology, even physics, (iii) the intrinsic human curiosity,
the need to know, to predict, to build mathematical models.

The computers are the most influential invention of the last century, but they
have both theoretical limits and practical limits (the two categories do not com-
pletely overlap – but this can be the subject of a separate discussion). Among
the theoretical ones, two are fundamental: (1) current computers (although they
are not Turing machines in the strict, mathematical meaning of the term) cannot
compute “beyond the Turing barrier”, cannot compute what is Turing uncom-
putable, and (2) for current computers, problems of a complexity higher than the
polynomial one are intractable, they cannot be solved in a feasible time. In gen-
eral, problems which are NP-complete are (considered) intractable – although
most non-trivial practical problems are of this type. (Cryptography is crucially
dependent on this assumption.)

Breaking “the Turing barrier” was a constant concern of computability, and
the term hypercomputability was coined to name research in this direction. The
bibliography is large, we mention here only [6,24].

Much larger is the literature related to complexity classes P and NP and,
especially in the unconventional computing area, the bibliography of attempts
to “break the NP barrier”. Symmetrical to the hypercomputation concept, the
term fypercomputation was proposed in [18] as a name for the research aiming
to find polynomial time solutions to computationally hard problems, typically,
NP-complete problems (the initial “f” is taken from “fast”).
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Fypercomputability is the primary goal of unconventional computing and
this is a very important issue from a practical point of view, [5], although it
is believed, see, e.g., [6], that “computing the uncomputable” could have even
more important consequences than proving that P = NP.

2 Dreams of Unconventional Computing

The term “unconventional” is not precisely defined, we use it here in the vague
sense of “non-classic” in theory (not belonging to the “standard” automata
theory, based on Turing machines and their variants, restrictions and gener-
alizations) and “not electronic” in the form of implementation, having in mind
especially bio-inspired computing (DNA computing, membrane computing, evo-
lutionary and neural computing, the long list of algorithms abstracted from bio-
processes, such as immune, ant colony, bee colony, swarm, cuckoo, strawberry
algorithms), water flowing algorithms and cultural computing, as well as quan-
tum computing and analog computation, optical computing and many others.

As said before, solving problems considered of an exponential complexity (we
assume P �= NP) in polynomial time is the first dream of all these directions
of research (even if the solution is not provably optimal, but “good enough”,
whatever this means – e.g., close to optimal with a known probability). In
evolutionary-like computing the strategy is based on an intriguing slogan: when
you do not know where to, go randomly! Actually, the random walk through the
space of candidate solutions is controlled in a way which imitates the Darwinian
evolution, or the way the ants and the bees look for food, and so on and so
forth. Combined with the impressive brute force of the modern computers, this
strategy, which is only a metaphoric imitation of biological processes, proves to
work surprisingly well in surprisingly many situations.

Although usually not explicitly stated, also hypercomputability is a dream of
unconventional computing, starting, for instance, from the (debatable, of course)
observation that “the brain is not a Turing machine” and, similarly, from other
“computations” taking place in nature which seem to be of a non-Turing type.
There are many basic ideas of hypercomputing, [24], which lead to devices more
powerful than Turing machines (typically, able to answer the halting problem).
Some of these ideas were extended also to natural computing models. An example
is the acceleration, see [3] (the first step takes one time unit, but the machine
learns, so the next step takes only half of a time unit, and so on, each step taking
half of the time needed for the previous step; note the important distinction
between the internal clock and the external one: infinitely many internal steps
are performed in two external time units).

There also are other goals/dreams of unconventional computing, which can
themselves be called “unconventional” with respect to the classical computer sci-
ence. We only list some of them: energy efficiency, also related to the reversibility
issue; adaptability, learnability, evolvability; self-healing, robustness with respect
to hardware errors.

We somewhat moved from theory to engineering, so let us go further towards
practice (the three dimensions, theory, computer engineering, and applications,
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are intimately related, of course). The internet brought into the stage old-new
concepts, such as unsynchronized/asynchronous computation, amorphous com-
puting, cloud computing. Biology asks for models of cells (this is considered
the main challenge of the bioinformatics, after the completion of the Genome
Project), medicine asks for nano-robots able to scan the body and deliver medi-
cines in the necessary places, repair genes, kill viruses (a project of such a nano-
robot, built from DNA molecules, was presented in [2]; note that repairing genes,
identifying and breaking in parts viruses are string editing operations, hence they
pertain to DNA computing).

Then, on top of all these, there is a “meta-dream”, actually, a forecast: both
physics and biology will gain a lot from bringing among their central paradigms
the information and the computability, new ages of these sciences are foreseen,
based on these paradigms. For physics, this seems to be enhanced by the pro-
gresses in quantum computing (see, e.g., [10,27]). For biology, the issue is more
urgent, taking into account that biology is not yet a mathematized science, the
biologists need tools and techniques for modeling and simulating processes at all
levels, from cells to eco-systems. A huge quantity of empirical data was gathered,
but the tools to process these data were not correspondingly developed. In [14]
the term infobiotics was proposed for this informational-computational biology,
in [19] we propose the term infobiology (symmetrical to the currently used term
bioinformatics).

Significant for our discussion, a lot of words were spent around the systems
biology syntagma, a planned research area aiming to transform biology and medi-
cine into a “precise engineering” (see, e.g., [12]).

3 Difficulties and Limits

And now, we come to the question in the title: are these goals and dreams real-
istic, or we dream too much? Of course, we do not have to underestimate the
progresses in science and technology, in particular, in bioengineering, there are
many funny examples of this kind in the history. However, in many cases, after
a successful experiment (e.g., in bio-computing), the progresses were disappoint-
ing, not confirming the initial enthusiasm. The typical example is that of DNA
computing, with Adleman’s experiment, [1], opening a new research area, which,
after twenty years has not confirmed yet the big hopes of the beginning.

There are many details to be discussed here. The scientists are, in general,
moderately enthusiastic, but they are “forced” to be so in order to “sell” their
results, to get projects, hence money. Then, mass-media is always ready to inflate
the facts, to predict “scientific revolutions” (see, as an example, the media echoes
of the “doctor in a cell” from [2] and of similar – science fiction at this moment –
ideas). As another illustration we can mention the noise around systems biology,
in many respects not too much more than an reincarnation of system theory
applied to biology, [25], not very successful in its first stages, in sixties, because
of various reasons, connected to both computer science and biology development
at that time.
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All these pertain to the politics and the sociology of science. Here we are
more interested in the difficulties and, especially, the limits coming from science
and technology. There are many of them.

On paper we work with idealized objects, e.g., DNA molecules; in a test
tube or in a cell they behave “slightly” differently. There are three different
“worlds”, in vivo, in vitro, in info, and the notions, ideas, models cannot be
directly transferred among them. The models of a cell are made of symbols,
they are reductionistic, abstract, they always work as prescribed, which is not
the case in reality. The goal of life is life, not computing. We, the computer
scientists see computations everywhere. The biochemistry is in a large extent
nondeterministic, probabilistic, context-dependent, the controls are complex and
not always known or easy to find. Nature is redundant, it has “enough time”, it
affords to try and, if the result is not acceptable, to discard it. All these are far
from what we need and what we can do in computer science. That is why the
modeling and the simulation of a cell, the minimal entity which is unanimously
considered alive, is so difficult. That is why it is difficult to ask the biomolecules
or the cells to compute.

Going upwards from the cell, the things become still more difficult, first
because the systems and processes we have to deal with are much more complex.
Small is beautiful, big is necessary (but difficult to handle). At the level of “big”
there appear such phenomena as emergence, synergy, system effect, which are
often non-predictable (this can be related to precise mathematical results: Rice
theorem tells us that no non-trivial question about a model of the cell which is
known to be Turing equivalent – and most such models in membrane computing
are so – can be algorithmically answered).

How to model such “things” like life and intelligence providing that we do not
even have good (mathematical) definitions of them?!... This raises the question
whether such definitions are possible, in general, or, more realistic, possible in
the framework of the today mathematics. It was said in several places (see the
references of [17], from where several ideas are recalled here) that it is perhaps
necessary to wait for a new mathematics in order to face such tasks, like modeling
life and intelligence.

But, also in terms of what we have now we can find intrinsic limits of uncon-
ventional computing.

Three are my favorite results of this kind. They are mentioned in the order
of the time of their publication.

The first one is Gandy’s approach to what is (to use Hilbert’s term) mechan-
ically computable, see [9]. In the attempt to free the Turing-Church thesis of
any anthropic meaning, Gandy considered a general algebraic definition of a
computing device, and then proved that any computing machine fulfilling the
(four) conditions in this definition can be simulated by a Turing machine. The
generality of Gandy’s definition and his theorem can be seen as a proof that
hypercomputing is a difficult task – and this fits with Martin Davis opinion [7,8]
that “hypercomputing is a myth”, moreover, that the computing machineries
more powerful than the Turing machine which were reported so far are based



Unconventional Computing: Do We Dream Too Much? 67

on dishonest tricks (the power is introduced in the definition, in disguise, in the
form of infinite processes, real numbers, other infinite ingredients, hence there is
no surprise that the device is powerful).

Next, one must recall Conrad theorems, [4]. Basically, they say that the three
desired characteristics of computing devices, universality (hence programmabil-
ity), efficiency and learnability/evolvability, are contradictory, there cannot exist
a computing device simultaneously having all these three properties. These the-
orems are of a kind which is famous in mathematics, impossibility theorems,
proving that when we demand simultaneously certain properties, it happens
that there is no object having all these properties. Gödel theorems and Arrow
theorem (in social choice) are classic examples.

As the third limiting theorem in natural computing/optimization we can con-
sider the (in) famous no free lunch theorem of Wolpert and Macready, [26], say-
ing, in short, that in average all methods of approximate optimization are equally
good over all optimization problems. “Equally good” can also be read “equally
bad”, which can explain the plethora of approximate optimization methods –
each new one finds a niche where it is better than others, and so on....

Returning to applications in biology, one often makes lists of properties
which, for instance, the mathematical models should possess: adequacy and rel-
evance, programmability and scalability, efficiency, understandability, emergent
behavior. The question which arises is obvious: can all these properties be simul-
taneously reached, or also in the biological modeling area there exist impossibil-
ity theorems, like Conrad theorems? I bet for the existence of such impossibility
results.

4 Research Topics

The last lines of the previous section already formulated a research topic. There
are many others – of course, we are interested only in those which are related to
the discussion here, concerning the goals/dreams of unconventional computing.

Two are the basic directions of future research in this respect: hypercom-
puting and fypercomputing. We consider them only in terms of membrane com-
puting, the area we know better, [21]. The only ideas considered so far in the
direction of hypercomputing were acceleration [3] and evolutionary lineages of P
systems [23]. Many further ideas (well, “tricks”, in terms of Martin Davis) can
be found in the literature [6,24] – which ones can be extended also to membrane
computing? Which of them can also have a biological motivation? In particular,
what about spiking neural P systems [11] able of hypercomputation? No result
of this type is known, not even the acceleration used in [3] was extended to SN
P systems. This issue is especially relevant, taking into account the fact that the
brain is considered non-Turing.

Fypercomputing is a basic research topic in membrane computing, encour-
aged by the fact that there are many biological processes which can be used in
order to produce an exponential space in linear time, so that we can trade-off
time for space, thus essentially speeding-up the computation. Membrane divi-
sion, membrane creation (plus the possibility of producing exponentially many
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objects in linear time), membrane separation, neuron division and neuron bud-
ding, string replication are such processes. An almost systematic study of the
effect of these operations on various classes of P systems was carried out – but
still efforts are needed in this respect to complete the map.

A special case is that of numerical P systems from [20], proved in [13] to
be efficient for a variant used in robot control, those with “enzymatic con-
trol”, [16]. What about numerical P systems without the enzymatic control?
In the above mentioned papers, these systems are used for computing functions
and no research was reported where numerical P systems are used for solving
decision problems. This remains as a research topic. To this aim, is it necessary
to introduce further ingredients, such as membrane division, or these systems
are intrinsically efficient?

An interesting and natural issue is to try to transform the ideas which lead
to hypercomputation to tools for obtaining fypercomputation. As an example,
acceleration is such a tool, in two time units (external time), any computation
ends (although internally one performs an infinite number of steps). The first
task is to define complexity classes for such devices, then to compare them with
each other and with standard complexity classes.

Natural (bio-inspired) computing raises certain complexity problems which
were not considered in the classical complexity theory, [15]. We only mention
three of them, in the form already discussed – but not completely settled – in
the membrane computing framework: (1) allowing non-uniform solutions (called
semi-uniform when the algorithms are produced in polynomial time, starting
from instances, not from the size of the problem), comparing uniform and semi-
uniform complexity classes; (2) using pre-computed resources, an arbitrarily
large initial workspace, without containing “too much” information, activated
by introducing a problem in a well delimited portion of it; (3) allowing nonde-
terminism, but taking care that the device is confluent, either converges to a
unique configuration, from where the computation continues deterministically
(strong confluence), or all computations halt and provide the same result (weak,
logical confluence).

Of course, a major problem concerns the implementations. Most chapters of
natural computing aim at finding ways to better use the existing computers – see
as a typical example the case of evolutionary computing. DNA computing came
with a new promise, of using molecules as a support for computation. This goes
close to analog computing, where the device is the big novelty, not the possible
model behind it. At this moment, no commercial unconventional computer is
known – maybe the D-wave computers are a counterexample, but the extent in
which they can be considered quantum computers is still debatable.

But, as we said before, we have to be careful, not to underestimate the
progress, in particular, that of unconventional computing!...
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