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Preface

This volume contains the papers selected for presentation at the 6th International
Conference on Pattern Recognition and Machine Intelligence (PReMI 2015), which
was held at Warsaw University of Technology, Warsaw, Poland, during June 30 – July
3, 2015.

PReMI is a conference series that started in 2005. Held every two years, PReMI
provides an international forum for exchanging scientific, research, and technological
achievements in pattern recognition, machine intelligence, and related fields. In par-
ticular, major areas selected for PReMI 2015 include pattern recognition, machine
intelligence, image processing, retrieval and tracking, data mining techniques for large-
scale data, fuzzy computing, rough sets, bioinformatics, and applications of artificial
intelligence. In addition, two special sessions were organized; namely, Special Session
on Data Mining Techniques for Large-Scale Data and Special Session on Scalability of
Rough Set Methods. Four plenary keynote talks and two tutorials were delivered. The
PReMI 2015 conference was accompanied by the Industrial Session on Machine
Intelligence and Big Data in the Industry.

PReMI 2015 received 90 submissions that were carefully reviewed by three or more
Program Committee members or external reviewers. Papers submitted to special ses-
sions were subject to the same reviewing procedure as those submitted to regular
sessions. After a rigorous reviewing process, 54 papers were accepted for presentation
at the conference and publication in the PReMI 2015 proceedings volume. This volume
also contains one invited paper and three extended abstracts by the plenary keynote
speakers.

It is truly a pleasure to thank all those people who helped this volume to come into
being and to turn PReMI 2015 into a successful and exciting event. In particular, we
would like to express our appreciation for the work of the PReMI 2015 Program
Committee members and external reviewers who helped assure the high standards of
accepted papers. We would like to thank all the authors of PReMI 2015, without whose
high-quality contributions it would not have been possible to organize the conference.
We are grateful to the organizers of the PReMI 2015 special sessions: Julian Szymański
and Marcin Błachnik (Special Session on Data Mining Techniques for Large-Scale
Data) as well as Jarosław Stepaniuk (Special Session on Scalability of Rough Set
Methods). We would also like to express our appreciation to the Organizing Committee
chairs (Robert Bembenik and Łukasz Skonieczny) for their involvement in all the
organizational matters related to PReMI 2015 as well as the creation and maintenance
of the conference website. We are grateful to Bożenna Skalska and Joanna Konczak for
their administrative work.

Special thanks go to Andrzej Skowron who was spiritus movens for this conference
to take place in Warsaw and become a successful scientific event in Warsaw. Fur-
thermore, we want to thank the Industrial Session chairs (Piotr Gawrysiak and Dominik
Ryżko), and we also gratefully acknowledge the generous help of the remaining PReMI



2015 chairs – Piotr Andruszkiewicz, Grzegorz Protaziuk, Santanu Chaudhury, Sergei
Kuznetsov, as well as of the Steering Committee members – Malay K. Kundu and
Andrzej Skowron. We wish to express our thanks to George Karypis, Sankar K. Pal,
Roman Słowiński, and Xin Yao for accepting to be plenary speakers at PReMI 2015.
We also thank the PReMI 2015 tutorial speakers – Gerald Schaefer and Santanu
Chaudhury.

Our thanks are due to Alfred Hofmann of Springer for his continuous support and to
Anna Kramer and Christine Reiss for their work on the proceedings.

We believe that the proceedings of PReMI 2015 will be a valuable source of
reference for your ongoing and future research activities.

June – July 2015 Marzena Kryszkiewicz
Sanghamitra Bandyopadhyay

Henryk Rybinski
Sankar K. Pal
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Granular Mining and Rough-Fuzzy Computing:
Data to Knowledge and Big Data Issues

Sankar K. Pal

Machine Intelligence Unit
and

Center for Soft Computing Research
Indian Statistical Institute
Kolkata 700108, India

http://www.isical.ac.in/sankar

Extended Abstract

Pattern recognition and data mining in the framework of machine intelligence are
explained. The role of rough sets in uncertainty handling and granular computing is
highlighted. Relevance of its integration with fuzzy sets to result in a stronger paradigm
for uncertainty handling is explained. Generalized rough sets, rough-fuzzy entropy,
different f-information measures, and fuzzy granular social network (FGSN) model are
described. FGSN handles the uncertainty arising from vaguely defined closeness or
relations of the actors (nodes). Various measures towards this are stated.

Rough-fuzzy image entropy takes care of the fuzziness in boundary regions as well as
the rough resemblance among nearby pixels and gray levels. Rough-fuzzy case generation
with variable reduced dimension is useful for mining data sets with large dimension and
size. Fuzzy granular model of social networks provides a generic platform for its analysis.
Fuzzy-rough communities, detected thereby, are more significant when the degree of
overlapping between communities increases. f-information measures quantify well the
mutual information in efficient feature selection, and the conditional information in
measuring the goodness of community structures in network mining. These characteristics
are demonstrated for tasks like video tracking, social network analysis and gene/
microRNA selection. The role of different kinds of granules is illustrated as well as the
concepts of fuzzy granular computing and granular fuzzy computing.

The talk concludes mentioning their relevance in handling Big data, the challenging
issues and the future directions of research.

References

1. Pal, S.K., Mitra, P.: Case generation using rough sets with fuzzy representation. IEEE Trans.
Knowl. Data Eng. 16(3), 292–300 (2004)

2. Sen, D., Pal, S.K.: Generalized rough sets, entropy and image ambiguity measures. IEEE
Trans. Syst. Man Cyberns. Part B 39(1), 117–128 (2009)

3. Maji, P., Pal, S.K.: Feature selection using f-Information measures in fuzzy approximation
spaces. IEEE Trans. Knowl. Data Eng. 22(6), 854–867 (2010)



4. Pal, S.K., Meher, S.K., Dutta, S.: Class-dependent rough-fuzzy granular space, dispersion
index and classification. Pattern Recogn. 45(7), 2690–2707 (2012)

5. Pal, S.K.: Granular mining and rough-fuzzy pattern recognition: a way to natural
computation (feature article). IEEE Intell. Inform. Bull. 13(1), 3–13 (2012)

6. Kundu, S., Pal, S.K.: FGSN: fuzzy granular social networks - model and applications. Inf.
Sci. 314, 100–117 (2015). doi:10.1016/j.ins.2015.03.065

7. Kundu, S., Pal, S.K.: Fuzzy-rough community in social networks. Pattern Recogn. Lett.
doi:10.1016/j.patrec.2015.02.005
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Constructive Learning of Preferences
with Robust Ordinal Regression

Roman Słowiński

Institute of Computing Science, Poznań University of Technology, 60-965 Poznań,
and Systems Research Institute, Polish Academy of Sciences,

01-447 Warsaw, Poland
roman.slowinski@cs.put.poznan.pl

Extended Abstract

The talk is devoted to preference learning in Multiple Criteria Decision Aiding. It is
well known that the dominance relation established in the set of alternatives (also called
actions, objects, solutions) is the only objective information that comes from a
formulation of a multiple criteria decision problem (ordinal classification, or ranking, or
choice, with multiobjective optimization being a particular instance). While dominance
relation permits to eliminate many irrelevant (i.e., dominated) alternatives, it does not
compare completely all of them, resulting in a situation where many alternatives remain
incomparable. This situation may be addressed by taking into account preferences of a
Decision Maker (DM). Therefore, all decision-aiding methods require some preference
information elicited from a DM or a group of DMs. This information is used to build
more or less explicit preference model, which is then applied on a non-dominated set of
alternatives to arrive at a recommendation (assignment of alternatives to decision
classes, or ranking of alternatives from the best to the worst, or the best choice)
presented to the DM. In practical decision aiding, the process composed of preference
elicitation, preference modeling, and DM’s analysis of a recommendation, loops until
the DM accepts the recommendation or decides to change the problem setting. Such an
interactive process is called constructive preference learning.

I will focus on processing DM’s preference information concerning multiple
criteria ranking and choice problems. This information has the form of pairwise
comparisons of selected alternatives. Research indicates that such preference elicitation
requires less cognitive effort from the DM than direct assessment of preference model
parameters (like criteria weights or trade-offs between conflicting criteria). I will
describe how to construct from this input information a preference model that
reconstructs the pairwise comparisons provided by the DM. In general, construction of
such a model follows logical induction, typical for learning from examples in AI. In
case of utility function preference models, this induction translates into ordinal
regression. I will show inductive construction techniques for two kinds of preference
models: a set of utility (value) functions, and a set of “if. . ., then. . .” monotonic
decision rules. An important feature of these construction techniques is identification of
all instances of the preference model that are compatible with the input preference
information – this permits to draw robust conclusions regarding DM’s preferences



when any of these models is applied on the considered set of alternatives. These
techniques are called Robust Ordinal Regression and Dominance-based Rough Set
Approach.

I will also show how these induction techniques, and their corresponding models,
can be embedded into an interactive procedure of multiobjective optimization,
particularly, in Evolutionary Multiobjective Optimization (EMO), guiding the search
towards the most preferred region of the Pareto-front.

References

1. Branke, J., Greco, S., Słowiński, R., Zielniewicz, P.: Learning value functions in interactive
evolutionary multiobjective optimization. IEEE Trans. Evol. Comput. 19(1), 88–102 (2015)

2. Corrente, S., Greco, S., Kadziński, M., Słowiński, R.: Robust ordinal regression in preference
learning and ranking. Mach. Learn. 93, 381–422 (2013)

3. Figueira, J., Greco, S., Słowiński, R.: Building a set of additive value functions representing
a reference preorder and intensities of preference: GRIP method. Eur. J. Oper. Res. 195, 460–
486 (2009)

4. Szeląg, M., Greco, S., Słowiński, R.: Variable consistency dominance-based rough set
approach to preference learning in multicriteria ranking. Inf. Sci. 277, 525–552 (2014)

5. Słowiński, R., Greco, S., Matarazzo, B.: Rough-set-based decision support. In: Burke, E.K.,
Kendall, G. (eds.) Search Methodologies: Introductory Tutorials in Optimization and
Decision Support Techniques, Chap. 19, 2nd edn., pp. 557–609. Springer, New York (2014)
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Ensemble Approaches in Learning

Xin Yao

CERCIA, School of Computer Science
University of Birmingham, Birmingham B15 2TT, UK

http://www.cs.bham.ac.uk/~xin

Extended Abstract

Designing a monolithic system for a large and complex learning task is hard. Divide-
and-conquer is a common strategy in tackling such large and complex problems [1,2].
Ensembles can be regarded an automatic approach towards automatic divide-and-
conquer [3,4]. Many ensemble methods, including boosting [5], bagging [6], negative
correlation [4], etc., have been used in machine learning and data mining for many
years. This talk will describe three research topics in ensemble learning, i.e., multi-
objective learning [7,8], online learning with concept drift [9,10], and multi-class
imbalance learning [11,12]. Given the important role of diversity in ensemble methods
[13,14], some discussions and analyses will be given to gain a better understanding of
how and when diversity may help ensemble learning.

Multi-objective learning might first sound strange because the sole objective of
learning should be to maximise the generalisation ability of learned models. However,
in ensemble learning, we are interested in finding an ensemble of accurate and diverse
individual learner. The accuracy and diversity naturally become two objectives. While
one could aggregate these two objectives into a single function using a weighted sum, it
is often very difficult in practice to tune the weights appropriately. An alternative to
aggregating two objectives into one is to use a multi-objective optimisation algorithm
to learn the two objectives simultaneously [7]. This is advantageous because a multi-
objective optimisation algorithm will find a set of non-dominated solutions, rather than
just a single solution, which can naturally be used as individual learners in an
ensemble. In a sense, multi-objective ensemble learning natural solves the problem of
determining what individuals should be in an ensemble. Once we have the multi-
objective learning framework, it is very straightforward to add additional objectives,
e.g., by adding an additional regularisation objective [8].

In the real world, data streams are very difficult to deal with, especially their
underlying data distributions change, e.g., with concept drifts. What was correct long
time ago may not be correct anymore, and what was incorrect might become correct
now. It is always a huge challenge to deal with such concept drifts in online learning of
data streams. Ensemble methods have long been used in online learning with concept
drifts. However, there were few analyses of different roles that the diversity plays
during online learning. A detailed analysis of its roles [9] can actually provide insight
into different roles of the diversity at different stages of online learning. Such insight



can be exploited to develop new online ensemble learning algorithms [10], which have
been shown to perform well with or without and the presence of concept drift.

In classification, we are often faced with the situation where the numbers of training
examples from different classes are very imbalanced. For example, in fault diagnosis or
fraud detection, the majority of available examples are normal cases, the examples for
faults or frauds are minority. In such cases, applying off-the-shelf machine learning
algorithms may not lead to an appropriate learning outcome because of the bias toward
the majority class. Cost sensitive learning can be used for class imbalance learning if we
know the cost matrix of making different errors. Unfortunately, costs are very difficult to
define for many real-world problems. In this case, two alternative approaches have often
been followed. One is sampling, i.e., by manipulating the training data, either over-
sampling of the minority class or under-sampling of the majority class or both. The other
alternative is to design specific algorithms for class imbalance. Ensemble methods have
often been used. However, few studies exist on the analysis of why ensembles would be
a good choice and what role(s) the diversity plays. An in-depth investigation of the
impact of diversity on single class performance in multiple class imbalance learning can
shed some light on the challenging problem and potential solutions [11]. One future
possibility is to embed the strength of DyS [12], a single MLP learner for multi-class
imbalance learning, into an ensemble.

Recently, online class imbalance learning has attracted more attentions from
researchers [15]. This is more than just the combination of online learning and class
imbalance learning because it is impossible to know in advance which class is a
majority and which is a minority. In fact, whether a class is a minority or majority
depends on time. A learning algorithm has to learn that. The learning algorithm also
has to detect concept drifts and react accordingly. There are still many unsolved
problems on this new research topic [15].
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Abstract. This article presents an overview of recent methodological
advances in developing nearest-neighbor-based recommender systems
that have substantially improved their performance. The key compo-
nents in these methods are: (i) the use of statistical learning to estimate
from the data the desired user-user and item-item similarity matrices,
(ii) the use of lower-dimensional representations to handle issues associ-
ated with data sparsity, (iii) the combination of neighborhood and latent
space models, and (iv) the direct incorporation of auxiliary informa-
tion during model estimation. The article will also provide illustrative
examples for these methods in the context of item-item nearest-neighbor
methods for rating prediction and Top-N recommendation. In addition,
the article will present an overview of exciting new application areas of
recommender systems along with the challenges and opportunities asso-
ciated with them.

1 Introduction

Recommender systems [1] are designed to identify the items that a user will
like or find useful based on the user’s prior preferences and activities. These
systems have become ubiquitous and are an essential tool for information filter-
ing and (e-)commerce [2]. Over the years, collaborative filtering (CF) [3], which
derives these recommendations by leveraging past activities of groups of users,
has emerged as the most prominent approach in recommender systems. Among
the multitude of CF methods that have been developed, user- and item-based
nearest-neighbor approaches are the simplest to understand and are easy to
extend to capture different user behavioral models and types of available infor-
mation. However, in their classical forms [3–8], the performance of these methods
is worse than that of latent-space based approaches [9–14].

In this article, we present an overview of recent methodological advances
in developing nearest-neighbor-based CF methods for recommender systems
that have substantially improved their performance. In specific, we overview the
methods that (i) use statistical learning to estimate from the data the desired
c© Springer International Publishing Switzerland 2015
M. Kryszkiewicz et al. (Eds.): PReMI 2015, LNCS 9124, pp. 3–9, 2015.
DOI: 10.1007/978-3-319-19941-2 1
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user-user and item-item similarity matrices, (ii) use lower-dimensional represen-
tations to handle issues associated with sparsity, (iii) combine neighborhood and
latent space models, and (iv) directly incorporate auxiliary information during
model estimation. We provide illustrative examples for these methods in the
context of item-item nearest-neighbor methods for rating prediction and Top-N
recommendation. We also briefly discuss the reasons as to why such methods
achieve superior performance and derive insights from there for further devel-
opment. In addition, we present an overview of exciting new application areas
of recommender systems along with the challenges and opportunities associated
with them.

2 Review of Previous Research

In the conventional nearest-neighbor-based CF methods [3–8,15–17], the user-
item ratings stored in the system are directly used to predict ratings or pref-
erences for a user on certain items. This has been done in two ways known as
user-based recommendation and item-based recommendation. In user-based rec-
ommendation methods such as those used in GroupLens [6], Bellcore video [15]
and Ringo [17], a set of nearest user neighbors for a target user is first identified
as the users who have most similar preference patterns as the target user over
a set of common items. Then the preferences from such neighboring users on a
certain item are leveraged to produce a recommendation score of that item to
the target user. In item-based approaches [3,5,7], on the other hand, a set of
nearest item neighbors for a certain item is first identified as those that have
been preferred in a most similar fashion as the item of interest by a set of com-
mon users. Then the recommendation score of the item to a user is generated
by incorporating the user’s preferences on the neighboring items.

The fact that the conventional nearest-neighbor-based CF methods work
well in practice is largely due to that the available information of user-item pref-
erences is typically very sparse, but such CF methods can capture and utilize
the most important signals among the sparse data using simplistic and non-
parametric approaches. Nearest-neighbor-based CF methods are intuitive, easy
in computation, and very scalable to large e-commerce datasets and thus suit-
able for really applications. Although there have been numerous other recom-
mendation methods developed over the years, particularly the latent-space-based
methods [9–14], which involve more complicated modeling, demand much more
computational resources and could achieve better recommendation performance,
nearest-neighbor-based CF methods still remain as a strong baseline particularly
when the trade-off between computational costs and performance is a major con-
sideration.

3 CF from Data-Driven Nearest Item Neighbors: SLIM

Conventionally, the item-item similarities used in CF methods are calculated
using a pre-defined similarity function, typically cosine similarity, correlation
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coefficient or their variations. A drawback of using pre-defined similarity func-
tions is that they cannot adapt to different datasets and therefore may lead
to poor neighborhood structures and thus sub-optimal recommendation results.
A recent advance is to derive the similarity matrices from data rather than use
any pre-defined similarity functions. A representative neighborhood-learning rec-
ommendation method is the Sparse LInear Methods (SLIM) [18]. In SLIM, the
recommendation score r̃ui for a user u on an item i is predicted as a sparse
aggregation of existing ratings in a user’s profile, that is,

r̃ui = ruwT
i ,

where ru is the user u’s rating profile over items and wT
i is a sparse row vector

of item similarities with respect to item i. The non-zero entries in wT
i corre-

spond to the nearest items neighbors of item i. The item neighborhood matrix
W = [w1,w2, · · · ,wn] is learned by minimizing the reconstruction error of the
user-item data R using item-based CF with item neighbors represented in W .
In specific, the optimization problem is formulated as follows,

minimize
W

1
2
‖R − RW‖2F +

β

2
‖W‖2F + λ‖W‖1

subject to W ≥ 0
diag(W ) = 0,

where both the non-negativity constraint and the �1 regularization on W enforce
a sparse and positive neighborhood for each item. Extensive experiments as in [18]
demonstrate that SLIM outperforms the state-of-the-art latent-space-based
methods in terms of recommendation performance. Meanwhile, SLIM is scal-
able to large datasets, which makes SLIM much more applicable in real appli-
cations. The success of SLIM validates CF as a fundamental framework for
recommendation problems, and meanwhile demonstrates the advantage of data-
driven item neighborhoods over the conventional hand-crafted similarity metrics
in real problems.

4 CF from Factorized Item Similarities: FISM

A remaining issue for SLIM is that when the use-item data is very sparse, it is
difficult to well estimate W . The data sparsity issue has substantially challenged
almost all the CF based recommendation methods, while latent-space-based
(LS) methods provide an appropriate remedy that consequently inspires the
combination of CF and LS. The Factorized Item Similarity Method (FISM) [19]
represents a recent effort along this line. In FISM, the recommendation score
r̃ui for a user u on an item i is calculated from an aggregation of the items that
have been rated by u and that are also similar to item i, where the item-item
similarity between two items i and j is factorized and calculated as a dot product
of two latent item factors pj and qi. In specific, r̃ui is calculated as follows,

r̃ui = bu + bi + (n+
u )−α

∑

j∈R+
u

pjqT
i , (1)
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where R+
u is the set of items that have been rated by user u, n+

u = |R+
u |, and

bu and bi are user and item bias, respectively. The learning of pj and qi can be
done by minimizing the reconstruction error or by minimizing the ranking diver-
gence using Eq. 1 on the training data. The experiments in [19] show that when
the user-item data is sparse, FISM outperforms SLIM in the recommendation
performance. FISM provides a general framework that combines neighborhood-
based CF and LS-based factorization of data-driven item-item similarities so as
to effectively handle the data sparsity issues and achieve good recommendation
performance.

5 CF from User-Specific Feature-Based
Similarities: UFSM

In addition to leveraging advanced modeling and learning techniques as in FISM
to accommodate for data sparsity, an alternative is to leverage additional infor-
mation sources. The increasing amount of auxiliary information associated with
the items in E-commerce applications has provided a very rich source of informa-
tion that, once properly exploited and incorporated, can significantly improve
the performance of the conventional CF methods. Thus, a recent trend is to
incorporate auxiliary information to improve nearest-neighbor-based CF meth-
ods [20–22]. For example, in the User-specific Feature-based Similarity Models
(UFSM) [20], the recommendation score r̃ui for a user u on an item i is cal-
culated as the aggregation of multiple user-specific item-item similarities (i.e., l
different similarity functions sim(i, j)), that is,

r̃ui =
∑

j∈R+
u

l∑

d=1

mu,d simd(i, j),

where simd(i, j) is the d-th similarity between item i and item j, and it is esti-
mated from the feature vectors f i and f j of items i and j, respectively, as
follows,

simd(i, j) = wd(f i � f j)
T,

The Feature-based factorized Bilinear Similarity Model (FBSM) proposed
in [21] extends UFSM by modeling the item-item similarity sim(i, j) as a bilinear
function of their features, that is,

sim(i, j) = fT
i Wf j

where W is the weight matrix which captures correlation among item features,
and it is further factorized as follows so as to deal with data sparsity issues
during learning,

W = D + V TV,

where D is a diagonal matrix and V is low-rank.
UFSM and FBSM calculate item-item similarities only from item features.

This characteristics enables them to conduct cold-start recommendations for
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new items when there is no existing rating information for the new items. As
demonstrated in [20] and [21], the performance of UFSM and FBSM for cold-
start recommendations is superior to that of the state-of-the-art methods.

A different way to leverage auxiliary information is to use such information
to bias the learning of an existing CF method. For example, SLIM is extended
to incorporate item features in such a way [22]. In the collective SLIM method
(cSLIM), it is imposed that the item-item similarities calculated from user-
item information and the item-item similarities calculated from item features
are identical, while in the relaxed collective SLIM (rcSLIM), the item-item
similarities calculated from both aspects are close. In these methods, the item
features are used to bias the learning of item neighbors so that the neighbor
structures conform to and also encode the information from item features. It is
demonstrated in [22] that when the user-item information is sparse, item features
can play an important role for CF methods that use such information to achieve
good recommendation performance.

6 Future Directions on Nearest-Neighbor-Based CF

There have existed other methods that have substantially improved conven-
tional CF methods. Such methods include the ones that can capture high-order
relations among item similarities [23], the methods that learn and utilize non-
linear relations among items [24], etc. However, to make CF methods fully
personalized, highly scalable and sufficiently robust against data sparsity and
meanwhile produce high-quality recommendations, significant efforts from rec-
ommender system communities have been continuously dedicated. It has been
recognized [25] that items may fall into clusters and thus item-item similarities
may have local structures that may be sufficiently different from other local struc-
tures and from global structures, which leads to potential future research that
discovers and incorporates local item neighbors into conventional CF methods.
Fast and scalable learning algorithms are demanded for such methods once non-
linear similarity structures are involved. On the other hand, dynamic components
(e.g., user preferences change over time) have become ubiquitous among recom-
mender systems, which may result in dynamically evolving user/item neigh-
borhood structures. Such evolvement may exhibit interesting signals from which
novel knowledge can be derived and used to predict future user preference/needs
and make recommendations correspondingly (e.g., to recommend TV shows, to
recommend courses). Another interesting research topic would be to develop
scalable and efficient methods that can effectively incorporate heterogeneous
auxiliary information from various static/dynamic sources in a systematical way
into CF methods.
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Abstract. In this paper we discuss two interpretations of missing
attribute values: attribute-concept values and “do not care” conditions.
Experiments were conducted on eight kinds of data sets, using three types
of probabilistic approximations: singleton, subset and concept. Rules
were induced by the MLEM2 rule induction system. Our main objec-
tive was to test which interpretation of missing attribute values provides
simpler rule sets in terms of the number of rules and the total number of
conditions. Our main result is that experimental evidence exists show-
ing rule sets induced from data sets with attribute-concept values are
simpler than the rule sets induced from “do not care” conditions.

1 Introduction

The most fundamental ideas of rough set theory are lower and upper approx-
imations. In this paper we study probabilistic approximations. A probabilistic
approximation, associated with a probability α, is a generalization of the stan-
dard approximation. For α = 1, the probabilistic approximation becomes the
lower approximation; for very small positive α, it becomes the upper approxima-
tion. Research on theoretical properties of probabilistic approximations started
from [16] and then continued in many papers, see, e.g., [15–17,19–21].

Incomplete data sets may be analyzed using global approximations such as
singleton, subset and concept [8–10]. Probabilistic approximations for incomplete
data sets and based on an arbitrary binary relation were introduced in [12].
The first experimental results using probabilistic approximations were published
in [1].

For our experiments we used eight incomplete data sets with two types of
missing attribute values: attribute-concept values [11] and “do not care” condi-
tions [4,13,18]. Additionally, in our experiments we used three types of proba-
bilistic approximations: singleton, subset and concept.

In [3], the results indicate that rule set performance in terms of error rate is
not significantly different for both missing attribute value interpretations. As a
c© Springer International Publishing Switzerland 2015
M. Kryszkiewicz et al. (Eds.): PReMI 2015, LNCS 9124, pp. 13–22, 2015.
DOI: 10.1007/978-3-319-19941-2 2



14 P.G. Clark and J.W. Grzymala-Busse

result, given two rule sets with the same error rate, the more desirable would
be the least complex, both for comprehension and computation performance.
Therefore, the main objective of this paper is research on the complexity of
rule sets induced from data sets with attribute-concept values and “do not care”
conditions. Complexity is defined in terms of the number of rules and the number
of rule conditions, with larger numbers indicating greater complexity.

Initially, the total number of rules and conditions in rule sets induced from
incomplete data sets with attribute-concept values and “do not care” conditions
were studied in [2]. However, in [2] only one type of probabilistic approximations
was considered (concept) while in this paper we consider three types of proba-
bilistic approximations (singleton, subset and concept). Additionally, in [2] only
three values of α were discussed (0.001, 0.5 and 11.0) while in this paper we
consider eleven values of α (0.001, 0.1, 0.2,..., 1.0).

Note that there are dramatic differences in complexity of rule sets induced
from data sets with attribute-concept values and “do not care” conditions. For
example, for the bankruptcy data set and concept approximation with α = 1.0,
the rule set induced from this data set in which missing attribute values were
interpreted as attribute-concept values has four rules with seven conditions, while
the rule set induced from the same data set in which missing attribute values
were interpreted as “do not care” conditions has 13 rules with 31 conditions. The
error rate, measured by ten-fold cross validation for the data set with attribute-
concept values is 24.24 %, while the error rate for the same data set with “do
not care” conditions is 37.88 %.

Our main result is that the simpler rule sets are induced from data sets in
which missing attribute values are interpreted as attribute-concept values.

Our secondary objective was to identify the probabilistic approximation (sin-
gleton, subset or concept) that is associated with the lowest rule complexity. Our
conclusion is that there is weak evidence that the best probabilistic approxima-
tion is subset.

2 Incomplete Data

We assume that the input data sets are presented in the form of a decision
table. Rows of the decision table represent cases, while columns are labeled by
variables. The set of all cases will be denoted by U . Independent variables are
called attributes and a dependent variable is called a decision and is denoted
by d. The set of all attributes will be denoted by A. The value for a case x and
an attribute a will be denoted by a(x).

In this paper we distinguish between two interpretations of missing attribute
values: attribute-concept values and “do not care” conditions. Attribute-concept
values, denoted by “−”, indicate that the missing attribute value may be replaced
by any of the values that have been specified for that attribute in a given con-
cept. For example, if a patient is sick with flu, and if for other such patients
the value of temperature is high or very-high, then we will replace the missing
attribute values of temperature by values high and very-high, for details see [11].
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“Do not care” conditions, denoted by “*”, mean that the original attribute val-
ues are irrelevant, so we may replace them by any attribute value, for details see
[4,13,18].

One of the most important ideas of rough set theory [14] is an indiscernibility
relation, defined for complete data sets. Let B be a nonempty subset of A.
The indiscernibility relation R(B) is a relation on U defined for x, y ∈ U as
follows:

(x, y) ∈ R(B) if and only if ∀a ∈ B (a(x) = a(y)).

The indiscernibility relation R(B) is an equivalence relation. Equivalence
classes of R(B) are called elementary sets of B and are denoted by [x]B .
A subset of U is called B-definable if it is a union of elementary sets of B.

The set X of all cases defined by the same value of the decision d is called
a concept. The largest B-definable set contained in X is called the B-lower
approximation of X, denoted by appr

B
(X), and defined as follows

∪{[x]B | [x]B ⊆ X},

while the smallest B-definable set containing X, denoted by apprB(X) is called
the B-upper approximation of X, and is defined as follows

∪{[x]B | [x]B ∩ X �= ∅}.

For a variable a and its value v, (a, v) is called a variable-value pair. A block
of (a, v), denoted by [(a, v)], is the set {x ∈ U | a(x) = v} [5].

For incomplete decision tables the definition of a block of an attribute-value
pair is modified in the following way.

– If for an attribute a there exists a case x such that the corresponding value
is an attribute-concept value, i.e., a(x) = −, then the corresponding case
x should be included in blocks [(a, v)] for all specified values v ∈ V (x, a) of
attribute a, where V (x, a) is defined as follows

{a(y) | a(y) is specified , y ∈ U, d(y) = d(x)},

– If for an attribute a there exists a case x such that a(x) = ∗, i.e., the cor-
responding value is a “do not care” condition, then the case x should not be
included in any blocks [(a, v)] for all values v of attribute a.

For a case x ∈ U and B ⊆ A, the characteristic set KB(x) is defined as the
intersection of the sets K(x, a), for all a ∈ B, where the set K(x, a) is defined in
the following way:

– If a(x) is specified, then K(x, a) is the block [(a, a(x))] of attribute a and its
value a(x),

– If a(x) = −, then the corresponding set K(x, a) is equal to the union of all
blocks of attribute-value pairs (a, v), where v ∈ V (x, a) if V (x, a) is nonempty.
If V (x, a) is empty, K(x, a) = U ,

– If a(x) = ∗ then the set K(x, a) = U , where U is the set of all cases.
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3 Probabilistic Approximations

For incomplete data sets we may define approximations in many different ways
[8]. For the lack of space, we are going to define only probabilistic approxima-
tions.
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Fig. 1. Size of the rule set for the Bank-
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Fig. 2. Size of the rule set for the
Breast cancer data set

6 

8 

10 

12 

14 

16 

18 

20 

22 

24 

0 0.2 0.4 0.6 0.8 1 

R
ul

e 
co

un
t 

Parameter alpha 

Echocardiogram singleton * 
Echocardiogram singleton - 
Echocardiogram subset * 
Echocardiogram subset - 
Echocardiogram concept * 
Echocardiogram concept - 

Fig. 3. Size of the rule set for the
Echocardiogram data set
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A B-singleton probabilistic approximation of X with the threshold α, 0 <
α ≤ 1, denoted by apprsingleton

α,B (X), is defined as follows

{x | x ∈ U, Pr(X | KB(x)) ≥ α},

where Pr(X | KB(x)) = |X ∩ KB(x)|
|KB(x)| is the conditional probability of X given

KB(x) and |Y | denotes the cardinality of set Y .
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Fig. 5. Size of the rule set for the Image
segmentation data set
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Fig. 6. Size of the rule set for the Iris
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A B-subset probabilistic approximation of the set X with the threshold α,
0 < α ≤ 1, denoted by apprsubset

α,B (X), is defined as follows

∪{KB(x) | x ∈ U, Pr(X | KB(x)) ≥ α}.
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Fig. 7. Size of the rule set for the Lym-
phography data set
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A B-concept probabilistic approximation of the set X with the threshold α,
0 < α ≤ 1, denoted by apprconcept

α,B (X), is defined as follows

∪{KB(x) | x ∈ X, Pr(X | KB(x)) ≥ α}.

For simplicity, the A-singleton probabilistic approximation will be called a sin-
gleton probabilistic approximation, A-subset probabilistic approximation will be
called a subset probabilistic approximation, and A-concept probabilistic approxi-
mation will be called a concept probabilistic approximation.
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Fig. 10. Number of conditions for the
Breast cancer data set

4 Experiments

Our experiments were conducted on eight data sets that are available from the
University of California at Irvine Machine Learning Repository. For every data
set a template was created by replacing randomly 35 % of existing specified
attribute values by attribute-concept values. The same template was used for
constructing a corresponding data set with “do not care” conditions, by replacing
“−”s by “*”s. For two data sets, bankruptcy and iris, replacing more than 35 %
of existing specified values by missing attribute values resulted in cases where
all attribute values were missing. Hence we used for our experiments data sets
with exactly 35 % missing attribute values.
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In our experiments, for any data set with given type of missing attribute val-
ues a rule set was induced using three types of probabilistic approximations:
singleton, subset and concept, resulting in 24 combinations. For every such
combination, rule sets induced from a data set with attribute-concept values
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and the corresponding data set with “do not care” conditions were induced, for
all eleven values of the parameter α, α = 0.001, 01, 0.2,..., 1.0. Both the total
number of rules and the total number of conditions in the rule set were com-
pared using the Wilcoxon matched-pairs signed rank test with a 5 % level of
significance, two-tailed test.
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In our experiments, we used the MLEM2 rule induction algorithm of the
Learning from Examples using Rough Sets (LERS) data mining system [1,6,7].
Results of our experiments are presented in Figs. 1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11,
12, 13, 14, 15 and 16.

The total number of rules was smaller for attribute-concept values than for
“do not care” conditions for 13 combinations: for the bankruptcy and echocar-
diogram data sets with all three types of probabilistic approximations, for the
image data set with concept probabilistic approximations, and for the iris and
lymphography data sets for singleton and concept probabilistic approximations.
On the other hand, the total number of rules was smaller for “do not care” condi-
tions than for attribute-concept values for five combinations: for the breast cancer
data set with singleton, subset and concept approximations and for the hepatitis
and wine recognition data sets with subset probabilistic approximations. For the
remaining six combinations of the data set and probabilistic approximation type
the difference between the number of rules induced from the attribute-concept
values and “do not care” conditions was statistically insignificant.

Similarly, for the same 24 combinations we compared the total number of
conditions in rule sets. For 13 combinations the total number of conditions was
smaller for data sets with attribute-concept values than for “do not care” con-
ditions: for the bankruptcy and echocardiogram data sets with all three types
of probabilistic approximations, for the image data set and concept probabilis-
tic approximations and for the iris and lymphography data sets with singleton
and subset probabilistic approximations and for the and wine recognition data
set with singleton and subset approximations. However, for 5 combinations the
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total number of conditions was smaller for “do not care” conditions than for
attribute-concept values: for the breast cancer data set with all three types of
probabilistic approximations, for the hepatitis data set with subset probabilistic
approximations and for the wine recognition data set with concept approxima-
tions.

We may conclude that there is some evidence to support the idea that rule
sets induced from data sets with attribute-concept values are simpler than rule
sets induced from data sets with “do not care” conditions.

Our secondary objective was to select a type of probabilistic approximation
that should be used for induction the simplest rules. Results of our experiments
were divided into four groups, based on the type of the missing attribute values
(attribute-concept values and “do not care” conditions) and whether the number
of rules or the total number of conditions was used as a criterion of quality.
Within each group we had 24 combinations (eight data sets and three types of
probabilistic approximations). The Friedman multiple comparison rank sum test
was applied, with 5 % significance level.

In our first group, where attribute-concept values were concerned with the
number of rules, in one combination, associated with the breast cancer data set,
the subset probabilistic approximations were better than the singleton proba-
bilistic approximations and for another combination (for the iris data set) the
subset probabilistic approximations were better than the concept probabilistic
approximations. For the wine recognition data set, in two combinations, the con-
cept probabilistic approximations were better than the remaining two probabilis-
tic approximations. For the remaining 20 combinations results were statistically
inconclusive.

For a group associated with “do not care” conditions and the number of
rules, for nine combinations the subset approximations were better than other
probabilistic approximations (for the breast cancer, iris, lymphography and wine
recognition the subset probabilistic approximations were better than the remain-
ing two probabilistic approximations and for the echocardiogram data set the
subset probabilistic approximations were better than the singleton probabilistic
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approximations). For the 15 other combinations the results were statistically
inconclusive.

For the remaining two groups, both associated with the total number of con-
ditions, the results were similar. In four combinations of attribute-concept values,
the subset approximations were the best. For the remaining 15 combinations of
attribute-concept values, the results were statistically inconclusive. For nine com-
binations of “do not care” conditions, the subset probabilistic approximations
were the best. In the remaining 15 combinations of “do not care” conditions, the
results were inconclusive. In summary, there is weak evidence that the subset
probabilistic approximations are the best to be used for inducing the simplest
rule sets.

5 Conclusions

As follows from our experiments, there is evidence that the rule set size is smaller
for the attribute-concept interpretation of missing attribute values than for the
“do not care” condition interpretation. The total number of conditions in rule
sets is also smaller for attribute-concept interpretation of missing attribute values
than for “do not care” condition interpretation. Thus we may claim attribute-
concept values are better than “do not care” conditions as an interpretation of
a missing attribute value in terms of rule complexity.

Furthermore, all three kinds of probabilistic approximations (singleton, sub-
set and concept) do not differ significantly with respect to the complexity of
induced rule sets. However, there exists some weak evidence that the subset
probabilistic approximations are better than the remaining two: singleton and
concept.
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Abstract. We present a method to simplify a formal context while
retaining much of its information content. Although simple, our ICRA
approach offers an effective way to reduce the complexity of a concept
lattice and/or a knowledge space by changing only little information in
comparison to a competing model which uses fuzzy K-Means clustering.

1 Introduction

A very simple data structure is a triple C = 〈U, V,R〉 where R is a binary relation
between elements of U and elements of V which is sometimes called a formal
context [6,19]. From this, various data models can be obtained, one of the more
popular ones being the concept lattice obtained from C introduced by Wille [19].
With each concept a line diagram can be associated which depicts the concept
lattice in a consolidated way. For lack of space we shall not describe this further;
for details we invite the reader to consult, for example, [20] or [6].

As a context C grows large, the construction of the concept lattice is costly
and it is difficult to interpret the structure and its associated line diagram.
Therefore, various techniques have been proposed to simplify a formal context C
or its associated concept lattice such as stability indices [1,11,14,15] which only
consider only part of the concept lattice, simplification using fuzzy K-Means
clustering (FKM) [13] or object similarity [2], or selection of relevant concepts
in the presence of noisy data [11]. All these techniques can be subsumed under
one of the following strategies:

1. Omit attributes (or objects), or
2. Merge attributes (or objects) which are similar according to some criterion, or
3. Remove concepts with low index values.

In each case, the adjacency matrix of R is changed. However, reducing the matrix
does not guarantee that the associated concept lattice will be reduced as well,
see Example 3 of [12]. In this paper we propose a simple algorithm to simplify a
concept which does not increase the size of its associated concept lattice.
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2 Notation and Definitions

Throughout we suppose that U = {p1, . . . , pn} is a finite set of objects (such
as problems) and V = {s1, . . . , sk} is a finite set of attributes (such as skills).
R ⊆ U × V is a binary relation between elements of U and elements of V . For
each p ∈ U we set R(u) df= {s ∈ V : pRs}, and R

df= {R(u) : u ∈ U}. The identity
relation on U is denoted by 1′

U . The relational converse of R is denoted by
R ,̆ and −R is the complement of R in U × V . The set R is partially ordered
by ⊆. The adjacency matrix of R has rows labeled by the elements of U , and
columns labeled with the elements of V . An entry 〈u, v〉 is 1 if and only if uiRsj ,
otherwise, the entry in this cell is left empty. A formal context 〈U, V,R〉 gives
rise to several set operators frequently used in modal logics: Let X,X ′ ⊆ U and
define

〈R〉(X) = {b ∈ V : (∃a ∈ X)aRb} = {b ∈ B : R (̆b) ∩ X �= ∅}, (Possibility)

[R](X) = {b ∈ V : (∀a ∈ U)[aRb ⇒ a ∈ X]} = {b ∈ B : R (̆b) ⊆ X}, (Necessity)

[[R]](X) = {b ∈ V : (∀a ∈ U))[a ∈ X ⇒ aRb]} = {b ∈ B : X ⊆ R (̆b)}. (Sufficiency)

The mappings 〈R〉 and [[R]] are, respectively, the existential (disjunctive) and
universal (conjunctive) extensions of the assignment x �→ R(x) to subsets of U ,
since it follows immediately from the definitions that for all x ∈ U,X ⊆ U ,

〈R〉({x}) = [[R]]({x}) = R(x), (1)

〈R〉(X) =
⋃

x∈X

R(x), [[R]](X) =
⋂

x∈X

R(x). (2)

The operators [[R]] and [R], as well as 〈R〉, are related since

b ∈ [[R]](X) ⇐⇒ X ⊆ R (̆b) ⇐⇒ U − R (̆b) ⊆ U \ X ⇐⇒ b ∈ [−R](U \ X). (3)

For unexplained notation and concepts in lattice theory we refer the reader to [8].

3 Data Models Based on Modal Operators

Suppose we have a formal context C = 〈U, V,R〉 which we regard as “raw data”.
The image sets R(x) are our basic constructs. As a first approach to a data model
based on 〈U, V,R〉, which, in our view, is a structural representation of raw data,
we define a quasiorder � on U by setting x � y if and only if R(x) ⊆ R(y). We
also define the incomparability relation by

x#y
df⇐⇒ (x �� y) and (y �� x). (4)

From this starting point, several more involved data models can be developed.
One of the better known models are those based on the sufficiency operators
[[R]] (“intent”) and [[R ]̆] (“extent”): For each X ⊆ U , [[R]](X) is the set of all
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attributes common to all elements of X, and for Y ⊆ V , [[R ]̆](Y ) is the set of
all objects which possess all attributes in Y . A pair 〈[[R ]̆][[R]](X), [[R]](X)〉 is
called a formal concept. The set of all formal concepts can be made into a lattice
which can be drawn as a consolidated line diagram [19] as in Fig. 11. Each node
of the diagram represents a formal concept, and for each object x, R(x) is the
set of all attributes above the node labelled x (we interpret “above” and “below”
as reflexive relations). In the line diagram of R, x � y if and only if x and y
label the same node or the node labelled by y is below the node labelled by x.

R v1 v2 v3 v4

u1 1 1 1
u2 1 1 1
u3 1
u4 1
u5 1 1

Fig. 1. A context and its line diagram

A data model which in some sense competes with concept lattices are the
knowledge spaces introduced in [4]. These are set systems closed under union
and can be related to the modal operator 〈R〉 which is called the span operator
in [3]. It was shown in [7] that the models arising from [[R]] and 〈R〉 have the
same expressive power and are useful in situations different from those where
conjunctive assignments such as the (DINA) model [9,10,16] and the rule space
model [18] are employed.

Taking {R(x) : x ∈ U} as a starting point, the set of spans and the set
of intent go into different directions: It follows from (1) and (2) that KR

df=
{〈R〉(X) : X ⊆ U} is the ∪ – semilattice generated by {R(x) : x ∈ U}, and
IR

df= {[[R]](X) : X ⊆ U} is the ∩ – semilattice generated by {R(x) : x ∈ U}.
For X ⊆ U , [[R]] is the set of all attributes lying above all objects in X, and
〈R〉({x}) is the set of all attributes not upwards reachable from object x in the
line diagram of −R.

4 Reducing the Complexity

The simplest way to change the adjacency matrix is to change one bit at a
time, according to a given criterion. The question arises which criterion we shall

1 The diagrams were drawn by the ConExp package [21].
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use. If � is a linear quasi order – i.e. if any two objects of U are comparable –
then KR and IR coincide and are equal to 〈KR,⊆〉 (possibly with added ∅
or V ); nothing is gained by going from the simple model 〈|C,�〉 to one of the
more involved ones. At the other extreme, if no two different elements of U are
comparable with respect to #, then the representations obtained from C very
strongly depend on the modal operator used and may widely differ. Consider the
simple relation depicted in Fig. 2. There, IR consists of the singletons {vi} and
the empty set, while KR is the set of all nonempty subsets of V . If we consider
the complement of −R, then situation is reversed, see Fig. 3.

R v1 v2 v3 v4

u1 1
u2 1
u3 1
u4 1

Fig. 2. # = U2 \ 1′
U , 1st example

-R v1 v2 v3 v4

u1 1 1 1
u2 1 1 1
u3 1 1 1
u4 1 1 1

Fig. 3. # = U2 \ 1′
U , 2nd example

Therefore, if the incomparability relation is large, choosing one operator over
the other may not provide a meaningful interpretation, and it may not be the
wisest choice at the outset to prefer one over the other. Keeping in mind the
problem/skill situation, we suggest the relative incomparability of objects as a
measure of context complexity which we aim to reduce: If C = 〈U, V,R〉 is a
formal context and u ∈ U , then we let

incomp(u) df= {v ∈ U : u#v}, incomp(C) df=
|{〈u, v〉 : u#v}|

n2 − n
,
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where n = |U |. Now, incomp(C) = 0 if and only if � is a linear quasiorder, and
incomp(C) = 1 if no two different elements are � – comparable. The measure of
success is the reduction of incomp(C) relative to the number of bit changes.

Our InComparablity Reduction Analysis algorithm (ICRA)2 is based on a
simple steepest descent method: We consider objects u for which |incomp(u)|
is maximal and then invert a bit – i.e. an entry in the adjacency matrix of
the relation under consideration – for which the drop of the number of overall
incomparable pairs is maximal. This will increase the comparability of objects
with respect to � or, equivalently, of sets R(x) without increasing the number
of intents, respectively, knowledge states. Indeed, in most cases we have looked
at, the complexity of the concept lattice was significantly reduced. If one bit is
inverted, so that the resulting relation is R′ and x �R′ y, then there will be a
path from y to x in the line diagram of R′ as well, so that the new representation
is closer to the data as represented by R.

The basic concept is that we assume some of the data to be faulty, but
we do not know which entries. More concretely, we assume that some (or all)
incomparabilities are caused by faulty data. In this sense, our proposed procedure
is a trade – off measure.

The stop criterion is a predetermined relative value of incomparable pairs,
i.e. a value for incomp(C), where C is the current context, or no more complexity
reduction is possible. As a rule of thumb we suggest to require that 50 % of

noEntry:=FALSE.
pout:=p � Initialize stop criterion to 0 ≤ p ≤ 1.
Unmark all object-attribute-pairs. � No pair changed yet.
repeat

Find the set OBJ of objects belonging to unmarked pairs for whichincomp(u) ismaximal.
if incomp(C) ≤ pout then � Goalreached

NoEntry:=TRUE
else

Using OBJ find the object-attribute-pairs,which maximally reduce thein comparability,
wheninvertingonebitofthematrixunderconsideration.
if no reduction is achieved for any of these then

NoEntry:=TRUE
else

Invert the entry of one of the maximal object-attribute-pairs and use the new rela-
tion.

Mark the chosen object-attribute-pair.
Replace C with there vised context.

end if
end if

until NoEntry=TRUE.

Fig. 4. Pseudocode of the algorithm

2 The algorithm is implemented in R [17] and the source code is available at http://
roughsets.net/FCred.R.

http://roughsets.net/FCred.R
http://roughsets.net/FCred.R


28 I. Düntsch and G. Gediga

pairs with different components should be comparable (Median InComparablity
Reduction Analysis). An overview of the pseudocode the ICRA algorithm is
shown in Fig. 4.

5 Experiments

Even though our procedure is simple, it compares well with other simplification
measures. As a case in point we shall consider the reduction using fuzzy K-Means
clustering (FKM) proposed in [13]. This method is based on partitioning a set
of vectors into k fuzzy clusters, specifying to what degree a vector belongs to
the cluster centre. Owing to lack of space we cannot explain their method in
detail and refer the reader to [13]. The context C of their first example relates
documents with keywords and it is shown in Fig. 5 along with its context lattice.
The relative incomparability of C is 94 %.

D1 D2 D3 D4 D5 D6 D7
Baby 1 1 1 1
Child 1 1
Guide 1 1
Health 1
Home 1 1
Infant 1 1

Proofing 1 1
Safety 1 1

Toddler 1 1

Fig. 5. Example from [13], p. 2699

After applying FKM based clustering with k = 2, the columns D1 – D2 are
identified and the entry 〈Ti,D1‘ − −D4〉 of the resulting adjacency matrix is
max{〈Ti,D1〉, . . . , 〈Ti,D4〉}. The simplified context C1 and its concept lattice
are shown in Fig. 6.

To achieve the FKM result C1 fromC requires to change 15 bits for a relative
incomparability of 49 %; this includes the effort to identify columns. In compar-
ison, our algorithm needs only 4 bits for a 50 % incomparability, and 9 bits for
0 % incomparability. The resulting context along with its line diagram is shown
in Fig. 7. It has the same number of concepts as the concept lattice obtained
from FKM (9), and the same number of edges (14).

In classification tasks, there is often a trade – off between the (relative)
number of correctly classified objects and, for example, the (relative) cost of
obtaining the classification or the clarity of a pictorial representation. In some
instances, this may be expressed as the amount of errors we are prepared to allow
to achieve another aim. A case in point are curves based on receiver operating
characteristics (ROC), where the sensitivity (benefit) of a binary classifier is
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D1–D4 D5 D6 D7
Baby 1 1 1
Child 1
Guide 1 1
Health 1
Home 1
Infant 1

Proofing 1 1
Safety 1

Toddler 1

Fig. 6. Example from [13], p. 2699, reduced

5 bits D1 D2 D3 D4 D5 D6 D7
Baby 1 1 1 1
Child 1 1
Guide
Health 1
Home 1 1
Infant 1

Proofing 1 1
Safety 1 1

Toddler 1 1

9 bits D1 D2 D3 D4 D5 D6 D7
Baby 1 1 1 1 1
Child 1 1 1
Guide
Health 1
Home 1 1 1
Infant 1

Proofing
Safety 1 1

Toddler 1

Fig. 7. Reduction of Example 1 from [13] using ICRA

plotted as a function of its FP rate (cost), see [5] for an overview. We can
plot the relative incomparability as a function of the number of bits changed to
achieve it, see the graph in Fig. 8. If we interpret (in-)comparability as sensitivity
and the number of changed bits as cost to retrieve the original data, this can be
interpreted as a ROC curve.
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Fig. 8. Reducing relative incomparability with ICRA

The next example for [13] investigates a dataset consisting of various species
of bacteria and 16 phenotypic characters, shown in Table 1.

For this context C, the incomparability incomp(C) turns out to be 81%. C
is reduced with the FKM method for k = 5 and k = 9, resulting in contexts C5

and C9 with incomp(C5) = 34.5% and incomp(C9) = 64.7%. 40 bits are required
to reduce C to C5, and the reduction to C9 with 64.7 % incomparability needs
changing 11 bits. In contrast, our algorithm requires changing 19 bits to achieve
an incomparability reduction to 34.6 %, and 8 bits for a reduction to 66.1 %.
Changing 11 bits (as in the FKM reduction with k = 9) results in a reduction
to 60.2 %. The ICRA reducibility graph is shown in Fig. 9.

Fig. 9. Reducing relative incomparability of the bacterial dataset with ICRA
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Table 1. Bacterial dataset from [13]

H2S MAN LYS IND ORN CIT URE ONP VPT INO LIP PHE MAL ADO ARA RHA

ecoli1 0 1 1 1 0 0 0 1 0 0 0 0 0 0 1 1

ecoli2 0 1 0 1 1 0 0 1 0 0 0 0 0 0 1 0

ecoli3 1 1 0 1 1 0 0 1 0 0 0 0 0 0 1 1

styphi1 0 1 1 0 0 0 0 0 0 0 0 0 0 0 1 0

styphi2 0 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0

styphi3 1 1 1 0 0 0 0 0 0 0 0 0 0 0 1 0

kpneu1 0 1 1 1 0 1 1 1 1 1 0 0 0 1 1 1

kpneu2 0 1 1 1 0 1 1 1 1 1 0 0 1 0 1 1

kpneu3 0 1 1 1 0 1 1 1 1 1 0 0 1 1 1 1

kpneu4 0 1 1 1 0 1 1 1 0 1 0 0 1 1 1 1

kpneu5 0 1 1 1 0 1 0 1 1 1 0 0 1 1 1 1

pvul1 1 0 0 1 0 1 1 0 0 0 0 1 0 0 0 0

pvul2 1 0 0 1 0 0 0 0 0 0 0 1 0 0 0 0

pvul3 1 0 0 1 0 0 1 0 0 0 0 1 0 0 0 0

pmor1 0 0 1 1 1 0 1 0 0 0 0 1 0 0 0 0

pmor2 0 0 0 1 1 0 0 0 0 0 0 1 0 0 0 0

smar 0 1 1 0 1 1 0 1 1 0 1 0 0 0 0 0

6 Conclusion and Outlook

We have introduced a simple algorithm ICRA to simplify a formal context,
the success criterion of which is a prescribed reduction of incomparable pairs.
As a rule of thumb, we propose a relative frequency of incomparable pairs of
objects of 50 %. This seems a fair compromise between closeness to the data on
the one hand, and the additional structure introduced by the chosen model on
the other. We have compared the success of our algorithm with several examples
of [13] and have found that fewer bits are needed than FKM to obtain similar
incomparability ratios. Furthermore, the FKM algorithm requires much more
effort and additional model assumptions so that its cost/benefit ratio is much
smaller than for the median comparability algorithm. Furthermore, it is not clear
which k should used for the reduction.

In the available space, only an indication of the impact of the median com-
parability algorithm could be given. Further work will include investigation of
the powers and limitations of the ICRA algorithm using both theoretical and
practical analysis. In particular, we shall consider its effects on implication sets
and association rules.

Acknowledgement. We thank the referees for careful reading and constructive com-
ments.
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Abstract. In this paper, we introduce an improved scale invariant fea-
ture correspondence algorithm which depends on the Similarity-Topology
Matching algorithm. It pays attention not only to the similarity between
features but also to the spatial layout of every matched feature and its
neighbours. The features are represented as an undirected graph where
every node represents a local feature and every edge represents adja-
cency between them. The topology of the resulting graph can be consid-
ered as a robust global feature of the represented object. The matching
process is modeled as a graph matching problem; which in turn is formu-
lated as a variation of the quadratic assignment problem. The Similarity-
Topology Matching algorithm achieves superior performance in almost
all the experiments except when the image has been exposed to scal-
ing deformations. An amendment has been done to the algorithm in
order to cope with this limitation. In this work, we depend not only on
the distance between the two interest points but also on the scale at
which the interest points are detected to decide the neighbourhood rela-
tions between every pair of features. A set of challenging experiments
conducted using 50 images (contain repeated structure) representing 5
objects from COIL-100 data-set with extra synthetic deformations reveal
that the modified version of the Similarity-Topology Matching algorithm
has better performance. It is considered more robust especially under the
scale deformations.

Keywords: Features matching · Features extraction · Topological Rela-
tions · Graph matching · Performance evaluation

1 Introduction

Image matching or in other words, comparing images in order to obtain a mea-
sure of their similarity, is an important computer vision task. It is involved in
many different applications, such as object detection and recognition, image
classification, content based image retrieval, video data mining, image stitching,
stereo vision, and 3D object modeling. A general solution for identifying simi-
larities between objects and scenes within a database of images is still a faraway
goal. There are a lot of challenges to overcome such as viewpoint or lighting
c© Springer International Publishing Switzerland 2015
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variations, deformations, and partial occlusions that may exist across different
examples.

Furthermore, image matching as well as many other vision applications rely
on representing images with sparse number of distinct keypoints. A real challenge
is to efficiently detect and describe keypoints, with robust representations invari-
ant against scale, rotation, view point change, noise, as well as combinations of
them [1].

Keypoint detection and matching pipeline has three distinct stages which are
feature detection, feature description and feature matching. In the feature detec-
tion stage, every pixel in the image is checked to see if there is a unique feature at
this pixel or not. Subsequently, during the feature description stage, each region
(patch) around the selected keypoints is described with a robust and invariant
descriptor which can be used to match against other descriptors. Finally, at the
feature matching stage, an efficient search for prospective matching descriptors
in other images is made [2].

In the context of matching, a lot of studies have been used to evaluate interest
point detectors as in [3,4]. On the other hand, little efficient work has been
done on the evaluation of local descriptors. K. Mikolajczyk and C. Schmid [5],
proposed and compared different feature detectors and descriptors as well as
different matching approaches in their study. Although this work proposed an
exhaustive evaluation of feature descriptors, it is still unclear which descriptors
are more appropriate in general and how their performance depends on the
interest point detector.

D.G. Lowe [6], proposed a new matching technique using distinctive invariant
features for object recognition. Interest points are matched independently via a
fast nearest-neighbour algorithm to the whole set of interest points extracted
from the database images. Therefore, a Hough transform to identify clusters
belonging to a single object has been applied. Finally, least-squares solution for
consistent pose parameters has been used for the verification.

Another technique to find correspondences is RANSAC. The most beneficial
side of RANSAC is the ability of jointly estimating the largest set of mutual com-
patible correspondences between two views. Zhang and Kosecka [7] demonstrate
the shortcomings of RANSAC when dealing with images containing repetitive
structures. The failure of RANSAC in these cases is due to the fact that similar-
ity measure is used to find matching based only on feature descriptor and, with
repetitive structures, the chosen descriptors can change dramatically. Therefore,
the nearest neighbor strategy is not an appropriate solution.

There are two levels to measure the images similarity which are patch and
image levels. In the patch level, the distance between any two patches is measured
based on their descriptors. In the image level, the overall similarity between any
two images is calculated which in most cases contain many patches.

The Minkowski-type metric has been used to measure the distance between
patches in most of researches. The Minkowski metric is defined as in (1):

D(X,Y ) = (
P∑

i=1

|Xi − Yi|r)1/r (1)
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when r = 2, it is the Euclidean distance (L2 distance), and it is the Manhattan
distance (L1 distance) when r = 1 [8].

In the approach proposed in the present paper both local and global features
are considered simultaneously. We try to retain the locality of the features advan-
tages in addition to preserving the overall layout of the objects. The similarity
between the local features has been used in conjunction with the topological
relations between them as a global feature of the object.

In this paper, the approach presented in [9,10] is modified to be scale invari-
ant. In addition, intensive experiments are conducted mainly focused on images
with different resolutions as the objective of the modified algorithm to be more
scale invariant. The images contain a duplication of the same object which
reflects the scope of work (dealing with repeated structure).

This paper is organized as follows: The proposed scale invariant feature corre-
spondence algorithm is introduced in Sect. 2. Section 3, presents the conducted
experiments to evaluate the performance of the modified matching approach.
Finally, the conclusions of this work and the recommendations for future work
are presented in Sects. 4 and 5, respectively.

2 Proposed Matching Approach

Conventional matching approaches reduce the matching problem to a metric
problem. Therefore, the choice of a metric is substantial for the matching of
local features. Most approaches depend mainly on finding the minimum distance
between features (descriptors) in feature space as shown in (2), where Dij is
the distance measure between feature i from the first image and feature j from
the second image. Xij is a matching indicator between feature i and feature j,
i.e. Xij = 1 if feature i in the 1st image is mapped to feature j in the 2nd image
and Xij = 0 otherwise. Note that Xij ∈ {0, 1}.

Min F =
∑

∀i,j

Dij Xij (2)

Limitations: The similarity measure between features deals with each feature
individually rather than a group of features. Consequently, the minimum dis-
tance between features can be misleading in some cases and as a result the
performance of the algorithm deteriorates. In other words, the minimum dis-
tance criterion has no objection for a feature to be wrongly matched as long as
it successfully achieves the minimum distance objective.

2.1 Similarity-Topology Matching Algorithm

In [9], a new matching algorithm called “Similarity-Topology Matching” has
been proposed. This algorithm pays attention not only to the similarity between
features but also to the spatial layout of every matched feature and its neighbors.
A new term, describing the neighbourhood/ topological relations between every
pair of features has been added α

∑
∀i,j,k,l

Xij Xkl Pij,kl. In addition, another



36 S.Y. El-Mashad and A. Shoukry

term has been added to relax the constraints β (Min(m,n) − ∑
∀i,j

Xij) as
shown below in (3).

Min F =
∑

∀i,j

Dij Xij + α
∑

∀i,j,k,l

Xij Xkl Pij,kl + β (Min(m,n) −
∑

∀i,j

Xij) (3)

Subject to:
n∑

j=1

Xij ≤ 1 (a)

m∑

i=1

Xij ≤ 1 (b)

The second term in (3) represents a penalty term over all pairs of features.
Pij,kl is called a penalty matrix. It is used to penalize matching pairs of features
i and k in one image with corresponding pairs j and l in the other image if they
have different topologies. It is binary and of (m×n,m×n) dimension; where m, n
are the number of features in the first and the second images respectively. Pij,kl =
1 if the features j, l in the second image have different topology when compared
to features i, k in the first image. Accordingly, the penalty matrix is calculated
by applying the XOR logical operation to the adjacency matrices(AM1, AM2)
of the two images as in (4). In XOR, the output is true whenever both inputs
are different from each other. For example, if one input is true and the other is
false. The output is false whenever both inputs are similar to each other, i.e.,
both inputs are true or false.

P (i, j, k, l) = XOR (AM1(i, k), AM2(j, l)) (4)

(α) is called a topology coefficient. It indicates how much the matching algorithm
depends on the topology between images. In the experiments, (α) is chosen
in a range from 0 to 0.1. The topology coefficient is effective and has a great
impact when the interest points are similar to each other. On the contrary, it has
almost no impact when the difference of similarities between the interest points
is high. (β) is called a threshold coefficient. It indicates how much the matching
algorithm depends on the features matching threshold. In the experiments, (β)
is chosen in a range from 0 to 0.5. These parameters are determined by cross
validations.

Constraints Interpretation: Constraint (a): There exists at most one ′1′ in
every column of x. Constraint (b): There exists at most one ′1′ in every row of
x. The two constraints ensure that every feature in the first image should match
to at most one feature in the second image.

2.2 Scale Invariant Similarity-Topology Matching Algorithm

Analysis and Modification. An analysis is done to determine why the algo-
rithm isn’t accurate enough in case of the scaling deformation. It is noticed that
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the adjacency matrix (AM) of an image is constructed using the neighbourhood
idea. In other words, if the distance between any two interest points in the same
image is less than a threshold then they are called neighbours to each other. Con-
sequently, the neighbourhood relation between each two interest points depends
only on the distance between them, which is not valid specially when dealing
with different scales.

The two interest points in Fig. 1 are the same. The algorithm considers them
as neighbours to each other in the left image but not in the right image which
is counter intuitive, as they are neighbours in both cases.

Fig. 1. Scaling problem example

An amendment is done to the algorithm in order to cope with this limitation.
The modification makes the Neighbourhood Relation (NR) depend not only on
the distance between the two interest points as in the Similarity-Topology but
also on the scales at which the two interest points are detected. Hence, the
Neighbourhood Relation (NR) between two interest points i and k in an image
is defined as shown in (5).

NR =
Distance between two interest points

Average scale of the two interest points

=
dik

Avg(σi, σk)
(5)

Accordingly, the adjacency matrix is modified and calculated as in (6):

AM(i, k) =
{

1 if NR < Threshold
0 otherwise

}
(6)

where dik is the Euclidean distance between interest points i and k in the same
image spatial domain. σi and σk are the scales at which the interest points i and
k are detected respectively.
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Scale Invariant Similarity-Topology Matching Algorithm. Algorithm (1)
gives a summary of the modified version of the “Similarity-Topology Matching”
approach. This new algorithm achieves superior performance in almost all the
experiments specially when the images are exposed to scaling deformations.

Algorithm 1. Scale Invariant Similarity-Topology Matching
Input: A pair of images, topology coefficient (α), and threshold coefficient (β).
1. For every image:

(a) Detect interest points (select strongest n);
(b) Extract a descriptor for every interest point;
(c) Construct adjacency matrix using equations (5) and (6);

2. For every feature (descriptor) in the 1st image: compute the distance between
it and all the features in the 2nd image using the Euclidean distance in feature
space;

3. Penalize pairs of matched features taking into consideration their adjacency
relations;

P (i, j, k, l) = XOR(AM1(i, k), AM2(j, l))

4. Solve the optimization problem using (7) (features similarity and topological
constraints);

Output: List of features correspondences.

This investigated problem has a quadratic-objective function which is subject
to linear constraints. It is called a binary (0-1) Quadratic Programming problem.
Consequently, the objective function formulated in (3) can be rewritten as in (7):

Min F =
∑

∀i,j

Xij(Dij − β) + α
∑

∀i,j,k,l

Xij Xkl Pij,kl (7)

This optimization problem is solved using IBM ILOG CPLEX Optimiza-
tion Studio (usually called just CPLEX for simplicity) which is an optimization
software package.

3 Experimental Results

3.1 Data-Set

Columbia Object Image Library (COIL-100) has been used in the experi-
ments [11]. COIL-100 is a database of color images which has 7200 images of 100
different objects (72 images per object). These collections of objects have a wide
diversity of complex geometric and reflectance characteristics. Consequently, it
is the most suitable data-set which can be helpful in the proof of concept of the
proposed feature correspondence approach. Figure 2, depicts 10 objects from the
Coil-100 data-set.
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Fig. 2. Examples of objects from the COIL-100 data-set used for the evaluation

The Challenge. Fifty images representing five objects of the aforementioned
data-set are chosen to perform the experiments. These objects with extra syn-
thetic deformations such as rotation, scaling, partial occlusion and heavy noise
are used for this purpose. In addition, a duplication of the same object is put
in the same image with deformations, but one as a whole and one as parts to
make the matching more challenging and to test the principle goal of the new
matching strategy. In this case, a feature in the first image has almost two sim-
ilar features in the second image. Figure 3, shows an example to illustrate the
idea. The feature in the first image (left) has two similar features in the sec-
ond image (right). This raises a question, which one should be matched. This
challenge demonstrates the idea of the proposed approach, that rely on the sim-
ilarity as well as the topological relations between the features as shown in the
experiments in the next subsection.

Fig. 3. An illustrative example of the duplication of the same feature

3.2 Experiments

Three different experiments are conducted to test the modification introduced
in the “Similarity-Topology Matching” algorithm to make it scale invariant. All
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of these tests are done on images having different resolutions. The first test is
done between a pair of images with different scales only. The second test is done
between a pair of images with different scales as well as a duplication of the
same object as parts in the second image. The last test is done like the second
experiment but with extra deformations such as rotation and view point changes.
These tests are ranged in difficulty from easiest to hardest as shown Table 2.

Features Detection and extraction: the interest points are detected and
extracted using SURF (Speeded Up Robust Features) [12]. We demonstrate
in [10] that SURF algorithm can be used prior to the proposed matching app-
roach to get more robust feature correspondence.

Evaluation criterion: For each pair of images, every interest point in image 1
is compared to all interest points in image 2 according to their descriptors. The
detection Rate and the False Positive Rate (FPR) are calculated in order to
evaluate the performance. The detection rate R is defined as the ratio between
the number of correct matches and the number of all possible matches (number
of correspondence). The target is to maximize the detection rate and to minimize
the false positive rate.

R =
Number of correct matches

Number of possible matches within the full instance

The experiments have been done using three state-of-the-art strategies which
are Threshold, Nearest Neighbour (NN) and Nearest Neighbour Distance Ratio
(NNDR) in addition to the Similarity-Topology Matching as well as its mod-
ified version. In the proposed algorithm and its modified version as well, the
values of the topology penalty coefficient and the threshold penalty coefficient
are 0.05 and 0.3 respectively. The modified version of the “Similarity-Topology
Matching” algorithm has better performance. It is considered more robust spe-
cially under the scale deformations. As shown in Table 1, the Modified-Version
of the algorithm not only has higher detection rate (0.65), but also it almost
eliminates the false matches (0.01) which is more important specially in the
localization problem.

Table 1. The experimental results summary

Matching strategy Detection rate FPR

NNDR 0.40 0.04

NN 0.48 0.13

Threshold 0.55 0.28

Similarity-topology 0.46 0.08

Modified-version 0.65 0.01
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Table 2. Scale invariant feature correspondence examples

NN NNDR Threshold proposed Modified

4 Conclusions

In this paper, an improved scale invariant feature correspondence algorithm
which depends on the “Similarity-Topology Matching” algorithm has been intro-
duced. In this approach, both local and global features are considered simulta-
neously and a set of control parameters is employed to tune the performance
by adjusting the significance of global vs. local features. The major contribution
of this research is depending not only on the distance between the two interest
points but also on the scale at which the interest points are detected to decide
the neighbourhood relations between every pair of features. Three different tests
focusing on scaling deformations have been conducted. From the experimental
results, it is noticed that the number of correctly matched features is increased.
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In conclusion, the modified version of the “Similarity-Topology Matching”
algorithm has superior performance specially when the images have been exposed
to scaling deformations.

5 Future Work

After the proof of concept of the aforementioned approach has been verified, a
lot of work remains to be done in order to generalize the local features matching
approach and achieve high degree of robustness and computational efficiency.
First, a preprocessing step is required to automatically evaluate the parameters
values (alpha, beta). Second, an optimization of the algorithm to be more com-
putationally efficient should be made without any loss in the algorithm accuracy
as this algorithm may be used in real-time applications. Finally, applying this
approach in a particular robot application such as mobile robot localization. The
proposed approach can be used in conjunction with other approach [13] which
depends on wifi-signals to determine the location of a mobile robot (such as
KheperaIII) in indoor limited areas.
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Abstract. In a Multiple Scanning discretization technique the entire
attribute set is scanned many times. During every scan, the best cut-
point is selected for all attributes. The main objective of this paper is to
compare the quality of two setups: the Multiple Scanning discretization
technique combined with the C4.5 classification system and the inter-
nal discretization technique of C4.5. Our results show that the Multiple
Scanning discretization technique is significantly better than the inter-
nal discretization used in C4.5 in terms of an error rate computed by
ten-fold cross validation (two-tailed test, 5 % level of significance). Addi-
tionally, the Multiple Scanning discretization technique is significantly
better than a variant of discretization based on conditional entropy intro-
duced by Fayyad and Irani called Dominant Attribute. At the same time,
decision trees generated from data discretized by Multiple Scanning are
significantly simpler from decision trees generated directly by C4.5 from
the same data sets.

1 Introduction

Mining numerical data sets requires an additional step called discretization. Dis-
cretization is a process of transforming numerical values into intervals.

For a numerical attribute a with an interval [i, j] as a range, a partition of
the range into k intervals

{[i0, i1), [i1, i2), ..., [ik−2, ik−1), [ik−1, ik]},
where i0 = i, ik = j, and il < il+1 for l = 0, 1, ..., k − 1, defines a discretization
of a. The numbers i1, i2,..., ik−1 are called cut-points.

A new discretization technique, called Multiple Scanning, introduced in
[11,12], was very successful when combined with rule induction and a classifica-
tion system of LERS (Learning from Examples based on Rough Sets) [9]. The
novelty of this paper is a comparison of the C4.5 classification system applied to
data discretized using Multiple Scanning with C4.5 applied directly to the orig-
inal data sets with numeric attributes. Additionally, we compare the Multiple
c© Springer International Publishing Switzerland 2015
M. Kryszkiewicz et al. (Eds.): PReMI 2015, LNCS 9124, pp. 44–53, 2015.
DOI: 10.1007/978-3-319-19941-2 5
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Scanning discretization technique with a variant of the well-known discretization
based on conditional entropy introduced by Fayyad and Irani [7,8] and called
Dominant Attribute [11,12].

In Multiple Scanning, during every scan, the entire attribute set is analyzed.
For all attributes the best cutpoint is selected. At the end of a scan, some sub-
tables that still need discretization are created. The entire attribute set of any
subtable is scanned again, and the best corresponding cutpoints are selected.
The process continues until the stopping condition is satisfied or the required
number of scans is reached. If the required number of scans is reached and
the stopping condition is not satisfied, discretization is completed by Dominant
Attribute, in which first the best attribute is selected, then for this attribute, the
best cutpoint, again using conditional entropy, is selected. This process contin-
ues recursively until the same stopping criterion is satisfied. Multiple Scanning
ends up with an attempt to reduce the number of intervals called merging. Since
Multiple Scanning uses Dominant Attribute as the last resort, if we skip scan-
ning, or equivalently set the required number of scans to zero, discretization is
reduced to Dominant Attribute. Thus we may include a comparison of Multiple
Scanning with Dominant Attribute. Typically, in Multiple Scanning the required
number of scans should be set to some small number. In our experiments, for all
data sets, after six scans the error rate computed using ten-fold cross validation
was constant, because new intervals created in consecutive scans were merged
together during the last step of discretization. The stopping criterion used in
this paper is based on rough set theory.

The main objective of this paper is to compare the quality of two setups: the
Multiple Scanning discretization technique combined with the C4.5 classification
system and the internal discretization technique of C4.5. For 12 numerical data
sets two sets of experiments were conducted: first the C4.5 system of tree induc-
tion was used to compute an error rate using ten-fold cross validation, then the
same data sets were discretized using Multiple Scanning and for such discretized
data sets the same C4.5 system was used to establish an error rate. Thus we
may compare two discretization techniques: Multiple Scanning with the internal
discretization of C4.5.

Our results show that the Multiple Scanning discretization technique is sig-
nificantly better than the internal discretization used in C4.5 or the Dominant
Attribute discretization in terms of an error rate computed by ten-fold cross
validation (two-tailed test, 5 % level of significance). Additionally, decision trees
generated from data discretized by Multiple Scanning are significantly simpler
than decision trees generated directly by C4.5 from the same data sets.

2 Entropy Based Discretization

Discretization based on conditional entropy of the concept given the attribute
is considered to be one of the most successful discretization techniques [2–8,10,
11,13–15,19,20].

An example of a data set with numerical attributes is presented in Table 1.
In this table all cases are described by variables called attributes and one variable
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called a decision. The set of all attributes is denoted by A. The decision is denoted
by d. The set of all cases is denoted by U . In Table 1 the attributes are Max Speed
and Number of Seats while the decision is Price. Additionally, U = {1, 2, 3, 4, 5,
6, 7}. For a subset S of the set U of all cases, an entropy of a variable v (attribute
or decision) with values v1, v2,..., vn is defined by the following formula

HS(v) = −
n∑

i=1

p(vi) · log p(vi),

where p(vi) is a probability (relative frequency) of value vi in the set S, i =
0, 1, ..., n. All logarithms in this paper are binary.

Table 1. An example of a data set with numerical attributes

Case Attributes Decision Price

Max Speed Number of Seats

1 280 2 very-high

2 220 4 small

3 180 5 small

4 220 5 medium

5 220 2 high

6 280 4 medium

7 180 4 small

A conditional entropy of the decision d given an attribute a is

HS(d|a) = −
m∑

j=1

p(aj) ·
n∑

i=1

p(di|aj) · log p(di|aj),

where a1, a2, ..., am are all values of a and d1, d2, ..., dn are all values of d, all
values are restricted to S. There are two fundamental criteria of quality based
on entropy. The first is an information gain associated with an attribute a and
defined by

IS(a) = HS(d) − HS(d|a)
the second is information gain ratio, for simplicity called gain ratio, defined by

GS(a) =
IS(a)
HS(a)

.

Both criteria were introduced by J.R. Quinlan, see, e.g., [18] and used for decision
tree generation.
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Let a be an attribute and q be a cutpoint that splits the set S into two
subsets, S1 and S2. The conditional entropy HS(d|q) is defined as follows

|S1|
|U | HS1

(a) +
|S2|
|U | HS2(a),

where |X| denotes the cardinality of the set X. The cut-point q for which the
conditional entropy HS(d|q) has the smallest value is selected as the best cut-
point. The corresponding information gain is the largest.

2.1 Stopping Criterion for Discretization

A stopping criterion of the process of discretization, described in this paper, is
the level of consistency [3], based on rough set theory [16,17]. For any subset B
of the set A of all attributes, an indiscernibility relation IND(B) is defined, for
any x, y ∈ U , in the following way

(x, y) ∈ IND(B) if and only if a(x) = a(y) for any a ∈ B,

where a(x) denotes the value of the attribute a ∈ A for the case x ∈ U . The
relation IND(B) is an equivalence relation. The equivalence classes of IND(B)
are denoted by [x]B and are called B-elementary sets. Any finite union of B-
elementary sets is B-definable.

A partition on U constructed from all B-elementary sets of IND(B) is
denoted by B∗. {d}-elementary sets are called concepts, where d is a decision.
For example, for Table 1, if B = {Max Speed}, B∗ = {{1, 6}, {2, 4, 5}, {3, 7}}
and {d}∗ = {{1}, {2, 3, 7}, {4, 6}, {5}}. In general, arbitrary X ∈ {d}∗ is not
B-definable. For example, the concept {2, 3, 7} is not B-definable. However, any
X ∈ {d}∗ may be approximated by a B-lower approximation of X, denoted by
BX and defined as follows

{x | x ∈ U, [x]B ⊆ X}
and by B-upper approximation of X, denoted by BX and defined as follows

{x | x ∈ U, [x]B ∩ X �= ∅}.
In our example, B{2, 3, 7} = {3, 7} and B{2, 3, 7} = {2, 3, 4, 5, 7}.

The B-lower approximation of X is the greatest B-definable set contained in
X. The B-upper approximation of X is the least B-definable set containing X.
A level of consistency [3], denoted by L(A), is defined as follows

L(A) =

∑
X∈{d}∗ |AX|

|U | .

Practically, the requested level of consistency for discretization is 1.0, i.e., we
want the discretized data set to be consistent. For example, for Table 1, the level
of consistency L(A) is equal to 1.0, since {A}∗ = {{1}, {2}, {3}, {4}, {5}, {6},
{7}} and, for any X from {Price}∗ = {{1}, {2, 3, 7}, {4, 6}, {5}}}, we have
AX = X. Additionally, L(B) ≈ 0.286.
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Table 2. Partially discretized Table 1 using Multiple Scanning

Case Attributes Decision Price

Max Speed Number of Seats

1 [280, 280] [2, 4) very-high

2 [180, 280) [4, 5] small

3 [180, 280) [4, 5] small

4 [180, 280) [4, 5] medium

5 [180, 280) [2, 4) high

6 [280, 280] [4, 5] medium

7 [180, 280) [4, 5] small

2.2 Multiple Scanning Strategy

This discretization technique needs some parameter denoted by t and called the
total number of scans. In Multiple Scanning algorithm,

– for the entire set A of attributes the best cutpoint is computed for each
attribute a ∈ A, based on minimum of conditional entropy HU (d|a), a new
discretized attribute set is AD, and the set U is partitioned into a partition
(AD)∗,

– if the number t of scans is not reached, the next scan is conducted: we need to
scan the entire set of partially discretized attributes again, for each attribute
we need only one cutpoint, the best cutpoint for each block X ∈ (AD)∗ is
computed, the best cutpoint, among all such blocks is selected,

– if the requested number t of scans is reached and the data set needs
more discretization, the Dominant Attribute technique is used for remaining
subtables,

– the algorithm stops when L(AD) = 1, where AD is the discretized set of
attributes.

We illustrate this technique by scanning Table 1 once, i.e., t = 1. First we
are searching for the best cut-point for both attributes, Max Speed and Num-
ber of Seats. For the attribute Max Speed there exist two potential cutpoints:
220 and 280 with three potential intervals: [180, 220), [220, 280) and [280, 280].
The corresponding conditional entropies are

HMax Speed(220, U) =
5
7
((−1

5
· log

1
5
)(3) + (−2

5
· log

2
5
)) +

2
7
(0) ≈ 1.373,

HMax Speed(280, U) =
5
7
((−1

5
· log

1
5
)(2) + (−3

5
· log

3
5
)) +

2
7
(1) ≈ 1.251.

The better cutpoint is 280. Similarly, there are three potential cutpoints for the
attribute Number of Seats: 4 and 5, with three potential intervals: [2, 4), [4, 5)
and [5, 5]. The corresponding conditional entropies are

HNumber of Seats(4, U) =
5
7
((−3

5
· log

3
5
) + (−2

5
· log

2
5
)) +

2
7
(1) ≈ 0.979,
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HNumber of Seats(5, U) =
5
7
((−1

5
· log

1
5
)(3) + (−2

5
· log

2
5
)) +

2
7
(1) ≈ 1.229.

The better cut-point is 4. Table 1, partially discretized this way, is presented as
Table 2.

The level of consistency for Table 2 is 0.429 since A∗ = {{1}, {2, 3, 4, 7},
{5}, {6}}, we need to distinguish cases 2, 3, and 7 from the case 4. Therefore we
need to use the Dominant Attribute technique for a subtable, with four cases, 2,
3, 4 and 7. This data set is presented in Table 3.

Table 3. The remaining data set that still needs discretization

Case Attributes Decision Price

Max Speed Number of Seats

2 220 4 small

3 180 5 small

4 220 5 medium

7 180 4 small

3 Experiments

Our experiments were conducted on 12 data sets available on the University of
California at Irvine Machine Learning Repository, with the exception of bank-
ruptcy. The bankruptcy data set is a well-known data set used by E.I. Altman
to predict a bankruptcy of companies [1].

Both discretization methods, Multiple Scanning and C4.5, were applied to
all data sets, with the level of consistency equal to 100 %. For a choice of the
best attribute, we used gain ratio.

Table 4 presents results of ten-fold cross validation, using increasing number
of scans. Obviously, for any data set, after some fixed number of scans, an error
rate is stable (constant). For example, for Australian data set, the error rate
is 14.93 % for the scan number 4, 5, etc. Thus, any data set from Table 4 is
characterized by two error rates: minimal and stable [12]. For a given data set,
the smallest error rate from Table 4 is called minimal and the last entry in
the row that corresponds to the data set is called stable. For example, for the
Australian data set, the minimal error rate is 13.48 % and the stable error rate
is 14.93 %. For some data sets (e.g., for bankruptcy), minimal and stable error
rates are identical.

Table 5 presents the size of decision trees generated from all 12 data sets
discretized by Multiple Scanning. In Table 6 error rates are shown for decision
trees generated directly by C4.5 and for the decision trees generated by C4.5
from data sets discretized by Multiple Scanning, only the minimal error rates
are presented with the corresponding scan numbers. Finally, Table 7 presents tree
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Table 4. Error rates for Multiple Scanning

Data set Error rate for scan number

0 1 2 3 4 5 6

Australian 14.49 13.48 13.77 14.93

Bankruptcy 10.61 3.03 3.03

Bupa 41.74 29.86 30.43 29.28 29.86

Connectionist bench 27.89 16.83

Echocardiogram 27.03 14.86 14.86 24.32 22.97

Glass 34.11 30.84 28.50 24.77 25.23 27.10 26.64

Image segmentation 13.81 18.10 11.90 12.38

Iris 5.33 5.33 4.67

Pima 27.73 25.78 24.09 24.61 25.00 26.17

Wave 32.81 23.05 26.17 24.80

Wine recognition 7.87 3.93

Yeast 56.40 53.84 54.65 51.75 51.75 51.75

Table 5. Tree size for Multiple Scanning

Data set Tree size for scan number

0 1 2 3 4 5 6

Australian 3 13 26 27

Bankruptcy 14 3 4

Bupa 13 10 9 11 20

Connectionist bench 6 31

Echocardiogram 13 5 10 7 7

Glass 126 72 67 58 40 40 40

Image segmentation 16 33 24 24

Iris 6 4 4

Pima 73 34 27 44 49 48

Wave 7 55 94 105

Wine recognition 8 11

Yeast 414 276 491 362 458 442

size for decision trees generated directly by C4.5 and for decision trees generated
by C4.5 from data sets discretized by Multiple Scanning.

It is clear from Tables 4–7 that the minimal error rate is never associated
with 0 scans, i.e., with a special case of the Multiple Scanning discretization
technique: Dominant Attribute. Using the Wilcoxon matched-pairs signed-ranks
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Table 6. Error rates for C4.5 and the best results of Multiple Scanning

Data set C4.5 Multiple Scanning

Error rate Error rate Scan number

Australian 16.09 13.48 1

Bankruptcy 6.06 3.03 1

Bupa 35.36 29.28 3

Connectionist bench 25.96 16.83 1

Echocardiogram 28.38 14.86 1

Glass 33.18 24.77 3

Image segmentation 12.38 11.90 2

Iris 5.33 4.67 2

Pima 25.13 24.09 2

Wave 26.37 23.05 1

Wine recognition 8.99 3.93 1

Yeast 44.41 51.75 3

Table 7. Tree size for C4.5 and the best results of Multiple Scanning

Data set C4.5 Multiple Scanning

Australian 63 13

Bankruptcy 3 3

Bupa 51 11

Connectionist bench 35 31

Echocardiogram 9 5

Glass 45 58

Image segmentation 25 24

Iris 9 4

Pima 43 27

Wave 85 55

Wine recognition 9 11

Yeast 371 362

test, we conclude that the following three statements are statistically significant
(with the significance level equal to 5 % for a two-tail test):

– the minimal error rate associated with Multiple Scanning is smaller than the
error rate associated with Dominant Attribute,

– the minimal error rate associated with Multiple Scanning is smaller than the
error rate associated with C4.5,

– the size of decision trees generated from data discretized by Multiple Scanning
is smaller than size of decision trees generated directly by C4.5.
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4 Conclusions

This paper presents results of experiments in which three different techniques
were used for discretization: Multiple Scanning, the internal discretization of
C4.5, and Dominant Attribute. All techniques were validated by conducting
experiments on 12 data sets with numerical attributes. Our discretization tech-
niques were combined with decision tree generation using the C4.5 system.
Results of our experiments show that the Multiple Scanning technique is signif-
icantly better than discretization included in C4.5 and that decision trees gen-
erated from data discretized by Multiple Scanning are significantly simpler than
decision trees generated directly by C4.5 from the same data sets (two-tailed test
and 0.05 level of significance). Additionally, the Multiple Scanning discretization
technique is significantly better than the Dominant Attribute technique. Thus,
we show that there exists a new successful technique for discretization.
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Abstract. The paper proposes a new strategy called HAMIS to improve
NPS (Net Promoter Score) of certain companies involved in heavy equip-
ment repair in the US and Canada - we call them clients. HAMIS is
based on the semantic dendrogram built by using agglomerative cluster-
ing strategy and semantic distance between clients. More similar is the
knowledge extracted from two clients, more close these clients semanti-
cally are to each other. Each company is represented by a dataset which
is built from answers to the questionnaire sent to a number of randomly
chosen customers using services offered by this company. Before knowl-
edge is extracted from these datasets, each one is extended by merging
it with datasets which are close to it in the semantic dendrogram, have
higher NPS, and if classifiers extracted from them have higher FS-score.
Action rules are extracted from these extended datasets and used for pro-
viding recommendations to clients of how to improve their businesses.

1 Introduction

Improving companies’ performance is an important issue nowadays and Net Pro-
moter Score (NPS) is one of the most popular measure for such purpose [7–9].
Net Promoter Score assumes that customers are categorized into three cate-
gories: promoter, passive and detractor, which represent customers’ satisfaction,
loyalty and the likelihood of recommending this client in a descending order.

Our dataset involves 34 clients who are located in different areas crossing the
whole United States as well as some parts of Canada. These clients provide sim-
ilar services to over 25,000 customers. The dataset consists of three categories of
values which are collected from the questionnaire answered by randomly selected
customers during 2011 and 2012. The first and second category in the question-
naire provide information about customers and services they received and the
third category (the key part of the questionnaire) relates to the customers feel-
ings about the services. Here are some examples of questions in these three
categories:

c© Springer International Publishing Switzerland 2015
M. Kryszkiewicz et al. (Eds.): PReMI 2015, LNCS 9124, pp. 54–64, 2015.
DOI: 10.1007/978-3-319-19941-2 6
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– Information about the customer (name, contact phone number).
– Information about the service (name of the client, invoice amount, type of

equipment to be repaired).
– Feeling about the service (how many days were needed to finish the job, was

the job completed correctly, are you satisfied with the job, likelihood to refer
to friends).

Customers are asked to share their feelings about the service by scoring 0 to 10
for all the asked questions in third category. Higher the score is, more pleased
the customer is with the service. Based on the average score of all the collected
answers for each customer, over 99 % of customers are divided into three groups:
customers falling into interval 9–10 are seen as promoter, into 7–8 as passive,
and into 0–6 as detractor. With the determined NPS status in our dataset, the
NPS efficiency rating (defined as the percentage of customers labeled promoter
minus the percentage of customers labeled detractor) can be computed for each
client.

Our ultimate goal is to improve the service of every client, in another word,
improve its NPS. The semantic distance (similarity) between clients, which indi-
cates the similarity of clients’ knowledge concerning Promoter, Passive and
Detractor hidden in datasets, can be computed. Smaller the semantic distance
is, more similar the clients are. Using the notion of semantic distance, we build
semantic similarity based dendrogram by following agglomerative clustering
algorithm in the domain of datasets representing 34 clients. Next, we propose a
method called Hierarchical Agglomerative Method for Improving NPS (HAMIS).
Besides semantic similarity in HAMIS, NPS efficiency rating is another primary
measure we consider before we merge two semantically similar clients. As a mat-
ter of fact, the NPS rating of the newly merged dataset will be higher than or
at least equal to the dataset which is used for merging and it is with lower NPS
rating than the other dataset. So we can expect that by analyzing the merged
dataset of two most semantically similar clients we should be able to offer rec-
ommendations to the client with lower NPS rating. However, the consistency of
data may decrease in the merged dataset so we also evaluate its representing
classifier and if the results are satisfactory we merge two datasets in HAMIS.

Action rules mining is a known strategy in the area of data mining and it
was firstly proposed by Ras and Wieczorkowska in [6] and investigated further
in [2–5,10]. In early papers, action rules have been constructed from two clas-
sification rules [(ω ∧ α) → φ] and [(ω ∧ β) → ψ], where ω is a stable part for
both rules. Action rule was defined as the term [(ω) ∧ (α → β)] ⇒ (φ → ψ),
where ω is the description of clients for whom the rule can be applied, (α → β)
shows what changes in values of attributes are required, and (φ → ψ) gives the
expected effect of the action. Let us assume that φ means detractors and ψ means
promoters. Then, the discovered knowledge shows how values of attributes need
to be changed under the situation required by stable part of the rule so the
customers classified as detractors will become promoters.
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2 Introduction of Semantic Similarity

The concept of semantic similarity between clients was introduced in [1]. Each
client was represented by a tree classifier extracted from its extended dataset.
More similar are the tree classifiers representing clients, more close they are
semantically. Figure 1 shows the hierarchical clustering of 34 clients with respect
to their semantic similarity. In the dendrogram we can easily identify groups of
clients which are semantically close to each other. If we use tree structure based
terminology, every leaf node represents a client as the numbers show. The depth
of a node is the length of the path from it to the root. So larger is the depth of
the earliest common ancestor of two clients, more semantically similar they are
to each other.

Fig. 1. Hierarchical clustering of 34 clients

3 Hierarchical Agglomerative Method for Improving
NPS

HAMIS is enlarging the dataset of any specified client by following a bottom-up
path in the hierarchically structured dendrogram based on semantic similarity.
In the dendrogram, every leaf node represents a dataset of a corresponding client
and every parent node represents the merged dataset of its mergeable children.
Therefore, higher the bottom-up path ends in the dendrogram, larger the result-
ing merged dataset is, namely, more generalized dataset is returned by HAMIS.
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The bottom-up path formed during the process links all the successfully merged
nodes. Mergeable node means the node that can be used for merging and it is
identified by the following criteria:

– It is the most semantically similar node in current situation.
– Its NPS rating is not less than the targeted client.

Given the definition of semantic similarity in the second section, we are capable
to quantify the concept of how similar customers from different clients feel about
the provided service. Therefore, if the semantic distance between two clients is
relatively small, in other words, these clients are semantically close, then we
could infer that the customers from these clients think of Promoter, Passive
and Detractor in a more similar way, comparing to customers from clients that
are further away regarding semantic distance. So it is possible that action rules
extracted from the dataset covering all these semantically similar clients are also
useful for improving the NPS rating of individual client. Based on the semantic
distance retrieved, we clustered all the 34 clients using the agglomerative clus-
tering algorithm and generated a dendrogram as shown in Fig. 1 which provides
us with very efficient way to identify the most similar clients. As mentioned pre-
viously, each leaf node of the dendrogram stands for each client correspondingly,
so the nodes that are semantically closest should be all the leaf nodes on the
sibling side. For instance, if the sibling node is a leaf node, then there is only
one node available for being the closest. If the sibling node is a parent node,
it complicates the situation since the union set of all the leaf nodes under this
sibling node should be the most semantically similar, then certainly, all the leaf
nodes on the sibling side should be counted in and be checked one by one in a
top down sequence following the depth of these nodes.

However, merging a targeted client with a semantically similar client whose
NPS rating is lower won’t fully match our expectation, since our goal is to
improve the target’s NPS rating, not conversely. But what we can be certain of
is that merging a client with other client whose NPS rating is not lower gives us
a dataset with higher or at least the same NPS rating. Let’s assume that NPS[i]
and NPS[j] are the NPS ratings of two clients i and j. Then

NPS[i] = Num[i,Promoter]
Num[i,∗] − Num[i,Detractor]

Num[i,∗] .

By Num[i, P romoter] and Num[i,Detractor] we mean number of Promoter
and Detractor records in dataset of client i respectively, and by Num[i, ∗] we
mean the total number of records in i regardless of the class categories.

Meanwhile, NPS[j] = Num[j,Promoter]
Num[j,∗] − Num[j,Detractor]

Num[j,∗] .

By Num[j, Promoter] and Num[j,Detractor] we mean number of Promoter
and Detractor records in dataset of client j respectively, and by Num[j, ∗] we
mean the total number of records in j regardless of the class categories.

Also we assume that NPS[j] ≥ NPS[i] and NPS[i ∪ j] is the NPS rating of
the union set of client i and j, so we can expect NPS[i ∪ j] ≥ NPS[i], because



58 J. Kuang et al.

if NPS[j] − NPS[i] =

(Num[j,Promoter]
Num[j,∗] −Num[j,Detractor]

Num[j,∗] )−(Num[i,Promoter]
Num[i,∗] −Num[i,Detractor]

Num[i,∗] ) ≥ 0,

then NPS[i ∪ j] − NPS[i] =

(Num[j,Promoter]+Num[i,Promoter]
Num[j,∗]+Num[i,∗] − Num[j,Detractor]+Num[i,Detractor]

Num[j,∗]+Num[i,∗] )−
(Num[i,Promoter]

Num[i,∗] − Num[i,Detractor]
Num[i,∗] ) ≥ 0.

Thus, we can surely get a joined dataset with non-decreased NPS rating. In
addition, continuously keeping track of the quality of classifiers extracted from
the merged dataset during the entire procedure is advantaging for achieving
the best performance of generalization. Classification results show the quality of
datasets for mining action rules and worse classifiers lead to poor confidence of
action rules. Accordingly, we must make sure the classifiers are under improve-
ment. To evaluate the classifiers, we use F-score that includes both accuracy and
coverage of classification into consideration. As a popular measure of assessing
the classification performance, F-score offers us a comprehensive and accurate
view on our data.

Therefore, the three criteria mentioned above make up the foundation of
algorithm HAMIS which is presented thoroughly in the next section.

3.1 Presentation of HAMIS

Technically speaking. the purpose of the algorithm HAMIS is to keep expanding
the targeted client by unionizing it with all the clients satisfying the conditions.
Unless the resulting dataset for chosen client can’t be expanded any further, the
algorithm would be repeatedly executed. And the algorithm returns resulting
dataset when it ends. As HAMIS is built on the basis of a dendrogram regard-
ing semantic distance, we describe the procedure using tree structure related
terminology. The algorithm is designed as presented in Algorithm 1.

In the procedure of HAMIS, the resulting node is defined as N and it is
initialized with the input targeted node Ntarget. Once N has been given, the
nodes that are semantically closest to it are retrieved and stored in a list naming
Nc. Accordingly, Nc contains all the leaf nodes on the sibling side of current
N in the dendrogram and they are the candidates for being mergeable with N .
It is apparent that at least one candidate is required to proceed, otherwise, it
means the node N has reached the root and there is no more node available for
merging. When proceeding, the following part is the main part in HAMIS and it
iterates through all the candidates in Nc on the foundation of other two merging
criteria mentioned above: NPS rating and F-score. If a candidate Nc[i] does not
have lower NPS rating than the targeted node Ntarget, then the candidate is
qualified for merging. And the merged result is temporarily stored as Nm. Nm

can’t become the new resulting node N yet unless its F-score is greater or at
least equal to F-score of current N . Thus, if the resulting node N is replaced
by the merged result Nm, it suggests the merging process for current candidate
succeeds and the new N will be used for next candidate in Nc if there are still
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Algorithm 1. Hierarchical Agglomerative Method for Improving NPS
procedure HAMIS(Ntarget)

N ← Ntarget � N is a node including only the targeted node initially
repeat

N0 ← N
retrieve Nc which is a list of candidates Nc[1], Nc[2], ..., Nc[n];
while Nc �= ∅ do

get next available candidate Nc[i] ∈ Nc (i ∈ {1, 2, ..., n});
if NPS[Nc[i]] ≥ NPS[Ntarget] then

Nm ← {Nc[i]} ∪ N
if Fs[Nm] ≥ F [N ] then

N ← Nm � N is replaced by Nm

end if
end if
Nc ← Nc \ {Nc[i]} � remove it from the list

end while
if N0! = N then

N climbs to its parent node in upper level;
end if

until N0 = N � We have the final dataset return if no more merging happens.
return N

end procedure

any. When a candidate fails merging with N , the same resulting node N will be
used for another generalization attempt with next available candidate. The main
part will not end until all the candidates have been checked. If there are more
than one candidate found in Nc, they will be checked in a top down order based
on the depth of them in the dendrogram, smaller the depth of a candidate is,
earlier the candidate will be checked. So candidates are stored in an ascending
order with regards to their depth in dendrogram, saying that for each candidate
Nc[i](i ∈ {1, 2, ..., n}),

depth[Nc[i + 1]] > depth[Nc[i]], where depth[Nc[i]] is the depth of node Nc[i] in
dendrogram and i ∈ {1, 2, ..., n − 1}.

Each candidate is examined in almost same way, while the only difference is
a new resulting node iteratively generated by successful merging process. Every
time a new node is merged in the resulting node, the newly updated result-
ing node is replacing the current one. When the main part of the algorithm
is finished with the resulting node being updated, it will climb up one level in
the dendrogram and become the parent node of previous position. With a new
resulting node at a new depth, HAMIS will keep going until the resulting node
is not changed after the main part ends or it has reached the root.

4 Experiment

To show the running process of algorithm HAMIS in our domain, we take Client 2
as a target example, and the relevant data used during this procedure are shown



60 J. Kuang et al.

in Table 1. As the semantic similarity based clustering dendrogram is given in
Fig. 1 and the part of it related to our example is shown in Fig. 2, we observe
that node {2} representing Client 2 is labeled in green at the bottom and it is
the initial node. As a sibling node to node {2}, node {4} is the only candidate
in Nc which is most semantically similar to node {2}, and NPS rating of node
{4} shown in Table 1 is higher. In addition, F-score calculated by J48 in WEKA
for merged node {2, 4} is also higher than current resulting node {2}, which are
0.788 comparing to 0.783, hence the merged node {2, 4} successfully replaces {2}
and become the new resulting node. Meanwhile, there are no more unchecked
candidate in Nc, so HAMIS is done with current depth and will continue with
the new resulting node by climbing up to the parent node which is labeled in
blue. At a new position, because the sibling node of current resulting node is not
a leaf node, and leaf nodes {16}, {8}, {24} and {34} on the sibling side should
be included in candidate set as we defined, and they are labeled in blue as well.
According to the depth of each candidate in dendrogram, they will be checked
following the top down sequence which is node {16} first, then node {8} and
{24}, and {34} at the end. Then HAMIS attempts to merge these candidates to
resulting node individually, but it turns out none of them can successfully merge
with {2, 4}. When it comes to node {16}, although its NPS rating is just a little
bit higher than for the targeted node {2}, the F-score of {2, 4, 16} is much lower
than for {2, 4}, so the merging of {16} and {2, 4} fails and the main part goes to
the next one, which is node {8}. The case for node 8 is exactly the same as for
node {16}, so {2, 4} is still the resulting node without being changed and it keeps
going to node {24} and {34}. But neither of them can be merged with {2, 4} due
to either low NPS ratings or lower F-score of joined nodes. Consequently, node
{2, 4} has not been replaced with any new merged node after all the candidates
have been checked, which suggests {2, 4} is the most generalized in our program
for Client 2. Thus, HAMIS ends here and returns {2, 4}.

Fig. 2. Example of running HAMIS with Client 2 selected (Color figure online)
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Table 1. NPS rating and Fscore of relevant nodes

N{2} N{4} N{16} N{8} N{24} N{34}
NPS rating 0.765 0.803 0.767 0.802 0.724 0.779

N{2} N{2, 4} N{2, 4, 16} N{2, 4, 8} N{2, 4, 24} N{2, 4, 34}
F-score 0.783 0.788 0.776 0.786 NA 0.778

In the next step, we are going to generate action rules for both generalized
dataset and original dataset of Client 2. Before the program starts, we need to
specify the necessary attributes. Certainly the promoter status should be the
decision attributes and the transitions we are interested in are from Detractor
to Promoter. The customers’ personal information related attributes should be
seen as stable attributes, in our experiment, attributes like customers’ name,
location and contact number are set as stable attributes. Then the attributes
about customers’ feeling and comment are selected as attributes which can
change (they are flexible), and these are the keys for improving NPS ratings since
they will tell us about what actions we should adopt. For example, attributes
evaluating if the job is done correctly and the timeframe of technician’s arrival
are flexible attributes. Based on our personal knowledge about the dataset, we
expect that a huge number of action rules will be generated and we only pay
attention to the ones with sufficiently high confidence, so we intend to get the
action rules with at least 80 % confidence.

Fig. 3. Action rule comparion for Client 2 (Color figure online)

Figure 3 shows the results of comparing action rules extracted from dataset
{2, 4} to dataset {2} alone. In the figure, blue bars display the number of exact
same rules with same support and confidence found in both datasets, red bar



62 J. Kuang et al.

represents the rules extracted from dataset {2} which are not found the same
in dataset {2, 4} but the action sets associated with these rules are contained in
the action sets associated with rules extracted from {2, 4} with higher confidence
or support, which is marked using orange bar on the bottom. Last but not the
least, green bar and pink bar show the unique rules in both action rule sets
respectively that don’t exist in the other action rule set. Firstly, we can easily
see that there are twice as many as rules generated from the expanded dataset.
More specifically, we found 12, 715 action rules from the larger dataset while
6, 026 from the original dataset. At the same time, nearly 75 % of action rules
from dataset of Client 2 can be found in the set of action rules from the more
generalized dataset {2, 4} with same support and confidence. And over 10 % of
action rules found in original dataset can be found in the set of action rules from
generalized dataset with higher support or confidence. Furthermore, a lot of new
action rules have been discovered and over 70 % of the new action rules are with
remarkably high confidence.

Fig. 4. Performance of HAMIS on 34 clients

In order to get more convincing results, we apply HAMIS to all 34 clients
individually and retrieve the generalized datasets. From the results in Fig. 4,
we get 18 out of 34 clients who are generalized by HAMIS, and averagely, the
generalized dataset for each client is three times as large as the original dataset.
The largest generalized dataset is from Client 7 which is far more than other
expanded datasets. For comparing action rules, the results vary with the differ-
ent generalized datasets associated with clients, and the number of action rules
generated from those generalized dataset of clients is at least two times bigger
than that from a client alone, which is still within our expectation.
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5 Conclusion and Further Work

The paper presents HAMIS which is one of the main modules of a hierarchi-
cally structured recommender system for improving NPS. We have shown that
by expanding datasets assigned to nodes of the dendrogram, recommender sys-
tems can give clients more promising suggestion for improving their NPS score.
With the hierarchical dendrogram, HAMIS continually enlarges the dataset by
following a bottom up path starting from the chosen node, higher the path ends,
more generalized the dataset becomes. After applying HAMIS to all 34 clients in
our domain, we notice that over half of the datasets can be expanded as shown
in Fig. 4. As what we expected, action rules mined from extended datasets are
far more promising than the ones from original datasets, no matter in quantity
or in quality. Thus, the more generalized (more extended are the datasets) rec-
ommender system is built using HAMIS, better recommendations for improving
the NPS score of clients can be given.

However, there are still some clients who can’t benefit from HAMIS due to
the failure of generalization based on semantic similarity. And 90 % of them
are caused by the lower NPS score of their most semantically similar clients.
For example, Client 5 (in Nevada) is one of the clients which failed in HAMIS,
but its geographical neighbor Client 17 (in California) has been expanded with
Client 23 (in Mississippi) which can be seen in Fig. 4. Meanwhile, we speculate
that knowledge hidden in dataset of Client 5 could be similar to the knowledge
hidden in Client 17 to some extent, since customers locating nearby possibly
have common thoughts about how they felt about the services and how they
would like to be served. Therefore, it is interesting to think that Client 5 can
benefit from the advices of Client 17 and even from Client 23, but the problem is
how the geographic distance influences the generalization. What’s more, the fact
that the clients are geographically located close to each other does not necessarily
imply they are semantically similar. The most fitting example is Client 24 which
is in California and Client 34 which stays at Georgia. They are physically far
away, but they are treated as most semantically similar as it is shown in Fig. 1,
and Client 34 can’t be generalized with Client 24 because of lower NPS rating.
So this makes us wonder, maybe we can find another client near Client 34 which
can offer some help. When looking into the location of Client 34, we happen to
discover another interesting case, for Client 2 (in South Carolina), although it
has been generalized using semantic similarity, it is surrounded by several clients
with higher NPS ratings. Living such competitive environment, customers here
could have stricter requirement for clients and harder to satisfy. With all the
concerns above, we still have some space to make progress.
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Abstract. Linear discriminant analysis (LDA) is an effective and effi-
cient linear dimensionality reduction and feature extraction method. It
has been used in a broad range of pattern recognition tasks including face
recognition, document recognition and image retrieval. When applied to
fewer-class classification tasks (such as binary classification), however,
LDA suffers from the over-reducing problem – insufficient number of fea-
tures are extracted for describing the class boundaries. This is due to
the fact that LDA results in a fixed number of reduced features, which
is one less the number of classes. As a result, the classification perfor-
mance will suffer, especially when the classification data space has high
dimensionality. To cope with the problem we propose a new LDA variant,
orLDA (i.e., LDA for over-reducing problem), which promotes the use of
individual data instances instead of summary data alone in generating
the transformation matrix. As a result orLDA will obtain a number of
features that is independent of the number of classes. Extensive experi-
ments show that orLDA has better performance than the original LDA
and two LDA variants – uncorrelated LDA and orthogonal LDA.

Keywords: Dimensionality reduction · Binary classification · Linear
discriminant analysis · LDA for over-reducing problem

1 Introduction

Linear discriminant analysis (LDA) is an effective and efficient method for dimen-
sionality reduction (feature extraction). It has been successfully used in many
pattern recognition problems such as face recognition [1,2], document recogni-
tion [3] and image retrieval [4,5]. It uses within-class scatter matrix Sw to eval-
uate the compactness within same class, and between-class scatter matrix Sb to
evaluate the separation between different classes. The objective of LDA is to find
an optimal transformation matrix W which minimizes the within-class scatter
matrix Sw and simultaneously maximizes the between-class scatter matrix Sb.
c© Springer International Publishing Switzerland 2015
M. Kryszkiewicz et al. (Eds.): PReMI 2015, LNCS 9124, pp. 65–72, 2015.
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In past two decades various improvements over the origianl LDA have been
proposed in order to enhance its performance in different ways, resulting in dif-
ferent LDA variants. These LDA variants can be put into two categories. In the
first category, the LDA variants attempt to tackle the singularity problem of
within-class scatter matrix (Sw). In LDA, we take the leading eigenvectors of
S-1
w Sb as the columns of optimal transformation matrix W . In order to guar-

antee Sw nonsingular, it requires at least N + C samples [6], where N is data
dimension and C is the number of classes. However, in realistic world it does not
always happen and it is almost impossible in high-dimensionality space. There-
fore, sigularity makes within-class scatter matrix irreversible and we can not use
S-1
w Sb to obtain transformation matrix W . In order to address the singularity

problem, Li-Fen Chen et al. [1] proposed NLDA, which is short for null space
linear discriminant analysis. It is based on a new Fisher’s criterion function and
calculates the transformation matrix in the null space of the within-class scatter
matrix, which avoids the singularity problem implicitly. In [7] regularized linear
discriminant analysis (RLDA) is proposed. It gets optimal constant α by heuris-
tic approach and adds α to the diagonal elements of the within-class scatter
matrix to overcome the singularity problem. Some new approaches are proposed
to solve the singularity problem recently. For example, Alok Sharma et al. [8]
proposed a new method to compute the transformation matrix W , which gave a
new perspective to NLDA and presented a fast implementation of NLDA using
random matrix multiplication with scatter matrices; Alok Sharma et al. [9] pro-
posed an improvement of RLDA, which presented a recursive method to compute
the optimal parameter; and Xin Shu et al. [10] proposed LDA with spectral reg-
ularization to tackle the singularity problem. Other LDA variants for solving the
singularity problem can be found in [11].

In the second category, the LDA variants apply the original LDA in local data
space instead of whole data space. For example, Zizhu Fan et al. [12] presented
two local linear discriminant analysis (LLDA) approaches: vector-based LLDA
(VLLDA) and matrix-based LLDA (MLLDA), which select a proper number of
nearest neighbors of a test sample from a training set to capture the local data
structure and use the selected nearest neighbors of the test sample to produce the
local linear discriminant vectors or matrix. Chao Yao et al. [13] proposed a subset
method for improving linear discriminant analysis, which divided the whole set
into several subsets and used the original LDA in each subset. There are other
LDA variants such as nonparametric discriminant analysis [14], sparse discrimi-
nant analysis [15], semi-supervised linear discriminant analysis [16], incremental
LDA [17], tensor-based LDA [18], and local tensor discriminant analysis [19].

The original LDA and most of its variants have elegant mathematical proper-
ties, one of which being that the dimensionality of the data space can be reduced
to at most one less the number of classes. One consequence is that if there are
few classes in a data set, e.g., two classes in a binary classification problem, there
will be one or only a few features left after the dimensionality reduction, proba-
bly insufficient for deciding the class boundaries. This leads to the over-reducing
problem, meaning that dimensionality reduction is over done.
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In this paper we propose changes to the original LDA to address the over-
reducing problem. Instead of using only the means of each class and the whole
data to evaluate the separation between different classes, our new LDA variant
uses a new method to compute the between-class scatter matrix. As a result
we get more between-class information and more features (than before) after
dimensionality reduction even for binary classification.

The rest of the paper is organized as follows. Section 2 reviews the original
LDA and two well known LDA variants – Uncorrelated LDA and Orthogonal
LDA. Section 3 presents our orLDA, Sect. 4 presents our experimental results
and Sect. 5 concludes the paper.

2 Linear Discriminnant Analysis

2.1 The Original LDA

LDA has been widely used for dimensionality reduction and feature extraction.
In the original LDA, the within-class scatter matrix and the between-class scatter
matrix are used to measure the class compactness and separability respectively.
They are defined as [20]:

Sw =
1
N

C∑

i=1

ni∑

j=1

(xij − μi)(xij − μi)T , (1)

Sb =
1
N

C∑

i=1

ni(μi − μ)(μi − μ)T , (2)

where N denotes the number of data samples, C denotes the number of the
classes, ni denotes the number of samples in class i, μi denotes the mean of
samples in class i, μ denotes the mean of whole samples, and xij is the jth
sample in class i. The original LDA aims to find a transformation matrix Wopt =
[w1, w2, ..., wf ] that maximizes the Fisher’s criterion

J(W ) =
WTSbW

WTSwW
(3)

Mathematically, the solution to this problem corresponds to an eigenvalue
decomposition of S-1

w Sb, taking its leading eigenvectors as the columns of Wopt.
From Eq. (2), we can see that LDA uses only the centers of classes and whole

data set to compute between-class scatter matrix. This may lose much class-
separating information. Because the rank of the between-class matrix is at most
C − 1, the number of extracted features by LDA is at most C − 1. However, it
is insufficient to separate the classes well with only C − 1 features, especially for
binary classification in high-dimensional spaces.
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2.2 Uncorrelated LDA and Orthogonal LDA

Uncorrelated LDA (ULDA) and Orthogonal LDA (OLDA) were presented in
[21]. In this paper, Jieping Ye proposed a new optimization criterion to obtain
the optimal transformation matrix Wopt. Wopt is defined as: Wopt = XqM , where
X is a matrix that simultaneously diagonalizes Sb, Sw, St

1, Xq is the matrix
consisting of the first q columns of X, and M is an arbitrary nonsingular matrix.
When M is the identity matrix, we can get Uncorrelated LDA algorithm and
make features in the reduced space uncorrelated; however, if we let Xq=QR be
the QR decomposition of Xq and choose M as the inverse of R, we get Orthogonal
LDA algorithm and make the discriminant vectores of OLDA orthogonal to each
other.

3 Linear Discriminnant Analysis that Avoids
Over-Reducing

In this section we present the proposed changes to the original LDA in order
to address the over-reducing problem, which are related to how to compute the
between-class matrix.

Suppose there are N samples Xi ∈ Rn for i = 1, 2, . . . , N from two classes,
Nk is the number of samples in class k (k = 1, 2) such that

∑2
k=1 Nk = N , μk

is the mean of the samples in class k, and xkj is the jth sample in class k. Two
scatter matrices, the within-class scatter matrix (S̃w) and between-class scatter
matrix (S̃b) are defined as follows:

S̃w =
1
N

2∑

k=1

Nk∑

j=1

(xkj − μk)(xkj − μk)T (4)

S̃b =
1
N

(N1

N1∑

j=1

(x1j − μ2)(x1j − μ2)T + N2

N2∑

j=1

(x2j − μ1)(x2j − μ1)T ) (5)

When the number of classes is two, Eq. (1), the computation of within-class
scatter matrix in the original LDA, is the same as Eq. (4). However, Eq. (5), the
computation of between-class scatter matrix, is quite different from the original
LDA. In Eq. (5), we use every sample in one class to subtract the mean of another
class.

It is clear that computing the between-class scatter matrix in this way will
capture more between-class information than the original LDA hence we can
expect better classification performance. Besides, by Eq. (5), we can get more
than 1 feature in binary classification. According to linear algebra and Eqs. (4)
and (5), we can obtain rank(Sb) = min(n,N−2) and rank(Sw) = min(n,N−2),
where n is the dimensionality of data space and N is the total number of samples.

1 St denotes total scatter matrix, which is defined as: St = 1
N

∑N
j=1(xj −µ)(xj −µ)T ,

where xj denotes the jth sample.
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Then we can find that the ranks of Sb and Sw depend only on n and N . Therefore,
rank(S-1

w Sb) = min(rank(S-1
w ), rank(Sb)) is not limited by 1 extracted feature.

Our optimal transformation matrix Wopt maximizes J(W ) = WT
˜SbW

WT ˜SwW
and we

get the eigenvectors corresponding to the top eigenvalues of the eigenequation
S̃w

-1
S̃b as columns of Wopt.

4 Experiments

In this section we take K-Nearest Neighbor (KNN, K=1) as the classifier and use
ten-fold cross-validation to evaluate our method on three face datasets – ORL
face database2, Labeled Faces in the Wild (LFW) [22], and Extended Cohn-
Kanade [23]; and one DNA microarray gene expression datasets from Kent Ridge
Bio-medical Dataset (KRBD)3.

The ORL face database consists of a total of 400 images of 40 distinct peo-
ple. Each people has ten different images and the size of each image is 92*112
pixels, with 256 grey levels per pixel. All the images were taken against a dark
homogeneous background with the subjects in an upright, frontal position.

LFW face dataset consists of 13,233 images of 5,749 people, which are orga-
nized into 2 views – a development set of 3,200 pairs for building models and
choosing features; and a ten-fold cross-validation set of 6,000 pairs for evalua-
tion. The size of each image is 250*250 pixels. All the images are collected from
the Internet with large intra-personal variations. There are three versions of
the LFW: original, funneled and aligned. In our experiment, we use the aligned
version [24].

For the above two face datasets, we do face verification experiment, which is
a binary classification problem. The goal of face verification is to decide if two
given face images match or not. We use subset of view2 of LFW. We randomly
choose 200 matched face pairs and 200 mismatched face pairs from view2 and
crop each image to an image of 80 * 150 pixels as in [25]. However, for ORL face
dataset, through randomly matching face images, we obtain 80 matched face
pairs and 391 mismatched face pairs for face verification. Therefore, we have 400
samples of LFW and 471 samples of ORL. The dimensionality of each sample in
LFW and ORL are 24,000 and 20,608, respectively.

Extended Cohn-Kanade dataset (CK+) is a complete dataset for action unit
and emotion-specified expression. In this paper, we focus on emotion-specified
expressions. There are 593 sequences from 123 subjects which are FACS coded
at the peak frame, but only 327 of the 593 sequences have emotion sequences
and use the last frame of each sequence to do expression classification. There are
seven kinds of emotion expression, including: neutral, anger, contempt, disgust,
fear, happy, sadness and surprise. Here, we do positive and negative expression
classification experiment and take happy as positive expression and the rest
of emotion as negative expression. Therefore, we have 69 positive expression
2 http://www.cl.cam.ac.uk/research/dtg/attarchive/facedatabase.html.
3 http://datam.i2r.a-star.edu.sg/datasets/krbd/.

http://www.cl.cam.ac.uk/research/dtg/attarchive/facedatabase.html
http://datam.i2r.a-star.edu.sg/datasets/krbd/
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samples and 258 negative expression samples and the dimensionality of each
sample is 10,000.

Acute Leukemia dataset [26] consists of DNA microarray gene expression
data of human acute leukemia data for cancer classification. There are two types
of acute leukemia: 47 acute lymphoblastic leukemia (ALL) and 25 acute myeloid
leukemia (AML), over 7129 probes from 6817 human genes.

We compare our orLDA with three discriminant dimension reduction meth-
ods, which are the original LDA, Uncorrelated LDA (ULDA) and Orthogonal
LDA (OLDA) [21]. To guarantee that Sw does not become singular, we use two-
stage PCA+LDA [27] – we reduce the data dimensionality by PCA, retaining
principal components which explain 95% of variance, before original LDA and
orLDA methods are used.

Experimental results on the four datasets are shown in Table 1. It is clear that
our orLDA has better classification performance than the original LDA, ULDA
and OLDA on all datasets except Extended Cohn-Kanade. We credit the better
performance to the facts that (1) orLDA obtains more between-class information
than the other three LDA variants; (2) more than 1 extracted features can better
separate two classes.

Table 1. Mean accuracy and standard error of the mean on four datasets

Datasets ORL LFW Extended Cohn-Kanade Acute Leukemia

Original
LDA

0.8536 ±
0.0103

0.5675 ±
0.0190

0.9695 ± 0.0101 0.9857 ± 0.0143

orLDA 0.8832 ±
0.0102

0.625 ±
0.0194

0.9695 ± 0.0101 0.9857 ± 0.0143

ULDA 0.7684 ±
0.0179

0.58 ±
0.0244

0.9757 ± 0.0099 0.9589 ± 0.0299

OLDA 0.7684 ±
0.0179

0.58 ±
0.0244

0.9757 ± 0.0099 0.9589 ± 0.0299

5 Conclusion

In this paper, we propose a new LDA, orLDA, to address the over-reducing
problem associated with LDA. orLDA uses a new method to compute between-
class scatter matrix, which contains more between-class information and allows
extracting more features. Experiments have shown that orLDA outperformed the
original LDA, ULDA and OLDA significantly on two face datasets, outperformed
ULDA and OLDA on the gene expression dataset. orLDA achieved the same
performance as the original LDA on the emotion expression dataset and the
gene expression dataset, and underperformed ULDA and OLDA slightly on the
emotion expression dataset. It is then reasonable to conclude that the new LDA
variant is an improvement over the state of the art.



A New Linear Discriminant Analysis Method to Address 71

References

1. Chen, L.-F., Liao, H.-Y.M., Ko, M.-T., Lin, J.-C., Yu, G.-J.: A new LDA-based
face recognition system which can solve the small sample size problem. Pattern
Recognit. 33(10), 1713–1726 (2000)

2. Zhao, X., Evans, N., Dugelay, J.: Semi-supervised face recognition with LDA self-
training. In: 2011 18th IEEE International Conference on Image Processing (ICIP),
pp. 3041–3044. IEEE (2011)

3. He, C.L., Lam, L., Suen, C.Y.: Rejection measurement based on linear discriminant
analysis for document recognition. Int. J. Doc. Anal. Recognit. (IJDAR) 14(3),
263–272 (2011)

4. Swets, D.L., Weng, J.J.: Using discriminant eigenfeatures for image retrieval. IEEE
Trans. Pattern Anal. Mach. Intell. 18(8), 831–836 (1996)

5. He, X., Cai, D., Han, J.: Learning a maximum margin subspace for image retrieval.
IEEE Trans. Knowl. Data Eng. 20(2), 189–201 (2008)

6. Mart́ınez, A.M., Kak, A.C.: PCA versus LDA. IEEE Trans. Pattern Anal. Mach.
Intell. 23(2), 228–233 (2001)

7. Guo, Y., Hastie, T., Tibshirani, R.: Regularized linear discriminant analysis and
its application in microarrays. Biostatistics 8(1), 86–100 (2007)

8. Sharma, A., Paliwal, K.K.: A new perspective to null linear discriminant analy-
sis method and its fast implementation using random matrix multiplication with
scatter matrices. Pattern Recognit. 45(6), 2205–2213 (2012)

9. Sharma, A., Paliwal, K.K., Imoto, S., Miyano, S.: A feature selection method using
improved regularized linear discriminant analysis. Mach. Vis. Appl. 25(3), 775–786
(2014)

10. Shu, X., Lu, H.: Linear discriminant analysis with spectral regularization. Appl.
Intel. 40(4), 724–731 (2014)

11. Ye, J., Ji, S.: Discriminant analysis for dimensionality reduction: An overview of
recent developments. In: Boulgouris, N.V., Plataniotis, K.N., Micheli-Tzanakou,
E. (eds.) Biometrics: Theory, Methods, and Applications. Wiley-IEEE Press, New
York (2010)

12. Fan, Z., Xu, Y., Zhang, D.: Local linear discriminant analysis framework using
sample neighbors. IEEE Trans. Neural Netw. 22(7), 1119–1132 (2011)

13. Yao, C., Lu, Z., Li, J., Xu, Y., Han, J.: A subset method for improving linear
discriminant analysis. Neurocomputing 138, 310–315 (2014)

14. Li, Z., Lin, D., Tang, X.: Nonparametric discriminant analysis for face recognition.
IEEE Trans. Pattern Anal. Mach. Intell. 31(4), 755–761 (2009)

15. Clemmensen, L., Hastie, T., Witten, D., Ersbøll, B.: Sparse discriminant analysis.
Technometrics 53(4), 406–413 (2011)

16. Zhao, M., Zhang, Z., Chow, T.W., Li, B.: A general soft label based linear dis-
criminant analysis for semi-supervised dimensionality reduction. Neural Netw. 55,
83–97 (2014)

17. Pang, S., Ozawa, S., Kasabov, N.: Incremental linear discriminant analysis for
classification of data streams. IEEE Trans. Syst. Man Cybern. Part B: Cybern.
35(5), 905–914 (2005)

18. Li, M., Yuan, B.: 2D-LDA: a statistical linear discriminant analysis for image
matrix. Pattern Recognit. Lett. 26(5), 527–532 (2005)

19. Nie, F., Xiang, S., Song, Y., Zhang, C.: Extracting the optimal dimensionality for
local tensor discriminant analysis. Pattern Recognit. 42(1), 105–114 (2009)

20. Webb, A.R.: Statistical Pattern Recognition. Wiley, New York (2003)



72 H. Wan et al.

21. Ye, J.: Characterization of a family of algorithms for generalized discriminant
analysis on undersampled problems. J. Mach. Learn. Res. 6, 483–502 (2005)

22. Huang, G.B., Ramesh, M., Berg, T., Learned-Miller, E.: Labeled faces in the wild:
a database for studying face recognition in unconstrained environments. Technical
report, Technical Report 07–49, University of Massachusetts, Amherst (2007)

23. Lucey, P., Cohn, J.F., Kanade, T., Saragih, J., Ambadar, Z., Matthews, I.: The
extended Cohn-Kanade dataset (CK+): a complete dataset for action unit and
emotion-specified expression. In: 2010 IEEE Computer Society Conference on Com-
puter Vision and Pattern Recognition Workshops (CVPRW), pp. 94–101. IEEE
(2010)

24. Wolf, L., Hassner, T., Taigman, Y.: Similarity scores based on background samples.
In: Zha, H., Taniguchi, R., Maybank, S. (eds.) ACCV 2009, Part II. LNCS, vol.
5995, pp. 88–97. Springer, Heidelberg (2010)

25. Kan, M., Xu, D., Shan, S., Li, W., Chen, X.: Learning prototype hyperplanes for
face verification in the wild. IEEE Trans. Image Process. 22(8), 3310–3316 (2013)

26. Golub, T.R., Slonim, D.K., Tamayo, P., Huard, C., Gaasenbeek, M., Mesirov, J.P.,
Coller, H., Loh, M.L., Downing, J.R., Caligiuri, M.A., et al.: Molecular classifica-
tion of cancer: class discovery and class prediction by gene expression monitoring.
Science 286(5439), 531–537 (1999)

27. Belhumeur, P.N., Hespanha, J.P., Kriegman, D.: Eigenfaces vs. fisherfaces: recogni-
tion using class specific linear projection. IEEE Trans. Pattern Anal. Mach. Intell.
19(7), 711–720 (1997)



Image Processing



Procedural Generation of Adjustable Terrain for
Application in Computer Games Using 2D Maps

Izabella Antoniuk(B) and Przemys�law Rokita

Institute of Computer Science, Warsaw University of Technology,
Nowowiejska 15/19, 00-665 Warsaw, Poland

I.Antoniuk@stud.elka.pw.edu.pl,

P.Rokita@ii.pw.edu.pl

Abstract. This paper describes method for generating 3D terrain for
usage in computer games by processing set of 2D maps and employing
of user-specified parameters. Most of existing solutions don’t allow for
modifications during generation process, while introducing any changes
usually requires complex activities, or is limited to adjusting input maps.
We present our solution that allows not only for easy edition of created
terrain, but also verification of its quality at each step of generation.

1 Introduction

Computer games, depending on their genre, can include numerous terrains with
different properties and details. Some areas are represented schematically, while
others are created with great level of detail, showing even the smallest elements.

Terrain designed for usage in computer games must posses series of different
properties as well as allow easy introduction of various changes. Those concern
not only terrain shape but also other game elements connected to them such
as: story, quests, placement of objects, enemies and other constituents. Because
of those requirements most of maps are modelled by hand, usually requiring
considerable amount of time to create. Procedural content generation in it most
common form is rarely used in those applications, because of low level of control
over created content, as well as many difficulties with further edition of obtained
objects. However it may provide interesting results.

While considering different terrains and arrangement of occurring elements,
it is possible to notice that most of them can be divided by similar features and
inclusive properties. Parts that contain distinctive similarities (considering that
they are smaller and content inside them is mostly uniform) are much easier
to generate and combine. It is also easier to decide precise set of constraints for
single tile. That leads to the idea of generating 3D terrain using image processing
approach based on simplified 2D maps.

While this concept is not new, existing methods still have a few drawbacks.
They allow for creation of suitable and complex terrains, but their final product
lacks the capability for further terrain adjustments. Usually procedure allows
introducing modifications either by editing input maps (which greatly decreases
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level of control over final shape of generated object) or requires conversion of
generated terrain to 3D modelling environment (where results of such actions are
not always satisfactory and often hard to predict). Another issue is complexity
of obtained terrain, which not always meets computer games requirements.

In our approach we propose a method for creating 3D terrains by processing
set of simplified maps. This allows for fast and precise generation, easy adjust-
ment and regeneration of both entire terrain and its individual parts. As a test
platform for our algorithm we chose Blender 2.73a application (for Blender doc-
umentation see [19]).

The rest of the paper is organized as follows. In Sect. 2 we review other
works related to our area of research. Section 3 describes initial assumptions for
our method. Section 4 contains procedure overview. Section 5 outlines some areas
of future work. Finally we conclude our work in Sect. 6.

2 Related Work

Procedural generation for computer games is not a new topic similarly to gener-
ating terrain by processing 2D maps or other simplified input. Among existing
algorithms some focus only on generating 2D maps from their more basic ver-
sions [6], while other generate complex terrains, containing various data and
details [17,18]

One of many problems described in some of the existing works is building
entire worlds in real time (which is not an easy case, considering amount of data
that needs to be processed) [2]. Other interesting area of research is creating
objects from input given by the users in form of pre-processed objects [5]. Some
works focus on increasing level of control over generated output by defining
terrain with various constraints and parameters such as set of actions that will
be performed at generated map [4] or by restricting some of its properties to
better fit desired results [13].

Simple and complex algorithms proposed for creation of various virtual worlds,
range from basic methods [7] to entire frameworks and methodologies [11,16].
Among the interesting issues is representation of real world data through sets of
height maps [10].

When it comes to generation itself, there are many different ways to realize
it. Some solutions use sets of height maps to create complex objects [12], others
introduce genetic algorithms, evolving terrain according to user preferences [8],
or focus on efficient introduction of various changes to created map(i.e. adding
roads) [9].

There are many methods for generation of objects and terrains. For detailed
study of procedural content generation algorithms see [1,3,14,15].

3 Initial Assumptions

In this section we present assumptions that led to design of our algorithm in its
current form.
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While planning our procedure, we assumed that generated terrain must meet
certain constraints and have a few significant properties, if it is to be used in
computer games.

Most important features concern terrain itself. We assumed that any area
must allow for introducing various changes, both during algorithm operations
and after it terminates its work. At the same time, any created object should be
as close to desired output as possible, providing high level of control over terrain
properties.

Another crucial issue is generation process. Designing and modelling of com-
plex 3D objects takes considerable amount of time. We decided to use image
processing and base our procedure on 2D maps to simplify the process. In our
approach each pixel represents different region inside generated object. Since
terrain tiles contain different data, that would be difficult to represent on single
image, also increasing its complexity. We decided to use set of maps, where each
file contains different information. Currently we consider three type of maps:
height map (containing information about basic terrain level, represented in
greyscale colour value), dispersion map (describing dispersion range for height
value in single region, stored in text file) and terrain map (showing different
terrains distribution through the scene, represented as RGB colour value). Each
map is independent from others therefore performing changes to one of them
does not require updating others (for example, if we want to slightly adjust
dispersion range, we don’t need to change terrain level or type).

While creating 2D images is easier than modelling 3D environment, very
complex maps can still take a lot of time to finish, especially if we consider large
maps with great level of detail. Since each terrain can be divided into patches
containing elements of the same type (like mountains, plains, forests etc.) we
decided to simplify that input as much as possible. Such patches are represented
by pixels in our maps and are further processed adding details during algorithm
operations and merging terrains according to user-defined properties.

After generation is complete, each of the regions processed from pixels in
input maps is represented as different object. Although its internal properties
are to some point determined by adjacent regions, it can be further adjusted or
regenerated independently, therefore allowing for easier management of terrain
data. At the same time, one faulty region doesn’t disqualify entire terrain - it
can simply be regenerated (or manually adjusted), without influencing other,
correct regions.

4 Algorithm Overview

In this section we describe procedure we use for generating 3D maps by process-
ing set of 2D images and using chosen properties of emerging terrain. As a test
platform for our algorithm we use newest Blender application (version 2.73a).
We chose this 3D modelling environment because it contains complete python
interpreter and also allows for easy access to program functionality.

Terrain generation algorithm consists of two main steps: processing terrain
maps and building terrain according to input data and predefined properties.
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4.1 Processing Terrain Maps

Storing different terrain data in separate files requires precise defining what type
of information is taken from which map. In our method we currently consider
three types of data, defining our output object.

First map contains data about basic altitude level of region represented by
each pixel. Since we assume that RGB values in that map are equal we read only
one colour value and represent terrain height with it (Fig. 1. left). This parameter
defines basic terrain level, which is a foundation for any further calculations (like
obtaining dispersion or performing terrain generation).

Fig. 1. Input Files: height map (left), and terrain map (right)

Second map, stored in text file, contains values of dispersion for each region.
Total range of this parameter is described by two variables - one concerning
dispersion value below terrain level, and one for terrain above it (depending on
desired results, those values might differ rather significantly).

Final map stored in RGB image (Fig. 1. right), contains description of dif-
ferent terrains occurring in generated object. Each terrain type is assigned a
colour, and is then recognized by simply comparing pixel RGB values to those
stored in terrain dictionary (each item, apart from terrain ID also contains basic
properties for 3D generation algorithms to work with).

4.2 3D Terrain Generation

After information contained in map files is processed and interpreted we obtain
few sets of data that are used in next step, which is terrain generation. Our algo-
rithm currently consist of three main parts: creating and placing basic regions,
adding details to those regions and finally joining created terrain tiles and reduc-
ing visibility of borders between them, as presented in Algorithm1.

In first step of our procedure we use values obtained by processing image
containing height map to place basic grids across the scene, as shown at Fig. 2
(top). Each grid has predefined number of vertices. We also normalize height
values for it to better fit terrain characteristic, using user-defined parameter
(normalization parameter allows us to adjust height differences between regions,
decreasing or increasing tiles dispersion along “z” axis).



Procedural Generation of Adjustable Terrain for Application 79

Algorithm 1. Terrain Generation
Require: Size, Heights, Dispersions, Terrains, Regions, Normalization

for all Regions do
CreateGrid(Size)
GetHeight(Heights, Region)
PlaceGrid(Height, Normalization)

end for
for all Grids do

AssignTerrainType(Region)
ChooseAlgorithm(TerrainType)
ReadDispersion(Dispersions, Region)
GenerateTerrain(Region, Algorithm, Dispersion)

end for
for all Grids do

CheckNeighbours()
AlignBorders(Regions, TerrainType)
SmoothTransition()

end for

Although in this step we do not perform any complex operations, obtained
results give quite good impression about overall terrain shape. It also provides
the possibility to fix any defects that generated terrain can have at this point
(like to high dispersion between regions) before main generation process begins.

After we create basic version of our terrain, we then use information from
remaining maps, to add details. First we check type of terrain for each existing
region (Fig. 2. bottom), since that information decides what kind of algorithm
will be used for generation, as well as some of its input parameters. After obtain-
ing required data, we run proper algorithm with given parameters and obtained
dispersion range. At this point we gain set of separate regions, where each of
them contains part of output terrain, generated according to data from map
files. Results of such generation are shown at Fig. 3 (top).

Final step of our procedure connects created regions and blurs border between
them. This part of algorithm works on two neighbouring tiles. It first checks
placement of border vertices (since grids are generated next to each other, global
x and y coordinates for those vertices will be the same) and moves them to
new location. Final placement of each vertex is calculated according to set of
constraints specified by user (i.e. they can be placed in the middle, or closer
to one region location, depending from influence that each terrain will have at
calculations outcome). Results of joining tiles are shown at Fig. 3 (middle).

Although at this point created regions are connected, borders between tiles
are clearly visible. We use simple procedure to blur those transitions, by defining
percentage of terrain that will be aligned (it corresponds directly to number
of vertices in each region that will be modified). Subsequently we level that
terrain to its border (already connected with neighbouring region), gradually
decreasing alignment influence. Final terrain is shown in Fig. 3 (bottom).
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Fig. 2. Basic generation: placing regions (top), and assigning terrain type (bottom)

After this final step we obtain terrain made up from set of separate tiles,
where each of elements can be processed and modified independently. Since com-
puter games rarely store terrain as single object, and rather load small parts of it
when they are needed (i.e. while player travels to another locations or approaches
borders between them), such data representation helps to avoid unnecessary
operations (like dividing terrain after it was created, to include it in computer
game). At the same time we also allow possibility to connect regions into single
object (in this operation we consider both joining all regions as well as restricting
this action to chosen set of elements).

In its current form (see Fig. 4), our algorithm has both advantages and disad-
vantages. We still use rather simple procedures for generating terrain inside tiles
and blurring borders between them, therefore the amount of available terrains
as well as their variety is limited. At the same time terrains we can generate
can be easily edited and adjusted because they are editable Bender objects.
Unfortunately using Blender application as our test platform greatly limits our
performance. Our algorithm can generate terrain (including complex maps, with
many different terrain tiles), from relatively simple input, but without inserting
any additional detail (like vegetation or buildings). One big advantage is that
each step of our procedure can be verified, limiting number of errors occurring
in final object. Also due to its modular structure, appending new functionality
is an easy task.
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Fig. 3. Terrain generation: generating terrain details in regions (top), joining regions
(middle) and blurring borders between regions (bottom)

5 Future Work

Our algorithm in its current form can create rather large set of different terrains
and is only limited by generation procedure that we are using for different ter-
rain types. Currently we use diamond-square algorithm for that purpose. In the
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Fig. 4. Algorithm overview

future we would like to add different and more complex procedures for generating
terrain.

Another issue is that our joining procedure does not provide satisfactory
results, since from time to time, borders between regions are still visible. We
would like to work on that problem and try some other solutions, like genetic
algorithms, or more complex, mathematical functions than the one we are cur-
rently using.

Finally, we would like to add some procedures to further add details to created
terrain (like vegetation, rocks, buildings and other).

6 Conclusions

In this work we presented procedure for creating 3D terrain by processing set
of schematic maps, and user-defined properties. Terrains obtained during gen-
eration process could not only be easily adjusted at different parts of their cre-
ation, but also are suitable base for further modifications. At the same time any
adjustments can be performed without further actions, either by editing maps,
or modifying terrain itself, since our output areas are editable Blender objects.

Our algorithm is at early stage of development and still has some drawbacks,
like to clear borders between terrain tiles, or insufficient base of generation algo-
rithms. We plan to address those problems.
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Even in this form our procedure creates interesting and playable terrains, that
can also be easily used in computer games and further adjusted by designers,
providing suitable base for future research.
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Abstract. The depth cues which are also called monocular cues from
single still image are more versatile while depth cues of multiple images
gives more accurate depth extraction. Machine learning is a promising
and new research direction for this type of conversion in today scenario.
In our paper, a fast automatic 2D to 3D conversion technique is proposed
which utilizes a fixed point learning framework for the accurate estima-
tion of depth maps of query images using model trained from a training
database of 2D color and depth images. The depth maps obtained from
monocular and motion depth cues of input images/video and ground
truth depths are used in training database for the fixed point iteration.
The results produces with fixed point model are more accurate and reli-
able than MRF fusion of both types of depth cues. The stereo pairs are
generated then using input video frames and their corresponding depth
maps obtained from fixed point learning framework. These stereo pairs
are put together to get the final 3D video which can be displayed on any
3DTV and seen using 3D glasses.

Keywords: Monocular · ZPS · Artifacts

1 Introduction

The world of 3D includes the third dimension of depth which can be perceived in
form of binocular disparity by human vision. The different views of real world are
perceived by both eyes of human as these are located at different positions. From
these different views, the brain is able to reconstruct the depth information.
A 3DTV display presents two slightly different images of every scene to the
individual eyes and thus 3D perception can be realized.

There is great impact of depth map quality on overall 3D output. The better
visualization of 3D views demands accurate and denser depth map estimation.
In general, depth cues of multiple images gives more accurate depth extraction.
And monocular depth cues which are utilized for depth estimation from single
still image are more versatile. For the accurate and high quality conversion of
2D images to 3D models, a single solution does not exist. To enhance the accu-
racy of results, various depth cues should be combined in such a way that more
dense and fine depth maps can be obtained. The depth consistency should also
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be maintained for the accurate depth estimation. The principle of depth con-
sistency states that if the color values or intensities of the neighboring pixels
are similar, these also should have similar depth values. In our paper, machine
learning framework is introduced which gives faster and more accurate 2D to 3D
conversion. In training phase, the video frames are extracted first from training
video and their appearance features are utilized; the depth values of neighboring
blocks of a given image block are used as contextual features. Thus, a trained
model is obtained which is used in testing phase where new testing video frames
are used as input and their depth values are obtained as output using this learn-
ing framework. So, a 3D structure of testing video frames is obtained from a
training database of video frames and their depths.

The depth extraction is achieved byusingmonocular depth cue of images/video
frames considering single image at a time and motion depth cue using more than
one image. The contextual prediction function is used in this model which gives
labeling i.e. assigning depth values of image blocks or individual pixels as output
while input being both its features and depth values of rest of the image blocks
or pixels. Finally, stereo pair generation is achieved by using input images and
their corresponding depth maps using image warping technique. And thus, final
3D output images/video is obtained which can be displayed on 3DTV display and
3D output can be viewed using 3D glasses.

2 Related Work

In the last decade, a new family of machine learning approaches are introduced
for the depth estimation of different 2D images. In these techniques, training
database of color and depth images are used to estimate the depth map of a
query color image. In this way, the information is transferred from the structure
correlations of the color and depth images in the database to the query color
image and its 3D structure is obtained. Some 3D conversion systems have used
monocular depth cues only for the depth extraction from single still image which
has their own limitations. Most of the prior work have focused on obtaining the
better quality of estimated depth maps, but at the expense of high computational
cost algorithms.

A depth estimated in [1] from a single color image using MRF framework
and image parsing processing. The machine learning approach has also been
adopted in [2] that exchanges transference of labels by directly depth map data.
The semantic labels and a higher complex supervised model is incorporated
in [3] to achieve more accurate depth maps. Konard in [4] has not used image
registration step to reduce the computational burden of previous approaches and
used a matching based search framework based on HOG features to find similar
structured images. This approach has less computational cost than previous
approaches, but for many practical applications, it is still too high. The depth
maps are combined using MRF model which incorporates contextual constraints
into fusion model described in [7], but depth learning is not done in this method.
MRF and CRF are often limited to capturing less neighborhood interactions due
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to heavy computational burden in training and testing stages and thus, their
modeling capabilities are also limited.

In our paper, fixed point learning framework provides depth learning from
training database of color images, local depth values from focus and motion
cues and their ground truth depth values. The images features and depth values
from focus and motion cues are used as training data. And we are using ground
truth depth values which we are obtained after manual labeling of input images
because ground truth depth maps are available for limited data sets. These
ground truth depths have been used as training labels which results to fixed point
iteration. The learned fixed point function captures rich contextual/structural
information and is easy to train and test and much faster also which balances
the performance and learning time. For the testing images, reliable depth maps
can be obtained using this trained model. The proposed learning framework
provides automatic and fast 2D to 3D conversion method which converges at
very less number of iterations with good accuracy in results. Fixed point model
[8] is a simple and effective solution to the structured labeling problem. We
compared the results with MRF fusion as described in [7] of depth cues. Depth
maps from focus and motion are fused using MRF approach. But the depths
obtained from fixed point model have higher accuracy than MRF fused depths.
The results are also obtained with other fusion methods like weighted averaging,
least squares, maximizing approach, window technique. All the fusion depths
have less accuracy as compared to fixed point model results.

3 Depth Estimation

The HVS (Human Visual System) exploits a set of visual depth cues to perceive 3D
scenes. The extraction of depth information from single view is known as monoc-
ular cue. There are various monocular depth cues as shading, texture gradient,
accommodation, linear perspective and others. The motion depth cue provides
depth extraction from multiple images. Both methods are used in the paper to
utilize the benefits of both depth cues. The two important depth cues for depth
extraction are focus/defocus and motion parallax on the basis of their relative
importance in the human brain. The importance depends on the distance (JND-
Just noticeable difference) from the observer. A depth cue with larger JND means
that it is harder to be detected in the human vision system.

3.1 Depth Extraction from Monocular Depth Cue

The defocusing factor is used as monocular depth cue as discussed above. The
principle that stuff which is more blurry is further away is used in depth estima-
tion from focus depth cue. The method used here recovers depth from a single
defocused image captured by uncalibrated conventional camera as described in
[5]. From the blur amount at each edge location, a sparse depth map is esti-
mated. Then, propagate the depth estimates to the whole image and obtain full
depth map. The diameter of CoC characterizes the amount of defocus and can
be written as
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c =
|d − df |

d
· f2

0

N(df − f0)
(1)

where df is the focus distance, d is the object distance f0 and N are the focal
length and the stop number of the camera respectively.

3.2 Depth Extraction Using Motion Parallax

The other depth cue used is depth from motion. There are two ways to calcu-
late depth from motion parallax and these are motion blur and optical flow. The
drawback of depth extraction using motion blur is the cost due to the multiple of
high quality cameras, image processing programming and a big hardware back-
ground. In our experiments, optical flow is used for depth extraction and it is cal-
culated between two consecutive frames taken from the scene as described in [6].
The length of the optical flow vectors will be inverse proportional to the distance
of the projected point. The optical flow can also be used to recover depth from
motion by using:

Z = vc · D

V
(2)

where vc is the velocity of camera,
D is the distance of the point on image plane from focus of expansion,
V is the amplitude of flow and
Z is the depth of the point in the scene projected.

4 Fixed Point Learning Based 2D to 3D Conversion

There are infinite number of possible solutions for recovering 3D geometry from
single 2D projection. The problem can be solved using learning based methods in
vision. Initially a set of images and their corresponding depth maps are gathered
in supervised learning. Then suitable features are extracted from the images.
Based on the features and the ground truth depth maps, learning is done using
learning algorithms. The depths of new images are predicted from this learned
algorithm. The local as well as global features are used in a supervised learning
algorithm which predicts depth map as a function of image. If we take examples
of monocular depth cues, local information such as variation in texture and
color of a patch can give some information about its depth, these are insufficient
to determine depth accurately and thus global properties have to be used. For
example, just by looking at a blue patch, it is difficult to tell whether this patch
is of a sky or a part of a blue object. Due to these difficulties, one needs to look
at both the local and global properties of an image to determine depth.

The entire image is initially divided into small rectangular patches which are
arranged in a uniform grid. And a single depth value for each patch is estimated.
Absolute depth features are used to determine absolute depth of a patch which
captures local feature processing. To capture additional global features, the fea-
tures used to predict the depth of a particular patch are computed from that
patch as well as the neighboring patches which is repeated at each of the multiple
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Fig. 1. 2D video to 3D output block diagram

scales, so that the feature vector of a patch includes features of its immediate
neighbors at large spatial scale, its far neighbors at a larger spatial scale, and
again its very far neighbors at an even larger spatial scale. The fixed point model
approach is an effective and simple solution to the problem of structured labeling
in image processing. A fixed point function is obtained with the labeling of the
structure being both the output and the input. The overall fixed point function
is a vector form of contextual prediction function of the nodes. The contextual
prediction function gives labels of an individual node as output while inputs are
both its features and labeling of rest of the nodes or neighboring nodes. The
learned function captures rich contextual/structural information and is easy to
train and test.

In image processing, a structured input is an image of all pixels and the struc-
tured outputs are the corresponding labels of these pixels. The structured input as
shown in Fig. 3a, can be represented as a graph, denoted as χ = (I, J). The block
bi ∈ I represents ith block with its features denoted as fi. And J represents the
neighborhood of each block. M denotes the number of neighbors a block can
have in its neighborhood specification. That is, M number of blocks specifies the
neighborhood Ni of block bi in four directions: left, right, top and bottom. The
labeling of the neighborhood of bi is denoted as q Ni where q denotes labeling of
all the blocks in χ. The labels for all blocks can be represented as p = (pi : 1...φ),
where pi ∈ φ and φ is the label space. For each block bi, a context prediction
function Ψ takes both bi’s appearance features fi and contextual features qNi as
inputs. And this prediction function predicts the labeling pi ∈ φ for the blocks
of image. The contextual prediction function defined in [8] can be represented
as follows:

qi = ψ(fi,qN i; δ) (3)
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where ψ is a regression function within range [0,1] and δ is the parameter of the
function. The labeling q of all image blocks can be written as

q = ψ(f1, f2, ...fn,q; δ) (4)

Given the depth values q and features f1, f2,...fn of training data, the parameter
δ is learned. In experiments, SVM is used as contextual prediction function. The
function is trained for each image block on the basis of appearance features fi
and contextual features qNi. The contraction mapping, when learned is applied
iteratively to the new structured inputs. For new structured input, the label qi of
a block bi ∈ I is initialized with a value. It is taken as zero during implementation
as it does not effect the accuracy of results.

4.1 Pre Processing and Appearance Features

The frames are extracted first from the 2D input video and converted to gray
scale. These frames are divided into 8 × 8 blocks to reduce the computations.
The appearance features of these input frames/images is extracted then. The
examples of appearance features of image are maximum height of the block,
width of the block, aspect ratio and mean wise averaging of the image blocks.
The RGB values can also be taken as appearance features of images.

4.2 Neighborhood and Contextual Features

The neighborhood of each image block is identified then. The parameter M
defines the span of neighborhood of image blocks. The neighboring blocks of ith

block is defined by all the adjacent blocks to its left, right, top and bottom. In our
experiments, we used M = 1 to 6 where M = 6 gives the best results.
A normalized histogram of neighboring blocks is used as contextual feature qNi.
For each block bi, a 4 × M × C dimensional contextual feature vector is cre-
ated. In this vector, 4 specifies the neighborhood in four directions (upper, lower,
left and right), M is the span of the context and C is the number of class labels.
In implementations, following values are used.

M = 6 = Number of neighbors a node can have in the neighborhood specification.
C = 255 = No of classes = No of histogram bins
Number of iterations in prediction = 3
Constant for labeling vector = 0.

4.3 Labeling of Blocks

All the image blocks are labeled in this step. Labeling means assigning depth
values to each block of an image. The ground truth depth values are used as
training labels resulting in fixed point iteration. At each iteration, the depth
value for which convergence is achieved, is assigned to the corresponding block
during testing process. The fixed-point model converges very quickly at the test-
ing stage with only 2 to 3 iterations. We have used three number of iterations
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in our experiments as it gives good accuracy with less implementation time. We
experimented with L1 regularized support vector machine (SVM-L1), provided
in the Lib linear software package as the classifier. The SVM parameter is taken
as ‘−s 5 −c 1’ and the constant of labeling vector is taken as 0.

5 Stereo Generation

The stereo pairs are generated at the end from 2D original images and final
obtained depth maps. Consider original 2D image as intermediate image and
generate left and right views from this image. The right and the left images will
be half shifted or warped toward the respective direction and all the artifacts
introduced by the processing will be part of both images but halved visible. So,
less artifacts are produced in this method. We applied this technique [9] for final
stereo generation.

First, pre-processing of depth maps is done by shifting depth map by ZPS
i.e. Zero Parallax Setting:

Zc =
Zn − Zf

2
(5)

where Zn and Zf are the nearest clipping plane and the farthest clipping plane
of the depth map. In an 8-bit depth map, Zn = 255 and Zf = 0. After that,
the depth map is further normalized with the factor of 255, so that the values of
the depth map lie in the interval of [−0.5, 0.5], values that are required by the
image warping algorithm. Then, Gaussian filter is used for depth smoothing.

w = 3 ×σ where w is the filter window size
σ is standard deviation
Depth smoothing strength = Baseline/4

The stereo pair is obtained by transferring the original points at location
(Pm,y) to left points (Pl,y) and right points (Pr,y):

Pl = Pm +
Bf

2Z
(6)

Pr = Pm − Bf

2Z
(7)

where B is the baseline distance between two virtual cameras.
B = 5 percent of width of depth image
f is the focal length of camera
f is chosen as one in our experiments without any loss of generality.

6 Implementation Results

The input color video of Mickey mouse is taken as input here as shown in Fig. 2a.
The video is in wmv format and the resolution of video frames is 960× 1080.
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(a) Frames of Input Video 1

(b) Frames of Input Video 2

(c) Frames of Input Video 3

Fig. 2. Examples of 2D video frames to be converted to 3D video

The resolution of final 3D image is 1920× 1080 where left and right frames are
put side by side. The results of fixed point model for some video frames in form
of accuracy (percentage) is shown in Table 1 as follows:

Table 1. Fixed point implementation results

Image Accuracy with fixed point model Accuracy with MRF fusion

1 83.57 73.6

2 83.45 73.72

3 82.71 74.90

4 82.39 74.00

5 83.00 74.72

6 82.38 73.73

Here, results are shown in Fig. 3 where (a) and (b) shows original input
frames of input video in RGB format. Figure 3c shows depth from focus, (d)
shows depth from motion (optical flow) and (e) shows the final 3D output which
can be shown on 3DTV display using 3D glasses. The examples of other cartoon
and human video frames are also shown in Fig. 4. The subjective test is conducted
to show the quality of 3D images, that is, left and right image pair for every 3D
image on 3DTV display by wearing 3D glasses. Five participants involved in
the experiment to evaluate 3D quality. Their individual scores are mentioned in
Table 2 using which MOS i.e. mean opinion score is calculated. The MOS is the
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arithmetic mean of all the individual scores and can range from 1 (worst) to 5
(best).

Table 2. Subjective quality measure

Video Viewers score MOS

Mickey 4,4,5,4,4 4.2

Donald 4,4,4,4,5 4.2

Human 4,3,5,4,4 4

(a) Input frame1 (b) Input frame2 (c) Focus depth (d) Motion depth (e) Final 3D

Fig. 3. Example of two 2D frames to final 3D output

(a) Input frames from different videos

(b) Corresponding depths from focus depth cue

(c) Corresponding depths from motion depth cue

Fig. 4. Examples of other video frames
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7 Conclusion

The depth estimation is the key step for converting 2D to 3D images or videos.
For high quality and accurate 3D output, the depth maps should be reliable. In
this paper, depth extraction has been done using depth cue of single still image
and motion cues also which use more than one image. Fixed point model uses
ground truth depth maps and provides learning framework for accurate estima-
tion of depths which gives higher accuracy than MRF and other fusion methods.
Finally, stereo pair generation is done to get the final 3D output which can be
viewed on any 3DTV display. The quality of 3D images is also evaluated using
MOS which indicates good and reliable depth extraction. MRF has limitations
in capturing neighborhood interactions which limits their modeling capabilities
while fixed point learned function captures rich contextual/structural informa-
tion and is easy to train and test. The model is much faster to train and balances
the performance and learning time giving higher accuracy than MRF depth
fusion.
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Abstract. Fast and accurate algorithms for background-foreground
separation are essential part of any video surveillance system. GMM
(Gaussian Mixture Models) based object segmentation methods give
accurate results for background-foreground separation problems, but are
computationally expensive. In contrast, modeling with only a single
Gaussian improves the time complexity with a reduction in the accu-
racy due to variations in illumination and dynamic nature of the back-
ground. It is observed that these variations affect only a few pixels in
an image. Most of the background pixels are unimodal. We propose a
method to account for dynamic nature of the background and low light-
ing conditions. It is an adaptive approach where each pixel is modeled
as either unimodal Gaussian or multimodal Gaussians. The flexibility
in terms of number of Gaussians used to model each pixel, along with
learning when it is required approach reduces the time complexity of the
algorithm significantly. To resolve problems related to false negative due
to homogeneity of color and texture in foreground and background, a
spatial smoothing is carried out by K-means, which improves the overall
accuracy of proposed algorithm.

Keywords: Foreground background separation · Adaptive Gaussian
mixture model · Video surveillance

1 Introduction

For any video surveillance system foreground background separation is a cru-
cial step. Foreground (object) detection is a first stage of any computer vision
based system including, but not limited to, activity detection, activity recogni-
tion, behavioral understanding, surveillance, medicare, parenting etc. Accuracy
of such systems depend heavily on accuracy of object detection. Moreover, error
in detection can affect system performance adversely. Object background seg-
mentation from video is a challenging task, main challenges being variations
in illumination, low lighting conditions, shadow effect, moving background and
occluded foreground.
c© Springer International Publishing Switzerland 2015
M. Kryszkiewicz et al. (Eds.): PReMI 2015, LNCS 9124, pp. 95–104, 2015.
DOI: 10.1007/978-3-319-19941-2 10
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A naive frame differencing approach for object segmentation from video suf-
fers from difficulty of setting up an appropriate threshold. Many times, even if a
proper threshold is set, method fails due to the dynamic nature of background.
In this method, a background frame is stored and subtracted from upcoming
frame to detect movements. Sometimes, mean of intensity values over a series
of N frames is also used to generate the difference image. This method is fast
and handles noise, shadow and trailing effect but again it’s accuracy depends
on threshold value. It is observed that threshold depends on the movement of
foreground, fast movement require high threshold and slow movement require
low threshold.

Method proposed by Wren et al. in [1] models every pixel with a Gaussian
density function. The method initializes mean by the intensity of first frame pixel
and variance by some arbitrary value. Subsequently, the mean and variances are
learnt from series of N frames of video for each pixel. This method can not
cope with dynamic background. Method uses 2.5 times standard deviation as
the threshold. This method can not cope with dynamic property of background.
Intensity values of background pixels change with time due to the change in
illumination. This results in miss-classification of background.

Another method, based on GMM, models each pixel independently as a mix-
ture of at most K Gaussian components. Each component of GMM is either
background or different environmental factors (may be movement of leaves of
trees, moving objects, shadow etc.). This adaptive method, proposed by Stauffer
and Grimson in [2], can handle dynamic nature of the background. During learn-
ing if there is no significant variation in intensity of some background pixels, then
the resultant background components of those pixels shrink. As a result, when
we try to classify such pixels based on identified Gaussians, a sudden change in
illumination can cause miss-classification.

2 Related Works

A statistical classification approach was proposed by Lee [3] that improves the
convergence rate of learning parameters without affecting the stability in compu-
tation. This method improves learning of parameters of each model via replac-
ing retention parameter by learning rate. In [4], Shimanda et al., proposed a
method which reduces number of components by merging similar components to
reduces computational time. It handles intensity variation by increasing number
of components (Gaussians). A hybrid method proposed by M. Haque et al. in
[5], is a combination of probabilistic subtraction method and basic subtraction
method. This method reduces miss-classifications and number of components to
be maintained at each pixel by combining thresholds used in basic background
subtraction (BBS) and Wren et al. [1]. This method can handle variation in
illumination without increasing number of components.

To learn the parameters of Gaussian components, sampling-resampling based
Bayesian learning approach was proposed, by Singh et al. in [6]. This method
gives better result than simple learning methods as suggested by Stauffer and
Grimson in [2], and the method does not depend upon the learning rate. But
learning is slow.
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All previous methods modelled every pixel by a fixed number (K) of Gaussian
components. But we believe that it is not necessary to model every pixel with a
fixed number of components. Moreover, we can not predict the number of com-
ponents for each pixel. Some pixel can be modeled by less than K components
while other may require more than K components. We propose a method which
is based on a fact that intensity variation, shadow effect, movement of object,
movement of leaf etc., do not affect uniformly each pixel. As a result the unaf-
fected pixels may have single component and affected pixels may have different
number of components (some may have 2 or 3 or more, complex background pix-
els can be modeled by 3 to 7 components). This method dynamically assigns the
number of models to each pixel while learning. Further, the parameter learning
is adaptive, in the sense that the parameters corresponding to Gaussian models
are updated only when it is required. Finally, for classification, we use method
proposed by Stauffer and Grimson [2] with a small change in threshold.

3 Proposed Method

We model each pixel as a Mixture of Gaussians (MoG).

Xj(t = N) = {xj1, xj2, xj3, ....., xjN} (1)

denotes jth pixel intensities for first N frames. Our algorithm works in stages:
(a) learning, (b) background component identification, (c) classification and
(d) smoothing. The block diagram of proposed method is shown in Fig. 1. The
detailed description of each stage is presented next.

Fig. 1. Block diagram of the proposed method

3.1 Learning

In learning, we estimate parameters of Gaussians at every pixel from N frames.
In Eq. (2), parameters μij(t), σij(t),Wij(t) represent the mean, the standard
deviation and weight of ith Gaussian at time t for jth pixel respectively. S is the
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threshold used in BBS method, α and β are learning rates, Bj is the number of
background components and Kj is the number of Gaussian components at jth

pixel. Moreover, Cij(t) denotes number of intensity matches accumulated at jth

pixel for ith Gaussian up to time t.
Let’s consider jth pixel of first frame at time t = 1, Xj(t = 1) = {xj1} is first

observation. We start with single Gaussian Kj = 1(initially i = 1) and initialize
mean μij(t) = xj1, standard deviation σij(t) = V0, learning rate α, number
of observation Cij(t) = 1. With a new observation xjn of nth frame, we check
whether it is matched to any of existing Gaussians as follows,

l = arg min∀k:|xjn−μkj(t)|≤max(3σkj(t),S){Wkj(t)η(xjn;μkj(t), σkj(t))} (2)

where, l is the component where a match is found and η(x;μ, σ) is the value of
Gaussian function with mean μ and standard deviation σ at x.

After we find a match, we update parameter of lth Gaussian component of
jth pixel according to given in method [3],

Clj(t) ← Clj(t) + 1 (3)

β ← (1 − α)/Clj(t) + α (4)

σ2
lj(t) ← (1 − β) ∗ σ2

lj(t) + β ∗ (xjn − μlj(t))2 (5)

μlj(t) ← (1 − β) ∗ μlj(t) + β ∗ xjn (6)

Wlj(t) ← (1 − α) ∗ Wlj(t) + α (7)

where, β is learning rate. We do not put restriction on generation of new Gaussian
components, number of Gaussians may increase if match is not found during
learning. We control Kj after learning from N frames. We initialize new Gaussian
components with Kj = Kj + 1, Cij(t) = 1, σij(t) = V0, μij(t) = xjn,Wij(t) = α.
After generating new Gaussian(s) or updating existing Gaussian(s), we normalize
weights according to following,

Wkj(t) ← Wkj(t)/
∑

∀k Wkj(t), ∀k. (8)

We do not put any restriction on Kj , after learning from N frames each pixel
might have different number of Gaussians. But, it is observed that most of the
pixels have a single Gaussian (due to background). Sensitivity S is used as a
threshold in basic background subtraction (BBS) method. Accuracy and speed
of this method depends on α. Higher value of α shrinks background component
and it results in more number of components and it further reduces speed. If the
value of α is selected on lower side, more time is required to learn parameters. To
make learning independent of α, M. Haque et al. [5] replaces threshold 3σij(t)
by max (3σij(t), S). S is a minimum threshold that identifies pixel’s membership
with a component. Sensitivity parameter S prevents generation of unnecessary
component due to shrinking of background components. Lower value of S gives
better result as discussed in [7].
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3.2 Identification of Background Gaussians

We model background pixels by mixture of Gaussains, 2 to 3 Gaussains are
enough to model background but it is observed that pixels which are not
affected by dynamic nature of background is modeled by only one Gaussian.
Such single component is obviously due to background, there is no need to iden-
tify it with background components. To identify background components from
multi-component models, we use the fact that, background components typi-
cally have higher weights and lower standard deviations, whereas foreground
components have lower weights and higher standard deviations due to dynamic
nature. Once learnt, we sort all components according to Wij(t)/σ̄ij(t) ratio (where,
σ̄ij(t) = 0.2989σr

ij(t)+0.5870σg
i2(t)+0.1140σb

i3(t) according to gray scale conver-
sion from RGB). For background components this ratio is higher than foreground
components. Bj is set of components which are identified as background. Bj is
computed by,

Bj = argmin
b∈Bj

b∑

i=1

Wij(t) > T (9)

here T is threshold (we choose T = 0.7) and its value depends on complexity of
background. Higher value causes misidentification of foreground components as
background components and lower value causes misclassification of some back-
ground components.

Controling number of components (Kj): Since we have not put any restric-
tion on number of components Kj during learning, the number of components
keep on increasing. For classification, we need either background or foreground
components. We identified Bj as set of background components so, we can set
Kj as size of Bj . Discarding components other than Bj after learning from N
frames, we are able to control the continuous increment in Kj .

3.3 Classification

To classify any new observation xjn, we check whether it is part of any of Bj com-
ponents. If it is part of any of background components then it will be considered
as background otherwise foreground. To represent foreground and background
in a frame we use an indicator function as suggested below,

xjn =

{
0, ∀b ∈ Bj : |xjn − μbj(t)| ≤ max(3σbj(t), S)
1, otherwise.

Learning when it is required: To handle dynamic nature of background it
is required to learn parameters of components continuously. Continuous learn-
ing increases complexity of algorithm which in turn increases time for fore-
ground detection. To reduce the complexity, we do not learn parameters at every
time instance because learning is required only when there is some change in
background (i.e. foreground present, illumination change, insertion/deletion of
background). During learning, we may remove previously identified background
components Bj , we also allow modification of parameters of that components or
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add extra components if required. After learning from N frames, during classifi-
cation we allow generation of new components which might be due to change in
background. Components having larger weights and smaller standard deviations
are considered background components. This assumption reduces misclassifica-
tion error.

Using K-means to reduce False Negatives: Pixel based MoG method can’t
detect foreground when foreground colors and textures are homogeneous and
have low contrast with background. This situation results in false negative error.
To improve on the results, we use the prior about the spatial smoothness of
the foreground or the object in motion. We apply K-means algorithm to the
portion of frame where foreground is detected. We choose Ksp = 3 (Ksp is
number of classes in K-means) because there may be more than one object
present in foreground or the object in foreground may have more than one color.
Let’s consider Y = {y1, y2, ....., yn} as the intensities (in R,G,B format) in the
frame where the foreground is detected (shown in Fig. 2(c)). We follow a stepwise
procedure to correct errors as follows,

Step-1: Apply K-mean algorithm on data set Y and get centers Dm(m = 1, 2, 3)
of all three classes.

Step-2: Sort all three centers based on number of observations in each clusters
and remove the center which has least number of observations. We also remove
empty cluster centers. Now m is number of centers which are not removed.

Step-3: Identify rectangular blocks that cover every detected object. To reduce
the time complexity, we apply the spatial smoothing, suggested in next step,
only on identified object blocks.

Step-4: Consider the set of identified background pixels inside the object block,
denoted by Z = {z1, z2, ...., zn}, we re-classify a pixel zk ∈ Z as foreground
based on the following rule:

zk =

{
1, ∀m, ‖zk − Dm‖2 ≤ th

0, otherwise,

where, th is threshold (for our experiment we have set th = 10). By using
spatial information, we can also detect slow moving object whose some portion
is wrongly classified by pixel based method. Results of proposed method on
various datasets are presented in Fig. 2(e).

4 Experiments and Results

We have experimented with various datasets including Wallflower dataset [8]
(frame size 160 × 120 24 Bits RGB) and compared results of our method qual-
itatively and quantitatively with state-of-the-art method proposed by Stauffer
and Grimson [2] (with K = 3 and α = 0.01). We have implemented proposed
method and state-of-art methods in MATLAB-2009. For comparative timing
analysis we run our codes on a system with Core-i3 1.80GHz processor and 4GB
memory.
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(a) (b) (c) (d) (e)

Fig. 2. (a) Original frames from video sequences, (b) Ground truth, (c) Results of
method proposed by Stauffer and Grimson [2], (d) Results of hybrid method proposed
by M. Haque et al. [5], and (e) Results of proposed method

4.1 Qualitative Analysis

To analyze effect of sensitivity S, we experimented with different value of S. It
is observed that low S gives better results as suggested in [7]. We have selected
S = 15, N = 50, α = 0.1 and V0 = 10 for simulations. Figure 2 shows a signifi-
cant improvement in detection quality of our method as compared to methods
suggested in [2,5]. Higher value of α provides better adaption in case of illumina-
tion change but results in generation of spurious and redundant components due
to shrinking of components. There is a significant reduction in the dependency of
number of Gaussian components on α after using S as threshold in both learning
and classification as suggested by [5]. With S, we may choose high learning rate
α = 0.1 which adapts to change in background quickly. In Light Switch video, the
improvement due to high learning rate is evident. Results also show improvement
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in detection for Camouflage and Foreground Aperture video data sets where the
foreground intensities match background components. Spatial smoothing further
improves the results by re-classifying misclassified background pixels.

4.2 Quantitative Analysis

Table 1 presents comparison of proposed method with method suggested in
[2,5]. For comparison, we have used precision, recall and accuracy. Recall is
defined as fraction of number of detected foreground pixels from actual fore-
ground (Racall = TP/(TP+FN)). Precision is defined as fraction of number
of detected foreground pixels which are actually foreground (Precision =
TP/(TP+FP )). Accuracy indicates how accurate the detection is (Accuracy =
(TP+TN)/(TN+TP+FN+FP )). TP is number of truly detected foreground pixels.
TN is number of truly detected background pixels. FP is number of falsely
detected foreground pixels. FN is number of falsely detected background pixels.
Occlusion of foreground and background occurs in Camouflage and Foreground
Aperture videos that is corrected by K-means in proposed method. So, recall and
accuracy are high for proposed method in comparison with the methods proposed
in [2,5]. Last row of Table 1 presents average precision, recall and accuracy. Com-
pared to method in [2,5] proposed method gives high average precision, recall
and accuracy.

For timing analysis, we present our experiment results for all videos of Wall-
flower data set. Table 2, shows results of timing analysis of proposed method, and
the others proposed in [2] and in [5]. Our method significantly reduces learning
time by not assigning same number of Gaussian components (K) to each pixel.
Using threshold as S, we have restricted generation of redundant components.
Our method requires on an average 0.229 (we learn parameters when it is require
and varable Kj) sec per frame in comparison to 2.6155 s per frame by [2] and
2.9387 s per frame by method in [5]. It is observed that learning requires most
of the time for all the methods. With the reduction in number of redundant

Table 1. Video sequence in table appear in the same order in which the results are
presented in Fig. 2.

Video sequence MoG [2] Hybrid method [5] Proposed method

Preci Rec Acc Preci Rec Acc Preci Rec Acc

Waving trees 98.61 99.58 93.04 97.30 87.72 81.32 98.21 99.13 93.15

Camouflage 98.34 88.86 77.54 96.25 88.82 69.09 98.50 99.95 88.11

Bootstrap 97.67 38.09 81.65 75.68 46.28 78.84 81.21 46.36 79.31

Foreground aperture 88.69 46.66 77.03 86.03 32.57 74.40 96.55 99.40 89.52

Time of day 100 17.18 89.23 100 23.86 89.29 87.18 32.23 88.60

Light switch 3.82 26.13 12.96 7.37 70.13 8.90 76.76 45.55 81.94

Average 81.18 52.75 71.90 77.11 58.23 66.97 89.74 70.43 86.77
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Gaussians and learning when it is required concept, we are able to reduce the
average learning time significantly.

Table 2. Time analysis of all video of Wallflower dataset (in s per frame). Video
sequence in table appear in the same order in which the results are presented in Fig. 2.

Video sequence MoG [2] Hybrid method [5] Proposed method

Learn classi. Learn classi. Learn classi. correc.

Waving trees 2.2940 0.0359 1.7823 1.9035 1.1478 0.0866 0.0679

Camouflage 2.2503 0.0315 1.3642 1.4865 0.7921 0.0610 0.0247

Bootstrap 2.2840 0.0352 1.7726 1.7678 0.9469 0.0714 0.0528

Foreground aperture 2.5748 0.0352 1.4305 1.5082 0.7535 0.0446 0.0135

Time of day 2.2903 0.0377 1.3601 1.4565 0.8697 0.0507 0.0172

Light Switch 2.2790 0.0325 1.4027 1.4681 0.9280 0.0393 0.1844

5 Conclusion and Future Work

In this work, we have proposed a method for background-foreground separa-
tion which is real-time and shows better accuracy. Other methods discussed are
either time efficient but lack accuracy or are accurate but not time efficient.
Proposed method is efficient in time and gives better results (both qualitatively
and quantitatively) in many adverse conditions. Using spatial smoothness as
a prior, we have shown that K-means successfully reduces false negative error
when foreground and background intensities are homogeneous. It is interesting
to note that this method can detect occluded portion of foreground with back-
ground. Time saving is essentially because of removal of redundant components
from bookkeeping. Additionally we have used the fact that most of the pixels in
a frame are background and allowed every pixel to have variable Kj number of
Gaussians. The other significant factor for time saving is due to learning when
it is required approach.

As an extension to this work, we would like to address a few other issues
related to shadow in the image and illumination changes. Shadow in video intro-
duces error in detection of object and it also adds up to generation of redundant
components which in turn increases computational time. We would like to incor-
porate illumination invariance in our approach to make detection scheme more
robust.
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Abstract. The computation of a shortest isothetic path (SIP) between
two points in an object is important in various applications such as robot
navigation and VLSI design. However, a SIP between two grid points in
a digital object laid on a uniform 2D isothetic square lattice may not
be unique. We assume that each discrete path consists of a sequence of
consecutive grid edges that starts from the source point and ends at the
sink point. In this paper, we present a novel algorithm to calculate the
number of such distinct shortest isothetic paths between two given grid
points inside a digital object, with time complexity O(S/g2), where S is
the total number of pixels in the digital object, and g is the grid size. The
number of available SIPs also serves as a metric for shape registration.

1 Introduction

Shortest path problems have several variations depending on their applicabil-
ity in diverse fields such as graph theory, computational geometry, operations
research, image processing, and computer vision. These problems have wide
range of applications in various fields like networking, robotics, geographical
information systems (GIS), VLSI design, resource allocation and collection, and
traveling salesman problem (TSP) with neighborhoods [1,6,11,19]. Many varia-
tions of shortest path problems related to the applications can be found [2,3,7,
16–18] in the literature.

In the isothetic domain, a shortest isothetic path (SIP) inside a digital object
A (without any hole) laid on a grid G has already been studied [12,13]. The
family of shortest isothetic paths (FSIP) is the set of regions where all possible
shortest isothetic paths lie [14]. In this paper, we enumerate the total number of
SIPs that pass through FSIP. A smaller number of paths is indicative of more
obstacles and congestion in the object. In Fig. 1(a) the family of shortest isothetic
paths between two grid points is shown. All possible SIPs between two points
are shown in Fig. 1(b) (two extreme SIPs are in red and intermediate SIPs in
yellow colors).

c© Springer International Publishing Switzerland 2015
M. Kryszkiewicz et al. (Eds.): PReMI 2015, LNCS 9124, pp. 105–115, 2015.
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Fig. 1. (a) The family of shortest isothetic paths between two grid points for g =
8 inside A (Dancer); (b) All possible intermediate SIPs are shown in yellow lines;
(c) Family of shortest isothetic paths between p and q (Color figure online).

A shortest path between two points in a simple polygon in the Euclidean
plane is unique, whereas, a SIP is not. In [10], the recursive formulation for
the number of cityblock, chessboard, and octagonal shortest paths between two
points in 2D digital plane was proposed. The number of minimal paths in a
digital image between every pair of points with respect to a particular neigh-
borhood relation is presented in [9], where the image is considered as matrix
and hence the algorithm contains matrix operations. Our algorithm determines
the number of SIPs between the two grid points inside a digital image using a
simple combinatorial method. If a few salient or control points are chosen at
certain prominent positions of the object, the number of SIPs between these
points serves as a good indicator of the shape of the object. In an object which
is devoid of any hole, the number of SIPs is related to the Catalan number [8].

2 Definitions and Preliminaries

A (digital) object is a finite subset of Z2 consisting of one or more k(= 4 or 8)-
connected components [15]. In our work, we consider the object as a single 8-
connected component. The background grid is given by G = (H,V), where H and
V represent the respective sets of (equi-spaced) horizontal grid lines and vertical
grid lines. The grid size, g, is defined as the distance between two consecutive
horizontal/vertical grid lines. A grid point is the point between intersection of a
horizontal and a vertical grid line. An unit grid block (UGB) is the smallest square
having its four vertices as four grid points. The length between two consecutive
grid points in an UGB is equal to the grid size. An isothetic polygon has its
vertices as grid points and its edges lying on grid lines. An isothetic polygon
or object without any hole is said to be ortho-convex or simply convex, if its
intersection with any axis-parallel line produces either zero or one segment. The
inner isothetic cover of A is the maximum-area isothetic polygon P that tightly
inscribes A [4,5]. Since P is an isothetic polygon, it has 900 and 2700 vertices,
which are referred to as vertices of type 1 and type 3, respectively. All other grid
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points lying on the border of P are called edge points. The sequence of vertices
of P is such that A always lies left of each edge during its traversal. An edge of
P defined by two consecutive vertices of type 1 is termed as a convex edge as it
gives rise to a convexity. Similarly, a concave edge is defined by two consecutive
type 3 vertices, which gives rise to a concavity.

An (simple) isothetic path π(p,q) from a grid point p ∈ P to a grid point
q ∈ P is a sequence of 4-connected grid points such that all the constituent
points of π(p,q) are distinct and lie on or inside P . For two given points in P ,
a/the shortest isothetic path (SIP) has the minimum length over all isothetic
paths between them. A SIP is said to be monotone if it consists of moves only
in one or two (orthogonal) directions. The union of all possible SIPs between
two given points p ∈ P and q ∈ P defines the family of SIPs (FSIP), denoted
by F(p,q). The set F(p,q) is equivalent to a (isothetic) region bordered by two
SIPs between p and q, which are said to be its extremum SIPs. If we traverse
the border of F(p,q) from p to q such that each other SIP in F(p,q) lies to the
left during the traversal, then that path of traversal is one of the two extremum
SIPs, which is termed as the infimum SIP and denoted by πinf

(p,q). Similarly, on
traversing the border of F(p,q) from q to p with each other SIP lying to the left
during the traversal, we get the other extremum SIP, termed as the supremum
SIP and denoted by πsup

(p,q). A sub-path common to πinf
(p,q) and πsup

(p,q) in F(p,q) is
called a bridge. FSIP between two points can be perceived as a set of convex
isothetic polygons connected by bridges as shown in Fig. 1(c). A region can be
assumed to be a set of UGBs. If we consider a bounding rectangle for the region
then there will be some UGBs in the bounding rectangle, which do not belong
to the region. Those are termed as non-region UGBs. The UGBs belonging to a
region is termed as region UGBs.

The algorithm to compute a SIP between two grid points, p and q inside a
inner isothetic cover [4,5] of a digital object has been proposed in [12,13]. The
family of shortest isothetic paths can be obtained using the algorithm stated
in [14]. The two extremum SIPs are obtained to determine the FSIP between
two grid points (shown in Fig. 1(c)).

3 Characterization of the Total Number of SIPs

The number of shortest isothetic paths between two points, p and q, can be deter-
mined from the FSIP which consists of sets of regions and bridges in sequence.
Let an FSIP consist of i convex isothetic polygons namely R1, R2, . . . , Ri.

Lemma 1. All shortest isothetic paths between two given grid points in a convex
isothetic polygon without any hole are monotone.

Corollary 1. All possible shortest isothetic paths in a region of the family of
shortest isothetic paths between two points are monotone.

In Fig. 1(c), there are three regions and two bridges. Let the number of shortest
isothetic paths in the regions R1, R2, and R3 (in other words, between p and p1;
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p2 to p3; and p4 to q) be k1, k2, and k3. From k1, k2, and k3, the total number
of shortest isothetic paths in a FSIP can be calculated. There are two bridges
(i.e., only one possible path) from p1 to p2, and from p3 to p4.

Theorem 1. If the number shortest isothetic paths in the regions R1, R2, . . . , Ri

is k1, k2, . . . ki respectively, then the total number of shortest isothetic paths
between two points is λ = k1 × k2 × . . . × ki.

The weight of a region UGB is defined as the number of additional paths con-
tributed by the UGB in order to reach the other end point of Ri. The total num-
ber of shortest isothetic paths between two end points of a region is obtained by
summing the weights of all region UGBs in the bounding rectangle.

Lemma 2. The number of possible shortest isothetic paths between two diagonal
points in an UGB is ‘2’.

Proof. An UGB is the bounding rectangle for the two points which are diag-
onally opposite in the corresponding UGB. Except the two monotone semi-
borders of the UGB there are no more monotone paths between the two diagonal
points. Thus, it can be concluded that the number of possible shortest isothetic
paths between two diagonal points in an UGB is two (see Fig. 2(left)). ��
Here, to calculate the number of SIPs, we proceed from q. First, the number of
possible paths for the UGB containing q as a grid point (called start UGB), is
computed as two (the weight of the start UGB), according to Lemma 2. The
total number of SIPs in a region is the sum of the weights of all UGBs in that
region. Let the weight of all non-region UGBs be ‘0’ (as it cannot be part of
any SIP). The region UGBs sharing an edge with either of the two sides of the
bounding rectangle intersecting at q (c1q and qc2) are termed as border UGBs
in the corresponding region.

Lemma 3. The weight of border UGBs in a region is ‘1’.
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Fig. 2. Left: In any UGB, there are two possible SIPs. Middle: Weights of all region
UGBs between p and q. Right: Calculation of weights using row-sum and column-sum.
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Proof. Let there be one start UGB having weight ‘2’ and a border UGB imme-
diately left to it. The number of possible shortest isothetic paths between two
diagonal grid points in an UGB is ‘2’ (Lemma 2). The border UGB immediately
left to it has also two possible paths between the two diagonal grid points. There
is a common grid edge between these two UGBs (p′q′′ in Fig. 2(middle)). Leaving
the common edge we can say that there are two paths—q′p′ and q′q′′. The two
paths of the start UGB can be extended to q′ by adding the grid edge q′p′ to
its existing two shortest paths. Thus, there is one more shortest path from q′q′′,
which can be extended to q by adding the grid edge q′′q. It is true for all border
UGBs. Hence, border UGBs contributes to one additional path. ��
Lemma 4. The weight of an UGB, U , is the sum of the weights of all region
UGBs lying bottom-right of it inside the corresponding bounding rectangle.

Proof. Let the bottom-right and top-left corners of U be c′ c′′ respectively. Let
the sum of the weights of all region UGBs bottom-right of U in the corresponding
bounding rectangle be w, i.e., total number of shortest paths from q to cc′ is
w. According to Lemma 2, there are two possible paths in an UGB. Thus, total
number of possible paths from q to c′′ is 2 × w. So, we can say U will contribute
w number of additional paths. Hence the weight of the corresponding UGB
is w, equal to the sum of the weights of all UGBs bottom-right to it in the
corresponding bounding rectangle. ��
In order to find the weight of a UGB efficiently, a novel combinatorial technique
is used—the concept of row-sum and column-sum. Row-sum (column-sum) of
a region UGB is the sum of the weights of all region UGBs in a particular
row (column) lying right (below) to the mentioned UGB. The weight of the
mentioned UGB is also included in the sum (see Fig. 2(right)).

Theorem 2. The weight, w, of a region UGB, U , except the start UGB and
border UGBs is as follows.

1. when there is a region UGB, Ub, below U , then the weight of U is row-sum
of Ub;

2. when there is a region UGB, Ur, right of U , then the weight of U is column-
sum of Ur;

3. when there are non-region UGBs right and below U , then the weight of U is
the sum of row-sum and column-sum of Ubr, where Ubr is the region UGB
at immediate bottom–right position (diagonal) of U (but Ubr is not the start
UGB). When Ubr is the start UGB, then the weight of U is either equal to
its row-sum or column-sum.

If Ub, Ur, or Ubr is the border UGB, then one has to be deducted from the
calculated weight.

Proof. Let there be a region UGB, Ub, below U . The weight of U is the sum
of all region UGBs lying bottom-right to it in the corresponding bounding rec-
tangle following Lemma 4. Let us consider the situation depicted in Fig. 3(left).



110 M. Dutt et al.

A B C

D

∗
A

B

C
D

∗ A B C

D

E
F

∗

Fig. 3. The calculation of the weight of the UGB marked with ‘*’ (proof of Theorem 2).
First three conditions of Theorem 2 are shown in left, middle, and right respectively.

The weight, w, of U is B + C + D. According to Lemma 4, the weight of
Ub is A = D. Thus, w = B + C + A, which is equal to the row-sum of Ub.
Similarly, if Fig. 3(middle) is considered, then the weight, w, of U is equal to
B+C+D (following Lemma 4). We can say that the weight of Ur is A = D. Thus,
w = B+C +A, which is equal to the column-sum of Ur. To prove the third case,
let us consider the Fig. 3(right). The weight of U is w = A+B +C +D +E +F .
The weight of Ubr is A = F . Now, we can write, w = (A+B +C)+(D+E +A),
which is equal to the row-sum and column-sum of Ubr.

If Ubr is the start UGB, then its row-sum and column-sum both are equal
to its weight. If corresponding weight of U is calculated as the sum of row-sum
and column-sum, then the addition will include the weights twice and does not
follow Lemma 4. Thus, the weight of U will be either equal to the row-sum or
column-sum of Ubr.

Now, consider the UGB D in Fig. 3(right), where Ub is a border UGB. Accord-
ing to condition 1, the weight of UGB D, will be 3—the row-sum of Ub. Following
Lemma 4, we can say that the weight of UGB D should be equal to the weight
of UGB A. Here, considering the UGB immediate bottom of D (which is border
UGB) adds one more to the calculated weight. Thus, one should be deducted
when Ub, Ur, or Ubr is the border UGB. ��
Theorem 3. The total number of possible shortest isothetic paths in a region is
the sum of the weights of all UGBs belonging to the region.

Proof. According to Lemma 2, the number of possible shortest isothetic paths
between two diagonal points in an UGB is ‘2’. The weight of an UGB computed
as the number of additional shortest isothetic paths which involve one of the two
shortest paths leading to p. Thus, the sum of all weights of the UGBs in a region
gives the total number of possible shortest isothetic paths in that region. ��

4 Algorithm to Determine the Total Number of SIPs

The algorithm Enum-SIP computes the total number of SIPs, λ, between two
given grid points. The given digital object, A, two grid points inside it, i.e., p
and q, and the grid size g are taken as input for the algorithm. In Step 1, the
set of regions and bridges are obtained in order using the algorithm of family of
shortest isothetic paths using the procedure FSIP (detailed in [14]). Steps 3–9
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describes the procedure of computing the number of shortest isothetic paths in
each region. Here, i denotes the current region for which the number of possi-
ble shortest isothetic paths will be calculated. i is initialized to ‘1’ in Step 4.
The number of possible shortest isothetic paths in a region is computed using
the procedure Find-SIP-Number and the value is stored ki (Step 5). The value
of ki is multiplied with λ in Step 6 (see Theorem 1). The corresponding region
is deducted from the list of regions in Step 7 of Enum-SIP.

Algorithm
Enum-SIP(A, p, q, g)

1. R, B ←FSIP(A, p, q, g)
2. λ ← 1
3. do
4. i ← 1
5. ki ←Find-SIP-Number(Ri, g)
6. λ ← λ × ki

7. R ← {R} − Ri

8. i ← i + 1
9. while(R = ∅)
10.return λ

Procedure Find-SIP-Number(Ri, g)

1. p , q ←Find-Rect(Ri)
2. r, c ←Calculate-Dim(p , q , g)
3. w ←Initialize(r, c, Ri, g)
4. k ← 0, j ← r
5. do
6. l ← c
7. do
8. if(w[j][l] = ∞) then
9. k ← k + Calculate-Weight(w, r, c, j, l)
10. if(w[j][l + 1] = 0 and w[j][l] = 0) then
11. break
12. l ← l − 1
13. while(l = 0)
14. j ← j − 1
15. while(j = 0)
16. return k

Procedure Calculate-Weight(w, r, c, j, l)

1. if j = r and l = c then
2. w[j][l] ← 2, rsj,l ← 2, csj,l ← 2
3. else if j = r or l = c then
4. w[j][l] ← 1
5. if j = r then
6. rsj,l ← rsj,l−1 + w[j][l], csj,l ← 1
7. else
8. rsj,l ← 1, csj,l ← csj−1,l + w[j][l]
9. else
10. if j = r − 1 and l = c − 1 then
11. w[j][l] ← rsj−1,l−1
12. else if w[j − 1][l] = 0 and w[j][l − 1] = 0 then
13. w[j][l] ← rsj−1,l−1 + csj−1,l−1
14. else if w[j − 1][l] = 0 or w[j][l − 1] = 0 then
15. w[j][l] ← rsj−1,l
16. else if w[j − 1][l] = 0 or w[j][l − 1] = 0 then
17. w[j][l] ← csj,l−1
18. if j + 1 = r or l + 1 = c then
19. w[j][l] ← w[j][l] − 1
20. rsj,l ← w[j][l] + rsj,l−1, csj,l ← w[j][l] + rsj−1,l
21. return w[j][l]

Fig. 4. The algorithm and procedures to determine number of shortest isothetic paths.

The procedure Find-SIP-Number determines the total number of possible
shortest isothetic paths in a region. The bounding rectangle (having p′ and
q′ as two opposite corners) for the region is considered first (Step 1) using the
procedure Find-Rect. Let w be a matrix in which value of each cell corresponds
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to the weight of an UGB inside the bounding rectangle. The dimension of w is
computed in Step 2 using the procedure Calculate-Dim. Now, r and c are the
corresponding number of rows and columns. w is initialized in Step 3 with ∞ for
region UGBs and with ‘0’ for non-region UGBs. k′ is initialized to ‘0’ and j is
initialized to the total number of rows, i.e., r (Step 4). The weight of each UGB
is calculated and the sum of all weights of region UGBs is the total number of
possible shortest isothetic paths in a region (computed in Steps 5–15) (follows
Theorem 3). The weight of each row starting from bottom is calculated (from
right to left). l is initialized to the number of columns for the evaluation of each
row (Step 6). The weight of region UGBs are computed by calling the procedure
Calculate-Weight (Steps 8–9). The calculation stops in a row when there
is a non-region UGB (Steps 10–11). There will be no more region UGBs in a
given row as the regions are convex. It is to be noted that this calculation can
be optimized more if the border of supremum SIP is followed. In that case only
region UGBs will be accessed. l and j are decremented by ‘1’ in Step 12 and
Step 14 respectively.

The procedure Calculate-Weight calculates the weight along with its
row-sum and column-sum of each of the UGBs. Steps 1–2 computes the weight,
row-sum, and column-sum of the start UGB. The weights, row-sums, and column-
sums of the border UGBs are computed in Steps 3–8. For other region UGBs,
the weight, row-sum, and column-sum are calculated following the Theorem 2
(Steps 9–20). The weight of the corresponding UGB is returned (Step 21).

4.1 Time Complexity

The time complexity can be explained in terms of the total number of UGBs
in the FSIP between p and q. Let there be i regions; the procedure Find-SIP-
Number will then be called i times. The time taken to evaluate the number
of SIPs in a region is O(r × c) (r and c be the number of rows and columns
corresponding to the region), i.e., the number of UGBs in the region. In other
words, (r × c) is equal to the number of region UGBs. The time taken by the
procedure Calculate-Weight is O(1). Hence the total time complexity is
O(i × r × c), where (i × r × c) is the total number of UGBs in FSIP. The time
taken to access the grid-blocks of UGBs in FSIP is proportional with O(S/g2)
in the worst case, where S is the total number of object pixels, and g is the grid
size. Let S′ be the number of pixels contained in FSIP, i,e, in general S′ < S.
Thus, we can say O(i × r × c) � O(S/g2) � O(S′/g2), where O(S′/g2) is the
UGBs in FSIP (depend on the position of p and q). The time taken to calculate
FSIP is O(n/g log n/g) that includes preprocessing time, where n is the number
of pixels on the contour of A, and g is the grid size. Hence, the total time
complexity is (O(n/g log n/g) + O(S′/g2)). Note that there exist an exponential
number of paths between two points. Thus, to report all possible SIPs, we need
exponential time. In this work, we report the number of such SIPs between two
points in O(S/g2) time (worst case), but do not explicitly list them.
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5 Experimental Results

The proposed algorithm is implemented in C in Ubuntu 10.4, Kernel version
2.6.32-21-generic. It is tested on several datasets containing various digital images
of different shapes and forms. Results for three digital objects (Flower, Wrench,
and Star) are shown in Fig. 5. Control points are placed on the digital objects as
per the rules stated in [14]. Number of SIPs are determined from one point (green
color) to other points (blue color) in the digital objects (considered in anticlock-
wise manner). The corresponding data, i.e., area of the object, isothetic distance
between two points, |pq|, length of SIP, |πp,q|, area of FSIP, and number of SIPs,
δ, are shown in Table 1. It may be noted here that for similar values of |πp,q|,
the number of SIPs, δ, varies significantly depending upon the complexity of the
FSIP. The number of SIPs has significant role in shape analysis of digital object,
which can be explored further in future.

Fig. 5. Experimental results on digital objects—Flower, Wrench, and Star (Color figure
online).

Table 1. Data for the results shown in Fig. 5.

Object, A Area of A |pq| |πp,q| Area of FSIP # δ

Flower 154039 250 610 21911 9611031

680 680 29881 1530444304

670 670 26571 2490054094

460 600 17603 2459367

Wrench 65374 200 200 5401 110052

230 270 4971 2913

850 850 31831 2401189960

730 730 21831 3152889414

Star 91758 420 420 6121 32890

600 600 31501 1869737929

600 600 31401 3444584329

420 420 8421 511244
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6 Conclusion

A shortest isothetic path (SIP) between two points may not be unique. We have
presented an algorithm to enumerate the number of SIPs between two points
in a digital object. The enumeration of SIPs is facilitated by an incremental
analysis of paths in each unit grid block (UGB) of a region. Once the number of
SIPs in each region is obtained, the total number of SIPs can be computed by
taking up their product. The time complexity of the algorithm is determined by
the number of UGBs within the FSIP. Estimation of SIP’s may find important
applications in robot navigation and shape analysis of the objects.
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Abstract. In this paper we present a modified exemplar based image
inpainting technique to remove objects from digital images. Traditional
exemplar based image inpainting techniques do not take into account
similarity among patches to be filled with neighbors inside the hole. This
gives visually incoherent results. To correct this problem we formulate
image inpainting as a global energy optimization problem. We use primal-
dual schema of linear programming for optimization. We also modify the
criteria for determining priority among candidate patches to be inpainted
by introducing one ‘edge length’ term which propagates linear structures
better than the existing techniques. Results show the effectiveness of our
method compared to other recent methods.

Keywords: Image restoration · Inpainting · Exemplar · Linear pro-
gramming · Metric labeling

1 Introduction

Inpainting is the process of filling damaged portions of an image, or removing
any portion of image and filling it such that it looks like an original image. Var-
ious applications of image inpaintng include photograph restoration, occlusion
removal, image enhancement, etc. Inpainting methods developed so far can be
broadly classified into structure based and texture based methods.

Structure based techniques are based on variational methods and solving a set
of partial differential equations [1,2]. They are good for inpainting non textured
and smaller regions. They interpolate the geometric structure of an image (e.g.
level lines, edges, etc.) in the region to be inpainted. They are local in nature as
they use information available only at the boundary between a known and an
unknown region. However, they introduce some blur in the inpainted region.

Exemplar based methods give relatively good results for large target regions.
But, these methods fill the hole by finding most similar patches from the rest
of the image iteratively [3,4]. They give good results for texture or repetitive
patterns. They are non-local as they search whole image to find the best exem-
plar. These methods may fail to synthesize a geometry, if there are no examples
of it in the image.
c© Springer International Publishing Switzerland 2015
M. Kryszkiewicz et al. (Eds.): PReMI 2015, LNCS 9124, pp. 116–125, 2015.
DOI: 10.1007/978-3-319-19941-2 12
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Most of the exemplar based methods are greedy in the sense that each patch is
filled only once, and after filling it is not checked again for better reconstruction.
This may sometimes produce visually inconsistent results as they do not take
into account consistency between neighboring patches in the inpainted region.
To overcome this difficulty, some inpainting techniques [5–7] formulate the task
as solving a discrete global energy optimization problem.

In this paper, we present exemplar based image inpainting as a global energy
optimization problem. We use primal-dual optimization schema of the linear pro-
gramming problem to achieve global optimization. Our cost function consists of
one self cost and one neighbor cost term. Self cost term ensures consistency
between the boundary pixels, and neighbor cost term ensures visual consis-
tency among neighbors in the inpainting domain. To our knowledge primal-
dual optimization schema has not been used previously for image inpainting.
We also introduce a new parameter named ‘edge length’ in determining priority
for selecting candidate patches in exemplar based inpaintng [3]. This helps in
propagating linear structures more effectively compared to existing techniques.
Results demonstrate the effectiveness of our method.

In next section we describe our modification to the priority term of exem-
plar based inpainting technique [3]. In Sect. 3, we describe image inpaintng by
primal-dual optimization. Typical results of the proposed inpainting algorithm
are presented and discussed in Sect. 4. Conclusions are drawn in Sect. 5, high-
lighting future research directions that may come out of this work.

2 Modified Exemplar Based Inpainting

In exemplar based inpainting [3] we determine priority among candidate patches
in the target region. The patch having maximum priority is inpainted first. Pri-
ority ‘P (p)’ for each patch is given by:

P (p) = C(p)D(p). (1)

where C(p) is called the confidence term, and D(p) is called the data term. They
are given by:

C(p) =

∑
q∈ψp∩(I−Ω)

C(q)

| ψp | , D(p) =
| �I⊥

p .np |
α

. (2)

where | ψp | is the area of the patch to be inpainted denoted by ψp as shown in
Fig. 1a. α is the normalization factor, np is an orthogonal unit vector to the fill
front and ⊥ denotes the orthogonal operator.

We find that Eq. (1) gives equal priority to the two points ‘A’ and ‘B’ as
shown in Fig. 2. Clearly, point ‘B’ should be given more priority in order to
propagate linear structure inside the hole in a better way. To take care of this
situation, we introduce ‘edge length’ term defined as:

E(p) =

∑
q∈ψp∩(I−Ω)

I(q)

| ψp | . (3)
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Fig. 1. (From left to right) (a) Diagram showing an image, with target region ω, its
contour δω, source region φ, target patch and candidate patch. (b) Diagram showing
two candidate patches for a target patch. (c) Diagram showing neighboring patches for
a target patch.

where:
I(q) =| Ix(q) | + | Iy(q) | . (4)

In the above equations, Ix and Iy are respectively intensity gradients in x and y
directions. This ‘edge length’ term gives a measure of number of pixels, which
are part of an edge, and belong to known part of the candidate patch to be filled.
Thus, it gives more priority to that edge whose length is more. The modified
priority term is given by:

P̃ (p) = C(p)D(p)E(p). (5)

Fig. 2. (From left to right) (a) White line is to be inpainted. Both points A and B are
given equal priority according to [3] but point B is given more weightage due to the
E(p) term in our technique. (b) Result of inpainting due to [3]. (c) Result of inpainting
by our modified technique.

Figures 2a–c demonstrate the effectiveness of E(p) term to generate linear struc-
tures.

3 Inpainting by Primal-Dual Optimization

We apply the modified exemplar based inpainting algorithm to the image which
is to be inpainted. While filling each patch Ψp during modified exemplar based
inpainting we find first two exemplars Ψp̂1 , Ψp̂2 which are most similar to Ψp

according to minimum distance criterion, as shown in Fig. 1b.
We pose the inpainting problem as a metric labeling problem [8]. Here patches

in target region correspond to objects, and the best two exemplars Ψp̂1 and Ψp̂2
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correspond to its two candidate labels. We further consider the integer pro-
gramming formulation of the metric labeling problem introduced in [8]. For our
inpainting problem it becomes:

min(
∑

ψp∈V,ψ1∈L

cψp,ψ1μψp,ψ1 +
∑

(ψp,ψq)∈E

∑

ψ1,ψ2∈L

dψ1ψ2μψpψq,ψ1ψ2). (6)

s.t.
∑

ψ1

μψp,ψ1 = 1 ∀ψp ∈ V. (7)

∑

ψ1

μψp,ψ1 = 1 ∀ψ2 ∈ L, (ψp, ψq) ∈ E. (8)

∑

ψ2

μψpψq,ψ1ψ2 = μψp,ψ1 ∀ψ1 ∈ L, (ψp, ψq) ∈ E. (9)

μψp,ψ1 , μψpψq,ψ1ψ2 ∈ {0, 1} ∀ψp ∈ V, (ψp, ψq) ∈ E, {ψ1, ψ2} ∈ L. (10)

where, L is a set of labels containing ψ1 and ψ2. ψ1 corresponds to first best
matching exemplar patch and ψ2 corresponds to second best matching exemplar
patch. V is a set of vertices, and E is a set of edges of a graph (V,E). The
patches to be filled inside the target region (ψp, ψq, etc.) correspond to the set of
vertices or nodes. Set of edges consists of pairs of neighboring vertices. We have
considered four connected neighborhood. Distance between the centers of two
neighboring patches is w, where w × w is the patch size as shown in Fig. 1c. Let
“ψp ∼ ψ′′

q denotes either (ψp, ψq) ∈ E or (ψq, ψp) ∈ E. μψp,ψ1 is 1 when vertex
ψp is labeled ψ1, otherwise it is set to 0. Similarly, μψpψq,ψ1ψ2 is 1 when ψp is
labeled ψ1 and ψq is labeled ψ2, otherwise it is set to 0. cψp,ψ1 denotes the cost
of assigning label ψ1 to node ψp. It is given by the sum of squared differences
of the already filled pixels of the two patches ψp and ψ1. Let dψ1ψ2 denotes the
neighborhood cost of assigning label ψ1 to node ψp and label ψ2 to node ψq. It
is given by the sum of squared differences of the already filled pixels of the two
patches ψ1 and ψ2.

Constraint expressed in Eq. (10) is relaxed to μψp,ψ1 ≥ 0 and μψpψq,ψ1ψ2 ≥ 0,
so that the above integer program becomes a linear program. Dual problem [9]
of this linear program is given below:

max
∑

ψp

ξψp

s.t. ξψp
≤ cψp,ψ1 +

∑

ψq :ψq∼ψp

ξψpψq,ψ1 ∀ψp ∈ V, ψ1 ∈ L. (11)

and ξψpψq,ψ1 + ξψqψp,ψ2 ≤ dψ1ψ2 ∀(ψ1, ψ2) ∈ L, (ψp, ψq) ∈ E. (12)

Here, ξψp
is the dual variable for each vertex ψp. ξψpψq,ψ1 and ξψqψp,ψ1 are two

dual variables for each pair of neighboring vertices (ψp, ψq) and any label ψ1.
We define an auxiliary variable htξψp,ψ1

called “height variable” for any label
ψ1 as:

htξψp,ψ1
≡ Cψp,ψ1 +

∑

ψq :ψq∼ψp

ξψpψq,ψ1 . (13)
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This variable gives a measure of the cost of assigning a label ψ1 to a node ψp.
We use the following primal dual schema [9] to design our algorithm:

Primal-Dual Schema: Generate a sequence of pairs of integral-primal, dual
solutions {μk, ξk}t

k=1 until the elements μ = μt and ξ = ξt of the last pair
of the sequence are both feasible, and satisfy the relaxed primal complementary
slackness conditions.

We have used “PD1 algorithm” [10] of the primal-dual schema. The relaxed
primal complementary slackness conditions for our pair of primal-dual linear
program are given below.

ξψpψq,ψ1 + ξψqψp,ψ1 = 0. (14)

ξψp
= minψ1htξψp,ψ1

. (15)

htξψp,μψp
= minψ1htξψp,ψ1

. (16)

The feasibility condition for our algorithm, which can be derived from dual
constraint given in Eq. (12), is given below.

ξψpψq,ψ1 ≤ dψpψq,ψ1/2 ∀ψ1 ∈ L,ψp ∼ ψq. (17)

where, dψpψq,ψ1 denotes the neighborhood cost of assigning first best match-
ing exemplar patches to nodes ψp and ψq. Now, our solution has to satisfy
Eqs. (14) – (17).

In the PD1 algorithm, we generate a series of primal-dual pairs of solutions,
one primal-dual pair per iteration. At each iteration we make sure that Condi-
tions expressed by Eqs. (14), (15) and (17) are automatically satisfied by the cur-
rent primal-dual pair. Condition expressed by Eq. (16) requires that the height
of label ψ1 assigned to any node ψp must be lower than that of all other labels
at that node. Let ψp be a node for which this condition fails i.e. suppose height
of some label ψ2 is less than that of the currently applied label ψ1. To satisfy
Eq. (16), we need to raise height of label ψ2 up to that of label ψ1 by increasing
one of the balance variables {ξψpψq,ψ2}ψq :ψq∼ψp

according to Eq. (13). But as
we increase ξψpψq,ψ2 , neighbor variable ξψqψp,ψ2 decreases according to Eq. (14).
Thus, the height of label ψ2 at the neighboring vertex ψq decreases. This may
result in making height of label ψ2 at ψq lower than the height of currently
applied label at this node, thus violating Eq. (16). We observe that any update
of the balance variables can be simulated by pushing flow through an appro-
priately constructed capacitated graph. The optimal update can be achieved by
pushing maximum flow through that graph. The computational steps are briefly
discussed below:

1. We start the iterative algorithm by assigning the first best exemplar patch
Ψp̂1 to each patch Ψp in the target region.

2. We compare the height of both the labels (exemplar patches) Ψp̂1 and label
Ψp̂2 for each patch Ψp. If height of label Ψp̂2 is less than that of label Ψp̂1 for
any patch, then we need to rearrange label heights such that the label we
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Fig. 3. (From left to right) (a) An arrangement of labels (represented by circles) for
a graph G with 2 vertices Ψs, Ψt and an edge ΨsΨt. The labels are Ψp̂1 and Ψp̂2. The
dashed arrows show how the labels will move after adding flows calculated by max-
flow algorithm and dashed circle indicate final position of those labels. (b) Shows the
corresponding graph that will be used for the update of the dual variables.

assign to a node should have minimum height at that node. This is to obtain
better visual consistency with neighboring patches.

3. We construct a directed graph to update label’s heights. The graph G is
augmented by two external nodes - the source ‘V ’ and the sink ‘U ’ as shown
in Fig. 3. Let this graph be called Gμ,ξ. All other nodes of graph Gμ,ξ which
are also the nodes of graph G are known as internal nodes.

Interior Edges: Corresponding to each edge (ψp, ψq) ∈ G, there are two interior
edges ψpψq and ψqψp in graph Gμ,ξ. fψpψq

is the amount of flow leaving ψp

through ψpψq, and it gives increase in balance variable ξψpψq,ψ2 . Also, fψqψp

is the amount of flow entering ψp through ψqψp, and it gives the decrease in
ξψpψq,ψ2 . Thus, total change in ξψpψq,ψ2 is given by:

ξ′
ψpψq,ψ2

= ξψpψq,ψ2 + fψpψq
− fψqψp

. (18)

Capacity capψpψq
of an interior edge ψpψq represents the maximum allowed

increase of the ξψpψq,ψ2 variable. These capacities are given by:

capψpψq
= capψqψp

= 0 if Ψp = ψ2 or Ψq = ψ2. (19)

otherwise if Ψp 
= ψ2 and Ψq 
= ψ2,

ξψpψq,ψ2 + capψpψq
= dψpψq,ψ1/2 = ξψqψp,ψ2 + capψqψp

. (20)

Exterior Edges: Each external node is connected to either the sink (If
htξψp,Ψp̂2

> htξψp,Ψp̂1
) or source node (If htξψp,Ψp̂2

≤ htξψp,Ψp̂1
) through an external

edge. Capacities of external edges depend on following three cases.

Case 1: htξψp,Ψp̂2
< htξψp,Ψp̂1

: The flow fψp
passing through this edge represents

the total increase in height of label Ψp̂2 :

htξ′
ψp,Ψp̂2

= htξψp,Ψp̂2
+ fψp

. (21)
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where:
fψp

= fψpψq
− fψqψp

. (22)

Capacity of ψsψp is determined by the fact that we want to increase the height
of Ψp̂2 only upto the height of Ψp̂1 , so:

capψsψp
= htξψp,Ψp̂1

− htξψp,Ψp̂2
. (23)

Case 2: htξψp,Ψp̂2
> htξψp,Ψp̂1

. The flow fψp
passing through this edge represents

the total decrease in height of label Ψp̂2 :

htξ′
ψp,Ψp̂2

= htξψp,Ψp̂2
− fψp

. (24)

Capacity of ψpψt is determined by the fact that the maximum decrease in height
of Ψp̂′2 can be upto the height of Ψp̂′1 , so:

capψsψp
= htξψp,Ψp̂2

− htξψp,Ψp̂1
. (25)

Case 3: htξψp,Ψp̂2
= htξψp,Ψp̂1

. Here, we want to keep the height of Ψp̂2 fixed. So,
fψp

= 0. By convention we set capacity of the edge ψsψp capψsψp
equal to 1.

After construction of the graph, a maximum flow algorithm [11] is applied
to it to get flows through the edges. These flows are used to update the height
of label Ψp̂2 as:

htξ′
ψp,Ψp̂2

= htξψp,Ψp̂2
+ fψpψq

− fψqψp
. (26)

4. Based on the resulting heights we update the primal variables by assigning
new labels to the vertices of G. If the new height of label Ψp̂2 is greater than
that of label Ψp̂1 , we assign label Ψp̂2 as the new label of node ψp (because the
active label at ψp should be the lowest at ψp, (refer to Eq. (16)). This means
that we have filled the current patch of the target region with the second best
exemplar patch. In order to maintain visual consistency among filled patches,
patches with filling priority (refer to Eq. (5)) greater than the patch ψp are
assigned label ψ2 i.e. are filled with second best exemplar patch.

5. Now the priorities of patches corresponding to boundary pixels of the target
region which includes the patch ψp changes as it has been assigned label Ψp̂2 .
So, we again run the base inpainting algorithm to the remaining target region
and calculate ‘first two best matching exemplars for each patch to be filled’.

6. We repeat steps 1 to 5 for the remaining target region.

We keep on repeating steps 1 to 6 till the algorithm converges.

4 Results and Discussion

We applied our algorithm to remove objects from images. Number of iterations
required depends upon image size, size of object to be removed, and the patch
size. We have experimented with several images. A few typical results of our
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experimentation are presented here. We also compare the results with those
obtained by the techniques reported in [3,7]. The technique reported in [3] was
implemented by us and the code for technique reported in [7] was provided by
the author1. We took patches of size 9×9. While presenting these results we have
shown outputs of modified inpainting algorithm using edge length as a factor in
the computation of priority. Subsequently, the final result through primal-dual
optimization algorithm is shown. It is observed that there is an improvement in
the reconstruction quality in successive stages of above processing.

Fig. 4. (From left to right) (a) Original image with mask. (b) Result of [3]. (c) Result
of [7]. (d) Result of our modified exemplar based inpainting using edge-length measure
in the priority computation. (e) Result of PD1 primal dual optimization.

Fig. 5. (From left to right) Zoomed versions of inpainted regions of (b), (c), (d), (e) of
first row for clarity.

1 We are thankful to Mr. Yunqiang Liu for providing code for his paper [7].
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Fig. 6. Results for scratch inpainting. (a) Image with mask. (b) Criminisi’s [3]
(41.53 dB, 19.06 s). (c) Liu’s [7] (43.25 dB, 2.09 s). (d) Modified exemplar based inpaint-
ing (41.66 dB, 21.09 s). (e) PD1 primal-dual optimization (41.75 dB, 156.87 s). (f)
Image with mask. (g) Criminisi’s [3] (35.43 dB, 35.43 s). (h) Liu’s [7] (37.89 dB, 3.46 s).
(i) Modified exemplar based inpainting (36.16 dB, 36.16 s). (j) PD1 primal-dual opti-
mization (36.68 dB, 145.47 s). (k) Image with mask. (l) Criminisi’s [3] (40.42 dB,
18.09 s). (m) Liu’s [7] (43.89 dB, 2.03 s). (n) Modified exemplar based inpainting
(40.42 dB, 18.61 s). (o) PD1 primal-dual optimization (41.70 dB, 74.21 s).

In the first row of Fig. 4, the techniques reported in [3,7] do not reconstruct
the wooden stick, while our technique reconstructed it partially. In Fig. 5, zoomed
versions of inpainted regions of this set of images are shown for better visual-
ization. In the second row of images of Fig. 4, a spike of shadow is produced by
the technique reported in [3], and a rectangular shadow block is also observed
in the output obtained by the technique in [7]. Our modified exemplar based
inpainting using edge-length in the priority computation reduces this effect mar-
ginally. But, the overall optimization process reduces it considerably. In the third
row, there is a faulty reconstruction of a portion of river and mountain by the
techniques reported in [3,7], while our technique produces a better quality of
reconstruction. In the fourth row, there appears an abrupt change in boundaries
between tree bushes and dirt terrain in the inpainted region by the techniques in
[3,7], while the proposed technique provides a smoother transition. We applied
our technique to remove scratches from images as shown in Fig. 6. Here, scratch
(white region in Fig. 6) becomes the target region and rest of image becomes the
source region. The same algorithm is applied as explained in Sects. 2 and 3. We
computed peak signal to noise ratio (PSNR) of the reconstructed images as:

PSNR = 10 × log10(
255 × 255

MSE
). (27)

where, MSE is mean squared error. For reference image (original image I) and
reconstructed image (Ire) of size m × n it is given by:

MSE =
1

3 × m × n

2∑

i=0

m−1∑

j=0

n−1∑

k=0

[I(i, j, k) − Ire(i, j, k)]2. (28)
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Our technique gave better results than technique in [3], while results of tech-
nique in [7] are better than our technique. But, our technique outperforms the
technique in [7] for object removal as discussed in the beginning of this section.

5 Conclusion and Future Work

In this paper we first proposed a modification of the exemplar based image
inpainting technique [3]. We have introduced a new “edge length” term in the
priority equation of [3]. This propagates the linear structures in a better way.
Next, we have applied the “PD1 primal dual linear programming approximation”
with two labels to the image inpainting problem. In future, we would like to
extend our technique for handling more labels.
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Abstract. We present a learning based method for image super reso-
lution problem. Our approach uses kernel methods to build an efficient
representation and also to learn the regression model. For constructing an
efficient set of features, we apply Kernel Principal Component Analysis
(Kernel-PCA) with a Gaussian kernel on a patch based data-base con-
structed from 69 training images up-scaled using bi-cubic interpolation.
These features were given as input to a non-linear Support Vector Regres-
sion (SVR) model, with Gaussian kernel, to predict the pixels of the high
resolution image. The model selection for SVR was performed using grid
search. We tested our algorithm on an unseen data-set of 13 images.
Our method out-performed a state-of the-art method and achieved an
average of 0.92 dB higher Peak signal-to-noise ratio (PSNR). The aver-
age improvement in PSNR over bi-cubic interpolation was found to be
3.38 dB.

1 Introduction

The aim of the super resolution methods is to increase the resolution of low
resolution (LR) images. The motivations behind increasing interest in super
resolution methods are their potential to improve the resolution of the images
taken by the low cost imaging devices and also to exploit the full capability of
the high resolution (HR) displays. Recently machine learning techniques have
been increasingly used to solve the problem of image super-resolution. Kernel
methods [1] have been successfully employed for various categorization tasks in
image processing domain. In this paper we present a novel approach to solve
the image super resolution problem using two such methods; kernel principal
component analysis (kernel-PCA) and support vector regression (SVR). Below,
we discuss some other important contributions which use machine learning tech-
niques for solving the image super resolution problem. Freeman et al. [2] use
Markov Random Fields and Belief Propagation to predict the high resolution
image corresponding to a low resolution image. Chang et al. [3] propose a method
inspired by manifold learning using Locally Linear Embedding (LLE). Their
method assumes that the similar manifolds are formed in the low resolution and
c© Springer International Publishing Switzerland 2015
M. Kryszkiewicz et al. (Eds.): PReMI 2015, LNCS 9124, pp. 126–135, 2015.
DOI: 10.1007/978-3-319-19941-2 13
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the high-resolution patch space. Yang et al. [4] proposes a sparse representation
based method. Their method is inspired by the fact that a sparse linear combi-
nation of elements from over-complete dictionary can represent image patches.
They find a sparse representation for the patches of the low resolution image and
use this representation to obtain corresponding high resolution image. Due to the
excellent results and a robust technique, Yang et al.’s method [4] is certainly one
of the state-of-the-art methods. We compare our results to their method. The
reason we chose their method to be the benchmark for our study is that apart
from being one of the state-of-the-art methods, they have provided their code [5],
the training data and their pre-learned dictionaries which can be directly used
to have fair comparison between the two methods. Apart from the above meth-
ods, SVR has also been used for the purpose of super-resolution. Ni et al. [6]
apply SVR in the DCT domain. An et al. [7] have also used SVR for image
super-resolution. However, our method is different from their method [7] as our
feature set is entirely different. We have applied kernel-PCA for feature extrac-
tion while [7] utilizes simply the raw pixels along with center pixel’s gradient
with weights as their features. Ni et al. [6] also apply SVR for image super
resolution but the framework and motivation of their usage of SVR is entirely
different from our method. Yuan et al. [8] use sparse solution of Kernel-PCA
applied on HR image patches to determine the coefficients which can represent
higher-order statistics of HR image structures. Further Yuan et al. [8] constructs
dictionaries and maps an LR image patch to the coefficients of the respective
HR image patch. Kernel-PCA is also a part of our method. However, we have
applied it on LR image patches in order to extract a powerful set of features
which are eventually fed to yet another kernel based method (Support Vector
Regression).

The next section explains our method in detail. We start the next section
with a brief introduction to kernel-PCA and support vector regression followed
by the detailed explanation of our super resolution method. In Sect. 3, we discuss
our experiments and present the results. We conclude the paper in Sect. 4.

2 Method

Kernel trick [1] is one of the most powerful tools in machine learning and has
been the backbone of many algorithms. In this work we combine two such algo-
rithms, Kernel Principal Component Analysis [9] (kernel PCA) and Support
Vector Regression (SVR) to solve the problem of single-image super-resolution.
In the next two subsections we give a brief introduction to kernel PCA and Sup-
port Vector Regression (SVR) [10,11] respectively. Subsequently, we will explain
our method which uses kernel-PCA and SVR for single image super-resolution.

2.1 Kernel PCA

Before moving on to kernel PCA let us have a brief overview of PCA. PCA is
a linear method which is often used for feature extraction. The idea behind it
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is to transform a dataset having correlated features in such a way that the new
features become linearly uncorrelated. Let P be an d × n sized matrix, where
each column represents an example with d features and n be the number of
training examples. Let p(i) be the ith example. Here we assume that data-set
has zero mean across all the examples, for each feature. Let Q be the covariance
matrix given as

Q =
1
n

n∑

i=1

p(i)(p(i))
′

(1)

where (p(i))
′

is the transpose of vector p(i). Let E be the d × d sized matrix,
where jth column represents jth eigen-vector e(j) of Q. The new transformed
data matrix with uncorrelated features is given as

PN = E
′ ∗ P (2)

Although Principal Component Analysis (PCA) is an appropriate method for
dimensionality reduction and feature extraction if the data is linearly-separable,
in many cases, where the data in not linearly separable, we need a non-linear
feature extraction method. So, if we apply a non-linear mapping to the input
features, the data have higher chance to be linearly separable in the new feature
space. Let F be the non-linear mapping, which transforms the input p(i) to a
very high-dimensional space. The new covariance matrix can be given as

QN =
1
n

n∑

i=1

F(p(i))(F(p(i)))
′

(3)

For transforming the non-linearly mapped data the same way as PCA, we need
to calculate the eigen-vectors of the covariance matrix QN . Unfortunately, cal-
culating the eigen-vectors and eigen-values of such a huge matrix is computa-
tionally not feasible. However, it has been shown [9] that the projections of the
data points onto the eigen-vectors in the new high dimensional space can be
obtained without even calculating the high dimensional features F(p(i)); using
the kernel-trick [1]. Let e

(j)
N be the jth eigen-vector of the covariance matrix

QN . Let p(t) be a new data-point and F(p(t)) be the corresponding data-point
in the high-dimensional space. As proved in [9], projection of F(p(t)) onto e

(j)
N ,

can be written as

〈e(j)
N ,F(p(t))〉 =

n∑

i=1

v(i)(j)〈F(p(t)),F(p(i))〉 (4)

where v(i)(j) is the ith element of the column vector v(j), and v(1), ..,v(j), ..v(n)

are the solutions of the equation

βv = Kκv (5)
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Kκ being an n × n sized matrix whose (i, j)th element is given by
〈F(p(i))F(p(j))〉. The kernel trick says [1] that the dot product in the high
dimensional space (obtained using a non-linear mapping) can be calculated using
a kernel function. A kernel function is a dual input function which follows the
Mercer’s condition. Further, the methods which use kernel function and kernel-
trick are classified as kernel methods in machine learning. Let kκ be the kernel
function, given as kκ(x, y) = 〈F(x)F(y)〉. It can be seen that the two Eqs. (4)
and (5) are written in terms of the dot products in the non-linear feature space,
which eventually are nothing but the kernel function evaluations for the input
values. Replacing, the dot product with the kernel function in Eq. (4), we have

〈e(j)
N ,F(p(t))〉 =

n∑

i=1

v(i)(j)kκ(F(p(t)),F(p(i))) (6)

Further, the matrix Kκ has be to modified in such a way that the data in the
high dimensional space becomes approximately centered and the eigen-vectors
of the covariance matrix QN are normalized, [9,12]. In the next section we give
a brief overview of another popular kernel based method, i.e. support vector
regression.

2.2 Support Vector Regression

Support Vector Regression [10,13] was developed as an extension of Support
Vector Machines [11], which are one of the most powerful algorithms in machine
learning and have excellent generalization ability.

Let {(x1, y1), (x2, y2), ....(xn, yn)} be the training dataset of n examples with
x1,x2, ....xn being n input variables and y1, y2, ....yn being corresponding tar-
get variables. The dual optimization function for linear SVR training can be
written as

max
α,α∗

[
n∑

i=1

(αi − αi
∗)(yi) − 1

2

n∑

i,j=1

(αi − αi
∗)(αj − αj

∗)〈xi,xj〉−

n∑

i=1

(αi + αi
∗)(εi)

]

subject to
n∑

i=1

(αi − αi
∗) = 0 , C ≥ αi, αi

∗ ≥ 0 , i = 1, . . . , n

⎫
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭

(7)

where α,α∗ are the dual variables whose ith elements are given as αi, αi
∗; C is

the regularization parameter and ε represents the maximum permissible training
error. Now to convert linear SVR to a non-linear SVR, let φ be the nonlinear
mapping applied to the inputs. The new optimization problem can be written as
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max
α,α∗

[
n∑

i=1

(αi − αi
∗)(yi) − 1

2

n∑

i,j=1

(αi − αi
∗)(αj − αj

∗)〈φ(xi), φ(xj)〉−

n∑

i=1

(αi + αi
∗)(εi)

]

subject to
n∑

i=1

(αi − αi
∗) = 0 , C ≥ αi, αi

∗ ≥ 0 , i = 1, . . . , n

⎫
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭

(8)

Now, as the above equation is written in terms of dot products in the high dimen-
sional feature space, the kernel trick is exploited to solve the dual optimization
problem without even calculating the new features in the high dimensional space.
Let ks be the kernel function defined as ks(x,y) = 〈φ(x), φ(y)〉. Thus finally
inserting the kernel function in place of 〈φ(x), φ(y)〉, the above equation can be
written as

max
α,α∗

[
n∑

i=1

(αi − αi
∗)(yi) − 1

2

n∑

i,j=1

(αi − αi
∗)(αj − αj

∗)ks(φ(xi), φ(xj))−

n∑

i=1

(αi + αi
∗)(εi)

]

subject to
n∑

i=1

(αi − αi
∗) = 0 , C ≥ αi, αi

∗ ≥ 0 , i = 1, . . . , n

⎫
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭

(9)

The solution of the dual optimization function is finally used for predicting the
output value of a new test pattern. In the following, we discuss our approach
which applies the two kernel methods discussed above (kernel PCA and SVR),
for image super-resolution.

2.3 Application of Kernel PCA and SVR to Single Image
Super-Resolution

For any regression task to perform well we need features with high discrimination
ability and a strong regression method. In our method for image super resolu-
tion we use kernel methods, i.e. kernel PCA for extracting a strong feature set
and SVR for predicting the intensity values of the high resolution (HR) image.
Figure 1 depicts our method in detail.

Feature Extraction. Due to high sensitivity of human vision system to lumi-
nance changes in comparison to the color changes, we converted the images from
RGB color space to Y CbCr color space. We applied our method on the Y com-
ponent only, while Cb and Cr components are directly taken from up-scaled
images using bi-cubic interpolation. For extracting an efficient set of features,
we determine a mapping obtained by applying kernel PCA on a patch based
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Fig. 1. Block diagram for the proposed method

training data-set constructed using 69 low resolution images. Each of the low
resolution images was first up-scaled by a scaling factor of 2 using bi-cubic
interpolation. We extracted patches of size 3 × 3, centered around the loca-
tions randomly selected from the up-scaled image. The Y values at the same
locations in the high resolution images were also saved to be used as the target
values for training our regression model. Moreover, patches were also extracted
from the same locations in gradient image of up-scaled image (using Sobel’s
operator). Thus for each randomly selected location, we extracted a patch pair.
Both the patches of each patch-pair were vectorized and concatenated to get
our 18 dimensional input examples. Overall, from 69 images, we extracted 90000
examples which were used to learn our regression models. Earlier, we have seen
that kernel PCA needs to perform the eigen-value analysis on the gram matrix
Kκ, which is of size n × n, n being the total number of examples. Thus, in
order to reduce the memory and computational complexity, we performed ker-
nel PCA on a much smaller data-set of 1900 examples to obtain the solutions
of the Eq. (5). Finally, these solutions were used to extract features from 90000
examples (as in Eq. (6)). The kernel we used for feature extraction was Gaussian
kernel, kκ(x,y) = exp(−‖x−y‖2

2σ2 ), x,y ∈ R
18. The standard deviation σ was

chosen to be the mean of the pair-wise distance of all the possible example pairs.
Total 18 features were extracted to construct our training data-set, which was
eventually given as input to learn the SVR model.
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Fig. 2. Comparison of results obtained for the “Leaves” image. Left image in the upper
row shows the LR and the right image shows the ground truth HR image. The left most
image in the lower row shows the result obtained using bicubic interpolation. The
middle image in the lower row shows results obtained using sparse representation [4].
The right most image in the lower row shows results obtained by our method. The
black rectangular box indicates one of the regions of interest for the viewers to focus.
It has been zoomed-in and showed adjacent to the top of the right edge of the images.

SVR Model Selection. We use non-linear SVR to learn our regression model.
We used LIBSVM for non linear SVR training [14]. The kernel we used was
again a Gaussian kernel ks(x,y) = exp(−γ‖x − y‖2), x,y ∈ R

18. For choos-
ing the optimum set of regularization parameter C, kernel width parameter γ
and ε parameter for the ε-SVR, we performed grid search using 3 validation
images. C was varied as {20, 22, 24....216} while γ and ε parameter were varied
as {2−6, 2−5, 2−4, ....23} and {0.1, 0.2, 0.4, 0.8}.

Prediction. When a new LR image is presented for prediction, we up-scale
(scaling factor 2) it using bi-cubic interpolation and also take the gradient of the
up-scaled image. For each location of the image, we extract 3 × 3 patch around
the location, from the up-scaled image and from its gradient image too. These
two patches are vectorized and concatenated to obtain an 18 dimensional vec-
tor. Kernel-PCA mapping obtained using 1900 examples (please refer Sect. 2.3)
is then used to calculate the new 18 dimensional feature vector which was even-
tually given as input to the SVR model (learnt using 90000 transformed training
examples, refer Sect. 2.3) for prediction (please see Fig. 1).

3 Experiments and Results

We tested our method on 13 unseen test images. These images were neither
part of the training images nor part of the validation images. We compared our
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Fig. 3. Comparison of results obtained for the “Old Man” image. Left image in the
upper row shows the LR and the right image shows the ground truth HR image. The left
most image in the lower row shows the result obtained using bicubic interpolation. The
middle image in the lower row shows results obtained using sparse representation [4].
The right most image in the lower row shows results obtained by our method. The
black rectangular box indicates one of the regions of interest for the viewers to focus.
It has been zoomed-in and showed adjacent to the top of the right edge of the images.

Fig. 4. Comparison of results obtained for the “Bike” image. Left image in the upper
row shows the LR and the right image shows the ground truth HR image. The left
most image in the lower row shows the result obtained using bicubic interpolation. The
middle image in the lower row shows results obtained using sparse representation [4].
The right most image in the lower row shows results obtained by our method. The
black rectangular box indicates one of the regions of interest for the viewers to focus.
It has been zoomed-in and showed adjacent to the top of the right edge of the images.
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Table 1. Comparison of results achieved by bi-cubic interpolation, sparse representa-
tion method [4] and our proposed method. Results are in dB.

Sr. No. Image name PSNR- bicubic PSNR-[4] PSNR- Proposed method

1 Hat 31.73 34.02 34.86

2 Parthenon 28.11 29.35 30.33

3 Parrot 31.38 33.92 34.92

4 Butterfly 27.46 31.23 32.60

5 Flower 30.45 32.83 33.76

6 Leaves 27.44 31.38 32.70

7 Bike 25.65 28.18 29.43

8 Baby 30.37 32.45 33.40

9 Chip 32.82 36.96 37.36

10 Pimpled Girl 32.96 35.26 35.66

11 Lena 32.79 35.04 35.86

12 Girl 34.74 35.58 36.18

13 Old Man 32.30 33.94 35.11

Average 30.63 33.09 34.01

method with one of the state-of-the-art methods [4] (sparse representation based
method). For fair comparison we used the same 69 training images as used by [4].
The authors have provided their code [5], as well as their pre-trained dictionary
(please refer [4,5] for details) for the scaling factor of 2. The evaluation was
based on Peak Signal to Noise Ratio (PSNR) for the Y channel. The PSNR is
calculated as follows:

PSNR = 10 log10(
2552

Ems

) (10)

where Ems is the mean squared error. On all the 13 images, our method out-
performed the sparse representation based methods [4] as well as the bi-cubic
interpolation. The average improvement over sparse representation method [4]
was found to be 0.92 dB. Moreover the average improvement over bi-cubic inter-
polation was found to be 3.38 dB. However, when compared to the bi-cubic
interpolation the better PSNR was achieved at the cost of higher execution time.
The execution time for our method, for a 128× 128 LR image, on a system with
3.40 GHz processor and 8 GB RAM was 225 s. Table 1 shows the results achieved
by bi-cubic interpolation, sparse representation method [4] and our proposed
method. For visualization purpose we present some of our test LR images with
their ground truth HR images, results obtained by bicubic interpolation, sparse
representation method [4] and our proposed method in Figs. 2, 3 and 4.

4 Conclusion

We presented a novel method for image super resolution problem. For any cat-
egorization task to be successful, we need features having high discrimination
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power and also a strong regression/classification method having excellent gen-
eralization ability. We deployed two machine learning techniques which exploit
the power of kernel-trick. We tested our algorithm on a hold-out data-set of
13 images. Our method outperformed a state-of-the-art method [4]. That we
achieved higher PSNR than a state-of-the-art method on each of the 13 test
images, shows the generalization power of our method.
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Abstract. This work presents an algorithm to generate simple closed
random triangular digital curves of finite length imposed on a back-
ground triangular grid. A novel timestamp-based combinatorial technique
is incorporated to allow the curve to grow freely without intersecting itself.
The algorithm runs in linear time as a fixed set of vertices are consulted
to find the next direction and since it does not require backtracking. The
proposed algorithm is implemented and tested exhaustively.

Keywords: Random digital curves · Testing of algorithms · Combina-
torial technique · Triangular curve

1 Introduction

The problem of generating simple random polygon has attracted lot of
researchers not only because of its theoretical interest but also for its application
in many areas of computer science. Random polygon has two main areas of appli-
cation, firstly in testing correctness of geometric and graph algorithms [2,6,7]
and secondly evaluating efficiency, i.e., estimating consumption of CPU-Time of
algorithms that operate on polygons. Sometimes, it is difficult to obtain a large
set of practically relevant input data for an algorithm to run on, hence next best
choice would be to run the algorithm on random input. To that end an algo-
rithm that generates random polygon can supply random polygon as input to
algorithms that expect polygons as input. Random curves may also be useful in
graphical applications [4] which intends to generate textures of the nature: like
clouds and landforms. In [1,4,5,8,10,11] several works on generating random
c© Springer International Publishing Switzerland 2015
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(a) (b)

Fig. 1. Two instances of triangular digital random curves with grid length 4

polygon and random curves have been reported. A heuristic approach for gen-
eration of simple polygons is presented in [8], which also presents several tests
to verify the uniformity of random simple polygon generator. An approach for
generating a random x-monotone polygon on a given set of vertices is reported
by Zhu et al. [11]. Auer et al. [1] analyzed heuristics to generate simple and star-
shaped polygons on a given set of points. Two methods for generating random
orthogonal polygon with given set of vertices are presented in [10], one of them
uses an inflate-cut technique, whereas the other employs a constraint program-
ming approach and modelled the problem as constraint satisfaction problem. In
most of these works, a polygon is generated from a random set of vertices. Two
recent work on generating random digital closed curve (4- and 8- connected) is
presented in [3] and in [9]. However, to the best of our knowledge, there are no
proposed algorithms to generate random closed curves in triangular grid.

A random curve is called triangular when it consists of edges which lie in
either L0 or L60 or L120 as defined in Definition 1. In this paper, a linear-time
algorithm is proposed based on combinatorial technique devoid of any backtrack-
ing. The algorithm generates random simple triangular closed curve imposed on
the background triangular grid where the resolution of the generated curve are
controlled by varying the grid length. A move from a given grid point is chosen
randomly from a set of ‘safe’ directions calculated on the basis of the occu-
pancy and orientation of some designated neighbors of the current vertex. Two
instances of random triangular curves generated by the proposed algorithm are
shown in Fig. 1.

The paper is organized as follows. Required definitions are presented in
Sect. 2. The basic principle behind formulation of the combinatorial rules for
traversal is discussed in Sect. 3. The method for generation of random digital
curves are presented in Sect. 4. Section 5 presents the experimental results with
analysis and the conclusion is presented in Sect. 6.

2 Definitions

Definition 1 (triangular grid). A triangular grid (henceforth simply referred
as grid) T := (L0,L60,L120) consists of three sets of parallel grid lines, which
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are inclined at 0◦, 60◦, and 120◦ w.r.t. x-axis. The grid lines in L0,L60,L120

correspond to three distinct coordinates, namely α, β, γ. Three grid lines, one
each from L0,L60,L120, intersect at a (real) grid point. The distance between two
consecutive grid points along a grid line is termed as grid size, g. A line segment
of length g connecting two consecutive grid points on a grid line is called grid
edge. A portion of the triangular grid is shown in Fig. 2. It has six distinct regions
called sextants, each of which is well-defined by two rays starting from (0, 0, 0).
For example, Sextant 1 is defined by the region lying between {β = γ = 0, α ≥ 0}
and {α = γ = 0, β ≥ 0}. One of α, β, γ is always 0 in a sextant. For example,
γ = 0 in Sextant 1 and Sextant 4. For a given grid point, p, there are six
neighboring UGTs, given by {Ti : i = 0, 1, . . . , 5}. The three coordinates of p are
given by the corresponding moves along a/the shortest path from (0, 0, 0) to p,
measured in grid unit. For example, (1, 2, 0) means a unit move along 0◦ followed
by two unit moves along 60◦, starting from (0, 0, 0). The grid point p can have
six neighbor grid points, whose direction codes are given by {d : i = 0, 1, ..., 5}.

Definition 2 (triangular curve). A (finite) closed curve C imposed on the tri-
angular grid T is termed as a triangular curve if its sides coincide with lines
in L0,L60, and L120. It is represented by the (ordered) sequence of its vertices,
which are grid points on the triangular grid. It can also be represented by a
sequence of directions and a start vertex. Its interior is defined as the set of
points with integer coordinates lying inside it. A triangular curve is said to be
simple if it does not intersect itself.

The objective is to generate random simple closed triangular digital curves
imposed on the background triangular grid T where the vertices are grid points.
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Fig. 2. Portion of a triangular canvas, the UGTs {T0, T1, ..., T5} incident at a grid point
p, and the direction codes {0, 1, ..., 5} of neighboring grid points of p
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Fig. 3. (a) and (b) curves are in same direction, start of C is unreachable, (c) and (d)
in opposite direction, C can traverse to its start point

3 Basic Principle

The proposed triangular random digital curve, C, selects a random direction from
a set of “safe” directions, S, calculated from its current position at the grid point
p(i, j, k). The set S is computed on the basis of the presence (and orientation)
of C in designated set of vertex Vd ∈ N6(p)1. The curve grows itself by choosing
a random direction from the set S and eventually concludes at the start point,
producing a closed non-intersecting curve with its side lying on L0,L60, and
L120. To compute S, a combinatorial technique is used which guarantee that
C never moves into a situation where there is no way for it to meet the start
vertex without intersecting itself. The proposed algorithm is designed based on
the observation that under no condition, either of incoming or outgoing direction
of any two grid points on C, separated by unit grid length will be same as the
other. When two points on C are unit grid length apart, they describe a closed
region. The start point may lie inside the closed region or out side of it but in
any case if the directions are same, then the C propagates into a region where
the start point does not lie, thus moves into a dead end. As shown in Fig. 3(a)
the out going direction at v′ and v′′ are same and the start point is in the closed
region defined by v′ and v′′. In Fig. 3(b) the incoming direction at v′ and v′′ are
same and the start point is in the closed region defined by v′ and v′′. In either of
the cases, the curve can never meet the start point without intersecting itself. On
the other hand, if the directions at those two points are different there is always
a way for the curve to eventually meet vs (Fig. 3(c) and (d)). Since there are six
possible directions available in triangular grid (Fig. 2), the notion of direction
being same or opposite is not so obvious. This is made simpler by considering
only two directions namely clockwise and anticlockwise and it is determined by
the incoming and outgoing direction at the point p under consideration. Another
fact is that when the curve C is at a particular point p, there could be more than
one visited neighbor of p at N6(p). Out of all those visited neighbors, the one
through which C has entered in N6(p) is considered to determine S. To find
the vertex through which C has entered in N6(p), a timestamp ti is assigned in
1 Two points p and q are said to be 6-connected in a set S if and only if there exists
a sequence 〈p = p0, p1, . . . , pn = q〉 ⊆ S such that pi ∈ N6(pi−1) for 1 � i � n. The
6-neighborhood of a point (x, y, z) is given by N6(x, y, z) = {(x′, y′) : max(|x − x′|,
|y − y′|, |z − z′|) = 1}.
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Fig. 4. (a) 6 neighbors (b) trap involving n4 and n0, (c) trap involving n3 and n1

increasing order to each vertex vi as C grows. If vi is generated earlier than vj
then ti is less than tj .

To start with, a random start grid point vs of the curve is chosen randomly
and a timestamp of ts = 0 is assigned to it. The curve grows itself from a given
(current) point, vc, by computing set of safe direction S from vc based on the
occupancy and orientation of C at the earliest visited amongst the designated
neighbours of vc. Then C chooses its next direction of propagation randomly
from S, denoted by dc. As the curve proceeds along dc to the new grid point
from vc, the timestamp of the new point along dc is increased by one. The curve
repeats this procedure until it reaches to the start point vs and concludes.

Since random digital triangular curve of finite length is of our interest, the
algorithm is designed to execute on a finite canvas which is parallelogram in
shape. So, a boundary condition is imposed such that if C takes a clockwise
(anticlockwise) turn when it meets the boundary for the first time, then it will
take a clockwise (anticlockwise) turn in all subsequent cases whenever it meets
the boundary again. The methods for generating triangular digital curves are
described in the following section.

4 Generation of Simple Random Triangular Digital
Curves

To generate simple random triangular digital curves of finite length following the
principle described in Sect. 3, some rules are formulated. This section explains
those rules in detail. Time complexity is discussed at the end of this section.

Let the set N = {n0, n1, . . . , n5} denotes the six neighbors of a point in
triangular grid as shown in Fig. 4(a) and let the neighbor along direction d is nd.
Also, let vc be the current point, and vl, vf , and vr be the left, front, and right
points (Fig. 4(b)). An array b of size 6 is considered to signify the 6 directions
initialized to 1, which means all directions are initially permissible. Also, if a
neighbour nd is already visited then b[d] is invalidated. However the start vertex
is always considered to be not visited, allowing the curve to meet the start vertex
whenever it wishes to. The array b is used throughout to compute the set of
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Fig. 5. Case I: (a) None of {vl, vf , vr} are visited, (b) Direction array b

permissible direction from the current point vc until the curve concludes at start
point vs.

To generate random triangular digital curves, only the neighbors vl, vf , and
vr of vc are consulted to find S, thus designated set of vertices Vd consist of
{vl, vf , vr}. The reason is to avoid potential traps involving neighbors of the
current point, vc. Without loss of generality, let the curve C reaches vc from vin
as shown in Fig. 4(b). This means that it has already checked the existence of
a possible trap involving either n4 or vc or n0, whichever is visited earlier, and
vin. Now, for a safe move from vc, possible loop between vin and the earliest
visited of {vl, vf , vr} need to be checked. Suppose after checking the possible
loop described in Fig. 4(b) the curve now reaches to vc as shown in Fig. 4(c)
with the new labels of vertices. Again to make safe move from vc the curve
needs to check possible loop between earliest visited of {vl, vf , vr} and vin as
shown in Fig. 4(d). Depending on the occupancy and orientation of vl, vr, and
vf , there exist three different cases as stated below.

Case I: None of vl, vf and vr are visited. The curve can move in any direction
except in the direction of the visited neighbors.
For example, in Fig. 5(a), none of {vl, vf , vr} are visited. b[5] is assigned
0 as the curve has come to vc via n5 (marked as vin in figure) making it
invalid. Thus, the curve can randomly choose one of the directions from S =
{0, 1, 2, 3, 4} to make further progress, shown as cells with 1 in it (Fig. 5(b)).
Case II: At least one in {vl,vf ,vr} is visited. Let vm from {vl,vf ,vr} has the
lowest timestamp, and vm+1, the grid point next to vm on C, lies in N6(vc).
For each visited neighbor nd of vc, b[d] is marked as invalid. Then, a traversal
is made in b from vm in the direction of vm to vm+1 (the immediate next cell
in b) upto the farthest visited vertex in {vl, vf , vr, vin} \ vm setting all the
location encountered in b to 0 during the traversal. The indices in b with
value 1 constitute the set of permissible directions, S.

Figure 6 depicts one such situation in which vr and vf is visited, vr has
lower timestamp and its next grid point vm+1 (vf in this case) lies in N6(vc).
Figure 6(b) shows the initial marking; location b[1], b[2] and b[5] are marked
0 as vin(= n5), vf (= n2) and vr(= n1) are already visited. The traversal is
made in the direction from vr to vm+1, in b till vin thereby setting b[3]=0
and b[4]=0, others being already set to 0, thus S = {0}. The array b is
treated as circular during the traversal. One interesting thing to observe
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Fig. 7. Illustration of Case III (a) vf is visited and has clockwise movement (b) Initial
marking of b (c) Final marking of b (d) another alternative of (a)

is that the curve can traverse to vc following two paths as shown in Fig. 6
(i) keeps the start point vs inside (Fig. 6(d)) the closed region defined by
vf and vc and (ii) keeps the start point vs outside (Fig. 6(d)) the closed
region defined by vf and vc. However, in both the cases the only permissible
direction is 0.
Case III: At least one in {vl,vf ,vr} is visited. Let vm from {vl,vf ,vr} has
the lowest timestamp, and vm+1, the grid point next to vm on C, does not lie
in N6(vc). First, the visited neighbours of vc are marked 0 in b. Then,
a traversal is made from vm in forward (backward) direction if there is
a clockwise (anticlockwise) turn at vm till the farthest visited vertex in
{vl, vf , vr, vin} \ vm thereby setting all the location encountered in b to
0 during the traversal. The indices in b with value 1 constitute the set of
permissible directions, S, from vc.

In Fig. 7(a) vm = vf and vm+1 /∈ N6(vc) and there is an clockwise turn
at vm. Hence, a forward traversal is made from vf to vin which is the farthest
visited vertex in {vl, vr, vin}, as vl and vr are not visited at all.Thus,S = {0, 1}.

Figure 8(a) shows another situation in which all of {vl, vf , vr} are visited,
vl has the lowest timestamp and there is an anti-clockwise turn at vl. Hence,
a backward traversal is made from vl to vin since it is the farthest visited
vertex in {vl, vr, vin} along backward direction. Thus, S = {4}.

The steps for generating the random curve are captured in the form of pseudo-
code as follows
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Algorithm
1. select the start point vs randomly;
2. vc = vs, ts = 0;
3. do
4. compute the set S based on Vd;
5. randomly select next direction dc from S;
6. advance to the next point vn along dc;
7. update vc i.e
7. tn = tc + 1; vc = vn;
8. while(vc �= vs);

where Vd = {vl, vf , vr}, S is the set of permissible directions, vc is the current
vertex, dc is incoming direction to vc, and ti is the timestamp of the ith vertex.

Time Complexity: Every time the curve progresses it computes the set of
safe directions, S, from the current point, vc. To compute S, a fixed number of
vertices (vl, vf , vr) are checked. The number of grid points on the generate curve
is of O(|C|/g) and the computation of S at each grid point requires constant
amount of time. Thus, the running time of algorithm is linear in the number of
grid points on the length of the generated curve which is given by O(|C|/g).

Fig. 9. Test of randomness of the generated curves
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g = 4 and # vertices = 957 g = 4 and # vertices = 1028

g = 8 and # vertices = 759 g = 8 and # vertices = 783

g = 12 and # vertices = 546 g = 12 and # vertices = 731

Fig. 10. Instances of triangular digital random curves on a canvas of size 50 × 50

5 Experimental Results and Analysis

The proposed algorithm is implemented in C in Ubuntu 12.04, 64-bit, kernel
version 3.5.0-43-generic, the processor being Intel i5-3570, 3.4 GHz FSB. Six
instances of triangular random curves are shown in Fig. 10, first row shows two
random curves for grid length, g = 4 whereas the second and third rows show
two random curves each for g = 8 and g = 12 respectively. The figures depict
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randomness of the curves and also the number of vertices for each curve. The
resolution of the curves can be controlled by varying the grid length g.

In order to test the randomness of the algorithm, we have generated 10, 000
curves on a fixed canvas size and counted number of times a grid point in the
canvas lies on C. Figure 9 shows the plot with the coordinates of the grid points
along the x and y axes whereas the z-axis represents the frequency. It shows
that each of the grid points in the canvas has almost equal frequency (flat at the
top) indicating the equal probability of occurrences.

6 Conclusions

A combinatorial technique to generate random triangular digital curve is pre-
sented in this paper. The algorithm is linear on the length (in number of grid
points) of the generated curve and does not require backtracking. The random-
ness of the generated curve is obvious from the experimental results. In this work,
we have used a regular canvas to generate the curve, however, with some mod-
ification the algorithm can be used to generate random curve on any arbitrary
canvas. The algorithm can further be tuned to generate random paths inside a
digital object which can be useful for practical applications.
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Abstract. This paper proposes a content based image retrieval (CBIR)
technique for tackling curse of dimensionality arising from high dimen-
sional feature representation of database images and search space reduc-
tion by clustering. Kernel principal component analysis (KPCA) is taken
on MPEG-7 Color Structure Descriptor (CSD) (64-bins) to get low-
dimensional nonlinear-subspace. The reduced feature space is clustered
using Partitioning Around Medoids (PAM) algorithm with number of
clusters chosen from optimum average silhouette width. The clusters are
refined to remove possible outliers to enhance retrieval accuracy. The
training samples for a query are marked manually and fed to One-Class
Support Vector Machine (OCSVM) to search the refined cluster contain-
ing the query image. Images are ranked and retrieved from the positively
labeled outcome of the belonging cluster. The effectiveness of the pro-
posed method is supported with comparative results obtained from (i)
MPEG-7 CSD features directly (ii) other dimensionality reduction tech-
niques.

Keywords: Kernel principal component analysis · Partitioning around
medoids · Outliers detection · Support vector clustering · One-class sup-
port vector machine

1 Introduction

Developing efficient content-based image retrieval (CBIR) [3,11] techniques have
proven to be a challenging research area for facilitating tremendous demand of
accessing digital image libraries in real life applications. CBIR is used in place
of traditional image retrieval technique which employs manual keyword anno-
tations. It combines different image processing, pattern recognition, computer
vision techniques, human-computer interactions etc. to improve retrieval accu-
racy. Visual contents of an image such as color, shape, texture and spatial layout
etc. are extracted automatically and represented in terms of multi-dimensional
feature vectors [1,11]. Similar images are returned based on measuring similari-
ties between the feature vectors of the submitted query image and those stored
in the database. Owing to the impact of multimedia retrieval, ISO/IEC has
launched MPEG-7, which provides a collection of specific standard descriptors
c© Springer International Publishing Switzerland 2015
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[9] for evaluation of new image retrieval schemes. While there have been ample
amount of publications in the area of CBIR, the performance of image retrieval
systems is still not satisfactory due to semantic gap, which is created from the
discrepancies between the computed low-level features (color, texture, shape,
etc.) and users conception of an image. Iterative refinement of results through
relevance feedback [12] has been popular for minimizing semantic gap in CBIR.
An efficient image search method using small codes for large image databases
is proposed in [13] which converts Gist descriptor to a compact binary code for
representing images and their neighborhood structures.

Recently, automatic image annotation (AIA) is used as a distinctive method
for bridging semantic gap. Bag-of-visual-words model which can represent images
at object level and provides spatial information to build a visual dictionary
between low level features and high-levels semantics for AIA is proposed in [8].
Scalable object recognition with vocabulary tree is also proposed in [6]. One
important issue in AIA is high dimensional features which should be selected in
right number and right features for efficient annotation. Performance of the clas-
sifiers may degrade when feature dimension is too high. Also large number of fea-
tures may better represent the discriminative properties of visual contents. But
this leads to dimensionality curse problem [5]. Proper dimensionality reduction
methods must be employed to preserve the distinctive properties so that perfor-
mance is not degraded. The popular dimensionality reduction algorithms include
Principal Component Analysis (PCA), Kernel Principal Component Analysis
(KPCA), Linear discriminant analysis (LDA), Factor analysis (FA), and Lapla-
cian eigenmaps (LEM) etc. The kernel PCA [10] which is a nonlinear form of
PCA, can efficiently compute principal components in high dimensional feature
spaces. It captures more information than PCA as it is related to the input
space by some nonlinear mapping. Image retrieval using Laplacian eigenmap [5]
produces efficient results by preserving local neighborhood information of data
points but suffers from the problem of new data point, that is if query image is
absent in database. Although efficient feature reduction for a particular query is
an important criteria to amend curse of dimensionality, to speed up the retrieval
process data clustering is also an effective way. However selection of number of
clusters for an unknown database is an important issue. A Fuzzy Clustering app-
roach to CBIR is proposed in [7] but it makes no attempt in removing groups of
images that are irrelevant to the search query, nor re-ranking the search results.

The motivation behind the proposed method lies in addressing the task
of dimensionality reduction, search space reduction by efficient clustering and
proper searching and retrieving from reduced search space by labeling them effi-
ciently as positive (relevant) and negative (non-relevant) images so that the over-
all performance is improved. To pursue these motivations the proposed method
uses kernel principal component analysis for dimensionality reduction, Parti-
tioning Around Medoids (PAM) [4] algorithm for clustering. The clusters are
further processed using Support Vector Clustering (SVC) [15] to remove pos-
sible outliers from the cluster containing the query. One-class support vector
machine [2] is proposed for classification as this classifier is biased to the learned
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concept of a particular category. Training samples are generated from displayed
results obtained using KPCA-reduced CSD feature and L1 similarity distance.
The proposed method is compared with others dimensionality reduction tech-
niques, namely, Principal Component Analysis (PCA), Factor analysis (FA), and
Laplacian eigenmaps (LEM). The remaining sections are organized as follows.
Section 2 gives the mathematical background of Kernel PCA and one-class SVM.
Proposed method is highlighted in Sect. 3. Experimental discussion and results
are reported in the Sect. 4. Section 5 concludes.

2 Mathematical Preliminaries

2.1 Kernel Principal Component Analysis (KPCA)

Suppose xi ∈ Rl, i = 1, 2, ...n are n observations. The basic idea of KPCA [10], is
as follows. First, the samples are mapped into some potentially high-dimensional
feature space F by following.

Ø : Rl → F, xi → Ø(xi), (i = 1, 2, ...n) (1)

where Ø is a nonlinear function. Now these mapped samples in F using a kernel
function k occur in terms of dot product are given by following equation.

k(xi, xj) = (Ø(xi),Ø(xj)) (2)

For simple notation assume
n∑

i=1

Ø(xi) = 0. To find eigenvalues λ > 0 and associ-

ated eigenvectors υ ∈ F \ {0} which are computed by:

υ =
n∑

i=1

αiØ(xi) where αi(i = 1, ..., n) are coefficients. (3)

Then the eigenvalue equation is nλα = Kα, where α denotes a column vector
with entries α1, ..., αn and K is called called kernel matrix. Kernel principal
components of a test point t are computed by projecting Ø(t) onto the kth

eigenvectors υk is:

(υk.Ø(t)) =
n∑

i=1

αk
i (Ø(xi),Ø(t)) =

n∑

i=1

αk
i k(xi, t),where λk(αk.αk) = 1 (4)

Kernel function for our experiment is:

k(xi, xj) = exp(−‖xi − xj‖2/2σ2), where σ > 0 (5)

2.2 One Class Support Vector Machine (OCSVM)

The OCSVM [2] maps input data into a high dimensional feature space using a
kernel and iteratively finds the maximal margin hyperplane which best separates
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the training data from the origin. The OCSVM may be viewed as a regular two-
class SVM where all the training data lies in the first class, and origin is taken
as only member of the second class. Thus, the hyperplane (or linear decision
boundary) corresponds to the classification rule is:

f(x) = 〈w, x〉 + b (6)

where w is the normal vector and b is a bias term. The OCSVM solves an
optimization problem to find the rule with maximal geometric margin. To assign
a label to a test sample x if f(x) < 0 then the sample is non-relevant otherwise
relevant.

Kernels:
The optimization problem of OCSVM is obtained by solving the dual quadratic
programming problem, is given by:

minα
1
2

∑
ij

αiαjK(xi, xj), s.t. 0 ≤ αi ≤ 1
υl

and
∑

i
αi = 1 (7)

where αi is a lagrange multiplier (or weight on example i such that vectors asso-
ciated with non-zero weights are called support vectors and solely determine
the optimal hyperplane), υ is a parameter that controls the trade-off between
maximizing the distance of the hyperplane from the origin and the number of
data points contained by the hyper-plane, l is the number of points in the train-
ing dataset, and K(xi, xj) is the kernel function. By using the kernel function
to project input vectors into a feature space, we allow for nonlinear decision
boundaries. Given a feature map:

Ø : X → RN (8)

where Ø maps training vectors from input space X to a high-dimensional feature
space, we can define the kernel function as:

K(x, y) = 〈Ø(x),Ø(y)〉 (9)

The commonly used kernels are linear, radial basis function, and sigmoid.

3 Proposed Method

The proposed method is explained in Fig. 1 and the algorithmic steps are also
shown below.

3.1 Feature Extraction

The MPEG-7 Color Structure Descriptor (CSD) (64-bins) is extracted for each
image. Number of times a particular color is contained within the structuring
element is counted using c0, c1, c2, ..., cM−1 quantized colors. A color structure
histogram can then be denoted by h(m),m = 0, 1, 2, ...,M −1 where the value in
each bin represents the number of structuring elements in the image containing
one or more pixels with color cm. The hue-min-max-difference (HMMD) color
space is used in this descriptor [9].
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Algorithm 1. Steps in the proposed method
Input: A query Image
Output: Similar Images
Step1: Extract the MPEG-7 CSD (64-bins) features of all the images in
database.
Step2: Apply KPCA to map feature vectors in lower-dimensional space.
Step3: Cluster the reduced dataset obtained in Step2 using PAM algorithm.
Select the cluster containing the query by feature matching.
Step4: Training samples collection - Display 36 nearest images with respect
to query image using L1-norm in KPCA - reduced space and mark relevant
images to get training set.
Step5: Test samples collection - Apply SVC to the cluster containing the
query obtained in Step3 to remove possible outliers.
Step6: Train OCSVM using samples obtained in Step4.
Step7: Input test samples obtained in Step5 in OCSVM for prediction
(prediction label 1 is for positive sample and 0 for negative sample).
Step8: Consider all positive samples obtained in Step7 automatically using the
labels of prediction.
Step9: Select original CSD (64-bins) feature vectors corresponding to all
positive samples and calculate the similarity value by L1 norm. Sort these
similarity values in ascending order.
Step10: Display the ranked images obtained in Step9.
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Fig. 1. Proposed method
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3.2 Number of Clusters Selection Using PAM

Searching similar images in few nearest clusters are more effective than sequen-
tial search in large database. The PAM [4] clustering algorithm is usually less
sensitive to outliers than k-means. It groups similar objects by minimizing sum
of the dissimilarities of all the objects to their nearest medoids. The aim is to
find the clusters C1, C2, ..., Ck that minimize following target function:

k∑

i=1

∑

r∈Ci

d(r,mi) where for each i the medoid mi minimizes
∑

r∈Ci

d(r,mi) (10)

where d(r,mi) indicates dissimilarity between r and mi. The numbers of clusters
are determined from optimum average silhouette width plot. For every point i,
the silhouette width silw(i) is calculated as follows: Let p(i) be the average dis-
similarity between i and other all points of the partition to which i lies. If i is only
object in its belonging partition then silw(i) = 0 barring further computation.
For all remaining partitions C we get d(i, C) = average dissimilarity of i to all
objects of C. The smallest of these d(i, C) is q(i) = min∀C(d(i, C)) indicates the
dissimilarity between i and its nearest partition obtained from minimum leads to
Eq. 11 and max(avg(silwC),∀C) determines the number of clusters. For exam-
ple, if number of clusters is k (where k = 2, 3, 4, ..., 25) then silhouette width
for every point is computed and average is found. Finally, the cluster number
which gives the maximum average silhouette width plot is selected. In Fig. 2 it
is obvious that the number of clusters is 3 by taking upto 25 clusters.

silw(i) = (q(i) − p(i))/max(p(i), q(i)) (11)

Fig. 2. Computation of number of clusters from optimum average silhouette width

3.3 Outliers Detection Criteria of Support Vector Clustering (SVC)

Let {xi} be a dataset with dimensionality d and x be a data point. SVC [15]
computes a sphere of radius R and center a containing all these data. The com-
putation of such a smallest sphere is obtained from solving minimization problem
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(a) (b)

(c) (d)

Fig. 3. (a) and (c) represent MPEG-7 CSD(64-bins) withL1 norm, relevant/scope ratios
are 16/36 and 20/36 respectively, (b) and (d) represent proposed method, relevant/scope
ratios are 35/36 and 35/36 respectively, with KPCA projected dimension=1, OCSVM
based prediction from refined cluster containing the query. The top-left most image is
the query.

considering Lagrangian formulation which produces following expression.

‖x − a‖2 = (x.x) − 2
N∑

i=1

αi(x.xi) +
N∑

i=1

N∑
j=1

αiαj(xi.xj) ≤ R2, where αi is the

Lagrangian multipliers. To test a data x for outlier, the necessary condition is
αi ≥ 0.

Computational Issues of the Proposed Method. The proposed method,
at first, applies KPCA to reduce original data set in O(n3) times, where n is
the number of data points, then the clustering algorithm PAM operates on this
reduced dataset at least in quadratic times. The complexity concerned with SVC
is O(n2d) if the number of support vectors is O(1) (where d is the number of
dimensions of a data point). OCSVM algorithm uses sequential minimal opti-
mization to solve the quadratic programming problem, and therefore takes time
O(dL3), where L is the number of entities in the training dataset. The total com-
plexity is involved mainly in SVC and OCSVM which are applied on reduced
features and search space.
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Fig. 4. (a), (b) and (c) represent Average precision vs. Number of retrieved images.
Category in (a) African people and villages (b) Mountains and glaciers (c) Dinosaurs
and (d) represents Average precision vs. Average recall on overall database.

4 Experiments and Results

The experimental results have been demonstrated from Figs. 3 to 4 using 1000
SIMPLIcity database [14] (http://wang.ist.psu.edu) which is divided into 10
Semantic groups including African people and villages, Buses, Dinosaurs, Ele-
phants etc. Each group comprises of 100 sample images. Experiments are carried
out extensively on each group. The class label of each image in the database are
not predefined and label of training samples for classification by OCSVM is
based on visual judgement of similarity which is obtained by marking relevant
and non-relevant images. Therefore the performance of retrieval is evaluated on
the finally displayed images based on the visual judgement of similarity instead
of classification scores by predefined labels. The performances metrics used are
Recall rate and Precision rate. Let n1 be the number of images retrieved in top
n positions that are close to a query image. Let n2 be the number of images in
the database similar to the query. Evaluation standards, Recall rate (R) is given
by n1/n2 × 100% and Precision rate (P ) are given by n1/n × 100%.

http://wang.ist.psu.edu
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KPCA is used to reduce the CSD dataset taking Gaussian function with
sigma = 0.2 as a parameter of kernel function using kernlab R language Package.
In the classification stage by OCSVM the training of classifier is done with radial
basis function using LIBSVM package with c = 0.01, gama = 0.00001. Finally
the predicted relevant images of OCSVM have been ranked using L1−norm con-
sidering original CSD features of predicted set. The result of Fig. 3(a) and (b)
indicate a query from category elephant having diverse background. Figure 3(a)
shows result with MPEG-7 CSD (64-bins) features using L1-norm as a simi-
larity measure. Figure 3(b) represents proposed method with KPCA where the
projected dimension is equal to one. The query image is in top-left corner. The
comparative results suggest that the precision obtained in case of Fig. 3(a) within
the scope of 36 images is 44.44%. For the same query the proposed method
gives 97.22% precision where similar images have attained higher rank com-
pared to Fig. 3(a), in the reduced search space. The effectiveness of the proposed
method is also observed in Fig. 3(c) for the category of Bus. Here color structure
descriptors have proven to be good features for retrieving buses not only for
similar shapes but also for similar colors. Precision and ranking are improved
in Fig. 3(d) compared to Fig. 3(c). Intuitively, nonlinear KPCA based feature
mapping captures discriminating information of the CSD (64-bins) into a lower
dimensional subspace. The results are compared with other unsupervised dimen-
sionality reduction methods namely, PCA with L1-norm, Laplacian eigenmaps
with L1-norm, Factor analysis with L1-norms, and with MPEG-7 CSD (64-bins)
dataset with L2 and L1 norms. Average precision is chosen as a comparative
measure because it gives a good measure within the displayed scope and it is
not always possible to know the number of relevant image in advance for a par-
ticular query in an unknown database. The proposed method gives 95% average
precision within the scope of 30 images for the category of African people. This
is shown in Fig. 4(a) which performs far well than other techniques. In case of
the category of mountain as shown in Fig. 4(b) the proposed method gives 98%
average precision within the scope of 30 images and performs far well than other
methods. For the category of dinosaur as shown in Fig. 4(c), Factor analysis gives
marginally better result. Particularly for this category the images are covered
by white background and lacking prominent color structure information which
may be a possible reason for this performance. Considering images from all cat-
egories the average precision vs. recall graph on the overall database is plotted
in Fig. 4(d) which is giving more than 95% precision before recall reaches at 0.5.
This proves the effectiveness of the proposed method.

5 Conclusion

In this paper we have proposed an efficient content-based image retrieval system
to address the issues of dimensionality reduction and search space reduction fol-
lowed by possible outlier removal, without degrading the retrieval performance.
With the proposed method the MPEG-7 Color Structure Descriptor (CSD) in
reduced dimensions is performing very well for many categories compared to
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other retrieval systems which combine several descriptors together. As a further
scope of research we intend to make the system more generic considering several
newer datasets for different retrieval applications. We would also like to combine
others MPEG-7 features and extend the proposed method for object retrieval
by unifying textual cues.
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Abstract. Method for profile view retrieving of the human face is presented.
The depth data from the 3D camera is taken as an input. The preprocessing is,
besides of standard filtration, extended by the process of filling of the holes which
are present in depth data. The keypoints, defined as the nose tip and the chin are
detected in user’s face and tracked. The Kalman filtering is applied to smooth the
coordinates of those points which can vary with each frame because of the
subject’s movement in front of the camera. Knowing the locations of keypoints
and having the depth data the contour of the user’s face a profile retrieval is
attempted. Further filtering and modifications are introduced to the profile view
in order to enhance its representation. Data processing enhancements allow
emphasizing minima and maxima in the contour signals leading to discrimination
of the face profiles and enable robust facial landmarks tracking.

Keywords: Depth image · Signal processing · Profile view · Keypoints tracking

1 Introduction

The profile view of human face has multiple applications and robust methods of its
retrieving are regarded as highly necessary. Historically, one of the first serious appli‐
cations of the profile view were the mug shot photographs of the persons after being
arrested and they are dated back to 1844. Mug shot photography consists of frontal and
profile photography of a person suspected of a crime and the purpose of those is to create
a record and identify criminals. Hence, the profile view is considered to contain enough
biometric data to be successfully used in face recognition domain.

Furthermore, the profile view is known to be used in lip-reading applications. The
Audio-Visual Speech Recognition Systems (AVSR) use the visual data to improve the
accuracy of AVSR system in the noisy environments. To name a few applications:
systems of emotion recognition or facial actions, methods for face modeling and textu‐
rizing and more.

However, authors of this work are focused on the way of retrieving of the profile
view rather than on the variety of applications. Retrieval of the profile view can be
achieved by using either one RGB camera placed on the side of the user or two cameras
in front of the subject – in the stereo configuration. The first solution is considered to be
both inconvenient (e.g. user of the mobile computer requires the eye contact with the
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platform in which the camera is built into) and resource-intensive as it needs to employ
additional background subtraction techniques which are susceptible to light conditions
and deal poorly with non-static backgrounds. The stereo configuration of RGB cameras
increases the overall cost of the system as for good depth estimation high quality sensors
must be used and additional processing must be applied in order to extract the depth
information from the image. Therefore, authors use the newer technology, namely the
Time of Flight (TOF) 3D camera which provides the depth data on its output using
integrated dedicated sensors and microprocessors for the depth calculation. TOF
cameras are less sensitive to lighting conditions, hence the background subtraction is
based on a proper thresholding rather than on the modeling of the background, making
it possible to extract the foreground robustly, also when the background is non-static.
One of main disadvantages of TOF sensors is low spatial resolution, however it is
improving over time.Utilizing depth sensors for the task of profile view retrieval is more
convenient than RGB sensor, as the TOF camera acquires the depth information of user’s
head directly and can be mounted for example in a laptop or any mobile platform in
order to gather data while the user is simply using the device. The process of gathering
and analyzing of such data will be presented in a more detailed way in next sections.

The paper is organized as follows: in the next section authors present their related
work to the subject of profile view retrieving and usage. Section 3 describes the methods
applied in this work. Section 4 presents the final results of conducted experiments and
Sect. 5 concludes the paper.

2 Related Work

The significant interest in automatic face profile view retrieval has been reported in
literature. There are many studies concerning supporting of the Automatic Speech
Recognition using visual signal in noisy environments. Kumar et al. proposed usage of
the profile view for lip reading [1]. Their study involves usage of RGB camera standing
on the side of the subject and the blue color background for easy foreground extraction
using color thresholding. Authors of the mentioned paper use the dictionary consisting
of 150 words and their system was speaker-dependent. The WER gain from using the
profile view geometrical features was 39.6 % in environment contaminated by noise of
SNR equal to -10 dB. More researches concerning profile view in field of AVSR can be
found in the literature. Worth noticing are the works of Lucey and Potamianos [2], Pass
et al. [3] and Navarathna et al. [4].

Dalka et al., present another approach to AVSR system where the visual features are
based on Active Appereance Models (AAM) [5]. Geometrical features of lips image
acquired by the RGB camera pointing the subject are proposed. The database used by
authors in their work is described in detail in the paper by Kunka et al. [6]. The language
corpus adopted in this database is based on the thorough studies of the natural English
characteristics by Czyzewski et al. who prepared the language sample that reflects the
vowel and consonant frequencies in natural speech for the purposes of training the AVSR
systems [7]. The result of the study by Dalka et al. proves that the lip contour detection
algorithm is reliable and accurate for visual speech recognition tasks.
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Zhou and Bhanu proposed human recognition system based on face profile views in
video [8]. Their approach uses high resolution face profile images constructed from low
resolution videos from a side view camera. Authors used their own method for feature
extraction known as curvature estimation and the classifier applied to match profile
views is based on the dynamic time warping method. On the average, more than 70 %
of persons were correctly recognized by usage of face profile.

A large study on profile view keypoints detection and tracking is presented by Pantic
and Patras [9]. Authors studied the role of facial expressions that provide a number of
social signals while people communicate to each other. They proposed a system for
automatic facial actions recognition based on 15 keypoints found in the profile view
image from RGB camera. The average recognition rate of the 27 facial actions tested in
the work was equal to 86.6 %.

Major of studies to date are concerned on profile view retrieved by the RGB cameras.
Therefore, authors of this work found it necessary to use the new type of data provided
by depth imaging cameras in order to retrieve the facial profile view of the subjects.

3 Methods

In this paper the workflow depicted in Fig. 1 is used for retrieving the profile view of
the user’s face. After the frame acquisition, the preprocessing is needed to smooth the
depth map of the user’s face and to filter out the artifacts present in the image. Having
the preprocessed frame, the nose and chin detection are performed in order to fit the face
bisection line in the next stage. Knowing the line which passes through the center of the
face, the profile view based on the depth data can be retrieved and the facial landmarks
can be tracked. A more detailed description of all modules is presented in further
subparagraphs.

Input depth
frame Preprocessing

Nose
detec on

Chin 
detec on

Line fi ng Profile 
retrieving

Landmarks
tracking

Fig. 1. Workflow for face profile retrieving method

3.1 Image Acquisition

In this work the Softkinetic DepthSense 325 Time-of-Flight camera was used. This
camera enables imaging of the depth of the scene. Depth frames are acquired at 60 frames
per second with resolution of 320 per 240 pixels, whereas data are transferred to PC
using the USB interface. For the application of accurate face profile retrieving the
acquired depth map is too noisy, hence, the preprocessing had to be applied, as is
discussed in the following paragraph.
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3.2 Preprocessing

The preprocessing is focused on denoising of the input data without degrading the
useful signal. The preprocessing, which stages are depicted in Fig. 2, is split into two
main subprocesses – the first one is a classical filtering using median and bilateral filters
[10, 11], the second one is a so-called hole filling process [12, 13]. As it can be seen
in Fig. 6. On the right, the depth signal is accompanied with large amount of noise.
Therefore it must be subjected to an appropriate filtration. Two filtration methods were
chosen – median and bilateral ones. The kernel of median filter used is equal to 5, so
the examined neighborhood is of size 5 × 5 pixels with the purpose to remove the
pepper noise from the signal. A bilateral filter is chosen to perform a more thorough
filtration as bilateral filters are known to be able to denoise the signal preserving the
information concerning the shape of photographed image edges. The weights of the
bilateral filter are calculated as in Eq. 1 which is derived from the work of Barash [14]:

(1)

where i, j are pixel locations being filtered, k, l are the neighboring pixels I denotes the
pixel intensity and σd and σr represent smoothing parameters. In experiments described
later on, the neighborhood size was set equal to 9 × 9 pixels and the sigma color σr

was set to 20, whereas the sigma space σd was set to 8. The values of constants and
neighborhood sizes in median and bilateral filtration methods were chosen empirically
for optimal balance between noise removal and information preservation. Values had
to be chosen with respect to moderately low depth image resolution of 320 per 240
pixels.

Bilateral
filtering

Holes
searching

Holes filling Processed
depth

Median 
filtering

Raw depth

Fig. 2. Process of filtering and holes-filling of depth data

The hole filling (morphological processing) is a necessary stage as image data holes
is a common issue of depth imaging cameras based on near-infrared light. It is mainly
caused by the highly reflective surfaces like polished metals or the glass, hence, in our
application it mainly occurs when the user wears glasses. Another source of these arti‐
facts is fast movement, as the TOF cameras do not handle it very well. The depth holes
phenomena is depicted in Fig. 3 as well as the result of holes filling process.
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Fig. 3. Holes-filling process; left: raw depth frame, center: face with filled holes, right: filtered
data used for hole-filling

The authors approach to the process of holes filling consists of following steps:

• Creating a binary mask of the user’s silhouette
• Skimming through every pixel of depth map inside of the binary mask to find irrel‐

evant pixels with values equal to 0 or 1 (holes can be seen in Fig. 3 on the left)
• Values of these pixels are replaced with the values of strongly filtered depth map

which does not contain any hole (depicted in Fig. 3 on the right)

This process results in a depth image of the user without image holes (Fig. 3. in the
center) with accurate depth data. Only the holes locations are filled with approximation
values from the filtered depth data.

3.3 Keypoints Detection and Tracking

Keypoints are defined in this paper as points representing the tip of the nose and the
chin. Those points are found in template matching process, using the artificially prepared
models of the nose and the chin which are depicted in Fig. 4. In order to create those
models, the patches of nose and chin regions were extracted from the depth images of
the subjects. Furthermore, they were artificially modified in order to enhance the contrast
between the close and far pixels using level based transform which lowers the intensity
of dark pixels and increases the value of bright pixels. The process of localization is
illustrated in Fig. 5. The template matching method utilizes the normalized cross corre‐
lation coefficient in order to find the similar part to template in the image. This method
is described in more detail in work of Briechle and Hanebeck [15] and it adopts the
following equation to calculate the values of the coefficient (Eq. 2):

(2)

where I denotes the image, T – template, x′ = 0…w - 1, y′ = 0..h - 1, w is width and h is
the height of the template patch used.

The template matching was performed twice on the same image frame I, firstly for
nose model as template T secondly with chin model as a template T. The left part of
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Fig. 5 depicts the greyscale map showing where the most probable areas of the searched
templates are present in the frame. The higher the intensity of the probability map, the
larger the value R from Eq. 2 is. The right part of the Fig. 5 presents the result of template
matching process with keypoints localized on nose tip and chin. Keypoints are detected
in every frame independently, thus the smoothing of the rapid changes of their locations
is needed and the Kalman filter [16, 17] was adopted for that purpose.

3.4 Line Fitting and Face Profile View Retrieving

Given the nose tip and chin coordinates, the equation of a line passing through those
points can be found. The calculation as in Eq. 3 produces the bisection line of the user’s
face (which is depicted in Fig. 6):

(3)

where x1, y1 and x2, y2 denote the coordinates of detected chin point and nose tip, respec‐
tively. Equation 2 and the locations of the keypoints enable the calculation of the line
leading from the bottom to the top of image frame, through the keypoints. Thus, the
whole face of the subject is taken into the profile retrieving process.

Fig. 4. Nose tip and chin models

Fig. 5. Nose tip and chin detection results
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Fig. 6. Result of nose-chin line fitting and profile retrieving from depth data

Having the trajectory of this line and the depth data the profile view of the person
can be reconstructed. The width of this line was set to 4 pixels so the final contour will
be the mean value of 4 pixel columns from the center of user’s face.

The profile view shown in Fig. 6 is a result of retrieving the profile view from the
raw input of the TOF camera. This signal is corrupted by the noise, therefore it must
undergo a further filtration and modification process in order to extract the characteristic
features of considered face. This process is depicted in Fig. 7.

Fig. 7. Filtration of the profile view

The contour signal presented in Fig. 7 left is retrieved from raw depth data the TOF
camera provides. The center contour in Fig. 7 is achieved from the depth after median
filtration. The right contour is retrieved from median and bilateral filtered. Both median
and bilateral filtration are described in a more detailed way in Sect. 3.2 of this paper.
The contour shown on the right of Fig. 7, besides of being median and bilateral filtered
in 2D domain, provides a subject of 1D median filtering with window size of 5 elements,
chosen experimentally. Additionally, the following transformation [1] (Eq. 4) was used
in order to emphasize the minima and maxima in the shape of face contour:

(4)

where  and .
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3.5 Landmarks Tracking in Profile View

Having the profile view of the subject’s face extracted, it is possible to track the facial
landmarks by analyzing its minima and maxima. Positions of 9 points in total are tracked
i.e. eyebrow, eye, nosetip, nostril, upper and lower lip, corner of mouth, chin depression
and chin. For landmarks searching the 1 dimension non maximum suppression method
(1D-NMS) is employed. Details concerning the algorithm can be found in the work of
Nuebeck and Gool [18]. This method is chosen in order to limit the multiple local minima
and maxima which may occur in the close neighborhood while subject utters or changes
his or her facial expression. The window size in which two minima or maxima cannot
occur is set to 3 pixels. It is the smallest window possible in the 1D-NMS method,
nonetheless, in our approach it allows to get stable and accurate landmark positions. The
results of landmark searching and tracking are presented in Sect. 4.

4 Results

The image processing methods presented in this paper result in retrieving the filtered
signal of subjects’ faces contour. In Fig. 8 results of profile view retrieving method
application for 4 persons is presented. It is clearly visible that every individual has its
own characteristic contour of the face.

Fig. 8. Four different subjects with corresponding profile views

In Fig. 9 the result of facial landmarks tracking is presented. Thanks to properly
filtered shape of the profile view it is possible to search for its minima and maxima
positions which correspond with facial landmarks. It is visible that in the three image
frames extracted from subject’s utterance all 9 landmarks are tracked accurately during
the speech. Knowing the landmark positions further parameters may extracted such as
geometrical relationships (i.e. static parameters), individual and relative points accel‐
erations (i.e. dynamic parameters), etc.

166 P. Bratoszewski and A. Czyżewski



Fig. 9. Profile view facial landmarks tracking during speech

5 Conclusions

The method for profile view of the user’s face using the depth data from Time of Flight
camera was presented. The method results in filtered contour of the face seen from the
profile. The contour signal is algorithmically processed in order to emphasize its distinc‐
tive features. The emphasis produces a signal that contains the discriminative features
of individual’s face. Such a signal may serve as an input to many useful applications,
as: Lip-reading in AVSR systems, biometric systems for face recognition, automatic
speech therapy systems or facial action recognition systems, to name a few examples.

Additionally, the method of the automatic tracking of facial landmarks locations was
presented. Landmarks include 9 characteristic points in total, such as: eyebrows, nose
tip, lips, chin depression, chin, etc. This functionality could result in programming API
for the future researchers who could use it in the application of their choice which would
employ landmarks’ coordinates as an input.

Owing to the keypoints tracking of the nose tip and chin and Kalman filtration the
proposed method can adapt to subject’s movement in front of the device in use. In
comparison with other methods that use 3D cameras, our method, thanks to chin and
nose tip tracking does not require to have only the subject’s face present in the scene as
well as the face does not need to be the closest object to the camera. Proposed method
is not resource intense and is able to work on-line, with the framerate of 25 fps (on Intel
i7 2nd gen processor).

Acknowledgments. This work was supported by the grant No. PBS3/B3/0/2014 Project ID
246459 entitled “Multimodal biometric system for bank client identity verification” co-financed
by the Polish National Centre for Research and Development.
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Abstract. With the rapid growth of broadcast systems and ease of
accessing internet services, lots of information is available and accessible
on the web. The information available in multimedia documents may
have different context and content. Since, interpretation of multimedia
content cannot be free of context so tagging on the basis on context is
indispensable for dealing with this problem. Tagging plays an important
role in retrieving multimedia data as now-a-days most of the videos are
retrieved based on text describing them and not by the actual context
embodied in them. So, in this paper we have proposed a scheme for
tagging multimedia data based on the contents and context as identi-
fied from web-based resources. The hierarchical LDA (hLDA) is used to
model the context information while Correspondence-LDA (Corr-LDA)
is used to model the content information of multimedia data. Finally,
multimedia data is tagged with the relevant contents and context infor-
mation on the basis of Context-Matching Algorithm. These tags can then
be used by search engines for increasing precision and recall of multime-
dia search results.

Keywords: Context · Tagging · hLda · SIFT · Corr-LDA

1 Introduction

Due to the availability of high speed digital cameras and smart phones with
high-capacity storage, the multimedia data specifically, images and videos have
gained importance in everybody’s lives. Lots of new videos and images are being
uploaded over the internet every second. A major challenge is handling this
rapidly growing large volume of multimedia data on the web. This multimedia
data encodes information in context to any event and this information needs to
be tagged correspondingly. Another issue is that a lot of images and videos on the
web are incorrectly tagged. Any description or title tagged with that multimedia
data provides information about that data. This information is nothing but
meta-data i.e. data about data. The available multimedia search engines rely on
this meta-data to search for videos/ images. This meta-data information may be
too subjective and may lose its formal semantic meaning. So, it is required to

c© Springer International Publishing Switzerland 2015
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associate meaningful semantic tags with available multimedia data. This makes
the multimedia retrieval process more efficient and accurate.

In this paper we have proposed a tagging framework that tags multimedia
data with semantically relevant context and content information. Unlike other
approaches, in this approach we have utilized our proposed tagging framework
to associate a query video or an image with semantically relevant context and
content information, exploiting multi-modal data - visual content of the frames
and textual content available on the web. We have established the validity of our
approach using experimental results. The remainder of the paper is structured
as follows: Sect. 2 discusses the related work. In Sect. 3 the context-based tagging
model is introduced. Section 4 contains the Problem Formulation. In this section,
initially the problem is defined and then an approach for modeling the context
information is discussed. Also, image content classification and merging of con-
text and content information with multimedia data based on contextual meaning
is presented. Section 5 contains experimental results and finally the conclusion
and references are provided.

2 Related Work

In this section, we discuss some of the approaches that exist today for tagging
the multimedia data. Siersdorfer et al. [7,8] presented the different tag propaga-
tion methods for automatically obtaining richer video annotations. Their app-
roach provides the user with additional information about videos which leads
to enhanced feature representations for applications like automatic data orga-
nization and search. Another approach provided by Nguyen [6] exploits avail-
able unstructured data and hidden topic models to infer surrounding contexts
for better text and image retrieval. This helps in bridging the semantic gap in
Web Mining and Information Retrieval. A description model of video metadata
for semantic analysis taking into account various contextual factors was pre-
sented by Steinmetz et al. [1]. They considered the contextual information of
video metadata for the purpose of Named Entity Recognition (NER) and for
calculating a confidence value so as to bring metadata items in a specific order
and to use them as context items for the disambiguation process. In another
work by Giannakidou et al. [2] the authors provided an unsupervised model
for efficient and scalable mining of multimedia social-related data. Their model
jointly relies on social, semantic and content knowledge which can be used for
tag clusters. And, the tag clusters produced can be used for semantics extrac-
tion and knowledge mining required for automated multimedia content analysis.
Aytar [3], utilized the semantic word similarity measures for video retrieval.
Their approach provided an effective way of using high level semantic relations
in video retrieval problem by establishing a bridge between high level visual
and semantic relations. Their method for modeling context was trivial as they
didn’t consider the spatial information due to the complexity of segmentation
and localization tasks in TRECVID data sets. So, to bridge the semantic gap
between low-level content-based and high-level context-based techniques, hybrid
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Fig. 1. Tagging framework

approaches have been proposed. A music retrieval system that combines content-
based acoustic similarity and context-aware semantic descriptions was presented
by Miotto et al. [4]. The system represents a music collection using a hidden
Markov model with the purpose to build a music retrieval system that com-
bines content-based acoustic similarity and context-aware semantic descriptions.
Various approaches of content-based multimedia retrieval were discussed by
Lew et al. [5]. The authors in this paper described various aspects of content-
based multimedia information retrieval along with some major challenges for the
future.

Although the existing work follows different approaches but none of them
aspire to tag multimedia data with the relevant content and context information.
Our multimedia tagging approach is different and novel from the work discussed
above. It aggregates data from diverse web-based resources and associates a
description of the multimedia data with the query video or an image on the
basis of contextual meaning.

3 Context-Based Tagging Model

Context refers to some situations or conditions that make the meaning of the
content of any web document more clear and specific. Context-based search for
multimedia retrieval is an insightful technique which revolutionizes the efficiency
of search engines. The multimedia documents with almost the same content may
have totally different contexts and thus, may refer to different events. An event
is always associated with several inherent contexts like temporal, geographical
or entity based. Since context gets defined with respect to an event instance,
therefore, identification of context information facilitates in identification of an
event that is taking place in multimedia document. The tagging model is depicted
in Fig. 1.

The Event Context refers to the event related information that is associated
with the multimedia data. This includes the time and place related information
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of an event which for example help in identifying the Temporal and Geograph-
ical context. Some other tags can be identified from the image content using
Corr-LDA. On the other hand, the documents from the repository are classified
contextually using hLDA approach. The tagging engine makes use of context-
matching algorithm to associate the contextually aligned documents and the
tags (temporal, spatial and the ones obtained using Corr-LDA) with the query
image/ video. The obtained tags are given as input to the tagging engine that
facilitates in identifying the contextually relevant documents from the document
repository. The documents are considered relevant only if their context matches
with the context of the input video or an image.

4 Problem Formulation

Given an image or video, our objective is to annotate the video or an image with
the relevant context and content information on the basis of semantic mean-
ing. The contextual information is modeled using hierarchical LDA (hLDA)
as explained in Sect. 4.1. For content classification, the Correspondence LDA
(hereafter, Corr-LDA) is used to classify videos into different categories corre-
sponding to different events as explained in Sect. 4.2. To associate query image
or video with the relevant context and content information on the basis of con-
textual meaning, Context Matching Algorithm has been devised as described in
Sect. 4.3.

4.1 Context Modeling

We have constructed a hierarchical event based context model for an image/
video. In this model, a set of web documents are organised in the form of a hier-
archy. Different paths along the hierarchy refer to different sets of contexts. Thus,
each path refers to some specific set of web documents. The contexts of the top-
ics of higher levels are more generalised than the lower level ones. The proposed
hierarchy consists of Event-Type at the lowest level. Event-Topic is the super
class of the event-type. At the top level we have Event-Context class as shown
in Fig. 2. For example, cutting of birthday cake is an event at the lowest level
which belongs to Event-Topic birthday event. It further belongs to the Event-
Context class Family. This hierarchical model is pre-constructed. However, we
need to build such hierarchy automatically based on resources available. As an
application we have focused on events in the public domain. Accordingly, we
chose news websites for building the context models to associate with an image
or video of news events. We have built a corpus of news documents classified and
clustered at Google News Website. On the clustered set of documents we have
applied hierarchical LDA (hLDA) [11] to discover a hierarchy of topic models.
For example, we have created a repository of all news article pertaining to the
domain entertainment and automobile. Using these documents we get a set of
topics.

For obtaining this hierarchical context from text news, hierarchical topic
modeling is used which is based on nested Chinese Restaurant Process (CRP) [9].
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Fig. 2. Hierarchical context classification model

One of the foremost advantages of using hLDA is that it does not rely on a fixed
tree structure for the representation of documents. As the documents are added
to the model, the structure of the hierarchy keeps on changing to add new levels
and topics. Once the hierarchy is obtained, each document in a repository cor-
responds to a distribution over the L distinct levels and is drawn by choosing an
L-level path. The words are drawn from the L topics corresponding to the docu-
ments along that path. All the lower-level documents share the topic associated
with the highest-level root document.

Assuming a data set consisting of a corpus of documents wherein each docu-
ment comprises of a collection of words, and a word is considered to be an item
in a vocabulary. The fundamental assumption is that the words in a document
are generated according to a mixture model where the mixing proportions are
random and document specific [9]. A multinomial variable z, and an associated
set of distributions over words is represented as p(w | z, β), where β is a para-
meter. The topics, one distribution for each possible value of z, are the basic
mixture components in this model. The document specific mixture distribution
that temporally assumes K possible topics in the corpus where, z ranges over K
possible values and θ is a K -dimensional vector is represented by:

p(w | θ) =
K∑

i=1

θip(w | z = i, βi) (1)

where, Dir(α) is the Dirichlet distribution for parameter α and multinomial(θ) is
the multinomial distribution for vector θ. The vector θ represents the document
specific mixing proportions corresponding to the different components.

The test database consists of a set of 85 documents corresponding to automo-
bile and entertainment category. From these we chose three events, namely car
launch event, celebrity event and music event, and pre-processed them to remove
stopwords. When we ran hLDA model on this data we obtained a hierarchy of
topics (context) as shown in Fig. 3.
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Fig. 3. Hierarchy of event context

4.2 Image Content Classification

An image is characterized by temporal and geographic context. Such temporal
and geographic context links an image to image content. Hence, for tagging an
image we need to formulate a strategy for identification of event context of an
image. Image classification plays a key role in many applications such as video
surveillance, video tagging, image retrieval and web content analysis. To classify
the content information we have used Corr-LDA. First the SIFT features are
extracted and then, a dictionary of visual words is obtained. This data is used
for image content classification as explained in the next sub-section.

Space-Based SIFT Feature. First the SIFT feature points are obtained for
each image. For each SIFT feature point, SIFT descriptors are constructed.
The size of each SIFT feature vector is 128. These descriptors are quantized
into visterms. In our experiments, we have trained Corr-LDA model using a
dataset of 460 images and considered 35 as the total number of clusters. The
K -means clustering is then applied and visual vocabulary is constructed which
is represented by an N xM matrix, where each row corresponds to an image and
each column represents a visterm. Unlike LDA model that allows documents to
be represented as bag-of-words model in text analysis, the bag-of-visterms (BOV)
model allows representation of an image as an orderless sequence of visual terms
called visterms. The feature descriptors are matched with the vocabulary and a
histogram is obtained for each image. Finally, the basic annotations of images
are predicted based on image’s content using Corr-LDA. We now present a brief
introduction of Corr-LDA and how we have used it in our framework.
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Table 1. Content classification

Event Actual No. of Images/ Frames Relevant Frames Tagged Accuracy

Music Artist 588 476 .81

Celebrity 601 530 .88

Car Launching 594 495 .83

Correspondence LDA (Corr-LDA). The Corr-LDA model extracts condi-
tional relationships between the set of image regions and set of words. In this, the
features of an image are first obtained and then the corresponding words are gen-
erated. Let the size of dictionary beM. Assume that an image comprises ofN finite
regions. While annotating the images, first descriptors for various image regions
are generated and then for each of the textual annotations, a region is selected.
That is, for each of the M words, one of the regions is chosen from the image and
subsequently a word is drawn conditioned on the topic that generates the selected
region [10]. The Corr-LDA model was trained using the dataset of the type which
one expects to find in entertainment/ automobile video. A total of 16 annotations
were used to train the Corr-LDA model. Example of the annotations are guitar,
car, person, stage, screen, sky, tree, trophy etc. The test images are then provided
as input to predict the basic annotation based on image’s content.

Fig. 4. Results of corr-lda
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If r={r1, r2, ...rN} denotes the set of image features, w denotes the set of asso-
ciated words, z={z1, z2, ...zN} is the set of latent variables, y={y1, y2, ...yM} is
the set of equiprobable indexing variables and θ is the Dirichlet random variable,
then the joint probability distribution is given as follows:

p(r, w, θ, z, y) = p(θ | α)(
N∏

n=1

p(zn | θ)p(rn | zn, μ, σ)).(
M∏

m=1

(p(ym) | N)p(wm | ym, z, β)) (2)

Conditioned on N and M, Corr-LDA specifies the joint distribution on image
regions, caption words and latent variables.

We have sampled videos into frames at the rate of 1 frame/ second to gen-
erate the images for our database. The annotations for the various video frames
whose p(annotation | image) is more than a threshold value (0.1 in our case)
are selected. Some of the annotations as obtained using Corr-LDA and the clas-
sification accuracy are shown in Fig. 4 and Table 1.

4.3 Merging of Context and Content

In this section, the query image image or video is tagged with the relevant
context and content information on the basis of their contextual meaning. To
achieve this objective we assume V to be a set of I video frames or images
V={v1, v2, v3, ..., vI}, C to be a set of J contents C = {c1, c2, c3, ..., cJ} and S
be a set of K contexts S = {c1, c2, c3, ..., cK}. The content information cJ ε C
along with the tags obtained using Corr-LDA and the temporal and geographical
context are associated to an image. This information gets tagged with a query
video or an image vi ε V if their context matches i.e. SJ is equal to SI . The
proposed Context Matching Algorithm for associating a query video or an image
with context and content information is explained below:

Algorithm 1. Algorithmic Steps
1 Input: Query Video or Image (ζi)

2 Output: Tagged Video or Image (ζt), where (ζt) comprises of annotations as resulted from

Corr-LDA (φ), temporal and geographical context i.e. the information about when and

where the multimedia data was uploaded (ρ) and the relevant text news from the corpus of

documents (σ).

3 Description:

1: The database of text files Γ is created and hLDA is applied over it.

2: The output of hLDA is parsed.

3: Hierarchy of hLDA gives different context along different paths. Let the total no of paths

be Π such that η ε Π.

4: Apply the Depth First Traversal to traverse every path of the hierarchy.

5: Map the annotations φ (derived from Corr-LDA corresponding to the image/video

frames) and tags ρ (temporal and geographical context associated to an image/ video

frames) i.e. (φ + ρ) onto η.

6: The path η is selected if the context of ζi is matched with the context of the path η.

7: Find the set of documents σ ε Γ which correspond to the above path η.

8: Tag ζi with ζt.
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Table 2. Tagging accuracy

Event Relavant Videos Tagged Actual No. of Videos Accuracy

Music Artist 32 40 .80

Celebrity 34 40 .85

Car Launching 33 40 .82

The basic annotations of images (frames) as obtained after applying Corr-
LDA along with the tags (date, location etc.) provided with the video are
matched with the topics present in event-context hierarchy as obtained using
hLDA. Based on the contextual meaning the content and context information
gets tagged to query video or an image. For each context class there is a separate
lexicon which contains the frequently used keywords. For example, in weather
news, keywords like rain, storm, temperature are common. These contexts are
nothing but the topics that we obtained in hLDA, so topic-document probabil-
ity can be obtained and document based on score of their probability can be
linked to a query video or an image. The information like the video broadcast
time, source and news event date is tagged with the video, to refine tagging and
search processes. The system makes a news video repository, which allows users
to search news videos.

Thus, following tags can be associated with a video:

– The date and location of the video
– A list of annotations as obtained using Corr-LDA
– A text summary of the video

Further, key frames can be stored and used to return search results.

5 Experimental Results

Initially, news videos were downloaded from YouTube website and frames were
extracted from them. We have trained the Corr-LDA using 460 images. The
training images were manually annotated using a list of 16 annotations (like per-
son, car, sky, guitar, grass, tree, screen, trophy etc.). The calculated histogram
vectors corresponding to each image feature along with the manual annotations
are given as an input for training of the Corr-LDA. Approximately, 60 frames per
video were extracted (typical video duration was 1-2 minutes). The histogram
vectors for the test images have been calculated similarly. These histogram vec-
tors are given as test input to the Corr-LDA. Using the image-annotation prob-
abilities for the test images, only those annotations are considered which have
a significant probability i.e., have image-annotation probability greater than a
threshold value. In our case, we have considered the threshold value as 0.1.
The key frames and hence the videos are classified into three given categories
viz music artist event, celebrity event and car launch event. The category into
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Fig. 5. Car launch event february 2014 Fig. 6. Celebrity event january 2014

which most of the frames extracted from the video are classified is chosen as
the video category. For extracting context for news videos, our system crawled
GoogleNews website to retrieve text news related to the three categories men-
tioned above. Then we obtained a hierarchy of news context using hLDA on text
news. The query video or image is tagged with the context and content infor-
mation on the basis of contextual meaning using Context Matching Algorithm.
The context and content information thus gets tagged to a query video or an
image.

We have considered 40 videos per category for experimentation out of which
in the paper 2 illustrations have been presented as depicted in Figs. 5 and 6.
The tagging accuracy is shown in Table 2.

6 Conclusion

In this paper, we have proposed an approach for tagging multimedia data based
on its context and content information. The query video or an image is tagged
automatically without any manual intervention on the basis of contextual mean-
ing. We have discussed an application for tagging multimedia data that utilizes
context matching algorithm for associating a resultant video or an image with
the appropriate content and context information.
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Abstract. A visual surveillance system should have the ability to view
an object of interest at a certain size so that important information
related to that object can be collected and analyzed as the object moves
in the area observed by multiple cameras. In this paper, we propose
a novel framework for real-time, distributed, multi-object tracking in a
PTZ camera network with this capability. In our framework, the user
is provided a tool to mark an object of interest such that the object is
tracked at a certain size as it moves in the view of various cameras across
space and time. The pan, tilt and zoom capabilities of the PTZ cameras
are leveraged upon to ensure that the object of interest remains within
the predefined size range as it is seamlessly tracked in the PTZ camera
network. In our distributed system, each camera tracks the objects in its
view using particle filter tracking and multi-layered belief propagation is
used for seamlessly tracking objects across cameras.

Keywords: Distributed multi-camera tracking · Real-time tracking ·
PTZ camera network · Collaborative multi-object tracking · Belief
propagation

1 Introduction

A real-time video surveillance system consisting of a PTZ (pan, tilt, zoom) cam-
era network requires seamless tracking of multiple objects in the scene. Moreover,
particular objects of interest, such as suspects, may be required to be tracked
at a certain dimension in each frame so that important information related to
that object is continuously retained. In general, it is possible that the object of
interest can become so small that a lot of information about the object is lost.
On the other hand, the object of interest can come so close to a camera that the
c© Springer International Publishing Switzerland 2015
M. Kryszkiewicz et al. (Eds.): PReMI 2015, LNCS 9124, pp. 183–192, 2015.
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object becomes too large and blocks the view of the camera, hiding important
information. In this paper, we propose a novel framework for real-time, dis-
tributed multi-object tracking in PTZ camera network that also addresses the
situation mentioned above. The pan/tilt capability of the cameras along with
camera handoff ensures seamless tracking of the objects in the scene. We leverage
on the zoom capability of the cameras to ensure that the objects of interest are
tracked at a certain size as the objects move across space and time in the camera
network. The main contributions of our framework are: (a) multiple objects are
seamlessly tracked across space and time in the camera network; (b) the user
is provided with a tool to mark an object of interest, such that, the object of
interest can be seamlessly tracked at a certain predefined size throughout the
area under observation; (c) the user is notified when the object of interest leaves
the area under observation.

Distributed PTZ camera networks are well-suited for wide area surveil-
lance [2]. However, such a system is complex because network topology changes
as cameras pan, tilt or zoom to seamlessly track the objects. We assume a dis-
tributed system with an underlying communication network such that each cam-
era can communicate with every other camera either directly or indirectly. We
assume that the camera network is calibrated and each camera has the list of its
network neighbors. We define the network neighbors of a camera as those cam-
eras that have overlapping or contiguous views in some pan/tilt/zoom position
of the camera. When a camera receives a message from any of its network neigh-
bors, it takes the decision to pan/tilt/zoom so that the object can be seamlessly
tracked at the required size. Data fusion between cameras viewing a common
region and across cameras needs to be addressed to enable seamless tracking.
We apply belief propagation at multiple levels for data fusion.

In our framework, we assume that there are priority areas, that are pre-
specified. These priority areas also include the entry and exit locations in the
area under observation. Placement of cameras in this case plays an important
role. We apply the optimal placement algorithm [6] to place the cameras in such
a manner that the priority areas are observed at all times. Since the cameras that
view the entry/exit areas are static for a certain time period, these cameras apply
background subtraction [12] to detect objects that enter the area under obser-
vation. Based on the detected object, we initialize the particle filter tracker [16]
in these cameras. The camera then communicates the particle filter estimates
of the detected object to all its network neighbors. The system ensures that as
the object moves in the area under observation, it is continuously tracked at all
times by at least one camera. In the next section we discuss the related work.

2 Related Work

In recent times, research on multi-camera tracking in camera networks con-
sisting of static cameras as well as PTZ camera networks has been gaining
importance [1,3]. More recently, research on active camera systems using dis-
tributed processing is gaining importance since they are better suited for wide
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area surveillance [4]. Various distributed computer vision algorithms are dis-
cussed in [10,13–15]. A system consisting of static and PTZ cameras was pro-
posed in [8] for surveillance of a parking lot. It is a hierarchical framework and
uses the active camera for tracking a suspicious object at higher resolution.
Authors in [4] apply distributed optimization in the game theoretic framework
for controlling PTZ cameras in a wide area distributed camera network. The
aim is to optimize solutions for various dynamic scene analysis problems. More-
over, the cameras collaborate among themselves to ensure that all objects are
seamlessly tracked. The concept of multi-player learning in games have also been
used in [11], for distributed collaboration among neighboring cameras viewing
a common target for multi-object tracking in a PTZ camera network. In com-
parison to these systems, our framework consists of only PTZ cameras and each
camera zooms in or out as required to track the pre-specified target at a cer-
tain resolution. Our framework provides a user interaction layer, to enable the
user to mark objects of interest as they enter into the scene. The user can also
specify the size at which the objects of interest should be tracked. Moreover,
we use particle filter based tracking in each camera independently and use its
parameters in multi-layered belief propagation for collaborative tracking of mul-
tiple objects in the area under observation. Authors in [9], proposed a method
for controlling PTZ cameras to obtain high resolution face images of targets at
opportune points in time for each camera in a distributed PTZ camera network.
Our work is essentially different from this as it tracks the whole body of the tar-
gets of interest at a pre-specified size requiring the camera to zoom in or zoom
out while the object is in its view. Moreover, if the camera is tracking more than
one target of interest, it collaborates with the neighboring cameras to ensure
that at least one camera is tracking the object at the required size.

3 Particle Filter Based Tracking Framework

Particle filter is a Monte Carlo method that is simple, yet capable of approxi-
mating complex models. Let the total number of particles be N and the total

number of components be M . Then, Xt = x
(i)
t

N

i=1 be the particles and the par-

ticle weights are Wt = w
(i)
t

N

i=1. Then, the mixture filtering distribution is of the
form given in [16],

p(xt|zt) =
M∑

k=1

πk,t

∑

i∈Ik

w
(i)
t δ

X
(i)
t

(xt) (1)

where, δb(.) is the Dirac delta function with mass at b and Ik is the set of
indices of the particles belonging to kth mixture component. These particles are
updated sequentially, and the new weights are recalculated at each step. The
new particle set P t has to be computed in such a manner that it is a sample set
from p(xt|zt) given that the particle set P t−1 is a sample set from p(xt|zt−1).
Each component evolves independently in the tracking module and therefore, the
particle representation of each mixture component also evolves independently.
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3.1 Measurement Module

In our framework, all entry locations are priority areas and therefore, continu-
ously observed by at least one camera, that is static for a certain time period.
As an object enters the area under observation, it is detected using background
subtraction [12] and represented by its bounding box. The reference color model
of the object is created at the time it is first detected in the manner discussed
below.

Let Bi = {xi, yi, wi, hi} denote the bounding box of the object of interest,
where, (xi, yi) is the center of the bounding box and (wi, hi) denote the width
and height of the bounding box respectively. Similar to [5], we consider the
Hue-Saturation-Value (HSV) color histogram of the bounding box to represent
the measurement model that is robust with respect to illumination changes.
The HSV histogram consists of N bins where bt(p) ∈ {1, 2, . . . , N} is the bin
index at the color value yt(p) at pixel location p in frame t. The HSV histogram
is formulated for the pixels inside the bounding box and the kernel density
estimate is H(xt) � {h(n;xt)}, n = 1, 2, . . . , N of the color distribution at time
t is given by

h(n;xt) = α
∑

d∈Bi

δ[bt(p) − n] (2)

For tracking, in each frame the color model of the previous frame is treated as
the reference color model, H∗, to overcome the variations in the background as
the objects moves in the scene. Similar to [5], the distance between the reference
color model and the color model of the current frame is calculated using the
Bhattacharya distance given by Eq. 3:

d(H∗,H(xt)) =

[
1 −

N∑

n=1

√
h ∗ (n;x(t − 1))h(n;xt)

] 1
2

(3)

The likelihood distribution that is required for particle filter tracking is obtained
using the distance between the current and previous HSV color histograms given
by Eq. 4:

p(zt|xt) = γe−βd2(H∗,H(xt)) (4)

where, γ and β are normalizing constants.

3.2 Single Camera Tracking

In our distributed framework, each camera tracks the objects in its view
based on its own image measurements. These measurements are measured
as described in Sect. 3.1 and used to initialize the particle filter tracker. Let
xo:t = {x0, x1, . . . , xt} be the state vector and z0:t be the observation vectors
up to time t. Then, for a particular object Oi, the posterior probability distrib-
ution is given by Eq. 5
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pi(xt|z0:t) =
p(zt|xt)p(xt|z0:t−1))

p(zt|z0:t−1)

= p(zt|xt)
∫

p(xt|xt−1)p(xt−1|y0:t−1)dxt−1 (5)

Given that there are M objects in a camera’s view, then the posterior distribution
p(xt|z0:t) is modeled as an M-component non-parametric mixture model given
by Eq. 6

p(xt|z0:t) =
M∑

i=1

πi,tpi(xt|z0:t) (6)

where, the weights πi,t are such that
∑M

j=1 πj,t = 1∀t. As can be easily seen
from Eq. 5,

πi,t =
πi,t−1

∫
pi(zt|xt)pi(xt|z0:t−1)dxt∑M

j=1 πj,t−1

∫
pj(zt|xt)pj(xt|z0:t−1)dxt

(7)

There are M different likelihood distributions pk(xt|z0:t), k = 1, 2, . . . ,M , one
for each object in the cameras view. Usually, in multi-camera tracking, it is
assumed that all the M objects are being viewed by all the cameras, however, in
our framework, this does not hold true. Since the camera network is spread in the
area under observation, it is not necessary that even two cameras will be viewing
the same area. Therefore, each camera computes these likelihood distributions
for the objects that are in that camera’s view. The 3D position of the object
gives the identity of the object since that is a unique feature for each object.
Only one object can be in a 3D position at a time. Moreover, each camera will
have its own uncertainty in measurement, so the 3D position is taken to be same
if it is within a predefined threshold.

4 Collaboration for Multi-camera Tracking

In this section, we assume that each camera is capable of tracking multiple
objects in its view. The same object may or may not be tracked by more than
one camera simultaneously. However, since the camera network is calibrated,
the 3D position of the object can always be calculated. Since each object is
represented by its bounding box and its center (x, y), each camera computes
whether an object will get out of its view or not. In general, a camera pans
and/or tilts to keep the object in its view, however, there are limitations on
the maximum pan/tilt that a camera can perform. Therefore, when an object
is about to get out of the view of the camera, that camera sends a message
to all its neighboring cameras about this object. The message contains all the
information, such as, current 3D position, size of the bounding box, the track
till the current point in time, the probability estimates till that time as well as
the predicted 3D position of that object.

A camera is a neighbor of another camera if an object can get out of one
camera’s view and get into the other camera’s view, or if both the cameras
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have overlapping views in some pan/tilt position of both the cameras. When a
camera receives a message from its neighbor, it checks whether it is tracking the
same object or not. If it is tracking the same object, it continues to do so. If the
message is about a new object, the camera checks whether the object has entered
its view or not. To check the identity of the object, we use the 3D location of
the center of the bounding box. The camera first checks whether it is already
tracking that object. It computes the distance between the 3D position received
in the message with the 3D position of the objects that it is currently tracking.
If this distance is within a threshold with one of the objects in the camera’s
view, it identifies that the message received is for an object that is currently
being tracked and continues to track that object. In case, the distance is not
within the threshold, it checks whether a new object has entered its view. To
do so, the camera that receives the message, computes the image coordinates of
the 3D position of the object, and considers a bounding box around that image
position. It then forms an HSV color histogram of the pixels in that bounding
box and compares the distance between the histogram received in the message
with the computed histogram. If the distance is within a predefined threshold,
it assumes that the object has been identified. It continues to track the object
using the information present in the message.

Belief propagation is used to compute the probabilities in the new view, based
on the probabilities received from the camera that was previously tracking it.
Let Ck be the camera that has received messages about an object from multiple
cameras, j = 1, 2, . . . , r, where r could be 1 or more than 1. Then, each Cj in its
message also sends the predicted value of the object, that is, xt,j , j = 1, 2, . . . , r.
Let the target state in Ck be xt,k and its state in each Cj be xt,j , j = 1, 2, . . . , r.

Let zt,j , j = 1, 2, . . . , r denote the observation in Cj at time t. Then, Zt =
{zt,1, . . . , zt,r} be the multi-camera observation at time t. This implies that Zt =
{Z1, Z2, . . . , Zr} are the multi-camera observations till time t. Then, the message
from camera Cj to Ck is

mkj(xt,k) ← pj(zt,j |xt,j)ψt
k,j(xt,k, xt,j)

×
∫

p(xt,j |xt−1,j)p(xt−1,j |Zt−1)dxt−1,jdxt,j (8)

Then, the belief is computed by,

p(xt,k|Zt) ∝ Πj=1,...,rmkj(xt,k)

×
∫

p(xt,k|xt−1,k)p(xt−1,k|Zt−1)dxt−1,k (9)

where, p(xt,k|xt−1,k) is computed as discussed above and p(xt−1,k|Zt−1) is set
to 1, since the object was not in this camera during that time period.

Therefore, even if the camera has not seen the object of interest before it will
get tracked using the history from its neighboring cameras.



Real-Time Distributed Multi-object Tracking in a PTZ Camera Network 189

5 Zooming into an Object

In our framework, we give the user the capability to observe any person such that
the size of the object in any camera’s view is within a predefined range, as he/she
moves across the camera network. The user can mark the object of interest when
he/she enters the area under observation. Then, as the object moves across the
camera network, along with the message that each camera sends to its neighbors,
a tag is also sent and the range of the size of the tracked object.

This ensures that each camera can change its pan/tilt and zoom parameters
to continuously track the object such that the size of that object in that camera’s
view is within the predefined range. It is not necessary that the object remains
in the center of the image, therefore, the camera does not need to pan/tilt
continuously. Instead, the camera needs to change its pan/tilt and zoom to be
able to track the object at the required size. By size of the object, we imply the
size of the bounding box. In many cases, if the camera zooms without bringing
the object to its center, then it may lose the object from its zoomed view.
Therefore, before zooming, the camera pans and/or tilts to bring the object
to the center of its view and then zooms into be able to view the person at the
predefined size. The camera only pans and/or tilts next when the object is about
to get out of its view or if the size of the object goes out of the desired range.

Suppose that object Oi is currently in view of camera Cj and about to get in
the view of its neighbor, Ck. Then, Ck also receives the predicted 3D position of
Oi. Once Ck checks that Oi is within its view, it checks on the size of the object.
If the size is outside the required range, then first the camera Ck pans/tilts to
bring the object into its center and then zooms. This is to ensure that the object
is not lost from the camera’s view after zooming. Panning by angle α is rotation
about the Y -axis by α and tilting by angle β is rotation around the X-axis by
β. Let (Xi, Yi, Zi) be the position of Oi in Ck. Then, as discussed in [7],

α = − arctan
Xi

Zi
(10)

and,

β = arctan
Yi

Zi cos α − Xi sin α
(11)

After the target object is centered, the camera zooms in by δ = f ′
k−fk where,

f ′
k is the focal length of Ck after zoom in.

Then, the zoom f ′
k is computed as

f ′
k =

aHi

H
Zi (12)

where, a is the ratio of the current height hi to the desired height Hi, hi

Hi
≤ a ≤ 1

and H is taken to be the average human height. And, tracking is resumed after
adjusting the size of the target. Since this does not take too much time, the
tracking is smooth despite the transition.
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Fig. 1. Each row shows the state of the four cameras C1, C2, C3, C4, respectively at
different time stamps. Two objects of interest O1 (red) and O2 (blue) are in the scene.
In(a), O1 enters at C1 and the user marks it as an object of interest. (b) C1 zooms
to bring O1 to the predefined size. (c) O2 enters, since C1 is about to zoom, it will
lose O1. C1 communicates to its neighbor C2 and C2 pans to bring O1 in its view.
(d) O3 enters and O1 and O2 are tracked by C3 and C2 respectively. (e) O1 and O2
are in same cameras but moving in different directions. Therefore, in (f) C4 pans and
zooms to track O1, while C3 continues to track O2. (g) O1 has exited the scene, that
is informed to the user, O2 is also an object of interest and therefore, tracked at the
zoom level (Color figure online).



Real-Time Distributed Multi-object Tracking in a PTZ Camera Network 191

6 Experimental Results

We perform various experiments using four PTZ SONY EVI D70 cameras, C1,
C2, C3 and C4. In the scene, camera C1 views the entrance and camera C2
views the exit. These are the two priority areas. We show one of the scenarios
of our experimentation that covers the all aspects of our framework. In Fig. 1,
the user marks two objects of interest O1 (red) and O2 (blue) when they enter
the view of camera C1. In both cases, the camera zooms to track the objects
at the predefined size. In Fig. 1(e), both the objects of interest are in the view
of the same camera but moving in different directions. Since both O1 and O2
need to be tracked at all times, C3 sends a message about O1 to camera C4 and
then, C4 pans, tilts and zooms to continue tracking the O1 at the required size.

7 Conclusion

In this paper, we have proposed a novel framework for real-time, distributed,
multi-object tracking in a PTZ camera network. In our framework, the user
is given the ability to mark an object of interest to track it across cameras
such that the size of the object remains within a pre-specified range. If the
size of the object reduces or increases beyond this range, the camera zooms in
or out, as required, to bring the object’s size within the range. We have used
particle filter based tracking for tracking objects in each camera and multi-
layered belief propagation for seamlessly tracking objects across cameras. The
pan, tilt and zoom capabilities of each camera are used whenever required for
seamlessly tracking all the objects in the scene.
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Abstract. To meet the requirements of the market, people are improv-
ing communication with the virtual reality systems. We propose a method
for simulating holography, where person can see the object from different
points of view. To achieve such effect we used stereoscopy in combination
with face tracking, what enables us to manipulate content on the screen.
Despite heavy computation load we were able to maintain interactivity
of the whole system.

1 Introduction

People always wanted to recreate real world in virtual environment. Such projec-
tion gives the possibility to manipulate elements from the surrounding without
modifying reality. There are many ways to move the content in the virtual envi-
ronment, but the simple manipulation of everything on screen with keyboard
and mouse is not enough.

Solution for this are virtual reality systems. Each of them must consist of
at least three elements. The first one is computer, heart of the system, which
is responsible for every calculation. Secondly, the hardware for communicating
with the user. This can be handled in many ways, for example with mouse and
keyboard, camera, microphone. The third element is equipment, that presents
user the result of his/her manipulation. There are many possibilities for showing
results, just as it is for taking the input for the system, the simplest one is screen
of the monitor. In this work we would like to create such system in combination
with stereoscopy, as the enrichment of the experience for the user.

Stereoscopy will give the possibility to recreate depth, so user will be more
involved into the virtual world. Stereo vision by itself, cannot be enough to
immerse person in computer generated content, so we would like to simulate the
holography. For this reason, the part of our system is a simple camera device,
that will be used for tracking position of the user. That will help with involving
user more into the manipulation and giving the impression, that everything can
be seen from different points of view.

2 Background and Previous Work

In this section, there will be presented background for stereo perception as well
as an overview of the previous solutions for view-dependent rendering.
c© Springer International Publishing Switzerland 2015
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2.1 Stereopsis

One of the most complicated systems in human organism is visual system. To
achieve good perception it combines information from many different cues (for
example occlusion or perspective). The most influential one is stereopsis [6,9].
It has a really strong influence on viewing experience. Human get information
about the depth and 3d structure of objects from binocular vision. Because of
the position of eyes, binocular vision results in two slightly different images,
which are projected to the retinas of the eyes. Usually the difference between
images is only in horizontal direction and it is called horizontal disparity. It can
happen, that vertical disparities are also present (for example during watching
content with reflections or refractions [11]). Excessive disparities can lead to
visual discomfort, what results in poor user experience.

2.2 View-Dependent Systems

Previously there were some attempts of creating view-dependent systems. In [10]
they tracked user position by using two cameras. The result of the tracking was
used as an input for rendering. The system worked in real time, but it did
not consider steroscopy. Interesting work has been showed in [5]. In developed
system they used stereoscopic rendering and simple camera for face tracking.
They focused on reducing distortions and saving as correct 3d perspective as
possible. It was done by changing frustum from symmetric to assymetric. In the
second work, they considered perception element. But in the end, they considered
only movement in horizontal and vertical direction.

There were also some systems that used depth cameras. In one of them [3]
authors used depth sensor from Microsoft KINECT to perform the head tracking.
It was quite novel approach to this problem, because device they used solved
most of the problems with detection of the head’s orientation. The output of
their algorithm can be projected on a flat surface, which then can be explored
by a user. In another approach presented in [13] they improved depth perception
by tracking position of the user and creating motion parallax for the rendered
image. Their solution was confirmed by creating some interesting applications,
that used pseudo 3d effects.

If it comes to the virtual reality systems, the most advanced is probably the
one presented in [7]. They proposed a solution for changing a whole room into
the augmented reality environment. By using the set of cameras and projectors,
they cover whole room with the output pixels, and track user movement. Thanks
to the tracking they are able to dynamically adapt the content of the room. They
showed new way of creating and presenting augmented reality and in the same
way, they created new area that can be explored.

3 Our Method

We are developing further the method presented in [2], so in this section we
present short review of the previous method and what has been added to make
the solution better.
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3.1 Camera Arrangement

In our setup a camera was placed above the monitor, so like in every laptop.
The device we used, was really simple, without any depth sensors. During using
of our system, user can move his head freely, without any move restrictions.

3.2 Rendering

To simplify rendering part we used deferred shading. Because some objects
(reflecting or refracting) can cause more problems [6, Ch. 12] than benefits, we
considered only diffuse objects. In this case only thing, that we should be aware
of accommodation and vergence conflict. What is connected also to diffuse ren-
dering is limiting too large disparities, because otherwise it will be impossible to
see the image in 3d. In our rendering we used image based lighting [4] in addition
to the pre-computed ambient occlusion [14].

3.3 Face Tracking

Every view-dependent system uses some kind of tracking. Information, that
comes from tracking movements, gives the possibility to manipulate the envi-
ronment according to the gestures or position of the user. This is what we are
aiming at, tracking technique that we used gives us the potentiality to simulate
holography. Imitating the effect consists of showing user content on the screen
from different perspectives.

The most common technique for showing 3d content is using glasses of differ-
ent types. Such method has its drawbacks. Because of the glasses and the fact,
that they are ’coloured’, it is really hard to find position of the eyes and use
them for tracking. Sometimes it is nearly impossible to find regions of interest,
but to not handle such problem, we remained with face tracking. That gives
us more robust solution, because it allows user for wearing glasses also during
detection step.

For face detection we used Viola-Johns framework [12]. Because of the way
it is working, lighting conditions should be really good. There should not be
any over- and unsaturated regions. In the framework all features for detection
are represented by combination of sequences of rectangles. Every such region
consist of two kind of pixels: white and shaded ones. The value for feature is the
difference of the sums of pixels that are inside white regions and shaded ones. By
using a method called integral image, it is possible to calculate such feature in
constant time, by only four table reads. Integral image can be precalculated by
summing values in the grid, so the value in point (x, y) is a sum of all values that
are above and to the left of (x, y). For selecting features and training classifiers
AdaBoost was used. We used cascade classifiers, because every single part works
only on the date from the previous one, so it rejects wrong solution very quickly.

After detection step, we need to perform tracking step. For this we used
a method based on motion, called Lucas-Kanade optical flow [8]. The method
assumes constant neighbourhood of the pixel and solves equation for it for the
flow using least squares criterion.
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3.4 View-Dependent Part

The origin of the camera in the scene is changed, to show objects from different
perspecitve, so the user will have the impression of the holography. The scene is
represented by a virtual sphere, where all objects are in inside the sphere and
camera is moving on the surface of it (Fig. 1).

Fig. 1. Scene representation in our algorithm. Different colors of arrows are repre-
senting different positions of the viewer, that is watching the screen. Chevrons are
representing corresponding camera positions in the scene.

Our alogrithm consists of three paths, like it is shown in Fig. 2. Green one is
responsible for calculating movement in XY direction. The yellow path regulates
the size of the radius of the virtual sphere. Thanks to this, we are able to make
objects bigger or smaller, depending how far from the camera the user is. The
last red part takes into account rotations of the user’s head. That gives us the
possibility to manipulate stereo matrices to add vertical disparity, in amount
that depends on the angle.

Movement of the user in vertical or horizontal direction is simple to handle.
All information, that is needed to change position of the camera comes directly
from the optical flow. We calculate sum of differences in X and Y direction of
the tracked points from current frame and previous one. Next, we directly use
that values to change the position of the camera, and make it look at the center
of the virtual sphere. To remove flickering from the presented content, small
movements of the user are just ignored.

What can be done further is changing distance to the observed object. This
can be done, by expanding or reducing the length of the radius of virtual sphere.
Here, the optical flow, does not give enough information, because it is limited
to vertical and horizontal direction. To do this, there is a need to calculate
differences between consecutive frames. The problem that arises here is quality
of input images, which depends on the video frames coming from the camera.
To limit the error, that can happen during this step, consecutive frames are
subtracted from each other. For the further calculation we have textures with
differences between current frame and the previous one, and between previous
one the penultimate. Too small values in such textures are filtered out. Next, the
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Fig. 2. Flow representing our algorithm.

cross correlation is done between these. The result of this step is an image with
disparities in X direction, because vertical coefficient is not important. What
needs to be done with the result is checking the sign of the sum of such texture.
Moving towards the camera will result in negative values, in opposite direction in
positive values. Negative values will shrink radius of the virtual sphere, positive
ones will make it bigger.

Stereoscopic component of the application gives us the reason for handling
new type of the user movement - head rotations. The result of the operation
will be addition of small vertical disparity to the final image. Too much of such
disparity can result in bad experiences during 3d watching, but a small can
enhance it. What should be done in this step is calculating, how much user
has turned his head in XY plane. Input for this step are images that are free
of the camera capture errors. First, we calculate gradient in both directions.
Such gradient will be calculated for a whole image, which will result in giving
values that are not important. To remove them, we calculate the edge image for
interesting region and improve it’s quality by using erosion and dilation. Such
mask is used to remove unnecessary regions. Next, we calculate histogram for
such image. That gives us the possibility to predict rotation of head. The highest
value in the histogram is the most probable angle of rotation. To prevent numeric
errors, we remove values below some threshold, and use this value to add vertical
disparity to the image.

4 Results and Discussion

We have created a virtual-reality system for simulating holography, by using
stereoscopy and face tracking. We were aiming for creating view-dependent sys-
tem with limited cost, so with the hardware that everybody can possibly have.
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In our case, additional part was only a camera. It gives the possiblity to watch
an object from different places and thanks to this, improve user’s experience.
In comparison to the previous system, which was used as a basic [2], we have
improved movement in depth, made algorithm more stable and added stereo-
scopic component, which resulted in adding vertical disparity to the final image.

In Fig. 3 is shown movement in XY direction. As can be seen, by moving
head, we are able to see the object from different angles.

Fig. 3. XY movement - in the first row normal position, in the second row has changed.

Z direction movement can be seen in Fig. 4. By moving further from the
camera it is possible to see the object as it is further from the user. The same
applies to moving closer. The closer to the camera person will be, the closer the
object is.

The most complicated transformation is shown in Fig. 5. By rotating head,
small vertical disparity has been added, which can enhance experience in watch-
ing 3d content on the screen.
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Fig. 4. Z movement - in the first row normal position, in the second row has changed.

We have not limited movement in any direction, so too dynamic movements
can cause flipping the sphere, so the object will be seen from the other side.
What is more, moving too close or too far away will change disparity too much,
so it will be very difficult to verge on the object. This can be misleading for the
user. The simplest solution is limiting the movement or correcting the disparity,
but it also can cause some difficulties in understanding how user can influence
on the rendered scene.

Even with that much processing our system, is quite responsive. We have
not tried raytracing as a method of rendering, because it is very time consuming
method and it will add more calculations between consecutive frames.

Face tracking technique is now a problem, because it seems that this is the
part which is really time consuming. This is the part, that is done on the CPU,
so probably moving it to the GPU will make system more responsive. Another
problem is dependancy between the detection, tracking and working of whole
system. If one of the parts goes wrong, the whole system will not work correctly,
but of course, it is inevitable, because face tracking is the heart of the system.
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Fig. 5. Head rotations - in the first row normal position, in the second row has changed.

In the future we plan to move face detection and tracking to the GPU to
improve speed of the algorithm, because now the delay is visible. We would like to
add raytracing to the current pipeline to handle reflections and refractions. Such
addition can cause more problems that are connected to the visual discomfort in
stereo 3D (for example rivalry). There are now some algorithms [1], that can cope
up with this inconveniences, so we plan to add them to the pipeline. After adding
raytracing we will be able to give user the chance to see really complicated scenes
with many reflections (for example many mirrors), or refractions (materials like
glass). There is a possibility to improve the current solution.
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Abstract. We propose to use a state-of-the-art visual odometry tech-
nique for the purpose of head pose estimation. We demonstrate that
with small adaptation this algorithm allows to achieve more accurate
head pose estimation from an RGBD sensor than all the methods pub-
lished to date. We also propose a novel methodology to automatically
assess the accuracy of a tracking algorithm without the need to manually
label or otherwise annotate each image in a test sequence.

Keywords: Head pose estimation · Head pose tracking · Camera pose
estimation · RGBD camera · Kinect · Visual odometry

1 Introduction and Related Work

Head pose estimation is a very popular topic as it directly links computer vision
to human-computer interaction. In recent years a lot of research has been con-
ducted in this field. The focus of most contemporary approaches seem to be
Active Appearance Model-like approaches such as [1,15] or hybrid approaches
based on model tracking [9,13]. Despite impressive performance, we argue that
the accuracy of these methods in terms of head pose estimation accuracy (rota-
tion, translation) still leaves room for improvement. Most importantly, all the
popular approaches assume that the RGB camera input is available, but do not
consider depth input data. Recent developments in the field of depth sensors
suggest that they will soon be deployed on a large scale, such as RGB cameras
are today. Therefore, using this additional information for basic computer vision
challenges such as head pose tracking, seems to be important.

We show how the method developed primarily be Kerl et al. [10,11] for
camera pose estimation can be used for head pose tracking. We believe that
this approach presents new opportunities and benefits compared to previous
approaches. We demonstrate that this method has superior accuracy to the
current state-of-the-art. Furthermore, we propose a generic scheme of adopting
a camera pose estimation method to the head pose estimation scenario.

c© Springer International Publishing Switzerland 2015
M. Kryszkiewicz et al. (Eds.): PReMI 2015, LNCS 9124, pp. 202–212, 2015.
DOI: 10.1007/978-3-319-19941-2 20
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The contributions of this work are as follows:

1. A derivation on how to use the visual odometry algorithm proposed in [10]
for head pose tracking.

2. A new method to automatically evaluate the accuracy of a head pose tracking
algorithm.

1.1 Related Work in Head Pose Estimation

Head pose estimation is a very important topic in the field of human-computer
interaction. It has many applications as a component of HCI systems such as
eye gaze tracking or facial expression analysis, but also directly for controlling
interface elements such as the cursor. The first vision-based approaches utilized
a single RGB camera to estimate the head pose. Recently however, the focus of
researchers has shifted to depth sensors. Starting with Microsoft Kinect, depth
cameras have become increasingly available, which further encourages research
in this area.

A good overview of head pose estimation using visible light cameras can be
found in [16]. A follow-up of this study focused on high accuracy techniques
was presented in [4]. The most accurate RGB based methods are related to
tracking. The current state-of-the-art in this field are hybrid methods using a
combination of static pose estimation and tracking, with the usage of reference
templates [13,15].

The depth-based head pose tracking methods are all relatively new. One of
the pioneering studies [14] infers pose from facial geometry. In order to make
this work, facial landmarks such as the nose tip are first detected, and smoothed
with a Kalman filter. The relative position of the facial landmarks allows to
calculate the head pose. Despite high accuracy reported in the paper, it is ques-
tionable whether such can be achieved in real world scenarios under uncon-
strained head movements and varying lighting. Another statistical framework
was later presented without the requirement of such high resolution input data
[2]. The accuracy of the system seems to be good with a reported accuracy around
3 pixels related to manually tagged facial landmarks in images (in the presented
set-up this is below 2 mm). Other statistical head pose estimation approaches
using depth cameras have also appeared [5,17], but they are only capable of
performing coarse pose estimation, focused on robustness not accuracy.

A somewhat different type of approach has been proposed in [6]. The authors
propose to perform depth based tracking and intensity based tracking separately,
and later fuse them with an extended Kalman filter. A set of features is detected
and tracked in the intensity domain, as well as in the pure depth image. The
reported accuracy of around 3 degrees is quite impressive. In other work, [12]
propose to track the head using an elaborated variant of ICP with head move-
ment prediction. While being fast, the system seems less accurate than other
related work. Last but not least, a new approach to using Active Appearance
Models has been recently proposed [20]. It is an improved AAM tracking with
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linear 3D morphable model constraints and claims to have a point tracking accu-
racy of 3–6mm. It is a very good choice for tracking initialization, but does not
reach the full potential of frame-to-frame tracking accuracy that we will present.

1.2 Related Work in RGBD Camera Pose Estimation

The traditional algorithm for RGBD pose estimation is the Iterative Closest
Point (ICP) algorithm, which aligns two point clouds. One of the first popular
Simultaneous localization and mapping (SLAM) methods, Kinect Fusion [8], is
based on this approach. ICP is however not very accurate, even when adopted
in a coarse-to-fine scheme. A much more accurate method for small baselines
has been recently proposed by Steinbrucker et al. [21]. Assuming that the scene
geometry is known, the camera pose estimation can be denoted as the minimiza-
tion of the following total intensity error

minξ

ˆ
Ω

|I1(x) − I2(πgξ(hx))|2 dx (1)

where ξ represents the six degrees of freedom for rigid body motion, gξ is the
rigid body motion (of the camera), x is a point in homogenous coordinates,
hx is the 3D structure and π is projection. This can be solved by linearization
and a Gauss-Newton approach. It turns out that on contemporary hardware
such minimization, and in turn camera motion estimation, can be performed in
real time even for high camera resolutions. Extensions to the basic idea include
parallel minimization of the depth discrepancy as well as a probabilistic error
model [11].

We use the described work in our derivation in Sect. 2. We propose to solve
a dual problem to the classical one: instead of estimating the camera pose we
estimate the pose of the tracked object, in our case the human head.

2 Direct Head Pose Tracking Approach

We consider the problem of object pose tracking, i.e. the affine motion estimation
using a single RGB-D camera. The camera can be used to find the instant motion
with respect to its Cartesian coordinate system for selected objects which are
detected in the image - in our case a human head. The below derivation is based
on the work of [10,11,21] extending their presentation by the complete EM
scheme including weight computation for Iteratively Reweighted Least-Squares
(IRLS), and by the formulas (3), (5), (8), and (9).

2.1 Spatial and Pixel Trajectories of Tracked Objects

Object affine motion can be approximated by discrete trajectories of its points
represented in homogeneous Cartesian coordinates and defined recursively

Xt+1 ≈ (I4 + ŝt) (2)
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where the twist vector s defines the instant motion matrix ŝ. The cummulated
rotation Rt and translation Tt can be recovered from the matrixGt+1 = (I4 +
ŝt)Gt, G0 = I4, requiring identification of the twist st for each discrete time.

The spatial trajectories are viewed by the RGB-D camera as pixel trajec-
tories. Having the depth function D(x, y) and the intrinsic camera parameter
matrix K ∈ R

3x3, we can re-project the pixel (xt, yt) from the image frame It

to the spatial point (Xt, Yt, Zt), find the point (Xt+1, Yt+1, Zt+1) after instant
motion determined by the twist st = (at,vt)), and project onto the pixel
(xt+1, yt+1) into the image frame It+1 (where K ′ ∈ R

2x3 is the upper part
of K):

⎡

⎢⎢⎣

Xt

Yt

Zt

1

⎤

⎥⎥⎦ = Dt(xt, yt)K−1

⎡

⎣
xt

yt

1

⎤

⎦ →
[

xt+1

yt+1

]
= K ′

[
Xt−(at)zYt+(at)yZt+(vt)x

−(at)yXt+(at)xYt+Zt+(vt)z
(at)zXt+Yt−(at)xZt+(vt)y

−(at)yXt+(at)xYt+Zt+(vt)z

]

(3)

2.2 Probabilistic Framework for Object Pose Tracking

The twist vector s can be found by Iterated Re-Weighted Least Square method
with weights derived from probabilistic optimization given residuals ri (differ-
ences between warped and observed intensities/depths)

sMAP = arg min
s

[
−

n∑

i=1

log p(ri|s) − log p(s)

]
(4)

When d-variate Student t-distribution is assumed for d-dimensional residuals,
the weights can be found by EM iterations. Let ν be fixed and initially μ(1) =
0d, Σ(1) = Id. Then at the iteration j, the parameters w, μ,Σ are updated:

1. the i-th residual ri gets the weight: w
(j)
i ← ν+d

ν+(ri−μ(j))T (Σ(j))−1
(ri−μ(j))

2. the mean value: μ(j+1) ←
∑n

i=1 w
(j)
i ri

∑n
i=1 w

(j)
i

3. the covariance matrix: Σ(j+1) ←
∑n

i=1 w
(j)
i (ri−μ(j+1))(ri−μ(j+1))T

∑n
i=1 w

(j)
i

The stop condition occurs if both the mean vector and the weighted covariance
matrix stabilize all their components. However, it should be noted that if the
weight w

(j)
i is small, the algorithm can be stopped earlier and thus speeded

up. The optimization step can keep a linear form if the weights wi satisfy the
requirements wiAri

.= ∂ log p(ri|s)
∂ri

, for a certain matrix A ∈ R
dxd.

Assuming the normal prior probability distribution p(s) = Norms

(spred,Σpred) and approximating the residual function ri by its linear part we
get the linear equation for the optimized step Δs:

[
Σ−1

pred +
n∑

i=1

wi
∂rT

i

∂s
Σ−1 ∂ri

∂sT

]
Δs = −Σ−1

pred(s0 − spred) −
n∑

i=1

wi
∂rT

i

∂s
Σ−1ri(s0)

(5)
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2.3 Residual Derivatives Based on Intensity and Depth Constancy

Since an RGBD camera produces 2D photometric data and 3D spatial data
we can track the object relying on the depth D constancy along the 3D point
trajectory and the luminance L constancy along the pixel trajectory. In this case
the vectorial residual has the form:

ri(s) =
[

L′(x′
i, y

′
i) − L(xi, yi)

D′(x′
i, y

′
i) − Z ′

]
(6)

The twist derivative is the combination of two twist derivatives: luminance and
depth

∂rT
i

∂s
=

[
∂L′(x′

i, y
′
i)

∂s
,

(
∂D′(x′

i, y
′
i)

∂s
− ∂Z ′

∂s

)]
(7)

The luminance derivative is a special case of the constancy formula for photo-
metric attributes:

∂L′T
i

∂s
=

[
∂x′

∂s
,
∂y′

∂s

][
∂L′T (x′,y′)

∂x′
∂L′T (x′,y′)

∂y′

]
=

[
X̂i

I3

]⎡

⎣
Z ′ 0
0 Z ′

−X ′ −Y ′

⎤

⎦ K∗

Z ′2
T

[
∂L′T (x′,y′)

∂x′
∂L′T (x′,y′)

∂y′

]

(8)

where we define K∗ .=
[

fx gx

0 fy

]
. The depth is differentiated along the pixel

trajectory and along the 3D point trajectory:
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[
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∂y′

]
− [Yi,−Xi, 0, 0, 0, 1]T

(9)
Using the Gauss Newton algorithm and formulas 5 and 7 we can align two

RGBD images by minimizing the photometric and geometric error. Because of
using the probabilistic model and IRLS, the method is robust to small deviations
and outliers. In order to perform head pose estimation relative to a fixed-position
camera sensor, we propose to crop out the face image from the whole scene. Once
only facial pixels are provided, the problem comes down to estimating rigid body
motion as described above.

2.4 Head Region Extraction

In order to crop out the face, we use a face detection algorithm based on the
boosting scheme. For feature extraction we use an extended Haar filters set
along with HOG-like features. For weak classification we use logistic regression
and simple probability estimations. The strong classifier is based on the Gentle
Boosting scheme.
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Our facial landmark detection method is based on a recently popular cas-
caded regression scheme [18], where starting from an initial face shape estimate
S0 the shape is refined in a fixed number of iterations. At each iteration t an
increment that will refine the previous pose estimate St−1 is found by regressing
a set of features:

St = St−1 + RtΦt(I, St−1), (10)

where Rt is the regression matrix at iteration t and Φt(I, St−1)t is a vector of
features extracted at landmarks St−1 from image I. Figure 1 summarizes the
whole process of facial feature alignment. Our method was trained using parts
of the 300-W [19] and Multi-PIE [7] datasets.

Fig. 1. The process of facial feature alignment. (a) The mean shape is aligned with the
landmarks from the previous video frame. (b) The shape and image are transformed to
a canonical scale and orientation. (c) Cascaded regression is performed for a predefined
number of iterations. (d) The resulting shape. (e) An inverse transformation is applied
to the shape to obtain its location in the original image.

3 Experiments

3.1 System Implementation

We have developed our head pose tracking system on top of the dense visual
odometry tracking algorithm as implemented by the authors of [10]. The original
DVO tracker is designed to estimate the camera motion. As this is dual to the
estimation of an object’s pose relative to a motionless camera, we crop out face
pixels from the whole image to get a consistent face pose estimation.

In order to provide the initial region of interest we run our face detection
algorithm described in Sect. 2.4 in the first frame. Once we have a coarse rec-
tangular face area, depth-based segmentation can be performed. We begin with
finding the mean head depth by averaging the depth values in a small window in
the center of the face ROI. Next we perform depth thresholding to remove pixels
far away from the mean head depth. The suitable depth range has been deter-
mined experimentally. During tracking the coarse region of interest is moved
using estimated head motion. The depth thresholding is repeated in the same
way for each subsequent frame. An example of coarse rectangular ROI and final
segmented head is presented in Fig. 2. Once the head is segmented from the
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images the motion is computed using DVO tracker. The motion is estimated in
a frame-to-frame manner and accumulated to obtain the transformation to the
first frame.

3.2 Test Methodology

Unfortunately, popular databases for head pose estimation, such as the Boston
University dataset [3], do not suit our needs. We require a dataset where the
RGB and depth stream are registered simultaneously and the user performs
various head movements. Because of the lack of such datasets, we have decided
to record our own. We have recorded ten sequences of five different people, each
about one minute long. Each sequence begins with a frontal head pose, after
which unconstrained, significant head movements are performed. Typically the
sequences contain large head rotations along three axes (yaw, pitch, roll).

Recording the ground truth of a person’s head pose is a very difficult task.
Firstly, it requires specialized, expensive equipment such as magnetic trackers.
Secondly, the accuracy of such a dataset is inherently limited by the accuracy
of the equipment used. We propose a novel method to measure how well the
head pose is estimated, which overcomes both of the mentioned limitations. We
propose to estimate the motion of projected facial landmarks found in the input
data. The algorithm can be outlined as follows.

For each image:

1. Estimate head pose in the image.
2. Use the estimation to transform the head pose to the initial view.
3. Calculate the projection of the transformed facial image.
4. Calculate the distance between the projected coordinates of landmarks. in

the first and current image - this is proportional to the tracking accuracy.

As facial features we propose to use the eye inner and outer corners, and lip
corners. The facial features can be tagged manually, but what is even more
important, they can be determined automatically by a face landmark localisation
algorithm. This is the biggest advantage of the proposed methodology - long
sequences can be reliably evaluated without the necessity to perform tedious and
error-prone manual tagging of each frame. Figure 2 shows the type of performed
head movements in one of the test sequences (top), along with warped segmented
faces using the described algorithm (bottom).

3.3 Results

The results on sequences that we have recorded are shown in Table 1. The set
of six chosen facial features (inner and outer eye corners, lip corners) was used
to calculate the errors in the top row. For comparison, the bottom row shows
the average errors for all points (68) detected by the facial landmark alignment
algorithm. The average errors in pixels have been calculated for all the frames in
each test sequence. We have used an RGB camera resolution of 1920x1080 pixels
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Fig. 2. Head pose dataset. Landmark locations from the reference frame are marked
by green circles, those from the current warped frame are marked by red crosses.

and recorded people who were about 1 m away, which resulted in the face images
having around 100 pixels between the eyes. For depth recording we have used the
Kinect 2 sensor having 512x424 resolution in the image plane and 1 mm depth
resolution. The proposed algorithm works in real-time on a CPU.

Table 1. Head pose estimation accuracy on ten sequences [pixels]

Sequence Seq 1 Seq 2 Seq 3 Seq 4 Seq 5 Seq 6 Seq 7 Seq 8 Seq 9 Seq 10

Subset error 3.78 3.48 2.77 4.4 3.37 4.15 2.76 3.69 4.38 4.62

Full set error 4.92 4.85 4.59 5.48 4.07 4.74 4.21 4.61 5.61 5.82

The measured errors of around 3–4 pixels demonstrate very high accuracy
of the proposed head pose estimation method. Because the proposed tracking
algorithm uses a probabilistic model and IRLS, it can handle outliers and non-
rigid face motion by downvoting the pixels inconsistent with global motion.

We wish to point out, that the facial landmark localisation algorithm used
in our experiments is sensitive to illumination and the inaccuracy of the facial
landmark localization algorithm is a part of the measured errors in Table 1. In our
opinion, judging from a set of manually tagged images, the proposed head pose
estimation algorithm has better accuracy than indicated by the measurements
in Table 1 by at least 1 pixel. This is better than the accuracy measured in [2].

Figure 3 shows the trajectory of head motion that was performed similarly
in each test sequence. The trajectory is displayed as a virtual camera trajectory
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Fig. 3. Head pose trajectory presented as virtual camera trajectory

relative to a motionless head for better visualization. We would like to note that
the trajectory finishes in roughly the same place as it started even though the
motion is estimated in a frame-to-frame fashion. This proves that there is very
small tracking drift, which is a strong advantage of the proposed algorithm.

4 Conclusions

We have presented a novel, highly accurate approach to head pose tracking.
Based on the obtained accuracy measurements, as well as observations of live
performance when stabilizing the head image, we conclude that the presented
method surpasses the current state-of-the-art in the field of RGBD head pose
tracking. The real-time algorithms for camera motion estimation proposed in
[10] can be easily adapted to the scenario of head pose tracking and used for
various use cases such as eye gaze tracking or face frontalization. We have also
presented a new head pose tracking accuracy evaluation methodology which can
be easily used to assess algorithm performance.

A good direction for future work is exploring the possibility of using
keyframes and thus removing accumulated tracking error from the proposed
head pose estimation method.
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Abstract. Machine learning methods are used today mostly for recog-
nition problems. Convolutional Neural Networks (CNN) have time and
again proved successful for many image processing tasks primarily for
their architecture. In this paper we propose to apply CNN to small data
sets like for example, personal photo albums or other similar environs
where the size of training dataset is a limitation, within the framework
of a proposed hybrid CNN-AIS model. We use Artificial Immune Sys-
tem Principles to enhance the small size of training data set. A layer of
Clonal Selection is added to the local filtering and max pooling of CNN
Architecture. The proposed Architecture is evaluated using the standard
MNIST dataset by limiting the data size and also with a small personal
data sample belonging to two different classes. Experimental results show
that the proposed hybrid CNN-AIS based recognition engine works well
when the size of training data is limited in size.

Keywords: CNN · Clonal Selection (CS) · Artificial Immune Systems
(AIS) · Small data size · Diversity

1 Introduction

Today all object recognition approaches use machine-learning methods. Larger
the dataset better is the performance. Labeled datasets like NORB, Caltech-
101/256 and CIFAR-10/100 with tens of thousands of images are in todays sce-
nario considered small and LabelMe and Image Net with millions of images are
preferred. A simple recognition task also requires datasets of size of the order
of tens of thousands of images. It is always assumed that objects in realistic
settings show a lot of variability. Hence it is essential to have larger training
sets to learn to recognize them with almost all current technologies. To learn
from thousands of objects from millions of images, a model with a large learning
capacity with powerful processing is required. CNN have shown very good image
classification performance which can be attributed to their ability to learn rich
image representation compared to hand crafted low level features used in other
image classification techniques. Recent publications indicate that deep hierar-
chical NN improve pattern classification. In fact Deep NN are fully exploited to
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their best potential when they are wide with many maps per layer and deep with
many layers. We too saw through our experiments that properly trained wide
and deep CNNs can outperform all previous methods. Learning CNNs requires
a huge number of annotated training images. This property prevents applica-
tion of CNNs to scenarios with limited training data. We present an innovative,
adaptive, self-learning, and self-evolving hybrid recognition engine, which works
well with small sized training data. The model uses the intelligent information
processing mechanism of Artificial Immune System (AIS) and helps Convolu-
tional Neural Network (CNN) generate a robust feature set taking the small set
of input training images as seeds. Our model performs visual pattern learning
using a heterogeneous combination of supervised CNN and Clonal Selection (CS)
principles of AIS. It can be extended to perform classification tasks with limited
training data particularly in the context of personal photo collections where for
each training sample different points of view are gathered in parallel using clonal
selection. This is very different from populating datasets with artificially gener-
ated training examples [9] by randomly distorting the original training images
with randomly picked distortion parameters. The many shortcomings of small
size data sets have been widely recognized by Pinto [14]. Small training data has
not been given much prominence in recent research.

Specific contribution of this paper is as follows: A hybrid Convolutional
Neural Network-Artificial Immune System (CNN-AIS) Recognition Engine
Architecture designed to work with modest sized training data. This is detailed in
Sect. 3. The model was tested on well-known MNIST digit database and showed
remarkable success. The current best error rate of 0.21 % on the MNIST digit
recognition task approaches human performance. We have got very good results
with considerably smaller number of training samples. In addition we get compa-
rable accuracy with the state of the art methods when the data size is increased to
large numbers. The results are presented in Sect. 4. For completeness we assessed
our CNN-AIS model by applying it on a personal photo collection and success-
fully accomplished classification for two categories of classes. Section 5 gives an
application of this system in real world with results.

2 Related Work

Our model is inspired by many related works on image classification and deep
learning which we briefly discuss here. The general structure of the deep convo-
lutional neural network (CNN) was introduced in early nineties [6]. This deep
convolutional neural network architecture, called LeNet, is still being used today
with a lot of consistent improvements to the individual components within the
architecture. An important idea of the CNN is that the feature extraction and
classifier were unified in a single structure. The model was proposed for hand-
written digit recognition and achieved a very high success rate on MNIST
dataset [7]. But it demands substantial amount of labeled data for training
(60,000 for MNIST). Though the results are promising and exciting but the
bothersome part is that millions of annotated images are needed for each new
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visual recognition task. Also the size of input is very small (28× 28) with no
background clutter, illumination change etc. which is an integral part of nor-
mal pictures/images. In fact for most realistic vision applications this is not the
case. The multiple processing layers of machine learning systems extract more
abstract, invariant features of data and have higher classification accuracy than
the traditional shallower classifiers. These deep architectures have shown promis-
ing performances in image [7] language [19] and speech [10]. Ranzato et al. [15]
trained a large CNN for object detection (Caltech 101 dataset) but obtained
poor results though it achieved perfect classification on the training set. The
weak generalization power of CNN when the number of training data is small
and the number of free parameter is large is a case of over fitting or over parame-
trization. The success of object recognition algorithm to a large extent depends
on features detected. The features should have the most distinct characteristics
among different classes while retaining invariant characteristics within a class.
Other biologically inspired models like HMAX [16] use hardwired filter and use
hard Max functions to compute the responses in the pooling layer. The problem
was that it was unable to adapt to different problem settings.

Transfer learning is one technique to conquer the shortfall of training samples
for some categories by adapting classifiers trained for other categories. One such
method [12] proposes to transfer image representations learned with CNNs on
large datasets to other tasks with limited training datasets. This method fails
to recognize spatially co occurring objects. The false positives in their results
correspond to samples closely resembling target object classes. Recognition of
very small or very large objects could also fail.

Successful algorithms have been built on top of handcrafted gradient response
features such as SIFT and histograms of oriented gradients (HOG). These are
fixed features and are unable to adjust to model the intricacies of a problem.
Traditional hand designed feature extraction is laborious and moreover cannot
process raw images while the automatic extraction mechanism can fetch fea-
tures directly. In [1,2] supervised classifiers such as CNNs, MLPs, SVMs and
K-nearest Neighbors are combined in a Mixture of Experts approach where the
output of parallel classifiers is used to produce the final result. One such recog-
nition system, CNSVM [11], is a classifier built as a single model with SVM
and CNN. The CNN is trained using the back-propagation algorithm and the
SVM is trained using a non-linear regression approach. The work, again, requires
large training data. A comparison of Support Vector Machine, Neural Network,
and CART algorithms using limited training data points was done though the
data was for the land-cover classification [17]. SVM generated overall accuracies
ranging from 77 % to 80 % for training sample sizes from 20 to 800 pixels per
class, compared to 67–76 % and 6273 % for NN and CART, respectively. CNNs
though efficient at learning invariant features from images, do not always pro-
duce optimal classification and SVMs with their fixed kernel function are unable
to learn complicated invariance. Our approach is different and we propose a
single coupled architecture for training and testing using deep CNN and AIS
principles.
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3 Convolutional Neural Network-Artificial Immune
System (CNN-AIS) Model

We use deep convolutional neural networks as wide and deep trained networks are
better than most other methods. Our proposed Architecture integrates Clonal
Selection (CS) principles from Artificial Immune System (AIS) with deep Con-
volutional Neural Networks (CNN) in a novel way. We will briefly introduce the
AIS theory and the basic CNN structure that we have used in our model. Sub-
sequently the architecture of the hybrid CNN-AIS trainable recognition engine
is presented.

Artificial Immune Systems (AIS). Artificial Immune System use Clonal
Selection and Negative Selection principles imitating the Human Biological
Immune System. The main task of the immune system is to defend the organism
against pathogens. In the human body the B-cells with different receptor shapes
try to bind to antigens. The best fit cells proliferate and produce clones which
mutate at very high rates. The process is repeated and it is likely that a bet-
ter B-cell (better solution) might emerge. This is called Clonal Selection. These
clones have mutated from the original cell at a rate inversely proportional to the
match strength. Two main concepts are particularly relevant for our framework.
(i) Generation of Diversity: The B cells produce antibodies for specific antigens.
Each B cell makes a specific antibody, which is expressed from the genes in its
gene library. The gene library does not contain genes that define antibodies for
every possible antigen. Gene fragments in the gene library randomly combine
and recombine and produce a huge diverse range of antibodies. This helps the
immune system to make the precise antibody for an antigen it may never have
encountered previously. (ii) Avidity: Refers to the accrued strength of various
diverse affinities of individual binding interaction. Avidity (functional affinity) is
the collective strength of multiple affinities of an antigen with various antibodies.
Based on this biological process, quite a few Artificial Immune System, (AIS),
[4,5], have been developed in the past. Castro developed the Clonal Selection
Algorithm (CLONALG) [3] on the basis of Clonal Selection theory of the immune
system. It was proved that it can perform pattern recognition. The CLONALG
algorithm can be described as follows: 1. Randomly initialize a population of
individual (M); 2. For each pattern of P, present it to the population M and
determine its affinity with each element of the population M; 3. Select n of the
best highest affinity elements of M and generate copies/clones of these individu-
als proportionally to their affinity with the antigen which is the pattern P. The
higher the affinity, the higher the number of clones, and vice-versa; 4. Mutate
all these copies with a rate proportional to their affinity with the input pattern:
the higher the affinity, the smaller the mutation rate; 5. Add these mutated indi-
viduals to the population M and reselect m of these maturated individuals to
be kept as memories of the systems; 6. Repeat steps 2 to 5 until a predefined
optimal criterion is met.
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Convolutional Neural Network (CNN). A Convolutional Neural Network
[9] is a multilayer feed forward artificial neural network with a deep supervised
learning architecture. The ordered architectures of MLPs progressively learn the
higher level features with the last layer giving classification. Two operations of
convolutional filtering and down sampling alternate to learn the features from
the raw images and constitute the feature map layers. The weights are trained by
a back propagation algorithm using gradient descent approaches for minimizing
the training error. We have used Stochastic Gradient Approach as it prevents
getting stuck in poor local minima. A simplified CNN was presented in [13] which
we have used for our work instead of using the rather complicated LeNet-5 [8].
The model has five layers.

CNN-AIS Model. The architecture of our hybrid CNN-AIS model was desi-
gned by adding an additional layer of Artificial Immune System (AIS) based
Clonal Selection (CS) in the traditional Convolutional Neural Network (CNN)
structure, Fig. 1. The model is explained layer wise. Convolutional Layer:
A 2D filtering between input images n, and a matrix of kernels/weights K pro-
duces the output I where Ik = Σi,j,k M (ni * Kj) where M is a table of input
output relationships. The kernel responses from the inputs connected to the same
output are linearly combined. As with MLPs a scaled hyperbolic tangent func-
tion is applied to every I. Sub sampling Layer: Small invariance to translation
and distortion is accomplished with the Max-Pooling operation. This is for faster
convergence and improves generalization as well. Fully Connected Layer - I:
The input to this layer is a set of feature maps from the lower layer which are

Fig. 1. The architecture of the hybrid model
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combined into a 1-dimensional feature vector and subsequently passed through
an activation function. Clonal selection Layer: This is the new additional
layer that we propose in our architecture and it is the second last layer. The
purpose of this layer is to generate additional input data for the final MLP
layer. Additional data helps the MLP to train better which in turn leads to bet-
ter trained kernels at the convolutional layer. This layer receives its input from
the fully connected layer-I in the form of 1-D feature vector for all the images
(n) in the current running batch. Each feature vector in the Feature set under-
goes Cloning, Mutation and Crossover according to the rules of Clonal Selection
to generate additional features that satisfy the minimum threshold criteria and
resemble the particular class. The number of clones is calculated by

CNum = η x affinity (Feature Vector1, Feature Vector2) ... (i),

where η is the cloning constant. Higher the affinity of match the greater the clone
stimulus gets, the more the cloning number is. On the contrary, the number is
less, which is consistent with biological immune response mechanism. Mutation
frequency is defined as Rate, which is calculated by

Rate = α 1/ affinity (Feature Vector1, Feature Vector2) ... (ii)

where α is mutation constant. In accordance with (ii), the higher the affin-
ity of match, the smaller the clone stimulus gets, the lower the mutation fre-
quency is. On the contrary, the mutation frequency is higher. Hence from n
initial feature sets we now have (n × CNum) features. These newly generated
feature vectors are grouped into batches and individually fed to the output
layer and the subsequent error is back propagated to train the kernels of the
CNN. Hence from the seeds of a few representative images of each class a big-
ger set is evolved using Clonal Selection principles of Artificial Immune Sys-
tem. End of training phase yields a set of representative features, which we
call antibodies, from each class of size much larger than the original dataset
and a trained CNN. Though we start with random values of feature sets (anti-
bodies) for each class but eventually they converge to their optimal values.
Output Layer (Fully Connected Layer-II): This layer has one output neu-
ron per class label and acts as linear classifier operating on the 1-dimensional
feature vector set computed from the CS layer

4 Results

We performed tests on MNIST dataset. The results are tabulated in Table 1
which show the remarkable improvement that our hybrid model achieves when
the training dataset is limited. We observe around 10–15 % improvement over
traditional CNN when applied for small data size. When the data set is large,
then too, CNN+ AIS achieves 0.66 % error rate giving an improvement of
0.04 %. Table 2 compares our performance with some other distortion techniques
used to increase the data size found in literature. Very recently error rate upto
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0.21 % has been achieved using DropConnect [18]. So for large datasets too
our model approaches the achieved accuracy. Our model enhances accuracy by
extending data set at feature level using CS principles rather than at the input
level like for example in affine distortions. Our model improves accuracy for
applications where the training data set is scarce. This inspired us to apply it
for personal photo album where the training data is small. This application is
discussed in the next section. We reiterate that our model gives very good results
for small as well as large training data sizes unlike other models in literature.

Table 1. Test results

Training data size 300 500 1000 2000 5000 15000 30000 60000

CNN 70 (%) 89 (%) 91.6 (%) 94 (%) 96.4 (%) 98.3 (%) 98.9 (%) 99.3 (%)

CNN+AIS 85 (%) 91.9 (%) 94 (%) 96.02 (%) 97.9 (%) 98.9 (%) 99 (%) 99.34 (%)

Improvement 15 (%) 3 (%) 2.4 (%) 2 (%) 1.5 (%) 0.6 (%) 0.1 (%) 0.04 (%)

Table 2. Comparison of results with some other techniques

S.No Algorithms Technique Error

1 2-layer MLP(MSE) Affine Distortion 1.6 (%)

2 SVM Affine + Thickness 1.4 (%)

3 Tangent Dist. Affine Distortion 1.1 (%)

4 LeNet5(MSE) Affine Distortion 0.8 (%)

5 Boost.LeNet4(MSE) Affine Distortion 0.7 (%)

6 CNN+AIS Clonal Selection Principle 0.66(%)

5 Application: Personal Photo Album

The CNN-AIS generates a robust and diverse pool of feature vectors and a
trained CNN for any class. We tested this model for a personal collection of
photos for two classes Picnic (A) and Conference (N). For every testing image
(the antigen), the trained CNN-AIS model computes the feature vector and
compares this with the feature set pool of that class, Fig. 2. If the number of
matches of the test image with the various feature sets of that class and the
combined affinities exceed the threshold then the testing image is placed in that
class. These emulate the antibodies in a human body recognizing an antigen.

A two phase testing mechanism is used for classification. The first phase
matches the test image feature with the 3N feature sets (antibodies) of each of the
classes. The total number of antibodies lying above the threshold for matching
is counted (C) for each class. All classes providing a minimum number of C are
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Fig. 2. Application: hybrid model used for personal photo classification

Fig. 3. Sample images from application dataset
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qualified for phase 2 testing. The second phase calculates Avidity for each class
which is the mean strength of multiple affinities of all qualified antibodies in C
with the testing image antigen. It is calculated by taking the mean of individual
scores (calculated using inner product measure) of matching of test image with
each antibody above the threshold for each qualified class. This score is labeled
avidity. The class is eventually decided on the basis of the combined scores S =
(Count + Avidity). The experimental results are summarized in Table 3. Here
TA is the True Acceptance, TR is True Rejection and Num is the number of
images used. The sample dataset used for our experiments is shown in Fig. 3.
Despite the diversity in the dataset and the small size of training data set, our
model gives good results.

Table 3. Result analysis of personal photo album

Category Training Num Clones TA(Num) TR (Num) Aggregate

Picnic (A) 40 160 86 (%)(50) 90 (%)(150) 88 (%)

Conference(N) 40 160 83 (%)(50) 88 (%)(150) 85 (%)

6 Conclusion

The AIS layer shows a marked improvement in recognition when training data
is limited. Unlike other methods where additional data was generated at the
input level, here the artificial data is generated at the feature level which is com-
putationally fast and more accurate. The proposed model is showing promising
results on personal photo albums and this can be extended to other applications
where availability of data is scarce. A new class can be added to the existing set
of classes dynamically replicating the behavioral aspects of self-learning and self
evolving of human immune system. Even when one has an apparently enormous
data set, the number of data for some particular cases of interest can be small.
In fact, data sometimes exhibits a property known as the long tail, which means
that a few things (e.g., words) are very common, but most things are quite rare.
For example, 20 % of Google searches each day have never been seen before. So
the problem of addressing small sample sizes is very relevant even in the big
data era.
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Abstract. In recent times most of the face recognition algorithms are
based on subspace analysis. High dimensional image data are being
transformed into lower dimensional subspace thus leading towards recog-
nition by embedding a new image into the lower dimensional space.
Starting from Principle Component Analysis(PCA) many such dimen-
sionality reduction procedures have been utilized for face recognition.
Recent edition is Neighborhood Preserving Projection (NPP). All such
methods lead towards creating an orthogonal transformation based on
some criteria. Orthogonal NPP builds a linear relation within a small
neighborhood of the data and then assumes its validity in the lower dimen-
sion space. However, the assumption of linearity could be invalid in some
applications. With this aim in mind, current paper introduces an approx-
imate non-linearity. In particular piecewise linearity, within the small
neighborhood which gives rise to a more compact data representation that
could be utilized for recognition. The proposed scheme is implemented on
synthetic as well as real data. Suitability of the proposal is tested on a set
of face images and a significant improvement in recognition is observed.

Keywords: Dimensionality reduction · Data visualization · Face
recognition

1 Introduction

Subspace based methods are the recent trend for face recognition/identification
problem. Face recognition appears as one of the most challenging problems in
machine learning, and computer vision systems. Early recognition methods are
based on the geometric features. Mostly local facial features, such as shape, size,
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structure and location of eyes, nose, mouth, chin, ears in each person’s face hap-
pened to be popular identification features in face recognition. On the contrary,
subspace based methods use the intrinsic data manifold present in the face images.

Though, face image seems to be high dimensional data, it is observed that it
lies in comparatively very low linear or non-linear manifold [1,2]. This leads to
develop face recognition systems based on subspace arising from data dimension-
ality reduction. The basic idea is to find a linear or non-linear transformation to
map the image to a lower dimensional subspace which makes the same class of
data more compact for the convenience of classification. Such underlying manifold
learning based face recognition methods have attracted considerable interests in
recent years. Some of the examples are Principal Component Analysis (PCA) [1],
Linear Discriminant Analysis (LDA) [3], Locality Preserving Projection (LPP)
[4,5] and Neighborhood Preserving Embedding (NPE) [6]. Techniques such as
PCA and LDA tend to preserve mostly global geometry of data (image in the
present context). On the other hand, techniques such as LPP and NPE preserve
local geometry by a graph structure, based on nearest neighborhood information.

The linear dimensionality reduction method Orthogonal Neighborhood Pre-
serving Projection (ONPP) proposed in [2] preserves global geometry of data as
well as captures intrinsic dependency of local neighborhood. ONPP is linear exten-
sion of Locally Linear Embedding (LLE) [7] which uses a weighted nearest neigh-
borhood graph to preserve local geometry by representing each data point as linear
combination of its neighbors. It simply embeds sample points into lower dimen-
sional space without having any mechanism of reconstructing the data. ONPP
uses the same philosophy as that of LLE and projects the sample data onto linear
subspace but at the same time suggests a procedure to reconstruct data points.
A variant of ONPP, Discriminative ONPP (DONPP) proposed in [8] takes into
acount both, intraclass as well as interclass geometry. In this paper, a modi-
fied ONPP algorithm is proposed and its performance is compared with existing
ONPP and DONPP algorithms. In particular, a z-shaped function based criterion
is used to compute the coefficient of linear combination of neighbors of each data
point. Note that, when the algorithm is applied to face recognition, face images
are considered as data points. The modified algorithm is tested on synthetic as
well as real data. To show its efficiency, the algorithm is tested on well-known face
databases like AR [9], ORL [10], and UMIST [11]. Results of the proposed algo-
rithm are comparable to that of the existing one in some cases and are significantly
better in other cases.

The paper is organized in five sections. In the next section, ONPP and DONPP
algorithms are explained in detail, followed by the modification on ONPP sug-
gested in Sect. 3. Section 4 consists of experimental results and Sect. 5 concludes
the performance of suggested algorithm on various types of databases.

2 Orthogonal Neighborhood Preserving Projection
(ONPP)

ONPP [2] is a linear extension of Locally Linear Embedding. LLE is a nonlinear
dimensionality reduction technique that embeds high dimension data samples on
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lower dimensional subspace. This mapping is not explicit in the sense that embed-
ding is data dependent. In LLE, intrinsic data manifold changes with the inclusion
or exclusion of data points. Hence, on inclusion of a new data point, embedding
of all existing data points changes. This prevented subspace based recognition of
unknown sample point, as this unknown sample point can not be embedded into
the existing lower dimensional subspace. Lack of explicit mapping thus makes LLE
not suitable for recognition. ONPP resolves this problem and finds the explicit
mapping of the data in lower dimensional subspace through a linear orthogonal
projection matrix. In presence of this orthogonal projection matrix, new data
point can be embedded into lower dimensional subspace.

Let x1,x2, ....,xn be given data points form m-dimensional space (xi ∈ Rm).
So the data matrix is X = [x1,x2, ....,xn] ∈ Rm×n. The basic task of subspace
based methods is to find an orthogonal/non-orthogonal projection matrix Vm×d

such that Y = VTX, where Y ∈ Rd×n is the embedding of X in lower dimension
as d is assumed to be less than m.

ONPP is a two step algorithm where in the first step each data point is
expressed as a linear combination of its neighbors. In the second step the data
compactness is achieved through a minimization problem.

For, each data point xi, nearest neighbors are selected in two ways. In one way,
k neighbors are selected by Nearest Neighbor (NN) technique where k is a suitably
chosen parameter. In another way, neighbors could be selected which are within ε
distance apart from the data point. Let Nxi

be the set of k neighbors. First, data
point xi is expressed as linear combination of its neighbors as

∑k
j=1 wijxj where,

xj ∈ Nxi
. The weight wij are calculated by minimizing the reconstruction errors

i.e. error between xi and linear combination of xj ∈ Nxi
.

arg min E(W) =
1
2

n∑

i=1

‖ xi −
k∑

j=1

wijxj ‖2 (1)

subject to
∑k

j=1 wij = 1.
Corresponding to point xi, letXNi

be a matrix having xj as its columns, where
xj ∈ Nxi

. Note that XNi
includes xi as its own neighbor. Hence, XNi

is a m×k+1
matrix. Now by solving the least square problem (XNi

− xieT)wi = 0 with a
constraint eTwi = 1, a closed form solution, as shown in Eq. (2) is evolved for
wi. Here, e is a vector of ones having dimension k × 1 same as wi.

wi =
G−1e

eTG−1e
(2)

where, G is Gramiam matrix of dimension k ×k. Each entry of G is calculated as
gpl = (xi − xp)T (xi − xl), for ∀xp,xl ∈ Nxi

Next step is dimensionality reduction or finding the projection matrix V as
stated earlier. The method basically seeks the lower dimensional projection yi ∈
Rd of data point xi ∈ Rm (d << m) with some criteria. The criteria imposed here
assumes that the linear combination of neighbors xjs which reconstruct the data
point xi in higher dimension would also reconstructyi in lower dimension with cor-
responding neighbors yjs along with same weight as in higher dimensional space.
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Such embedding is obtained by minimizing the sum of squares of reconstruction
errors in the lower dimensional space. Hence, the objective function is given by

arg min F(Y) =
n∑

i=1

‖ yi −
n∑

j=1

wijyj ‖2 (3)

subject to, VTV = I (orthogonality constraint).
This optimization problem results in computing eigen vectors corresponding to

the smallest d eigen values of matrix M̃ = X(I−W)(I−WT )XT . ONPP explicitly
maps X to Y, which is of the form Y = VTX, i.e. each new sample xl can now
be projected to lower dimension by just a matrix-vector product yl = VTxl.

ONPP can also be implemented in supervised mode where the class labels are
known. Face recognition, character recognition etc. are problems where supervised
mode is better suited. In supervised mode, data points xi and xj belonging to
the same class are considered neighbors to each other thus wij �= 0 and wij = 0
otherwise. In supervised technique, the parameter k (number of nearest neighbors)
need not to be specified manually, it is automatically set to number of data samples
in particular class.

Considering the undersampled size problem where the number of samples n
is less than dimension m, m > n. In such scenario, the matrix M̃ ∈ Rm×m will
have maximum rank n − c, where c is number of classes. In order to ensure that
the resulting matrix M̃ will be non-singular, one may employ an initial PCA pro-
jection that reduces the dimensionality of the data vectors to n − c. If VPCA is
the dimensionality reduction matrix of PCA, then on performing the ONPP the
resulting dimensionality reduction matrix is given by V = VPCAVONPP.

ONPP considers only intraclass geometric information, a variant of ONPP
proposed in [8], takes into account interclass information as well to improve
classification performance, is known as Discriminative ONPP (DONPP). For a
given sample xi, its ni − 1 neighbors having same class labels are denoted by
xi,xi1 ,xi2 , ...,xini−1 and its k nearest neighbors having different class labels are
denoted by xi1 ,xi2 , ...,xik . Thus, neighbors of sample xi can be described as
Xi = [xi,xi1 ,xi2 , ...,xini−1 ,xi1 ,xi2 , ...,xik ] and its low-dimensional projection
can be denoted as Yi = [yi,yi1 ,yi2 , ...,yini−1 ,yi1 , ...,yik ].

In projected space, it is expected that the sample and its neighbors having
same label preserve local geometry, while neighbors having different labels are pro-
jected as far as possible from the sample to increase interclass distance. This can
be achieved by optimizing Eq. (3) in addition to Eq. (4).

arg max F(Yi) =
k∑

p=1

‖ yi − yip ‖2 (4)

Considering Eqs. (3) and (4) simultaneously, the optimization problem for
sample xi can be written as

arg min F(Yi) = (‖ yi −
ni−1∑

j=1

wijyj ‖2 −β

k∑

p=1

‖ yi − yip ‖2) (5)
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where, β is scaling factor between [0, 1]. This minimization problem simplifies into
an eigenvalue problem, and projection matrix VDONPP can be achieved by eigen-
vectors corresponding to smallest d eigenvalues.

3 Modified Orthogonal Neighbourhood Preserving
Projection (MONPP)

ONPP is based on two basic assumptions, first it assumes that a linear relation
exists in a local neighborhood and hence any data point can be represented as a lin-
ear combination of its neighbors. Secondly it assumes that this linear relationship
also exists in the projection space. The later assumption gives rise to a compact
representation of the data that can enhance the classification performance. The
data compactness would be more visible in the case when the first assumption is
strongly valid. While experimenting with synthetic data, as shown in Fig. 2, it has
been observed that data compactness is not clearly revealed. The main drawback
could be the strict local linearity assumption. Focusing on this, we are trying to
incorporate some kind of non-linear relationship of a data point with its neighbors.
The proposed algorithm is termed as Modified ONPP.

In this proposed modification, a z-shaped function is used to assign weights to
nearest neighbors in the first stage of ONPP. Note that in ONPP, the weight matrix
W is calculated by minimizing the cost function in Eq. (1), which is a least square
solution (2). In the least square solution, weights of neighbors are inversely propor-
tional to the distance of the neighbors from the point of interest. We are looking
for a situation where the neighbors closest to the point of interest would get max-
imum weight and there after the weights will be adjusted non-linearly (through
Z-shaped function) as the distance increases. After a certain distance the weights
will be very low. In particular, instead of assuming a linear relationship, a piecewise
linear relationship is incorporated through the z-shaped function. This piecewise
linear relationship is leading towards some kind of non-linear relationship.

Z(x; a, b) =

⎧
⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

1 if x ≤ a

1 − 2
(

x−a
a−b

)2

if a ≤ x ≤ a+b
2

2
(

x−b
a−b

)2

if a+b
2 ≤ x ≤ b

0 Otherwise

(6)

Parameters a and b locate the extremes of the sloped portion of the curve and
can be set to 0 and maximum within class distance (i.e. maximum pair wise dis-
tance between data samples belonging to the same class) respectively, as shown
in Fig. 1. In case of unsupervised mode, a k-NN algorithm could be implemented
before assigning the weights and hence the parameters a and b of Eq. (6) can be
adjusted.

Finally, Eq. (7) is used to assign weight to each neighbor xj corresponding to
xi. Note that this equation is same as Eq. (2), where G−1 is replaced by Z. The
new weights are
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Fig. 1. Z-shaped weight function for Range [0, Maximum within class distance], illus-
trated for max distance of 7000 unit

wi =
Ze

eTZe
(7)

where, elements of this Z matrix are defined as

Zpl = Z(dp; a, b) + Z(dl; a, b) for, ∀xp,xl ∈ Nxi
(8)

here, Z(dk; a, b) is calculated using Eq. (6) where, dk is the Euclidean distance
between xi and it’s neighbor xk. Parameters a and b are obtained as discussed
earlier.

Next step computes projection matrix V ∈ Rm×d whose column vectors are
smallest d eigen vectors of matrix M̃ = X(I−W)(I−WT )XT . Embedding of X
on lower dimension Y is achieved by Y = VTX.

4 Experiments and Results

The suggested Modified ONPP is used for two well-known synthetic datasets
along with a digit data [12], low dimensional projection of these data sets is com-
pared with ONPP. MONPP has also been implemented extensively for various
well-known face databases and the results are compared with that of the existing
ONPP algorithm and a variant of ONPP, DONPP.

4.1 Synthetic Data

The modified algorithm is implemented on two synthetic datasets viz Swissroll
(Fig. 2(a)) and S-curve (Fig. 2(e)) to visualize their two dimensional plot. These
two datasets reveal a linear relationship within the class as well as between the
classes when unfolded. Dimensionality reduction techniques such as PCA when
applied to the data fail to capture this intrinsic linearity. However, dimensional-
ity reduction techniques such as LPP [4], NPE [6] try to capture the local geome-
try and retain it into the projection space are expected to perform better. These
algorithms give rise to a compact representation of the data without much distort-
ing the shape of the data. To implement existing ONPP and proposed Modified
ONPP, 1000 data points are randomly sampled from three dimensional manifold
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(Fig. 2(b) and (f)) to build the orthogonal transformation matrix(V). Note that
similar experiment has been performed in [2] to show the suitability of ONPP over
LPP. As suitability of ONPP over LPP has already been shown, we are not show-
ing any results of LPP. From Fig. 2(c),(d) and (g),(h), it is clear that the 2D repre-
sentations of both Swissroll and S-curve seem to be much better for MONPP. To
explore how ONPP and MONPP work with varied values of k, experiments have
been conducted and results are shown in Fig. 3. Note that repeated experiments
with a fixed k may not guarantee to generate same results. It is observed that pro-
jection using ONPP algorithm depends on k, variation in k results in huge varia-
tion in its lower dimensional representation. However, projection using MONPP
is more stable with varying values of k. Larger values of k imply larger area of local
neighborhood. It is possible that larger local area does not posses linearity. The
linearity assumption of ONPP thus is invalid here. So the non-linearity present
in moderately large local area is well-captured in MONPP and is reflected in the
results.

Fig. 2. Swissroll: original 3D data(a), sampled data(b), 2D projection obtained by
ONPP(c) and MONPP(d). S-curve: original 3D data(e), sampled data(f), 2D projec-
tion obtained by ONPP(g) and MONPP(h). k(number of NN) is set to 6.

Fig. 3. 2D projection of S-curve(left) and Swissroll(right) with various k (number of
NN) values with ONPP(top) and MONPP(bottom)
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Fig. 4. 2D projection of digit data using ONPP and MONPP, top row shows perfor-
mance of ONPP algorithm, Bottom row shows performance of MONPP algorithm,
where, ‘+’ denotes 5, ‘o’ denotes 6, ‘∗’ denotes 7, ‘Δ’ denotes 8, ‘�’ denotes 9.

4.2 Digit Data

The MNIST database [12] of handwritten digits is used to compare data visual-
ization of both the algorithms. Randomly 40 data samples from each class (digit)
are taken and projected on 2-D plane using ONPP and proposed Modified ONPP.
The results are shown in Fig. 4, it can be clearly observed that the data is compact
and well separated when MONPP is applied. It seems that there is a wide range of
variations in digit ‘1’ and that is reflected in Fig. 4(top-left). But the same digit ‘1’
is more compact in the 2-D representation of MONPP (Fig. 4(bottom-left)). Sim-
ilar argument is true for digits ‘7’ and ‘9’. Overall, better compactness is evident
for all digits in case of MONPP.

4.3 Face Data

The algorithm is also tested on three different face databases viz AR [9], ORL
[10], and UMIST [11]. To maintain the uniformity, face images of all databases
are resized to 38 × 31 pixels, thus each image is considered as a point in 1178
dimensional space. For each database, randomly 50% of face images are selected
as training samples and remaining are used for testing. The training samples are
used to find the lower dimensional projection matrix V. The test samples are then
projected on this subspace and are recognized using a NN-classifier. The main
intention of these experiments is to check the suitability of MONPP based image
representation for face recognition and hence a simple classifier such as NN is used.
To ensure that the results achieved are not biased to the randomized selection of
training-testing data, the experiments are repeated twenty times with different
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Fig. 5. Comparison of average performance of ONPP, DONPP and MONPP on AR
database UMIST database ORL database

Table 1. Comparison of performance in the light of recognition score (in %) of ONPP,
DONPP and MONPP

ONPP DONPP MONPP

Database Average Best (at dim d) Average Best (at dim d) Average Best (at dim d)

AR 93.50 96.25 (100) 93.80 96.83(140) 94.13 97.50 (110)

UMIST 98.95 99.05 (30) 99.50 99.23(60) 98.00 99.50 (20)

ORL 93.06 98.00 (120) 94.95 98.42(120) 95.90 99.00 (60)

randomization. Experiments are also conducted for different values of d (dimen-
sion of reduced space) ranging from 10 to 160 (at an interval of 10). The best as
well as average recognition rates are reported here for all databases.

Average recognition results for AR, UMIST and ORL databases using ONPP,
DONPP and MONPP are shown in Fig. 5. It can be observed that MONPP per-
forms better than ONPP and DONPP across almost all values of d. Average
recognition accuracies and best recognition accuracies along with the correspond-
ing dimensions using ONPP, DONPP and MONPP for all three databases are
reported in Table 1.

5 Conclusion

Subspace based methods for face recognition have been a major area of research
and already proven to be more efficient. In this regard, Orthogonal Neighborhood
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Preserving Projection (ONPP) is assumed to handle the intrinsic non-linearity of
the datamanifold. The first step ofONPPdeals with a linear model buildingwithin
local neighborhoods. This linearity assumption may not be valid for a moderately
large neighborhood. In the present work, this linear model is thus replaced by a
notion of non-linearity where a piecewise linear model (z-shaped) is used instead.
The suitability of the proposal is tested on non-linear synthetic data as well as
a few benchmark face databases. Significant and consistent improvement in data
compactness is observed for synthetic datawheremanifold is surely nonlinear. This
signifies the suitability of the present proposal to handle non-linear manifold of the
data. On the other hand, noticeable improvement is obtained for the face recogni-
tion problem. The modification suggested over existing ONPP though very simple
but overall improvement in face recognition results is very encouraging.

Another way to handle non-linear manifold is to use kernel method of manifold
learning.Kernel versions of subspacemethods such asPCA [13],OLPP [14],ONPP
[2] have already been proposed. A kernel version of the current Modified ONPP
could be the possible future direction of work. Either the current form of the pro-
posal associating with discriminating method [8] or its kernel version is expected
to exploit the non-linear data manifold that is present in the face database in the
sense of variations in facial expression. Recognizing facial expression along with
faces would be a challenging task for future.
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Abstract. The insufficient performance of statistical recognition of composite
objects (images, speech signals) is explored in case of medium-sized database
(thousands of classes). In contrast to heuristic approximate nearest-neighbor
methods we propose a statistically optimal greedy algorithm. The decision is
made based on the Kullback-Leibler minimum information discrimination
principle. The model object to be checked at the next step is selected from the
class with the maximal likelihood (joint density) of distances to previously
checked models. Experimental study results in face recognition task with FERET
dataset are presented. It is shown that the proposed method is much more
effective than the brute force and fast approximate nearest neighbor algorithms,
such as randomized kd-tree, perm-sort, directed enumeration method.

Keywords: Statistical pattern recognition � Approximate nearest neighbor �
Kullback-Leibler divergence � Directed enumeration method � Face recognition

1 Introduction

The problem of small sample size is crucial in pattern recognition of complex objects
(e.g., images) [1]. In fact, most of known algorithms in this case are equivalent to the
nearest neighbor (NN) method with appropriate similarity measure [2]. If the number of
classes is large (hundreds or even thousands of classes), the performance of NN’s
exhaustive search is not enough for real-time processing. It seems, conventional fast
approximate NN image retrieval methods [3] can be applied, e.g. AESA (Approxi-
mating and Eliminating Search Algorithm) [4], composite kd-tree [5], randomized
kd-tree [6], recent variations of Locality-Sensitive Hashing [7], etc. Unfortunately,
these techniques usually cannot be efficiently used in recognition tasks as the latter are
significantly different from retrieval in terms of

(1) quality indicators (accuracy in recognition and recall in retrieval): 3–5 % losses in
accuracy/recall of retrieval techniques are inappropriate for many recognition
tasks;

(2) similarity measures in recognition tasks are much more complex [8] in compar-
ison with conventional Minkowski or cosine distance in retrieval. Image retrieval
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methods are with similarity measures which satisfy metric properties (sometimes,
triangle inequality and, usually, symmetry) [4, 9]. They are known to show good
performance only if the first NN is quite different from other models;

(3) classification methods (1-NN in recognition and k-NN in retrieval);
(4) database size (medium in recognition and very-large in retrieval). Performance of

approximate NN algorithms is comparable with brute-force for medium-sized
training sets (thousands of classes). To decrease the recognition speed for such
training sets, other methods, e.g., ordering permutations (perm-sort) [10] and
directed enumeration method (DEM) [11] has recently been proposed.

Final issue is the heuristic nature of most approximate NN methods. It is usually
impossible to prove that particular algorithm is optimal and nothing can be done to
improve it. In this paper we propose an alternative solution on the basis of the statistical
approach - while looking for the NN for particular query object, conditional probability
of belonging of previously checked models to each class is estimated. The next model
from the database is selected from the class with the maximal probability.

The rest of the paper is organized as follows. In Sect. 2 we recall the Kullback-
Leibler minimum discrimination principle [12] in statistical pattern recognition. In
Subsect. 2.2 we briefly review the baseline method (DEM). In Sect. 3 the novel
Maximum-Likelihood DEM (ML-DEM) is proposed. In Sect. 4 experimental study
results are presented in face recognition with FERET dataset. Finally, concluding
comments are given in Sect. 5.

2 Materials and Methods

2.1 Statistical Pattern Recognition

In the pattern recognition task it is required to assign the query object X to one of R > 1
classes [2]. Each class is specified by the given model object Xr, r ∊ {1, …, R}. First
stage is feature extraction. In this paper we use the statistical approach and assume that
each class is characterized with its own probabilistic distribution of appropriate fea-
tures. Let’s focus on the most popular discrete case, in which the features can take
N > 1 different values. Hence, the distribution of rth class is defined as a histogram
Hr = [hr;1, hr;2, …, hr;N] estimated based on the Xr. The same procedure of histogram
evaluation H = [h1, h2, …, hN] is repeated for the query object X.

If the prior probabilities of each class are equal, the maximal likelihood criterion [2]
can be used to test statistical hypothesis Wr, r ∊ {1, …, R} about distribution H:

max
r2f1;...;Rg

frðXÞ; ð1Þ

where the likelihood of rth class fr(X) is estimated as follows

frðXÞ ¼
YN
i¼1

ðhr;iÞn�hi : ð2Þ
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Here it is assumed that the query object X contains n simple features to estimate the
histogram H. Thus, the decision (1) is equivalent to the Kullback-Leibler minimum
information discrimination principle [12]

min
r2f1;...;Rg

qðX;XrÞ; ð3Þ

where

qðX;XrÞ ¼ qKLðH;HrÞ ¼
XN
i¼1

hi � ln hi
hr;i

: ð4Þ

is the Kullback-Leibler divergence between densities H and Hr.

2.2 Baseline: Directed Enumeration Method

It is known that the performance of brute force implementation of criterion (3) can be
rather low. To speed-up recognition process, fast approximate NN algorithms can be
used. As a baseline approximate NN method we use the DEM [11] which was based on
the metric properties of the Kullback-Leibler divergence and regards the models’ sim-
ilarity ρi,j = ρ(Xi, Xj) as an average information from an observation to distinct class i
from an alternative class j. At the preliminarily step, the model distance matrix P = [ρi,j]
is calculated as it is done in the AESA [3]. This time-consuming procedure should be
repeated only once for a particular task and training set.

Original DEM used the following heuristic: if there exists a model Xν for which
ρ(X, Xν) < ρ0 ≪ 1, then condition holds |ρ(X, Xr) − ρν,r|≪ 1 with high probability for an
arbitrary r-th model. Hence, criterion (3) can be simplified

qðX;XmÞ\q0 ¼ const: ð5Þ

This equation defines the termination condition of the approximate NN method. If
false-accept rate (FAR) β is fixed, then ρ0 is evaluated as a β-quantile of the distances
between images from distinct classes {ρi,j|i ∊ {1,…, R}, j ∊ {1,…, i − 1, i + 1,…, R}} [11].

According to the DEM [11], at first, the distance q X;Xr1ð Þ to randomly chosen
model Xr1 is calculated. Next, it is put into the priority queue of models sorted by the
distance to X. The highest priority item Xi is pulled from the queue and the set of
models Xi

(M) is determined from

8Xj 62 XðMÞ
i

� �
8Xk 2 XðMÞ

i

� �
DqðXjÞ�DqðXkÞ ð6Þ

where Δρ(Xj) = |ρi,j − ρ(X, Xj)| is the deviation of ρi,j relative to the distance between
X and Xj. For all models from the set Xi

(M) the distance to the query object is calculated
and the condition (5) is verified. After that, every previously unchecked model from
this set is put into the priority queue. The method is terminated if for one model object
condition (5) holds or after checking for Emax = const models.
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As we stated earlier, this method is heuristic as most popular approximate NN
algorithms. However, the probability that the model is the NN of X can be directly
calculated for the Kullback-Leibler discrimination by using its asymptotic properties.
Let’s describe this idea in detail in the next section.

3 Maximum-Likelihood Directed Enumeration Method

In this section we primarily focus on greedy algorithms: it explores an each step the
model which is the NN of the query object X with the highest probability. It is known
[12] that if an object X has distribution Hν, then the distance 2n · ρ(X, Xν) is asymp-
totically distributed as a χ2 with (N - 1) degrees of freedom. Similarly, 2n · ρ(X, Xr),
r ≠ ν has asymptotic non-central χ2 distribution with (N - 1) degrees of freedom and
noncentrality parameter 2nK · ρν,r. If N is high, then, by using the central limit theorem,
we obtain the normal distribution of the distance ρ(X, Xr):

N qm;r þ ðN � 1Þ=ð2nÞ;
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
8n � qm;r þ 2ðN � 1Þ

q
=ð2nÞ

� �2
� �

: ð7Þ

At first, based on the asymptotic distribution (7) we replace the step (6) of the
original DEM to the procedure of choosing the maximum likelihood model. Let’s
assume that the models Xr1 ; . . .;Xrl have been examined before the l-th step. We choose
the next most probable model Xrlþ1 with the maximum likelihood method:

rlþ1 ¼ argmax
m2f1;...;Rg�fr1;...;rlg

Yl
i¼1

f qðX;XriÞjWmð Þ: ð8Þ

where f qðX;XriÞjWmð Þ is the conditional density (likelihood) of the distance qðX;XriÞ if
the hypothesis Wν is true. By using asymptotic distribution (7), the likelihood in (8) can
be written in the following form

f q X;Xrið ÞjWmð Þ ¼ 2nffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2p � ð8n � qm;ri þ 2ðN � 1ÞÞ

q

� exp � 2n � qðX;XriÞ � qm;ri
� �� ðN � 1Þ� �2

8n � qm;ri þ 2ðN � 1Þ

" #

¼ 2nffiffiffiffiffiffi
2p

p exp � 1
2
ln 8n � qm;ri þ 2ðN � 1Þ� �	 


� exp � 2n � ðqðX;XriÞ � qm;riÞ � ðN � 1Þ� �2
8n � qm;ri þ 2ðN � 1Þ

" #
ð9Þ

By several transformations of (9) and assuming that the number of simple features
is much higher the number of parameters n ≫ N, expression (8) is written as
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rlþ1 ¼ argmin
l2f1;...;Rg�fr1;...;rlg

Xl

i¼1

ulðriÞ: ð10Þ

where

ulðriÞ � qðX;XriÞ � ql;ri
� �2

=ð4ql;riÞ: ð11Þ

This equation is in good agreement with the heuristic from the original DEM [11] - the
closer are the distances qðX;XriÞ and ql;ri and the higher is the distance between
models Xμ and Xri , the lower is ulðriÞ.

Next, the termination condition (5) is tested for the model Xrlþ1 . If the distance
q X;Xrlþ1

� �
is lower than a threshold ρ0 or the number of calculated distances exceed

Emax, then the search procedure is stopped on the Lchecks = l + 1 step. Otherwise the
model Xrlþ1 is put into the set of previously checked models and the procedure (10) and
(11) is repeated.

Let us return to the initialization of our method. We would like to choose the first
model Xr1 to obtain the decision (5) in a shortest (in terms of number of calculations
Lchecks) way. An average probability to obtain the decision is maximized at the second
step:

r1 ¼ argmax
l2 1;...;Rf g

1
R

XR
m¼1

P umðlÞ� min
r2 1;...Rf g

urðlÞ
����Wm

� �
: ð12Þ

To estimate the conditional probability in (12) we use again the asymptotic dis-
tribution (7). The first model to check Xr1 is obtained from the following expression

r1 ¼ argmax
l2 1;...;Rf g

XR
m¼1

YR
r¼1

1
2
þ U

ffiffiffi
n

p
2

ffiffiffiffiffiffiffiffi
qr;l

p � ffiffiffiffiffiffiffiffi
qm;l

p��� ���� �� �
: ð13Þ

where Φ( · ) is the cumulative density function of the normal distribution.
Thus, the proposed ML-DEM (10), (11) and (13) is an optimal (maximal like-

lihood) greedy algorithm for an approximate NN search. The ML-DEM is different
from the baseline DEM in initialization (14) and in the rule of choosing the next
model (10) and (11). In the DEM M > 1 models are chosen (6) and in the proposed
ML-DEM only one model is selected (10). Only the termination condition (5) is the
same for both DEM and ML-DEM. In fact, the proposed method can be applied not
only with the Kullback-Leibler discrimination (4), but with an arbitrary similarity
measure. However, the property of statistical optimality is preserved only for sim-
ilarity measure (4).
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4 Experimental Results

Our experimental study deals with face recognition problem [13] with color FERET
dataset. All 2720 frontal photos were converted to grayscale intensity images. Random
cross-validation repeated 100 times was applied. Each time R = 1420 randomly chosen
images of 994 persons populate the database (i.e. a training set), other 1300 photos of
the same persons formed a test set. Faces were detected with the OpenCV library. After
that the median filter with window size 3� 3ð Þ is applied to remove noise in detected
faces. The facial image is divided into a regular grid of K � K blocks, where K = 10.
Next the HOGs (histograms of oriented gradients) Hr(k1, k2) with N = 8 bins are
calculated for each block (k1, k2) [14]. We assume, that each HOG is normalized, so
that it may be treated as a probability distribution [14] in (4). The distance in the nearest
neighbor rule (3) is calculated as follows [9]

qðX;XrÞ ¼
XK
k1¼1

XK
k2¼1

min
D1j j �D; D2j j �D

q Hðk1; k2Þ;Hrðk1 þ D1; k2 þ D2Þð Þ ð14Þ

with the mutual alignment of the histograms in the Δ-neighborhood in order to take into
account the small spatial deviations due to misalignment after face detection. In (14) we
use the Kullback-Leibler divergence (4) between the HOGs and the homogeneity-
testing probabilistic neural network (HT-PNN) which showed high face recognition
rate and is equivalent to the statistical approach if the pattern recognition problem is
referred as a task of testing for homogeneity of segments [15].

The error rate obtained with the NN rule and similarity measure (1) with Kullback-
Leibler and the HT-PNN distances is shown in Table 1 in the format average error
rate ± its standard deviation. Here, first, alignment of HOGs (22) with Δ = 1 improves
the recognition accuracy. And, second, we experimentally support the claim [15] that
the error rate for the Kullback-Leibler distance (4) is higher when compared with the
HT-PNN.

In the next experiment we compare the performance of the proposed ML-DEM
with brute force (3), original DEM [11], and several approximate NN methods from
FLANN [5] and NonMetricSpaceLib [16] libraries showed the best speed, namely

1. Randomized kd-tree from FLANN with 4 trees [6]
2. Composite index from FLANN which combines the randomized kd-trees (with 4

trees) and the hierarchical k-means tree [5].
3. Ordering permutations (perm-sort) from NonMetricSpaceLib which is known to

decrease the recognition speed for medium-sized databases [10].

Table 1. Face recognition error rate, criterion (3) and (14)

Δ = 0 Δ = 1

Kullback-Leibler divergence 8.9 ± 1.3 7.0 ± 1.3
HT-PNN 7.8 ± 1.2 6.6 ± 1.3
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We evaluate the error rate (in %) and the average time (in ms) to recognize one test
image with a modern laptop (4 core i7, 6 Gb RAM) and Visual C++ 2013 Express
compiler (×64 environment) and optimization by speed. We explore an application of
parallel computing [17] by dividing the whole training set into T = const non-over-
lapped parts. Each part is processed in its own thread implemented by using the
Windows ThreadPool API. We analyze both nonparallel (T = 1) and parallel (T = 8)
cases. After several experiments the best (in terms of recognition speed) value of
parameter M of original DEM (6) was chosen M = 64 for nonparallel case and M = 16
for parallel one. To obtain threshold ρ0, the FAR is fixed to be β = 1 %. Parameter Emax

was chosen to achieve the recognition accuracy which is not 0.5 % less than the
accuracy of brute force (Table 1). If such accuracy can not be achieved, Emax was set to
be equal to the count of models R. The average recognition time per one test image (in
ms) is shown in Table 2.

Here randomized and composite kd-trees do not show superior performance even
over brute force as the number of models in the database is not very high. However, as
it was expected, perm-sort method is characterized with 2–3.5 times lower recognition
speed in comparison with an exhaustive search. Moreover, perm-sort seems to be better
than the original DEM for nonparallel case (T = 1), though the DEM’s parallel
implementation is a bit better. The most important conclusion here is that the proposed
ML-DEM shows the highest speed in all experiments. The results of the HT-PNN’s
usage are very similar, though the error rate here is 0.5–1 % lower (see Table 1). In this
case the original DEM is slightly faster than the perm-sort for conventional distance
(Δ = 0) but is not so effective for alignment (Δ = 1). FLANN’s kd-trees are 10–15 %
faster than the brute force. And again, the proposed ML-DEM is the best choice here
especially for most complex case (T = 8, Δ = 1) for which only 6 ms (in average) is
necessary to achieve 93 % accuracy.

To clarify the difference in performance of the original DEM and the proposed ML-
DEM, we show the dependence of the error rate and the number of checked models
Lchecks/R · 100 % on Emax in Fig. 1a, b respectively. Here the speed of convergence to
an optimal solution for the ML-DEM is much higher than the same indicator of the

Table 2. Average recognition time (ms.)

Distance/
features

Kullback-Leibler divergence HT-PNN

Δ = 0 Δ = 1 Δ = 0 Δ = 1
T = 1 T = 8 T = 1 T = 8 T = 1 T = 8 T = 1 T = 8

Brute force 12.9 2.8 99.1 26.6 19.4 5.5 146.1 38.7
Randomized
KD tree

11.9 2.6 91.2 21.4 16.4 4.3 129.4 30.4

Composite 12.0 2.6 91.5 22.5 16.7 4.3 129.9 35.2
Perm-sort 4.0 2.1 31.0 12.9 7.8 2.4 43.7 14.3
DEM 5.34 1.3 52.7 12.7 7.3 2.3 52 16.1
ML-DEM 2.8 0.8 24.2 10.0 5.3 1.4 24.9 5.8
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DEM (Fig. 1a). Even when Emax = 0.1 · R we can get an appropriate solution. Figure 1b
proves that, as expected, the proposed ML-DEM is better than the DEM in terms of the
number of calculated distances Lchecks. However, additional computations of the ML-
DEM which include the calculations for every non previously checked model, are quite
complex. Hence, the difference in performance with the DEM and other approximate
NN methods is high only for very complex similarity measures (e.g., in case of Δ = 1).

5 Conclusion

In this paper we demonstrated that using the asymptotic properties (7) of the Kullback-
Leibler divergence in the proposed ML-DEM gives very good results in image rec-
ognition with medium-sized database, reducing the recognition speed by more than
2.5–6.5 times in comparison with brute force and by 1.2–2.5 times in comparison with
other approximate NN methods from FLANN and NonMetricSpaceLib libraries. In
contrast to the most popular fast algorithms, our method is not heuristic (except the
termination condition (5)). Moreover, it does not build data structure based on an
algorithmic properties of applied similarity measure (e.g., triangle inequality of Min-
kowski metric in the AESA [4], Bregman ball for Bregman divergences [9]). The
proposed ML-DEM is an optimal (maximum likelihood) greedy method in terms of the
number of distance calculations for NN rule (3) with the sum (14) of Kullback-Leibler
discriminations (4). Moreover, the ML-DEM can be successfully applied with other
distances, e.g. the HT-PNN [15].

The main direction for further research of the proposed method is its modification in
case of simple similarity measures. For now, the complexity of extra computation at
each step of the ML-DEM (10) and (11) is rather high. Hence, the difference in per-
formance with original DEM and popular approximate NN methods is significant only
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Fig. 1. Dependence of: (a) error rate; and (b) count of models checks per database size Lchecks/
R · 100 % on Emax/R, Kullback-Leibler discrimination, Δ = 1
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for very complex similarity measure. One possible solution is a pivot-based indexing
[10] and ordering all models with respect to their log-likelihoods (10) and (11).
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Abstract. In this paper, we propose a fast and accurate ear recogni-
tion system based on principal component analysis (PCA) and fusion
at classification and feature levels. Conventional PCA suffers from time
and space complexity when dealing with high-dimensional data sets. Our
proposed algorithm divides a large image into smaller blocks, and then
applies PCA on each block separately, followed by classification using a
minimum distance classifier. While the recognition rates on small blocks
are lower than that on the whole ear image, combining the outputs of the
classifiers is shown to increase the recognition rate. Experimental results
confirm that our proposed algorithm is fast and achieves recognition per-
formance superior to that yielded when using whole ear images.

Keywords: Ear recognition · Principal component analysis (PCA) ·
Feature fusion · Classifier fusion

1 Introduction

Ear recognition systems are a relatively recent biometric technique, and are
challenging to implement in practice due to difficulties controlling occlusions,
pose, illumination etc. Ears have played a significant role in forensic science,
especially in the United States, where an ear classification system based on
manual measurements has been used for more than 40 years [5]. Using a collection
of over 10,000 ears, they were found to be distinguishable based on only 12
measurements.

Chang et al. [3] compared ear recognition with face recognition using a stan-
dard PCA technique on face and ear images, and reported accuracies of 71.6 %
and 70.5 % for ear and face recognition, respectively. They also presented results
with varying ligthing which resulted in lower recognition accuracies of 64.9 % and
68.5 % for face and ear images, respectively. Combining ear and face images lead
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to a significant improvement and an accuracy of 90.9 %. Kumar and Zhang [7]
employed different feature extraction methods and different classification algo-
rithms, namely feed-forward artificial neural networks and three classifiers based
on a nearest neighbour rule. The experiments they performed yielded recognition
rates ranging from 76.5 % to 94.1 %. Alaa et al. [13] used feature combination to
improve the performance of an ear recognition system, and achieved recognition
rates between 85.9 % and 96.1 %.

Principal component analysis (PCA) is widely used for dimensionality reduc-
tion, feature extraction, compression, visualiation, and other tasks. PCA finds
the c principal orthonormal vectors which describe an eigenspace. In many appli-
cations, c is much smaller than the original dimensionality of the data, while the
computation of PCA can be implemented using eigenvalue decomposition (EVD)
of the covariance matrix of the data matrix [16]. However, PCA requires rela-
tively high computational complexity and memory requirements, especially for
large datasets [1,11].

To address this, Golub and van Loan [4] used Jacobi’s method which diago-
nalises a symmetric matrix and requires about O(d3+d2n) computations, where
n represents the number of feature vectors or samples and dd represents the
dimensionality of the vectors. Roweis [9] proposed an expectation maximisation
(EM) algorithm for PCA, which is shown to be computationally more effective
compared to the EVD method for PCA. However, calculating PCA based on
EM is still expensive, while the EM algorithm may not converge to the global
maximum but only a local one, and is dependent on the initialisation. The power
method can also be used to find leading eigenvectors, and is less expensive, but
can compute only one most leading eigenvector [10]. Also, Skarbek [12] and Liu
et al. [8] proposed eigenspace merging where it is not necessary to store the
covariance matrix of previous training samples.

In this paper, we propose a fast and accurate ear recognition system through
fusion at classification level and feature level and PCA on subimages. Our algo-
rithm aims to decrease the dimensionality and hence decrease the complexity of
a PCA-based algorithm by dividing the ear image into small blocks. PCA is then
applied on the image blocks separately and classification performed using a min-
imum distance classifier. The outputs of these classifiers at abstract, rank, and
score level are combined, while we also investigate combining the block features
at the feature level. Experimental results confirm that our proposed algorithm
is fast and achieves recognition performance superior to that yielded when using
whole ear images.

The rest of the paper is organised as follows. In Sect. 2, we summarise some
of the background on principal component analysis and current fusion meth-
ods. Section 3 then details our proposed algorithm. Section 4 gives experimental
results, while Sect. 5 concludes the paper.
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2 Background

2.1 Principal Component Analysis

Principal component analysis (PCA) is a popular linear subspace method that
finds a linear transformation which reduces the d-dimensional feature vectors to
h-dimensional feature vectors with h < d. It is possible to reconstruct the h-
dimensional feature vectors from the d-dimensional reduced representation with
some finite error known as reconstruction error. Of the resulting h basis vectors,
the first one is in the direction of the maximum variance of the given data, while
the remaining basis vectors are mutually orthogonal and maximise the remaining
variance. Each basis vector represents a principal axis. These principal axes can
be obtained by the dominant/leading eigenvectors (i.e. those with the largest
associated eigenvalues) of the measured covariance matrix of the original data
matrix. In PCA, the original feature space is characterised by these basis vectors
and the number of basis vectors is usually much smaller than the dimensionality
d of the feature space [12].

For an ear image Γ (M ×N), where M and N are the width and height of the
image, it is first transformed into a vector of length M ×N . The feature matrix
of K training ear images is then given by Γ = [Γ1, Γ2, . . . , ΓK ] and the average
of the training set is calculated as ψ = 1

K

∑
Γi. The average is subtracted, i.e.

φi = Γi−ψ, and the data matrix created as A = [φ1, φ2, . . . , φK ]((M ×N)×K).
The covariance matrix of A is then calculated as

C = AAT . (1)

Next, the eigenvalues (λk) and eigenvectors (Vk) of C are computed and the
eigenvectors sorted according to the corresponding eigenvalues. Dimensionality
reduction is then achieved by retaining only the top h eigenvectors to yield
a projection matrix P . For an ear image T (of the same size as the training
images), it is first mean-normalised by φT = T − ψ, and then transformed into
the “eigen-ear” components, i.e. projected into ear space, by

ω = PTφT . (2)

Considering the computational complexity of PCA [15], for an ear image set
of K images of dimensions M × N , calculating the mean image is of O(KMN)
and subtracting it from the data matrix also of O(KMN), while the complex-
ity of calculating the covariance matrix is O(K(MN)2). Identifying the eigen-
values and eigenvectors of the covariance matrix then requires O(K(MN)3),
whereas sorting the eigenvectors according to their eigenvalues can be done in
O(K(MN)log2(MN)) (using a merge sort algorithm). Since only the first h
eigenvectors are considered, computation of the reduced eigenspace is carried
out in O(hMN). Finally, projecting the images into this eigenspace requires
O(KLMN). Consequently, the overall computational complexity is

OPCA = O(KMN) + O(KMN) + O(K(MN)2) + O(K(MN)3) + (3)
O(K(MN)log2(MN)) + O(hMN) + O(KhMN)

= O(K(MN)3).
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2.2 Fusion Methods

Combining different and independent resources can increase the accuracy of
biometric (or other) systems. Misclassification of some samples by a method
or classifier can be compensated by combining different resources which in turn
can be performed at different levels. There are various approaches for such fusion
methods, of which we summarise the most common in the following.

Multi-instance systems use various sensors to capture samples. In multi-
sensorial systems, samples from the same instance are captured using two or
more different sensors (e.g., both visible light and infra-red cameras) are com-
bined in a sensor level fusion approach to increase the robustness of the biometric
system [6].

Combination at feature level can lead to improved performance as more infor-
mation is available (compared to fusion at classification level, which is discussed
below). Fusion of features is usually implemented by concatenating two or more
feature vectors, i.e. if f1 = {x1, . . . , xn} and f2 = {y1, . . . , ym} are two fea-
ture vectors of lengths n and m, respectively, then the fused feature vector
f = {x1, . . . , xn, . . . , y1, . . . , ym} is obtained by concatenation of f1 and f2.

Fusion at classification level, or classifier fusion, can improve recognition per-
formance compared to simple individual classifiers. In general, we can distinguish
three levels of fusion here, namely:

– Abstract Level Fusion: Abstract or decision level fusion can be seen as making
a decision by combining the outputs of different classifiers for a test sample.
It is the simplest fusion method and majority voting is the most commonly
employed method here.

– Rank Level Fusion: Here, the outputs of each classifier (a subset of possible
matches) are sorted in decreasing order of confidence so that each class has
its own rank. Fusion can be performed by summing up the ranks of each class
and the decision is given by the class of the highest rank.

– Score (Measurement) Level Fusion: Fusion rules on the vectors are derived
to represent the distance between the test image and the training images.
Thus, the output of each classifier is represented by scores or measurements.
Fusion at this level combines the vectors of scores, and the decision is given
by the class that has the minimum value. Assume that we want to classify an
input pattern Z into one of m possible classes based on the evidence provided
by R different classifiers. Let x́i be the score derived for Z from the i-th
classifier, and let the outputs of the individual classifiers be P (ωj |x́i), i.e., the
posterior probability of pattern Z belonging to class ωj given the scores x́i. If
c = {1, 2, . . . ,m} is the class to which Z is finally assigned, then this can be
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done by the following rules [14]:

c = arg max
j

max
i

P (ωj |xi) (4)

c = arg max
j

min
i

P (ωj |xi)

c = arg max
j

medi P (ωj |xi)

c = arg max
j

avgi P (ωj |xi)

c = arg max
j

∏

i

P (ωj |xi)

3 Proposed Algorithm

In this paper, we propose a fast and accurate ear recognition system based
on principal component analysis (PCA) and fusion at classification and feature
levels. Figure 1 gives an overview of our proposed algorithm.

The first step in our approach is to divide each ear image into non-overlapping
blocks. In each block, PCA features are extracted and each subimage is matched
separately using a minimum distance classifier.

In the first model, the features of the blocks are combined at feature level.
Here, the PCA algorithm is applied on each subimage and then the features of
all blocks combined to form a feature vector. Classification is performed using a
minimum distance classifier.

In the first model, the outputs of classifiers are combined at abstract, rank, or
score levels. For decision level fusion, majority voting method is used to combine
results from all blocks. For rank level fusion, the Borda count method is employed
to combine the ranks obtained by the individual classifiers. Finally, for score
level fusion, minimum, maximum, product, mean, and median rules are used to
combine the scores.

Considering the computational complexity of our approach, the first step in
our algorithm is to divide the ear images, which are of size M × N , into Q

Fig. 1. Overview of our proposed ear recognition algorithm
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equal-sized non-overlapping blocks. Consequently, the size of each image block
will be (M × N)/Q, and the computational complexity to perform PCA on an
image block is thus of O(K(MN/Q)3). For all Q sub images, the computational
complexity is thus of

OblockPCA = O(QK(MN/Q)3) = O(K(MN)3/Q2), (5)

and hence significantly smaller, by a factor of Q2, compared to the O(K(MN)3)
of performing PCA on the full images. However, the recognition rate of each
block will be lower compared to the recognition rate of the whole ear image.
Thus, in our approach, the fusion techniques discussed above are applied to
increase the recognition performance.

4 Experimental Results

In our experiments, we use a dataset of 102 ear images, 6 images for each of 17
subjects [2]. In particular, six views of the left profile from each subject were
taken under uniform diffuse lighting conditions, while there are slight changes
in the head position from image to image.

For our experiments, a minimum distance classifier is used based on three
different metrics, namely Euclidean, city-block, and cosine metrics. In our first
experiment, we applied classical PCA based on the whole ear image using 2 and
4 of the images for training, respectively. The results of this are summarised
in Tables 1 and 2 in terms of recognition performance and computation time,
respectively.

In the second experiment, the proposed PCA algorithm is applied. Here, the
ear images are divided into into 4, 9, and 16 blocks, respectively to reduce the

Table 1. Recognition rates [%] using different minimum distance classifiers and PCA
on whole ear images

Metric 2 Training images 4 Training images

Euclidean 89.7059 94.1176

City-block 88.2353 94.1176

Cosine 89.7059 94.1176

Table 2. Comparison of required CPU times of applying PCA on whole ear images
and on image blocks

Blocks 2 Training images 4 Training images

1 (whole image) 607 615

2 × 2 = 4 36 39

3 × 3 = 9 9 10

4 × 4 = 16 2 3
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Fig. 2. Recognition rates [%] of the proposed feature fusion model at feature level

Fig. 3. Recognition rates [%] of the proposed classifier fusion model at abstract level

computational complexity of the proposed model. The resulting computation
times are given in Table 2. As we can see from there, the time required for PCA
calculation on blocks is very small compared to that of performing PCA on the
whole images, while computation time decreased with decreasing block sizes.

After dividing the ear image into blocks, the features of all blocks are com-
bined into one feature vector to perform feature level fusion, while matching is
performed using minimum distance classifiers. The obtained results are given in
Fig. 2. As shown there, feature fusion of image blocks can lead to better recog-
nition performance compared to utilising the whole ear images. Moreover, the
accuracies of different block sizes are approximately the same.

The final experiment is conducted to investigate the proposed classifier fusion
models. Here, the features that result from each block are matched separately,
while we combine the results of the classifiers at abstract level, rank level,
and score level, respectively. The corresponding recognition results are shown
in Figs. 3, 4, and 5, respectively.

From Figs. 3, 4, and 5, we can see that our proposed classifier fusion model
achieves accuracies that exceed those obtained based on the whole ear images.
Moreover, the accuracy of our model is in general inversely proportional to the
number of blocks employed. When the number of blocks is increased, some of the
resulting blocks will contain only background or small parts of the ear, which
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Fig. 4. Recognition rates [%] of the proposed classifier fusion model at rank level

Fig. 5. Recognition rates [%] of the proposed classifier fusion model at score level

decreases the accuracy for these parts and hence affects the overall accuracy.
This problem can in particular be observed for abstract level fusion, while for
rank and score level fusion, using many ranks or scores may compensate the
problem. Score level fusion leads to recognition performance that is significantly
better compared to abstract and rank level fusion. Not surprisingly, abstract
level fusion yields the lowest accuracy, as it is based purely on the decisions
without further information.

Our proposed method also performs much better than some reported in the
literature including that by Kumar and Zhang [7], which uses PCA to extract
features from ear images and gives a recognition rate of 71.6 % on the same
database, and [13], which combines PCA with linear discriminant analysis (LDA)
and discrete cosine transform (DCT), respectively and yields a classification
performance of 63.8 % on the database.

5 Conclusions

In this paper, we have presented an algorithm to identify persons using 2D
ear images based on principle component analysis. Crucially, the computational
complexity of PCA is addressed by partitioning the images into small blocks and
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performing PCA on the subimages separately. We then combine the blocks at
feature and classification level, respectively, with the latter leading to the best
results and significantly improved performance compared to performing PCA-
based recognition based in the whole ear images. In addition to this increased
classification accuracy, our approach also significantly reduces the computation
time required, hence giving a fast and accurate ear recognition algorithm as
demonstrated by a series of experimental results.

References

1. Candès, E.J., Li, X., Ma, Y., Wright, J.: Robust principal component analysis? J.
ACM 58(3), 11 (2011)

2. Carreira-Perpinan, M.: Compression neural networks for feature extraction: Appli-
cation to human recognition from ear images. MS thesis, Faculty of Informatics,
Technical University of Madrid, Spain (1995)

3. Chang, K., Bowyer, K.W., Sarkar, S., Victor, B.: Comparison and combination of
ear and face images in appearance-based biometrics. IEEE Trans. Pattern Anal.
Mach. Intell. 25(9), 1160–1165 (2003)

4. Golub, G.H., van Loan, C.F.: Matrix Computations, vol. 3. JHU Press, Baltimore
(2012)

5. Iannarelli, A.V.: Ear Identification. Paramont Publishing Company, Fremont
(1989)

6. Jain, A., Nandakumar, K., Ross, A.: Score normalization in multimodal biometric
systems. J. Pattern Recogn. 38(12), 2270–2285 (2005)

7. Kumar, A., Zhang, D.: Ear authentication using log-Gabor wavelets. In: Defense
and Security Symposium. pp. 65390A–65390A (2007)

8. Liu, L., Wang, Y., Wang, Q., Tan, T.: Fast principal component analysis using
eigenspace merging. In: IEEE International Conference on Image Processing
(ICIP), vol. 6, pp. VI-457 (2007)

9. Roweis, S.: EM algorithms for PCA and SPCA. In: Advances in Neural Information
Processing Systems, vol. 10, pp. 626–632. MIT Press, Cambridge (1998)

10. Schilling, H.A., Harris, S.L.: Applied Numerical Methods for Engineers Using
MATLAB. Brooks/Cole Publishing Co, Pacific Grove (1999)

11. Shlens, J.: A tutorial on principal component analysis. arXiv preprint
arXiv:1404.1100 (2014)

12. Skarbek, W.: Merging subspace models for face recognition. In: Petkov, N.,
Westenberg, M.A. (eds.) CAIP 2003. LNCS, vol. 2756, pp. 606–613. Springer,
Heidelberg (2003)

13. Tharwat, A., Hashad, A., Salama, G.: Human ear recognition based on parallel
combination of feature extraction methods. Mediterr. J. Comput. Netw. 6(4), 133–
137 (2010)

14. Tharwat, A., Ibrahim, A.F., Ali, H.A.: Multimodal biometric authentication algo-
rithm using ear and finger knuckle images. In: 7th International Conference on
Computer Engineering & Systems, pp. 176–179 (2012)
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Abstract. It is observed that traditional clustering methods do not necessarily
perform well on time-series data because of the temporal relationships in the
observed values over a period of time. Another issue with time series is that
databases contain bulk amount of data in terms of dimension and size. Clus-
tering algorithms based on traditional measures of dissimilarity find trade-offs
between efficiency and accuracy. In addition, time series analysis should be
more concerned with the patterns in change and the points of change rather than
the values of change. In this paper a new representation technique and similarity
measure have been proposed for agglomerative hierarchical clustering.

Keywords: Time series representation � Similarity search � Clustering

1 Introduction

Today Time Series data management has become an interesting research topic for the
data miners. Particularly, the clustering of time series has attracted the interest.

Clustering is the process of finding natural groups, called clusters, the grouping
should maximize inter-cluster variance while minimizing intra-cluster variance [1],
most of the clustering techniques can be two major categories, Partition-based clus-
tering and Hierarchical Clustering [2]. Many of the traditional clustering algorithms use
Euclidean distance or Pearson’s correlation coefficient to measure the proximity
between the data points. However, in case of time-series data these parameters involve
the individual magnitudes at each time point therefore the traditional algorithms
perform poorly with time-series expressions data, to overcome these limitations the
proposed work aims to represent the variations in the measurements of the time-series
for fast implementation of an efficient agglomerative nesting algorithm, the focus of
this work is on fast whole sequence similarity search in the changes in respect to time
rather than the values in the time series data.

The rest of the paper is organized as follows: Sect. 2 presents a brief review of
related work. Sections 3 and 4 demonstrates the basic concept and presents the analysis
of the proposed algorithm respectively. In Sects. 5 and 6 experimental and the con-
clusions and some future directions.
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2 Related Work

Many clustering algorithms have been proposed such as k-means, DBSCAN, STING,
p-cluster and COD [4–6]. One of the recently proposed algorithms is VCD algorithm
[3] to analyze the trends of expressions based on their variation over time, using cosine
similarity measure with two user inputs, it has been enhanced later in EVCD algorithm
[2] for same purpose with one single user input and provides results in several levels
which allows the user to select the most appropriate level by using different parameters
such as the silhouette coefficient, number of clusters and clusters density. Both algo-
rithms Enhanced Variation Co-expression Detection (EVCD) and (VCD) algorithms
[2, 3] inferred that the cosine similarity measure was the most appropriate similarity
measure for clustering the time varying microarray data.

3 Concepts and Definition

In order to determine the variation patterns in the time series based on the changes in
the values observed at fixed time points binarization of the change has been proposed.
Some related definitions are presented in this section.

3.1 Variation Vector

Given a sequence of n + 1 measurements observed at time periods t0, t1, t2…tn to
denote a univariate time series, say, Y ¼ y0; y1; y2. . .ynh i 2 R

nþ1. A variation vector
Yv 2 R

n of Y is a sequence of the differences denoted by, Yv ¼ d1; d2. . .dnh i, where
di ¼ yi � yi�1, for 1� i� n. The increase in the measurement yi � yi�1ð Þ and its
magnitude is represented by the difference di � 0. Similarly, the decrease yi\yi�1ð Þ is
computed as di < 0.

The trend is the tendency of a continuous process that is measured during a fixed
time interval. The trend analysis may traditionally be carried out by plotting a trend
curve or a trend line and by monitoring the increase (decrease) in the values. Thus trend
analyses involve observation of the tendencies of the values by way of analyzing the
changes that occur in terms of the quantum of the change and/or the nature of the
changes. The pattern of increase or decrease in the values of the measurements may
play a significant role in the trend analyses. Variation vectors quantify the difference in
measurements at two consecutive time periods say ti and ti+1 in terms. The directions of
change, increase or decrease, may be captured by the positive or negative sign of the
magnitude of difference di respectively. Therefore, a binary representation of the
direction of change is suitable for computational efficiency. Binarization of the change
for any time-series has been proposed by a direction vector. Further, the trend similarity
based on the distance metric of the n-dimensional binary vectors has been defined.

3.2 Direction Vector

For a variation vector, Yv ¼ v1; v2; . . .; vnh i 2 R
n, a direction vector Yd 2 0; 1f gn is

defined as Yd ¼ b1; b2; . . .; bnh i,
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where,

bi ¼ 0 if vi � 0
1 if vi\0

�
: ð1Þ

Example 1: Consider two time series T1 ¼ 3; 7; 2; 0; 4; 5; 9; 7; 2h i and T2 ¼ 10; 15;h
11; 5; 19; 25; 27; 24; 13i. The corresponding variation vectors are, V1 ¼ 4;�5;h
�2; 4; 1; 4;�2;�5i and V2 ¼ 5;�4;�6; 14; 6; 2;�3;�11h i. The direction vectors of
T1 and T2 are D1 ¼ 0; 1; 1; 0; 0; 0; 1; 1h i and D1 ¼ 0; 1; 1; 0; 0; 0; 1; 1h i respectively.

3.3 Trend Similarity

Let two time series X ¼ x0; x1; x2; . . .; xnh i and Y ¼ y0; y1; y2; . . .; ynh i be measured at
the time t0, t1,…,tn. Let Xv ¼ v1; v2; . . .; vnh i and Yv ¼ u1; u2; . . .; unh i be the corre-
sponding variation vectors and Xd ¼ l1; l2; . . .; lnh i and Yd ¼ s1; s2; . . .. . .snh i be the
corresponding direction vectors. Then X and Y are said to be similar in trend if and
only if li = si for 1 ≤ i ≤ n.

Both direction vectors Xd and Yd are n-bit binary vectors. For each i if xi ≥ xi−1 in
series X i.e. vi ≥ 0 then li = 0 and li = 1 for vice versa. In case of the time series Y the
bit value of si would depict the increase if the value at ti from the values at ti−i as ui ≥ 0
and correspondingly, si = 0, and vice versa. If for each i, li = si then Y is said to be trend
similar to X. It may be noted that for the definition of similarity the magnitude of
difference in the two time-series has not been considered. However, only the concept of
direction of change i.e. increase or decrease, has been considered. The information in
the direction vector may be utilized to determine the degree of similarity.

Example 2: Consider the direction vectors D1 and D2 in the above example corre-
sponding the two time-series T1 and T2 each of length 9. The magnitude of the
differences are represented by the variation vectors V1 and V2. It may be noted that for
each i, 1� i� 8, V1i 6¼ V2i. However, D1 and D2 are bit-wise equal, i.e. D1i = D2i, for
1� i� 8, therefore, the two series T1 and T2 are observed to be similar in trend.

The following metric to measure the distance between two n-dimensional binary
vectors has been considered in this work. Let b ¼ 0; 1f g and In ¼ 0; 1; 2. . .nf g then
the binary function dbinary : b� b ! b. For b1; b2 2 b,

dbinary b1; b2ð Þ ¼ 0 if b1 ¼ b2
1 otherwise

�
ð2Þ

Then the distance function between a pair of n-dimensional binary vectors is dn :
bn � bn ! In Consider two n-dimensional binary vectors say D1;D2 2 bn.

dn D1;D2ð Þ ¼
Xn

j¼1
dbinary b1j; b2j

� � ð3Þ
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Let dn D1;D2ð Þ ¼ k. Then k = 0 if
Pn

i¼1 dbinary b1i; b2ið Þ ¼ 0 and k = n ifPn
i¼1 dbinary b1i; b2ið Þ ¼ n. Therefore 0� k� n

Example 3: Consider the following two sequences as time series, T1 ¼ 3; 7;h
2; 0; 4; 5; 9; 7; 2i and T3 ¼ 45; 80; 22; 10; 40; 63; 45; 90; 10h i, then variation vectors V1

and V3 of T1 and T3 are, V1 ¼ 4;�5;�2; 4; 1; 4;�2;�5h i and V3 ¼ 35;�58;�12;h
30; 23;�18; 45;�80i, the direction vectors D1 and D3 are D1 ¼ 0; 1; 1; 0; 0; 0; 1; 1h i
and D3 ¼ 0; 1; 1; 0; 0; 1; 0; 1h i.
For D1;D3 2 B8, the dissimilarity between D1 and D3 may be computed using the
distance function d8,

d8 D1;D3ð Þ ¼ 2 ð4Þ

where,

dbinary b1i; b2ið Þ ¼ 1 for i 2 6; 7f g ð5Þ

and

dbinary b1i; b2ið Þ ¼ 0 for i 2 1; 2; 3; 4; 5; 8f g ð6Þ

To allow difference in trends at the certain bits out of the n-bits, the concept of trend
dissimilarity of degree-k has been considered where k ≤ n may be the number of bits at
which the two n-dimensional direction vectors encounter bit-mismatch.

3.4 Trend Dissimilarity of Degree K

Given two n-dimensional time series Ti and Tj, and their respective direction vectors Di

and Dj, Ti and Tj are said to have dissimilarity of degree k, if dn Di;Dj
� � ¼ k,

for 1� k� n.
The clusters at level-0 may contain identical objects. Consider any two arbitrary

objects x and y, and the Euclidian distance function d, the traditional measure of

dissimilarity. Then dðx; yÞ ¼ 0, i.e.
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP

xi; yið Þ2
q

¼ 0 if the two objects are identical.

Therefore, the objects x and y must be grouped in the same cluster at level-0, say ith
cluster denoted by, C0,i. Let Ci,j denote cluster-id j at level-i. Then the m clusters at
level-0 are C0,1, C0,2, C0,3,…,C0,m. Let a measure of dissimilarity at 1 bit represented by
distance metric d1 be associated to the clusters at level-1, dissimilarity at 2 bits rep-
resented by d2 and so on. Then any two arbitrary objects x, y may be in the same cluster
at level-1, C1,j, only if, 0\d x; yð Þ� d1. In this section the concept of Trend Cluster of
level-k using the dissimilarity of degree-k is defined.

3.5 Trend Cluster of Level-K

For T ¼ fT1;T2; . . .;Tmg, a set of n-dimensional time series of cardinality m, and the
set of corresponding direction vectors C ¼ fD1;D2; . . .;Dmg, a trend cluster of level-k,
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Ck,j would include all time-series Ti and Tj in the same cluster if dn Di;Dj
� � ¼ k.

However, if dn Di;Dj
� � 6¼ k0 for all k0; 0� k0\k, then Ti and Tj will be allocated to

distinct trend clusters of level-0, level-1, up to level-k′, say Ck′,i and Ck′,j, but would be
grouped in the same trend clusters of level-k, say Ck,i.

Example 4: Consider time series T1, T2 and T3 as in the Examples 1 and 3. The
direction vectors of each is D1 ¼ 0; 1; 1; 0; 0; 0; 1; 1h i, and D2 ¼ 0; 1; 1; 0; 0; 0; 1; 1h i
D3 ¼ 0; 1; 1; 0; 0; 1; 0; 1h i. Consider D1 and D2, d8 D1;D2ð Þ ¼ 0 therefore, T1 and T2

must be grouped in the same cluster of level-0. Consider D1 and D3, d8 D1;D3ð Þ ¼ 2.
i.e. the series T1 and T3 have the trend dissimilarity of degree-2. Therefore, T1 and T3

must be grouped in different trend clusters of level-0 and level-1 say C0,1 and C0,3, and
C1,1 and C1,3 respectively. However, the two must be grouped in the same trend cluster
of level-2 say, C2,1.

Example 5: Consider the 5-dimensional view of the four gene expressions a, b, c and
d, as shown in Fig. 1. The direction vectors Da and Dc are identical therefore genes
a and c are trend similar. Even visually the vectors a and c are the most similar to each
other than to the vectors b and d.

An advantage of this approach is the simplicity of representation of the objects of m-
dimensional time series database, using only one bit to represent the change in value
from time ti to ti+1,

bi ¼ 0 xiþ1 � xi
1 xiþ1\xi

�
; 0\ i \ m� 1 ð7Þ

The direction vectors are loss transformation of the original data from which no
original values can be retrieved. Thus it is a novel representation from the perspective
of security and privacy preservation of the original data.

4 Fast Trend Similarity-Based Clustering (FTSC) Algorithm

FTSC algorithm starts with generating the variation vectors, second is binarization of
the variation vector, and third is direction vectors indicate similarity in trend in the time
series thus forming the trend clusters of level-0 in the hierarchy of clusters. The higher

Fig. 1. Trend similarity in gene expressions
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level clusters may result from merging the closest clusters in the previous level starting
by smaller clusters, each cluster is represented by a direction vector as medoid of the
cluster. The distance between clusters is computed by the distance between the med-
oids of the two clusters.

The FTSC algorithm is a nonparametric algorithm and it does not require any prior
information related to data or number of clusters.

The asymptotic time complexity of the algorithm is quadratic on the product of
the dimension of the time series and number of clusters level-i, ni < n, therefore the
complexity of the algorithm is O((mn)2). However, due to the binarization of the
variation in the time series, the comparisons of the m bits and distance computation
may be implemented using fast bit operators.
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5 Experiments and Results

5.1 Data Sets

The experiments have been carried out to perform clustering on two microarray data
sets and two financial data sets. Table 1 describes the data sets.

5.2 System Configuration

Windows 8 enterprise © 2012, 64-bit, with processor intel® core (TM) i7 CPU, U
640@1.20 GHz an. Dot Net platform has been used to implementation.

5.3 Design of Experiments

The experiments have been designed to assess the performance of FTSC algorithm in
terms the efficiency and accuracy. Efficiency is mainly observed in terms of execution
time. The accuracy of the algorithm is considered to be the consistency in cluster
allocation to a time series irrespective of the number of re-executed, cluster allocation
to multiple copies of the time series data, and the order of input of the time series to the
algorithm. Second experiment compares both algorithms FTSC and EVCD.

5.4 Efficiency and Accuracy of FTSC

The first experiment has been designed to examine the speed of Fast Trend Similarity
Clustering algorithm to cluster the four data sets. The experiment of running the
program implementing the algorithm repeated five times, the average running time to
yield the hierarchical clusters for each of the four data sets Affymetrix, Drosophila
genome, Exchange Rates and PPPs over GDP and NSE with execution time
00:00:02.66, 00:00:01.72, 00:00:10.11 and 00:00:01.34 respectivly.

The outcomes of running the FTSC algorithm on Affymetrix are presented in
Tables 2, 3 and 4. In Table 2 the 7-bit direction vector of gene Id 11251 is 0000001
which is in cluster C0;0 while the two genes 11152 and 12182 in serial 7 and 8 have
identical direction vectors 0000101. Therefore, C0;3 includes two genes. The total
clusters of level-0 is 115.

Table 1. Data set

Data
set

Repository Type No of
rows

No of
dim

1 NCBI Microarray/Affymetrix 12488 8
2 NCBI Microarray /Drosophila genome 3456 8
3 PWT Financial/exchange rates and PPPs over

GDP
29 61

4 NSE Financial/(NSE) India 1555 9
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Tables 3 and 4 present the clusters of level-2 and level-3 respectively. In the two
tables the rows display all the clusters Ci;j; i denoting the cluster level and j the cluster
ID. The cluster medoid has been presented in the second column by the identifier of the
direction vector representing the cluster of level-0. In Table 3, the 3rd, 4th, 5th, 6th and
7th column display the clusters of level-2 that are merged to form the cluster of level-3.
Thus the cluster id C3;0 represented by the medoid 0 is formed by merging the clusters
of level-2 represented by the medoids 4, 7, 14, 29 and 58 yielding the cluster with a
total of 486 genes. The cluster C3;1 is the outcome of merging three clusters of level-2

Table 2. Direction vectors, clusters of level-0 of AffyMetrix data

S.no. GENE ID Direction vector Cluster no.

1 11251 0000001 0
2 6599 0000010 1
: : : :
6 11278 0000011 2
7 11152 0000101 3
8 12182 0000101 3
: : : :
13 8001 0001001 6
: : : :
16 11668 0001001 6
: : : :
12487 10226 1111011 114
12488 10461 1111011 114

Table 3. Level-3 cluster formation

Cluster id Medoid C2,* C2,* C2,* C2,* C2,* Cluster density

C3,0 0 4 7 14 29 58 486
C3,1 20 26 52 81 – – 689
C3,2 54 48 41 – – – 73
C3,3 87 93 97 105 – – 1657
C3,4 107 77 – – – – 103
C3,5 9 70 – – – – 48
: : : : : : : :

Table 4. Level-4 cluster formation

Cluster id Medoid C3,* C3,* C3,* C3,* Cluster density

C4,0 0 9 16 31 60 581
C4,1 20 54 83 – – 764
C4,2 87 99 107 – – 1880
: : : : : : :
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that are represented by the medoids 26, 52 and 81 to the cluster represented by medoid
20 at level-3 having a total of 689 genes. To obtain the clusters C3;6 to C3;15 no other
clusters of level-2 were merged to the ones represented by the respective medoids
indicated in column two. The blank ‘−’ entries in the table indicate no clusters of level-
2. Therefore, the row pertaining to the cluster C3;6 with medoid 16 indicates that no
cluster of level-2 satisfied the criterion for the merge operation although the total
number of genes in the cluster C3;6 is 2, where number of clusters of level-3 are 16.

The clusters from C3;6 to C3;15 in level-3 have not changed from the previous level
with the same medoids and densities.

Similarly the Table 4 exhibits the details of the clusters of level-4. From both
Tables 3 and 4 it may be observed that the cluster C4,0 with medoid 0 has been formed
by merging the clusters C3,0, C3,5, C3,6, C3,7 and C3,11 referred to by the medoids 0, 9,
16, 31 and 60 respectively. It may also be observed that the density of C4,0 is the sum of
the densities of the C3,0, C3,5, C3,6, C3,7 and C3,11. Similarly the cluster C4,2 is formed
by merging C3,13, and C3,4, to C3,3 resulting in the density 1880.

As the FTSC algorithm is an agglomerative clustering algorithm yielding a hier-
archical clustering of levels 0–7 for Affymetrix data. The cluster at the highest level
C6,0, represented by the medoid 0 includes all the 12488 genes (Figs. 2 and 3).

In order to estimate the efficiency, accuracy and sensitivity to order of data inputs,
all the rows of the Affymetrix data set were duplicated four times and randomly
shuffled. Therefore, the algorithm was executed with a total of 4 × 12488 = 49952 rows
with 8 dimensions. The output of the program was a hierarchical clustering with levels

Fig. 2. Random clusters plot for DS 1 level 0

Fig. 3. Random clusters plot for DS 2 level 0
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0−7 with same number of clusters at each level as before but the density of each cluster
was four time the previous density. i.e. the cluster C4,5 with inputs four time the first
run was represented by a gene that had direction vector identical to the gene 9 and
contained 192 genes. The same phenomenon was observed for all the clusters of each
level from level-0 to level-7. Thus the accuracy of the algorithm has been assessed. The
average running time of repeated execution of the four times the original data set was
00:00:10.714.

The repeated execution of the program after randomly shuffling the rows yielded
the same number of clusters. However, each time the execution time was differed in the
3rd or the 4th decimal point with the mean being 00:00:02.6599 (Figs. 4 and 5).

5.5 Comparison of FTSC and EVCD Algorithms

In this experiment the results of EVCD algorithm and FTSC algorithm have been
compared. Two real world data sets Affymetrix and Drosophilia data sets as described
in Table 1 are used in this experiment to assess the novelness of trend dissimilarity as
the changes in the time series are represented by direction vectors. The EVCD algo-
rithm is also a parametric algorithm while FTSC algorithm is not. EVCD algorithm
requires one user input as the parameter ε. The experiment has been repeated for three
values of ε, i.e. 0.01, 0.05 and 0.1 respectively. As EVCD performs a hierarchical
clustering, for ε = 0.01, 10 clusters and 6 singletons were obtained at level 14, while for
ε = 0.05, 10 clusters and 6 singletons were obtained at level 2, and finally 11 clusters
and 2 Singleton were obtained at level 1 for ε = 0.1.

Fig. 4. Random clusters plot for DS 3 level 0

Fig. 5. Random clusters plot for DS 4 level 0
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6 Conclusions

The experiments indicate that although the FTSC algorithm has the complexity O
((mn)2) it is fast in terms of execution time due to the binarizing the change in the time-
series. The binary representation in terms of the direction vector affect the distance
computation implemented using bit level operators. The binarization also helps in
privacy and security of the actual data. The nonparametric characteristic of the algo-
rithm keeps the end user from exercise of parameter tuning. User also does not require
any prior knowledge of the data or the clusters. The FTSC algorithm is time efficient
and has the potential to yield accurate clusters of time-series data. The scalability of the
algorithm in terms of multi-dimensions time-series and dealing with noise shall be
investigated in future. To select a better medoid of the cluster of each higher level is
also considered as future work.
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Abstract. In this paper, volunteer computing systems have been proposed for
big data processing. Moreover, intelligent agents have been developed to effi‐
ciency improvement of a grid middleware layer. In consequence, an intelligent
volunteer grid has been equipped with agents that belong to five sets. The first
one consists of some user tasks. Furthermore, two kinds of semi-intelligent tasks
have been introduced to implement a middleware layer. Finally, two agents based
on genetic programming as well as harmony search have been applied to optimize
big data processing.

1 Introduction

Big data (an acronym BD) can be very useful to achieve high-value information related
to decision support, business intelligence or forecasting. Large volumes of data are
published by many companies to the web, and also they deploy e-commerce applications
that enable continuous self-service transactions via the web. We observe a migration of
database capacities from terabytes to petabytes. Furthermore, we can expect that modern
systems will require distributed databases with exabytes or even zetabytes. It is difficult
to define big data, e.g. 10 terabytes is a large capacity for a banking transaction system,
but small even to test a web search engine. However, we can treat this data as big if a
data capacity is large enough to be uncooperative to work with some relational database
management systems RDBMS like DB2, INGRES, MySQL, Oracle, Sybase or SQL
Server [28, 31].

Some crucial difficulties with big data are related to: capture, storage, search, sharing,
analytics, and visualizing. Few exabytes of data are captured per day from different
sources: sensors, GPS, smartphones, microphones, cameras, tablets, computer simula‐
tions, satellites, radiotelescopes, and social networks via some wireless sensor networks.
In result, the data store capacity has approximately doubled every three years for thirty
years. Furthermore, The Internet of Things supports BD gathering. Currently, we can
expect to store more or less zetabytes. data storage, their visualization, analysis and
search are still considered as an open problem to solve, too [14, 24].

BD is not convenient to the most RDBMS because massively parallel software on
thousands of servers is required. In applications of statistics and visualization, sizes of
BD exceed the capability of commonly used tools. A BD size can increase to achieve
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many petabytes for one volume. Fortunately, progress in speed of data communication
can support BD processing. Another feature of BD is wide variety of them, what is
related to a huge range of data types and sources. So, the 4Vs model can be descripted
by: high volume, extraordinary velocity, great data variety, and veracity [30]. In BD,
some regressions can be used to find predictions. On the other hand, some descriptive
statistics can be developed for business intelligence.

Big data processing requires high performance architecture of distributed systems.
In this paper, volunteer computing systems are proposed for big data processing. In the
volunteer grids such as BOINC, Folding@home, and GIMPS, flat data sets are trans‐
formed into several millions of subsets that are processed parallel by volunteer
computers. Performance of grid computing as Folding@home is estimated at 40
[PFLOPS]. For comparison, the fastest supercomputer performance Tianhe-2 reached
34 [PFLOPS] in 2014 [8]. Moreover, the BOINC system performance is 6 [PFLOPS]
and computing power achieved for the most important projects using this software are:
SETI@Home – 681 [TFLOPS] and Einstein@Home – 492 [TFLOPS]. GIMPS with 173
[TFLOPS] discovered the 48th Mersenne prime in 2013. The number of active volun‐
teers can be estimated as 238,000 for BOINC [8].

Moreover, intelligent agents can be developed to efficiency improvement of a grid
middleware layer. For example, an experimental volunteer and grid system called
Comcute that is developed at Gdańsk University of Technology can be equipped with
agents that belong to five sets [5, 11]. This grid was a virtual laboratory for experiments
with big data and intelligent agents. Especially, some user tasks like the Collatz hypoth‐
esis verification or the 49th Mersenne’ prime finding can move autonomously with a big
amount of data from some source databases to some destination computers, and then
outcomes are returned. If we consider above tasks, a reduction of databases can be done
by dynamic memorizing the current period of Integers. However, a dilemma appears if
we study some simulations of fire spread that is another Comcute project. In that case,
some scenarios are analyzed, and several strategies are found [6].

Furthermore, two kinds of intelligent tasks have been considered to implement
a middleware layer. Agents for data management send data from source databases to
distribution agents. Then, distribution agents cooperate with web computers to calculate
results and return them to management agents. Both types of agents can autonomously
move from one host to another to improve quality of grid resource using.

Moreover, two group of agents based on genetic programming as well as harmony
search have been introduced to optimize big data processing. A set of agents designed
for local optimization are some harmony search schedulers. These schedulers can opti‐
mize resource using. They cooperate with distributors and managers to give them infor‐
mation about optimal workload in a grid. Finally, genetic programming has been applied
for finding the compromise configurations of grid. These agents cooperate with harmony
search schedulers to correct in local timetables.

In this paper, big data dilemmas are described in Sect. 2. Then, intelligent agents for
big data are studied in Sect. 3. A description of agents based on genetic programming
is included in Sect. 4. Moreover, some outcomes for numerical experiments are
submitted.
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2 Big Data System Architectures

Some current big data applications are based on tools such as Hadoop or NoSQL cluster.
Scalability is their ability to handle an increasing amount of transactions and stored data
at the same amount of time. MongoDB is the NoSQL database that supports the data
stored to different nodes and has support for a number of programming languages.

The current solutions to big data dilemmas are based on parallel data processing. We
can use a massively parallel cluster with lots of CPUs, GPUs, RAM and disks to obtain
a high performance by data-based parallelism. It is important to deal with OLTP online
transaction processing that is a class of information systems to manage transaction-
oriented applications. Moreover, low response time for decision-support queries can be
obtained for OLAP that is online analytical processing to answering multi-dimensional
analytical queries rapidly. High reliability can be obtained through data replication. As
a final point, we expect extensibility with the almost linear speed-up as well as linear
scale-up. Performance can increase linearly for a constant database size, load, and
proportional increase of the components (CPU, GPU, RAM, disk). On the other hand,
linear scale-up means that performance is constant for proportional increase of CPUs
and a linear growth of load and database size.

Figure 1 shows three cases of data-based parallelism. In the first case, the same
operation is carried out on different data (Fig. 1a). This case can be considered for large
query. For concurrent and different queries that operate on the same data, we can
consider the second case on Fig. 1b.

Big data space

d1 dM

Task

dm

a)

Big data space

Taskv

dm

Task1 TaskV

b)

Big data space

Task

d1 d3d2

Op1 Op2 Op3

c)

Fig. 1. Three cases of data-based parallelism

The third case (Fig. 1c) is related to complex query that is divided on some parallel
operations acting on diverse data. Above three cases of data-based parallelism permit
us to prepare two alternative architectures that support big data parallelism.

The main architecture that is convenient for write-intensive tasks is based on shared-
memory computers like Bull Novascale, HP Proliant or IBM Numascale. Unfortunately,
this architecture is based on NUMA Non-Uniform Memory Access server technology
and it is not suited for big data. Several disks are shared by many processors via shared
RAM. The architecture can support effectively applications, and it can support load
balancing. On the other hand, the NUMA architecture is involved with interconnection
limits and there are some difficulties with extensibility.

270 J. Balicki et al.



Architecture with shared-disk cluster is much more prepared for big data processing
than NUMA architecture. Storage Area Network SAN interconnects private memory
and disks that are shared by processors. Hosts like Exadata, Oracle RAC and IBM
PowerHA are convenient for applications and some extensions can be made easily.
However, a complex distributed lock manager is needed for cache coherence.

A crucial feature of BD is related to intensive reading from hard disks and then
processing, instead of processing and then intensive writing. If we consider no sharing
of memory or disks across nodes (Fig. 2), this system requires data partitioning of data‐
base like in servers: DB2 DPF, MySQLcluster or Teradata.

Database partition 2Database partition 1

log, configuration

engine

RAM RAM RAM

π1 πi πI

taskVtaskVtask2task1

Fig. 2. Shared-nothing cluster architecture for big data [24]

Big data is spread over some partitions that run on one or some separate servers with
own table spaces, logs, and configurations. A query is performed in parallel on all parti‐
tions. Such architecture can support Google search engine, NoSQL key-value stores
(Bigtable). An advantage is the highest extensibility and low cost. In contrast, some
updates and distributed transactions are not efficient.

3 Intelligent Agents for Big Data

Intelligent agents can improve efficiency of a grid middleware layer for big data
processing. A volunteer grid can gather data from multiple sources, which may be
heterogeneous and spread geographically across the world. Moreover, the collected data
may be stored by a volunteer grid in multiple geographically spread facilities [9, 17].

Multiagent systems are well suited for BD acquisition because of mobility, which
means the ability to move between different facilities. By doing that agents can get closer
to the source of data or closer to the data they are about to process. It reduces bandwidth
requirements and communication delays [9]. The ability to react upon sudden changes
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of the environment and to act proactively is important to provide foundation for handling
changes in availability of data sources or collected data. An agent can make decision if
move to another set of data or initiate communication with other agents [2, 7].

Other useful traits of agents include abilities to communicate and negotiate. In agent-
based data mining system it is possible to distinguish different roles and groups of tasks
that constitute the whole mining process. Individual roles can be assigned to agents.
Through communication and negotiation working groups of agents can be established,
each of them built of agents with a unified goal. Agents can improve efficiency of data
mining compared to centralized approaches [37]. It was applied in different domains
showing promising results for further research, e.g. banking and finance domain [21] or
resource allocation in distributed environments [4, 9].

A common approach for big data processing is the use of MapReduce algorithm,
which is optimized for parallel and asynchronous execution on multiple computing
nodes [12]. Because of the proven usefulness of this approach in multiple areas, e.g.
bioinformatics [15, 26], fraud detection [22], social network analysis [16, 25] – there
are many software frameworks for performing this kind of computations. Among most
popular is the Apache Hadoop software [12], which can utilize computing power of
multiple machines in a distributed environment.

However, such tools often introduce certain limitations. Of them is the need to use
internal storage mechanisms (e.g. Hadoop distributed file system [29]), for effective
operation. It is an effect of an inability to integrate with external and typically hetero‐
geneous data sources. Data administrators are forced to move or duplicate large volumes
of data from existing data stores to framework-specific ones. Another problem is the
lack of support for online data and analysis. Moreover, many scenarios require extraction
and merging of data to produce a meaningful result [32].

One more issue is that some frameworks may introduce architectural flaws like single
point of failure (e.g. Hadoop before version 2.0 [33]) that have an influence on the whole
system, in which they were deployed. Some of those issues can be addressed by using
agent-oriented approach. Agents are designed for heterogeneous environments and are
usually attributed with the ability to handle changes [36]. It translates to capability of
integrating with different data sources. Reactive nature of agents enables them to work
with online data streams with each new piece of information appearing in the stream
interpreted as an event that requires agent response.

Another trait of agents is pro-activeness, which means that an agent can not only
react to external events but also run actions on its own [34]. It is especially important in
case of analysis, as there are often no clues about expected results known in advance.
Because of that it is not possible to create the knowledge extraction algorithm a priori.
Proactive behavior of agents can expose information that was not expected.

The problem of data acquisition can be solved be making use of another trait of
agents – their mobility. It means that a software agent is not bound to any particular
machine or execution container [20]. Individual agents can migrate between different
nodes, to get closer to the sources of data. Instead of providing the data to the system,
with multiagent approach the system acquires the information on its own so there is no
need for data administrators to migrate or duplicate the data.

272 J. Balicki et al.



For real-time data analysis that takes into account both offline data and online streams
Marz proposed the lambda architecture [23], which consists of three main components:
batch layer, serving layer and speed layer. The batch layer is responsible for offline data
processing and can be implemented using existing MapReduce frameworks like afore‐
mentioned Hadoop. This layer produces batch views of the data, which can be exposed
to external applications. The serving layer serves prepared views to clients. The speed
layer is responsible for real-time processing of data streams. It analyses data that was
not yet processed by the batch layer. Speed layer produces real-time views that can be
coupled with batch views to create complete representation of the extracted knowledge.

Twardowski and Ryżko further show that the lambda architecture can be defined in
terms of a heterogeneous multiagent system [32]. There are several strong motivations
for this approach. First of all, the lambda architecture gives only general guidelines. The
actual realization requires integration of a few components: one for batch processing,
another one for serving views, a different solution for real-time stream analysis and a
component that merges real-time views with batch views. There are ready-made frame‐
works and libraries for each step that can be used to create a complete solution.

The use of multiagent environment will provide a common way for information
exchange between different component and a common execution model [32]. The
differences between individual components of the lambda architecture lead to inherently
heterogeneous realizations so the ability to handle diversity in agent systems in another
motivation for this approach. Figure 3 shows the lambda architecture employing multi‐
agent model.

Fig. 3. Multiagent real-time processing utilizing lambda architecture [32]

Limitations of intelligent agents systems are related to higher complexity of software
preparation that causes higher costs and higher probability of mistake appearing. What
is more, some algorithms based on artificial intelligence have to be considered. These
algorithms are probabilistic and it cause some unpredicted outcomes during some phases
of their running. However, advantages of intelligent agents seem to be more important
that their disadvantages. Among intelligent agents, agents based on genetic program‐
ming are worth to consideration regarding their capability of resource managing in grids
applied for big data.
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4 Agents Based on Genetic Programming

Intelligent agents based on genetic programming AGPs can optimize a grid resource
management for big data queries [1, 18]. Especially, they have been dedicated to global
optimization of middleware software module allocation in Comcute grid. In that system,
they cooperate with intelligent agents based on harmony search AHSs that reconfigure
some local parts of grids. AGP starts from a goal of load balancing to be achieved and
then it creates a solver autonomously [19]. It is similar to deal with the dilemma from
machine learning “How can computers be made to do what needs to be done, without
being told exactly how to do it?” [27]. AGP uses the principle of selection, crossover
and mutation to obtain a population of programs applied as a scheduler for efficient using
big data by the Comcute. This scheduler optimizes some criteria related to load balancing
and send a compromise solution to AHSs [35].

In AGP, a program is represented as a tree that consists on branches and nodes:
a root node, a branch node, and a leaf node. A parent node is one which has at least
one other node linked by a branch under it. The size of the parse tree is limited by the
number of nodes or by the number of the tree levels. Nodes in the tree are divided on
functional nodes and terminal ones. Mutation and crossover operate on trees, and
chosen node from tree is a root of subtree that is modified regarding genetic operators.

Figure 4 shows architecture of the volunteer grid Comcute with one AGP agent that
cooperates with two AHS agents. We divide the whole grid on several subgrids with at
most 15 nodes.

Z-agents 

W-agents 

S-agents 

Shared-nothing cluster architecture for big data

Volunteers

AHS2AHS1

AGP1

Tasks

Fig. 4. Agent based on genetic programming in the Comcute for big data processing
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AHS can find configuration for at most 15 nodes, 50 tasks and 15 alternatives of
resource sets ARS on PC/Windows 7/Intel i7. Figure 5 shows an example of a compro‐
mise configuration for a subgrid in the Comcute that was found by AHS1 for its area
consisted of 15 nodes. Workload is characterized by two criteria [10, 13]. The first one
is the CPU workload of the bottleneck computer (denoted as ), and the second one
is the communication workload of the bottleneck server ( ).

Fig. 5. A compromise configuration found by AHS1

The compromise configuration found by AHS1 is specified in Table 1. The W-agent
with number 5 as well as two S-agents (No. 6 and 27) should be moved to the node
No. 1, where the third alternative of resource set ARS (BizServer E5-2660 v2) is
assigned. Agent AHS1 publishes this specification in the common global repository of
grid and the other agents can read it to make decision related to moving to some
recommended nodes. However, reconfiguration of resource requires a bit of time. So,
a middleware agent reads the state of resources in the given grid node, and then it
makes decision whether to go to that node or not.

Table 1. A specification of a compromise configuration from AHS1

Node i 1 2 3 4 5 6 7 8 9 10 11 12 13 14

ARS j 3 8 3 9 8 9 8 3 9 3 3 3 3 3

No. W 5 11 4 9 2,13 10 1,8 6,15 3,7 14 12

No. S 6,27 13,23,24,30 7,26 14,21,28 3,15,25 4,5,11,22 19 2 1,16,18,20 9 10 29 12,17 8
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On the other hand, the AGP cooperates with several AHSs. It takes into account their
recommendation for resource using by middleware agents. Moreover, the AGP opti‐
mizes the resource usage for the whole grid starting from the configuration obtained by
set of AHSs and trying to improve it by multi-criteria genetic programing.

5 Concluding Remarks and Future Work

Shared-nothing cluster architecture for big data can be extended by cooperation with
volunteer and grid computing. Moreover, intelligent agents in the middleware of grid
can significantly support efficiency of proposed approach. Multi-objective genetic
programming as relatively new paradigm of artificial intelligence can be used for finding
Pareto-optimal configuration of the grid. Agents based on genetic programing can coop‐
erate with harmony search agents to solve NP-hard optimization problem of grid
resource using.

Our future works will focus on testing the other sets of procedures and terminals to
find the compromise configurations for different criteria. Initial numerical experiments
confirmed that sub-optimal in Pareto sense configurations can be found by AGPs and
AHSs. Moreover, quantum-inspired algorithm can support big data, too [3].
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Abstract. The paper presents an approach to the large scale text doc-
uments classification problem in parallel environments. A two stage clas-
sifier is proposed, based on a combination of k-nearest neighbors and
support vector machines classification methods. The details of the clas-
sifier and the parallelisation of classification, learning and prediction
phases are described. The classifier makes use of our method named one-
vs-near. It is an extension of the one-vs-all approach, typically used with
binary classifiers in order to solve multiclass problems. The experiments
were performed on a large scale dataset, with use of many parallel threads
on a supercomputer. Results of the experiments show that the proposed
classifier scales well and gives reasonable quality results. Finally, it is
shown that the proposed method gives better performance compared to
the traditional approach.

Keywords: SVM · k-nearest neighbor · Wikipedia · Documents cate-
gorization · Parallel classification

1 Introduction

Since the beginning of the Internet, its size and the amount of globally stored
data has been growing. With every year, the estimated number of indexed web
pages is increasing and today it is somewhere between 20 and 50 billion pages [1].
Because of the size of an average dataset, a need for automatic categorization
arises. Repositories, such as Wikipedia, reaching 4.5 million articles, organized
with hundreds of thousands of categories, could benefit from automatic cate-
gorization. There are many existing approaches to this problem, with different
results both in terms of accuracy and performance [2–4], but there is still need
for improvements in this area.

The aim of the work presented here is to propose a two stage classifier, capable
of automatic categorization of text documents, from repositories containing over
100 k categories and millions of articles. The proposed classification is performed
in two stages. The first one is a fast, initial classification stage, done by the
k-nearest neighbours (kNN) classifier, where the dataset is limited to selected
categories. The second stage is the final, accurate classification stage, done by
c© Springer International Publishing Switzerland 2015
M. Kryszkiewicz et al. (Eds.): PReMI 2015, LNCS 9124, pp. 279–289, 2015.
DOI: 10.1007/978-3-319-19941-2_27
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the support vector machines (SVM)classifier, trained on the limited dataset. The
experiments designed to evaluate our approach are performed using Wikipedia
data, processed with our application that allows us to construct its machine-
processable representation [5]. The original contribution of this paper is the
application of our method named one-vs-near in classification of large scale text
documents repositories. This is done in order to improve the performance of a
typical linear SVM in the one-vs-all setting.

The next section briefly describes SVM and kNN classifiers and the way they
are incorporated to solve multiclass classification problems. Section 3 presents the
details of the solution. Then, Sect. 4 briefly describes the Galera supercomputer,
used to test the performance of our classifier in highly parallel environments
and with big datasets. The experiments using our implementation, along with
empirical results based on Wikipedia datasets, are given in Sect. 5. The last
section summarizes the paper and gives ideas for future research in this area.

2 kNN and SVM Classifiers in a Typical Multiclass
Setting

2.1 kNN in Multiclass Setting

One of the simplest, as well as the oldest machine classification techniques, is
the approach called kNN [6]. In a typical setting each test object is assigned to
a certain class, based on majority of its k nearest neighbors [6,7]. However, this
approach can be computationally expensive for datasets containing millions of
test objects. Some papers have shown [7,8] that kNN classifiers trained with the
use of pre-labled examples can highly improve the quality of classification. Since
a standard kNN approach can be very demanding performance-wise, modified
solutions are introduced, eg. the centroid kNN [3]. The idea is to calculate a
centroid for groups of feature vectors belonging to the same category and apply
the similarity metric on these centroids, instead of on each feature vector indi-
vidually. Given a set of S documents we can define the centroid vector as:

C =
1
|S| ×

∑

dεS

d (1)

where |S| is the number of articles in a class S and d are the vectors representing
the articles. After computing the centroids, we can use any similarity metric to
compare them in the prediction phase. The complexity of prediction in such case
(assigning labels to mtest test objects) is at most O (mtest ·N), where N is the
number of categories. The complexity of computing the model is at best only
O (mtrain), where mtrain is the number of training examples.

2.2 SVM in Multiclass Setting

SVM’s are one of the most effective methods of text classification [9]. In its base
form an SVM is a binary classifier that constructs a hyperplane h() in a high
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dimensional feature space (examples are typically projected into that space by
a kernel function), which is convex-optimized during training so that it sepa-
rates the classes leaving maximal possible space (margins) between them. The
prediction step can be summarized in a simple equation a = h(x), where a is the
activation of the hyperplane, and x is the feature vector (possibly transformed
by a kernel) of a testing object. The sign of a decides which class is predicted,
whereas the absolute value of a indicates the confidence of this decision. With
advanced optimization algorithms used by an SVM, time complexity of training
such hyperplane is O (mtrain). Although there are attempts to directly deal with
multiclass problems using reformulated SVMs [10], most often such problems
are divided into binary classifications and incorporate typical SVM classifiers
summarized above.

In a popular one–vs–all scheme for each class a separate hyperplane is
trained, by treating examples from that class as positives and all the remaining
examples in the dataset as negatives. During prediction, a test object is assigned
to a class which hyperplane’s activation a is the highest (winner takes all strat-
egy). Complexity of calculating the whole model in this setting is O (mtrain ·N).
For such a classifier the prediction can be performed in a O (mtest ·N) time, the
same as for the kNN classifier. The comparative study of this multiclass SVM
setting, as well as other less popular ones, can be found in [11]. It is important
to note that the classification of Wikipedia belongs to a multi-label family of
problems. In such cases, the winner takes all algorithm is replaced, each article
is tested against every category in the dataset and the final result consists of
categories with activation scores that exceed a specified threshold.

2.3 Hybrid Approaches

In order to improve the effectiveness of classification hybrid approaches of kNN
and SVM are introduced. The approaches vary in the way the classification
stages are combined and the types of datasets used. One of such methods is the
HKNNSVM classifier, proposed in [12] that improves kNN classier’s accuracy by
limiting the dataset only to the support vectors of each category’s hyperplane.
It should be noticed the accuracy of the kNN classifier is slightly increased in
this approach. Both the training and the prediction phase of the HKNNSVM
require a bigger amount of computations than in our approach, which might be
a problem when classifying big repositories such as Wikipedia.

Another approach proposed in [13] uses the kNN classifier to select the nearest
neighbours for a given query. An SVM classifier (DAGSVM) is then employed
in order to make the final decision. The classifier shows excellent accuracy in
character recognition however, a similar approach wouldn’t be as effective in the
case of large scale text documents classification. The initial search for nearest
neighbours amongst millions of articles, each containing thousands of features,
would be very demanding performance-wise. Moreover, the fact that an SVM
has to be trained for each query is also an issue in a dataset containing millions
of examples. Because of that our method should prove to be more efficient at
classifying sparse textual datasets. A similar approach to character recognition
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is also proposed in [14], however, just as the previous solution, it is not practical
for a large and sparse dataset such as Wikipedia.

A different approach is also proposed in [15]. The solution uses the kNN rule
in order to assign real value weights to the examples in the training dataset. This
is unlike the standard SVM, where examples belonging to a class are assigned
a 1 and all the others are assigned a −1. Just as in the previous examples this
approach proves to be more accurate than a single SVM. Again, the computa-
tional complexity of this approach makes it impractical in case of large scale text
documents classification. It is worth mentioning that unlike the other solutions
our approach deals with multi-label problems.

3 Details of Our Approach

Our classification system consists of four modules: the data preparation mod-
ule, the initial classification module, the final classification module, and the
results evaluation module. The results of every stage are saved in the file sys-
tem, which allows us to run the stages independently. The data preparation
module is designed to filter the dataset in order to meet requirements of the
classifier. The data evaluation module consists of programs designed to return
quality scores of the classifier such as its precision and recall.

3.1 Two Stage Classification

The classifier uses the one–vs–near approach instead of the one–vs–all approach
in order to limit the dataset during the learning phase [16]. For each category,
for which the classifier is trained, the dataset is limited to its closest neigh-
bours. The category neighbour list (used for limiting the dataset) is computed
by the kNN classifier in the first stage. It is important for the initial stage to be
lightweight, in order to minimize its impact on the overall performance of the
classifier. The kNN computes the distances between every centroid in the form
of an ordered list. This list is then saved in the filesystem and later used by
the second stage classifier. The second stage SVM uses the saved neighbour list
to limit the dataset used for training the classifier for a single category. Apart
from this, the second stage classifier works as a standard one–vs–all approach for
SVM. However, thanks to this difference it is possible to greatly limit the training
dataset size for each binary classifier. Because of that, the training performance
should be improved. Furthermore, the accuracy of the resulting classifier should
be comparable to one trained on the entire dataset. This two stage approach is
presented in Algorithm 1.

Algorithm 1. Two stage training
1. Get a category to train or end if no more categories exist
2. Get neighbours of that category from the neighbours list
3. Prepare the dataset containing only articles from neighbouring categories
4. Train the SVM classifier on that dataset and go to 1.
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3.2 Parallelisation of the Computations

One of the main goals of our research is for the final classifier to be easily scalable.
Both the training and the prediction tasks related to each SVM hyperplane and
kNN centroid are intrinsically independent, therefore the job of dividing the
problem between parallel compute nodes is straightforward. Each node is on its
own responsible for downloading tasks from a task queue. Each task is in fact
either a category to train (in the training phase) or an article for which classes
are to be predicted (in the prediction phase). Each compute node picks up tasks
from the task queue in batches.

In addition to machine level parallelisation, each node runs its computations
in parallel threads. Managing to distribute the training and prediction proce-
dures related to all classes over different compute nodes allows us to construct
a scalable classifier. The classifier accesses its files through a Network File Sys-
tem (NFS) so that every machine works in the same directory and has access to
the same files. As mentioned before, the jobs to be done are stored in a single file
queue – the TODO file. The TODO file contains names of hyperplanes to train,
in case of training and a list of objects to predict labels for, in case of prediction.
Every node can obtain a certain number of jobs from the TODO file and run
these jobs using available cores. Having done that it can receive new jobs and so
on. Synchronization between nodes is obtained using Message Passing Interface
(MPI) implementation Open MPI [17].

Because many parallel nodes need access to the TODO file, there is a need for
some synchronization mechanism. The solution to this problem is to use the MPI
in order to implement a master–slave scheme. The processes of the application
are divided into a single master process and many slave processes. The master
process is used to distribute the tasks between the slave processes and the slave
processes are in turn used to conduct the computations. The access to the TODO
file is granted to slave processes by the master process. Each slave has to request
access to the queue from the master before downloading its tasks.

4 Test Environment

In order to test our approach on big datasets a parallel computations environ-
ment was needed. The classifier was tested on the Galera supercomputer, in
Academic Computer Centre (CI TASK), part of Gdansk Univeristy of Tech-
nology. The cluster consists of 1344 2,33 GHz Intel Xeon QuadCore processors
(5376 cores), 25 TB total system memory, 100 TB disk storage and Mellanox
InfiniBand interconnect with 20 Gb/s bandwidth. The cluster is operated under
a Linux family operating system. The total theoretical peak performance of the
cluster is 50 TFLOPS. Upon its launch, the cluster performance was measured
to be 38.2 TFLOPS.

The environment is configured to use the message passing interface (MPI)
implementation for communication between different nodes of the cluster. The
tasks are queued for execution with a portable batch system (PBS) based queue.
For the purpose of this work only a fraction of the cluster was used, comprising
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of 500 cores. This was more than enough to test the classifier in a massively
parallel environment. The results of these experiments can be seen in the next
section.

5 Experiments

To evaluate the effectiveness of our approach a series of tests was performed.
They were planned to check performance, scalability and F-score of the classifier.
Initial tests have been conducted with smaller size data and without cross vali-
dation. The final tests have been performed using large scale datasets and with
evaluation based on cross validation. The datasets used in this paper were created
from the entire Wikipedia, based on 8th March 2013 dump [18]. This dump was
processed using Matrix’u application [5] in order to create a bag of words [19]
representation of the dataset. The dataset was then filtered, which among other
things deleted administrative categories and merged small categories with their
parents. Remaining very small categories (for small categories there is not enough
examples in order to train an accurate classifier) were removed.

5.1 KNN and SVM Training Scalability

The first test was designed in order to test the scalability of the solution by
comparing training phase performance of both classifiers (the initial kNN and
the final SVM classifier). The dataset for this test was limited to 530 categories,
containing 853 283 documents. Apart form testing the scalability in a highly
parallel environment (between 8 and 160 logical processors) another important
result of this test is the comparison of the fast initial kNN classifier and the final
accurate SVM classifier. The results in this test represent only the time needed
for creating the classification models. All additional time is subtracted form the
results, they can be seen in Fig. 1. As expected the fast initial classifier is faster
by an order of magnitude. This result shows that it is indeed feasible to use the
kNN classifier in order to conduct a fast initial classification and then to use that
data to improve performance of the SVM classifier. Moreover, the scalability of
both classifiers is very good.

5.2 Classification Quality for Big Data

After performing the scaling tests for small data, the next step was to run the
classifier on the entire Wikipedia. After filtering, the dataset for this test con-
sisted of 2 992 212 articles grouped in 18 335 categories. The quality of the clas-
sifier was validated in 10-fold cross validation. The calculated values are the
precision, recall and the F-score. In order to compare the quality of the stage
classifier with the standard one–vs–all approach, as well as the centroid kNN
classifier, all three classifiers were trained on the same dataset. Together all the
models trained for a single classifier took around 50 gigabytes of disk space.
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Fig. 1. SVM training performance on Galera cluster

First, the one–vs-all SVM classifier was run. In order to find best results (mod-
ify the recall of the classifier), different acceptance thresholds were tested. This
means that the SVM classification rule was altered, by an additional parameter
t, changing the hyperplanes h(x) position:

Category(x) = sign(h(x)− t) (2)

Additional explanation of this threshold, as well as more advanced approaches
to its optimization can be found in [20]. The results of this test can be seen in
Table 1. As we can see, the optimal results were achieved for 0.05 acceptance
threshold, further increase of the threshold gave better precision but the recall
suffered greatly. On the other hand, decreasing the threshold gave better recall,
but the precision deteriorated quickly.

As mentioned before, the same dataset was classified using the centroid kNN
classifier, with cosine similarity used as the distance metric. The F-score of this
classification is much lower however, it is still acceptable. For the kNN classifier
the acceptance threshold is the minimal level of cosine similarity, between a
category and the article feature vector, used to determine whether it belongs to
that category. The recall (depending on the acceptance threshold) was as high as
50%, which is still usable. On the other hand, limiting the results even more, by
increasing the acceptance threshold, gave good precision of over 50% with small

Table 1. SVM classifier precission

Accept thresh. True pos. False pos. False neg. Precision Recall F-score

0.30 3 681 502 1 700 894 7 033 603 68.39 % 34.35 % 45.74 %
0.05 4 239 491 2 905 837 6 475 614 59.33 % 39.56 % 47.47%
0 4 365 491 3 405 395 6 349 614 56.17 % 40.74 % 47.23 %
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Table 2. kNN classifier precission

Accept thresh. True pos. False pos. False neg. Precision Recall F-score

0.2 4 831 716 22 737 151 5 883 389 17.52 % 45.09 % 25.06 %
0.3 3 542 955 12 079 258 7 172 150 22.67 % 33.06 % 26.90%
0.9 1 644 218 1 431 920 9 070 887 53.45 % 15.34 % 23.84 %

Table 3. Two stage classifier precission

Accept thresh. True pos. False pos. False neg. Precision Recall F-score

0.1 4 127 571 6 161 031 6 587 534 40.11 % 38.52 % 39.30 %
0.3 3 676 520 2 819 521 7 038 585 56.59 % 34.31 % 42.72%
0.35 3 572 710 2 441 656 7 142 395 59.40 % 33.34 % 42.71 %

recall of 15%. Some example results in relation to the acceptance threshold can
be seen in Table 2.

Finally the two stage classifier was tested on the same dataset. Based on the
results from small data tests, the amount of neighbours was set to 30% of cate-
gories. The results of this test can be seen in Table 3. The F-score is considerably
better than for the kNN classifier and slightly lower than for a one–vs–all solution
(but with much better performance). Furthermore, it is worth noting that the
two stage classifier achieved F-score comparable to classifiers that took part in
the Pascal Large Scale Hierarchical Text Classification Challenge (LSHTC3) [21].
Comparing results form this paper to the ones from Wikipedia based tasks in
LSHTC3, we can see that these values are very similar. For example, the best
F-score for Wikipedia datasets in LSHTC3 was 49% for the medium and 45%
for the large dataset.

5.3 Performance for Big Data

Another important experiment was to test the performance of the training and
the prediction phase for all three classifiers. The results presented in Fig. 2 are
for the same dataset as before, with 18 335 categories and 2 992 212 articles. The
tests were conducted with 62 compute nodes, each with 8 logical processors, giv-
ing 496 processors in total. The results are averaged in 10-fold cross validation.
We can clearly see that in the training phase the two stage approach is consid-
erably faster, than the traditional one–vs–all classifier. Although the centroid
kNN approach presents poor precision, the training time is shorter by an order
of magnitude. This means that this approach could still be useful in certain
cases where lower precision is not an issue. All in all, the multi stage approach
presents itself as a good way to increase performance of SVM classification, while
maintaining high F-score.

As mentioned in the previous sections all presented classifiers are compara-
ble when it comes to computational complexity of the prediction phase. The
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Fig. 2. Performance comparison of different solutions for big data

prediction times for the entire dataset are therefore very similar for the three
approaches. The calculated times are as follows: 29min for the two stage, 31min
for the SVM and 30min for the kNN classifier.

6 Conclusions and Future Work

The aim of the research presented in this paper was to develop and evaluate
a parallel multi stage approach to classification of text documents with SVM.
Our solution was designed to be used with large scale text document reposi-
tories in mind, such as Wikipedia. The results of the experiments show that
our approach scales up well and gives good F-score. The two stage approach
based on one–vs–near scheme was tested on big datasets created from the entire
Wikipedia. Precision and recall of our solution proved to be comparable to the
typical one–vs–all scheme, while significantly improving the time needed for
classifiers construction. Additionally it was proven that the simple centroid kNN
classifier can also produce useful quality results, with classifier creation time
shorter by an order of magnitude. Although the problem of text documents clas-
sification was extensively tested in many works (eg. [2,4,22]), there is still some
room for further research and improvements in this area.

There are many yet untested approaches to this problem that are worth
pursuing. It would be interesting to verify how substituting the initial kNN
classifier with different approaches would impact the quality and performance of
the classifier as well as allow to mining the relations between categories [23] . It
would be also interesting to test the two stage approach with different kinds of
SVM solvers and their parameters. The performance of the classifier could also
be improved using an array data DBMS (such as SciDB) to store the feature
vectors, instead of plain text files. This would further improve the performance of
the classifier and possibly decrease the memory requirements. Also improvement
of managing the threads distribution using BeesyCluster [24] can lead to results
improvement.
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Abstract. An allocation algorithm for stream processing tasks is proposed
(Modified Best Fit Descendent, MBFD). A comparison with another solution
(BFD) is provided. Tests of the algorithms in an HPC environment are described
and the results are presented. A proper scalability metric is proposed and used for
the evaluation of the allocation algorithm.
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1 Introduction

The pressure of the society demanding secure public environment enforced the govern‐
ments and local authorities to deploy special measurements related to monitoring of
cities and the surrounding areas. The ubiquitous recording devices, installed in the public
space, enable recording and post mortem analysis of dangerous events. Currently,
however, the main goal is to perform such analysis in real-time, mainly to prevent the
dangerous situations from happening at all.

The Mayday Euro 2012 project was conceived to provide the proper means for
introducing the online multimedia stream processing services into the world of super‐
computer datacenters. KASKADA platform [4], an HPC system realizing the above
objectives, including execution of soft real-time multimedia applications and underlying
services, was developed at the TASK Academic Computer Center of the Gdansk
University of Technology in Poland. The platform was deployed on a computer cluster
Galera, consisting of 672 compute nodes and 4032 processor cores.

KASKADA platform supports two main groups of functionalities, the first one is
related to development of multimedia applications and services, while the second one
enables their execution in the supercomputer environment. In this article we focus on

The experiments described in this article were performed at the Academic Computer Center
(TASK) of Gdansk University of Technology. The work was realized as a part of
MAYDAY EURO 2012 and CD NIWA projects, Operational Programme Innovative
Economy 2007-2013, Priority 2 “Infrastructure area R&D”.
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the latter, specifically on task management issues related to resource allocation and their
influence on the system scalability. We propose a new heuristic approach supporting
task allocation on a compute cluster with the soft real-time constraints.

Our contribution in this paper is as follows:

• a new allocation algorithm for real-time multimedia tasks specifically tailored for
non-linear resource increase,

• a scalability metric adopted for real-time multimedia processing,
• an empirical evaluation of the proposed algorithm in a real computer cluster envi‐

ronment, showing its superior scalability in comparison with the typical approach.

The following section provides background information about the described problem,
including main definitions and related works. The next section is related to the scalability
concept and its meaning for real-time multimedia stream processing systems. Then we
present the proposed allocation algorithm and its evaluation in a real data center envi‐
ronment. Finally, we provide conclusions and plans for future works.

2 Problem Description and Related Works

KASKADA platform provides facilities for acquisition, archiving and processing of
large numbers of multimedia streams, recorded by different types of devices, including
video cameras (PAL and HD), thermographic (infrared) cameras, and microphones.
Such massive data flow requires well established network connections: an external fiber
network, used for connecting the recording devices, as well as interconnect one, used
for the exchange of partially processed (intermediate) data. Moreover, this flowing data
needs to be processed by tasks realizing complex algorithms, which usually requires a
high performance computer [4].

During our earlier research, we observed a certain phenomenon related to the allo‐
cation of more than one multimedia stream processing task on a single compute node
c. In such conditions, the total processor utilization of a set of tasks T increases more
than the sum of each task processor utilization ( ), i.e.:

(1)

Moreover, in [7] we proposed a method for estimating the total utilization for a given
set of tasks T and a specific node c. We proposed the following formula:

(2)

where ηh is a correction function determined experimentally for a specific type of the
processed stream h, and  is a set of input streams for task i.

The typical process of service execution in KASKADA platform is performed as
follows: the user using his/her workstation invokes a feature in the web application,
which forwards this request trough the web service interface. The parallel processing
management server detects the type of the call, and if a complex services is involved, it
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decomposes the complex service structure into simpler ones, then selects the proper
tasks and finally performs an allocation of the resources in the cluster. Finally, the threads
and processes of the tasks are started and the initial notification delivered to the client.
Afterwards, during the task execution, the procedure of monitoring is performed and
the results (output multimedia streams and event messages) are delivered and archived.

A resource allocation algorithm accepts a set of tasks to be allocated as the input and
assigns these tasks to the cluster nodes. The algorithm considers two constraints. The
former is related to the real-time nature of the allocated tasks, the chosen nodes need to
perform proper provisioning by providing enough computing resources, in our case the
processor time. The latter constraint, which is not obligatory, is related to general cluster
management, specifically deciding if the cluster is to be loaded uniformly or should the
tasks be concentrated on a minimal number of nodes. Because of the possibility of
blocking new computationally-intensive tasks when all nodes are partially utilized, as
well as the opportunity for utilizing power saving strategies, we decided to use the
concentration approach.

In the related works, the scalability of a real-time system was considered in [1], where
a set of five scheduling algorithms was implemented in LITMUS (LInux Testbed for
MUltiprocessor Scheduling in Real-Time systems) environment and used for testing a
Sun Niagara multicore platform. The scalability was analyzed for a fixed number of
logical processing cores (32) in comparison to the number of executed tasks. The results
were visualized as schedulability, the factor measuring ratio of the non-delayed compu‐
tations as a function the utilization cap, i.e. the load of the tested processors.

Another example of scalability assessment can be found in [2]. It describes a real-
time cyberinfrastructure, including a hardware and software platform for Real-time
Online Interactive Applications (ROIA) – mainly Massively Multiplayer Online Games
(MMOG). They assume the platform is scalable when it is able to maintain the real-time
constraints as the number of users increases, by using parallel and distributed mecha‐
nisms in application design while increasing the server number. The results were
presented as the average CPU utilization for a given server number, in opposition to the
served clients number.

In [6] Yu Tang presented the Pull-Based Distributed Scheduling (PBDS) algorithm
for a cluster architecture of real-time servers. The described scalability tests were
performed for the number of cluster nodes increasing from 10 to 30, and two load levels:
light and heavy, with varying transfer rates expressed in Kb/s. The results were presented
as the average response time of the system (in seconds) and the overall throughput
(in Kb/s) in comparison to the number of nodes, separately for the light and heavy loads.

The common characteristic of the described scalability evaluations is the usage of
some performance parameter like response time, throughput or generated frames per
second, as a speedup substitute. Then, like in the formal definition [5], these measure‐
ments are presented as a function of either the computation units number (e.g. nodes,
GPUs) or the problem size (utilization cap or data size in the definition [5]). The scal‐
ability itself is not directly evaluated, except from the approximating statements like it
“is nearly linear” in [2].
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3 Scalability Definition

Scalability is intuitively defined as a capability to hold performance up across machine
sizes and problem sizes. This definition can be formally formulated using the concept
of speedup, which is a two-dimensional function of a given system [5]:

(3)

where p is the number of the installed computation units (e.g. processors, cluster nodes),
n is the input data size, and  is the measured time of computation for the given
computation units number and data size. For a fixed data size, the ideally scalable system
speedup is defined as Sp(p) = p, the high performance scalability assumes p/
2 < Sp(p) < p for a given p range. Similarly, for a fixed computation unit size, p = P
and a given data size range, the system highly scalable when P/2 < Sp(n) < P. Kuck in
[5] defines other ranges of speedup for intermediate cases, as well as unacceptable scal‐
ability levels.

KASKADA platform is a system realizing computations on continuously flowing
data – streams. The processing is performed in real-time, with possible delays, and even
with acceptable low level data loss. However, the computation times are fixed and they
are not dependent on the data size (e.g. video resolution or fps) nor the number of
computation units (nodes); otherwise the results returned to the user would be unac‐
ceptable. Thus the formula (3) cannot be used directly, because the speedup would
always equal 1 (ε(p, n) ≈ 1).

The more appropriate scalability metrics, concerning quality of processing, was
proposed by Jogalekar in [3]. It is based on the productivity defined as:

(4)

where p is the scale of the system (e.g. the number of installed computation units,
processors, nodes etc.), f(p) is the average value of each response, directly related to the
quality provided by the system, and λ(p) is the throughput of the system, κ(p) is the cost
of the system. The scalability metric itself is defined as the ratio of the productivity of
two scales: p1 and p2:

(5)

Usually the scale p1 is fixed, so the above metric can be written as ψ(p2). In the case
of KASKADA platform, we decided to use normalized output data loss as a quality
metric:

(6)
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where φ(p) is the measured fraction of output data lost and L is the acceptable level of
data loss. We arbitrary set its value to 1 %, thus the above equation can be simplified as:

(7)

For the platform at a given scale p, we can measure the throughput λ(p) as a number
of video frames (or other stream elements) entering the system, which is directly propor‐
tional to the number of processed streams. On the other hand, we assume the cost of the
system is directly proportional to the number of used nodes, thus we can denote κ(p) as
the number of used nodes. However, the allocation algorithm can also allocate a node
only partially, thus this value can be fractional. Moreover, we also assume the value for
fixed referential productivity ι(p1) is to be measured for a minimum scale (number of
used nodes), but with the data loss being below the threshold φ(p) < L.

The above scalability metric has a specific feature: its values can be greater than 1.0.
It is caused by the granularity of the performed services and discretion of a single node,
e.g. for one node the system can allocate only one service, however for two nodes it can
provide resources for 3 services, due to the possibility of allocating the tasks of the third
service on both nodes.

4 Allocation Algorithm

We can assume two main allocation strategies: load balancing and load concentration.
The former is widely used for uniform workload distribution, especially when the goal
is the maximum resource usage and the computations scale well. The latter causes the
resources to be used partially, which can be important for energy savings when the
unused hardware (e.g. compute nodes) can be switched off.

One of the most important elements of computation management is proper task
provisioning. This is a critical issue for real-time tasks, when resource starvation can
cause indivertible loss of processed data and unacceptable decrease of reliability. Thus
a large pool of unused resources is necessary for execution of large number of such real-
time tasks, which makes the load concentration strategy more appropriate. Moreover,
in our case the fact that two or more cooperating tasks are located on the same compute
node can be used for network traffic minimization, as well as for decreasing the processor
and memory load in the case when data encoding and packaging can be skipped.

In the case of KASKADA platform, load concentration can be realized using an
allocation algorithm resolving the well known bin packing problem with variable size
of the bins. We assume the task (processor) load is the size of the packed element, and
the free resources – (partially) unused computation nodes are the bins. The maximum
additional loads which can be placed on the nodes correspond to the capacity of the bins.
The above problem is NP-hard, we proposed and analyzed a set of heuristics in [8],
where the simulation showed that for the given environment BFD (Best Fit Descending)
algorithm is the most suitable.

KASKADA platform is responsible for proper allocation and provisioning of multi‐
media processing tasks, executed with the soft real-time constraints. We denote task i as:
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(8)

where  is the task algorithm,  is the set of input streams,  is the set of output
streams, and finally  is processor utilization generated by the task in the case it is
executed on a node exclusively. Because of the computation specifics, we assume the
memory and network bandwidth are not a bottle-neck, thus they can be properly provi‐
sioned.

KASKADA platform realizes a service call by executing a set of interconnected
computation tasks. If the allocation algorithm allocates more than one task to a specific
node, its resources, especially processor cores and memory bus must be shared. Because
of the specific type of computation, i.e. multimedia processing, a nonlinear processor
load increase occurs [7], namely a task executed exclusively on a node causes lower
processor utilization than the same task executed together with other tasks.

To provide the proper allocation, i.e. without the possibility of task starvation, the
allocation algorithm requires a prediction function for processor utilization, which
should accept the task descriptions (denoted in Eq. 1) as input, and provide as a result
the total processor utilization of all tasks executed together on a node. We assume the
function is non-decreasing with the increasing task set. We proposed the realization of
such a function in [7], it consists of a product of two components:

(9)

the former is a plain sum of all processor utilizations caused by the tasks (the set T)
executed on a node exclusively, and the latter is the correction function , determined
experimentally for a specific media type h. The above method is realized in the PRED
function in listing in Fig. 1. The linear utilization util is computed in the loop (lines
5–7) and the correction function ηpal(str) (used in line 8) is kept as an array in memory.
The function ω(c) returns the array of the tasks already allocated to the node c, |t.SI|
and t.γ are respectively the number of input streams and the initial utilization (measured
on a node exclusively) of the task t.

Fig. 1. The prediction function formula based on the correction function (2) from [7]

The listing in Fig. 2 presents the pseudo-code of the proposed allocation algorithm
MBFD (Modified Best Fit Descending). The provided set T, consisting of tasks to be
allocated on the nodes of the cluster C, is used to create the list T*, ordered descendingly
by the task processor utilizations ( ). The algorithm divides the cluster (cases in lines
4, 16 and 24) to be used by three types of the multimedia streams: video PAL (set CPAL),
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video HD (set CHD), audio/non-multimedia (set CNIL), with possible extension for addi‐
tional types implemented in the function ν(t), which detects the stream type of the task
t (line 3). Because of the high non-linearity of tasks processing HD streams, only one
such task can be executed on a single node.

Fig. 2. The allocation algorithm MBFD: Modified Best Fit Descending

The main loop of the algorithm iterates trough the list of tasks (T*). Every consec‐
utive task is matched to the to the best node, i.e. the one which utilization, after the task
allocation, will be maximal but not greater than 1. The low influence of tasks with audio
or without streams implies that the algorithm can group them with both HD and PAL
streams (lines 25, 29, 33), however tasks processing PAL and HD streams should not
be grouped together on the same node, thus they can use the audio/no stream (from set
CNIL) and free nodes (lines 5, 9 for PAL and line 17 for HD). In case there are no matching
nodes in the cluster for the task being allocated, an error (failure) is reported and the
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algorithm is finished. The outcome allocation is stored as an associative array μ(t), with
the key being the allocated task t, and the value the best matching node of the cluster c.

5 Experimental Evaluation

The experiments were performed using a Galera computer cluster, placed at the TASK
Academic Computer Center of the Gdansk University of Technology. For the algorithm
evaluation we used an increasing set of compute nodes, starting with one and up to one
hundred. Each node consists of two Intel Xeon E5345 2.33 GHz (8 cores) processors,
8 GB RAM, and 20 Gbps Infiniband network interface connected in the fat tree structure.
The evaluation was performed against four benchmark services. All of them processed
PAL video streams, and consist of simple services executed as connected computation
tasks. Table 1 presents the description of the services. The motivation to select these
services was to examine the most popular algorithms used by KASKADA platform
users, as well as to check the allocation algorithm against various workloads.

Table 1. The benchmark services

ID Functionality Input
stream no

Output
stream
no

Task no Min
node
no (p1)

fd4 Detection of human faces, every
4th frame, saving face image to
a file.

1 1 4 1

fdt Detection of human faces using
data decomposition to 32 sub-
tasks.

1 1 35 4

fd32 Detection of human faces every
32nd frame, and notification
generation.

1 1 5 1

mrg Merging of two streams and
providing time mark in the
output stream.

2 1 3 1

Two algorithms were to be under examination: MBFD, the proposed solution to
providing accurate computation resources, with the correction related to the non-linear
processor utilization increase, as well as its simplified version: BFD, which simply adds
the task loads without the correction. The hypothesis was the former provides better
scalability than the latter, thus its usage is justified for parallel, real-time multimedia
stream processing.

During the test execution the consecutive benchmark services were started
with an increasing number of compute nodes in the cluster. The minimum node
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number p1(s) depends on the service, and is directly related to the fixed reference
productivity ι(p1) used during scalability metric computation (see Eq. 5). Every
experiment was repeated 5 times and the average value was considered. The
measurements were continued until the maximum possible number of cluster
nodes were used, in our case we could use 100 nodes at most, so PMAX = 100.
Then the next service was tested, and after all tests and allocation algorithms are
measured the procedure was finished. The experiments were performed for the
services processing PAL video streams.

Figures 3 and 4 present the resulting scalability metric measured during the execution
of the test services. The first chart consists of the results related to the BFD algorithm,
the one based solely on the bin packing problem heuristic, and the second is related to
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Fig. 3. The scalability metric measures for the BFD allocation algorithm
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Fig. 4. The scalability metric measures for the MBFD allocation algorithm
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the MBFD algorithm, supported with the non-linear processor utilization prediction
function. In general the smaller services (e.g. mrg with MBFD) have better scalability,
however in other tests we observed the dependence of scalability value on the algorithms
used in the services rather than the service complexity.

We can observe that in most cases the MBFD heuristic provides better results (higher
scalability values), which is consistent with the assumption of non-linear load increase
of the executed tasks. The only exception is related to the fdt service (which dropped
down for MBFD), where the distribution of stream data to 32 tasks causes disappearance
of the non-linear load increase effect – in this case, they behave like normal compute
tasks. It is worth to mention the fluctuation of measurement for the larger services
(consisting of a higher number of simple services, e.g. fdt), which is especially visible
for a smaller number of nodes (but not only, see fdt for 60 + nodes using MBFD). It is
caused by the service complexity, because quite often allocating an additional node does
not increase the number of services executed in the cluster, e.g. for 4 and 5 nodes only
one fdt service can be executed.

6 Conclusions and Future Works

In the article we proposed a new solution for stream processing task allocation in an
HPC environment. The proposed heuristic is based on the observation of non-linear load
increase for real-time streaming tasks and is related to the well-known BFD algorithm.
The experimental results confirmed our first assumptions, providing the basis for the
implementation of the allocation component for KASKADA platform [4].

In the future works, we are considering migration of the whole KASKADA platform
[4] to the cloud environment, where the harder constraints related to more loose SLA in
comparison to a typical HPC cluster can affect the performance of the allocation algo‐
rithm. On the other hand, we want to adapt the above solution to a heterogeneous envi‐
ronment, especially with the consideration of GPGPU devices.
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Abstract. This paper is a preliminary step towards proposing a scheme
for synthesis of a concept out of a set of concepts focusing on the following
aspects. The first is that the semantics of a set of simple (or independent)
concepts would be understood in terms of its prototypes and counterex-
amples, where these instances of positive and negative cases may vary
with the change of the context, i.e., a set of situations which works as
a precursor of an information system. Secondly, based on the classifi-
cation of a concept in terms of the situations where it strictly applies
and where not, a degree of application of the concept to some new sit-
uation/world would be determined. This layer of reasoning is named as
logic of prototypes and counterexamples. In the next layer the method
of concept synthesis would be designed as a graded concept based on
the already developed degree based approach for logic of prototypes and
counterexamples.

Keywords: Fuzzy approximation space · Similarity relation · Graded
consequence · Concept synthesization

1 Introduction

In our everyday decision making we face a few challenges. Some of them are,
selecting relevant interpretations of the vague concepts involved in our daily
communications, synthesis or analysis of new concepts in terms of the available
(component) concepts, and deciding the applicability of a concept to a newly
appeared situation based on some initial situations or worlds where the applica-
bility of the concept of concern is known. So, while proposing the theory we would
focus on the following issues; one is the semantics of the vague concepts, second
is a general concept synthesis mechanism to generate compound (or dependent)
concepts based on the simple (or independent) concepts, and the third is to allow
open world scenario so that based on the available database decisions about the
new situations/worlds/cases can be induced. Plenty of approaches concerning
fuzzy sets, rough sets and their combinations are available [1,6,7,13–20] to deal
c© Springer International Publishing Switzerland 2015
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with the above mentioned aspects of human reasoning. Some of the theories
[15,19,20] are used and verified against the real practical needs of automated
decision support system.

We, in this paper, set a preliminary step to develop a theoretical background
for a logic of prototypes and counterexamples, where a vague concept would
be understood by clear positive and negative instances of its application. While
developing the theory we would keep a room open for appearance of new cases,
for which decisions regarding the applicability of a concept need to be taken. We
would take a degree based approach to design the logic of prototypes and coun-
terexamples based on the already developed notion of fuzzy approximation space
[6]. Given this ground set-up, where concepts are understood in terms of their
prototypes and counterexamples, interrelation between a set of (sub)concepts
and a concept is defined as an application of graded consequence relation [2,3].
Thus synthesis of a concept based on the interpretations of its component con-
cepts is done in a graded approach. Drawing analogy from the real needs of
a computer-aided decision support system, particularly in the field of health-
care, we would try to explain why the theory, proposed in this paper, is worth
exploring further.

2 Logic of Prototypes and Counterexamples

In this section we start with the notion of fuzzy approximation space as given
in [6].

Definition 1 [6]. A fuzzy approximation space is defined as a pair (U,R) where
R is a fuzzy binary relation on U , i.e., R : U × U �→ [0, 1]. The fuzzy lower
and upper approximations RF,RF : U �→ [0, 1] of a crisp or fuzzy subset F
of U is defined as follows. RF (u) = infv∈U{R(u, v) → F (v)} and RF (u) =
supv∈U{R(u, v) ∗ F (v)}, where ∗ : [0, 1] × [0, 1] �→ [0, 1] is a t-norm [12], and
→: [0, 1] × [0, 1] �→ [0, 1] is the S-implication [12] with respect to ∗ such that
a → b = 1 - (a ∗ (1 - b)).

Let us start with an overview of the problem, a mathematical model of which
would be our target to achieve under the name of ‘logic of prototypes and coun-
terexamples’. Let we have a clinical record of n number of patients’ details with
respect to some m number of parameters/attributes. These parameters might
be some objective values of some clinical tests, called signs, or some subjective
features experienced by the patients, called symptoms. With respect to the state
of each patient, the values corresponding to all these parameters are converted,
by some mean, to the values over a common scale, say [0, 1]. That is, if an
m-tuple 〈a1, a2, . . . , am〉 from [0, 1]m represents the rates of the m parameters
corresponding to a patient, then we say 〈a1, a2, . . . , am〉 describes the state of a
patient. Based on the rates assigned to all the parameters by each patient, i.e.
a m-tuple of values 〈a1, a2, . . . , am〉 from [0, 1]m, which cases representing the
states of the patients are how much similar or dissimilar may be anticipated.
Now, one task is to make a tentative diagnosis about a patient whose measure-
ment concerning the m-tuple of parameters appears to be new with respect to
the database of the n patients.
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So, in the general set-up we start with a set S of finitely many situations, say
{s1, s2, . . . , sn}, and P of finitely many parameters {p1, p2, . . . , pm}. Each si, i =
1, 2, . . .n, is considered to be a function si : P �→ [0, 1]. Let the consolidated data
of each situation is stored in the form of a set {〈si(p1), si(p2), . . . , si(pm)〉 : si ∈
S}, which is a subset of [0, 1]m. Let W ⊆ [0, 1]m and {〈si(p1), si(p2), . . . , si(pm)〉 :
si ∈ S} ⊆ W . Each member of W may be called a world. We now consider a
fuzzy approximation space 〈W,Sim〉, where Sim is a fuzzy similarity relation
between worlds of W . That is, Sim : W × W �→ [0, 1], and we assume Sim to
satisfy the following properties.

(i) Sim(ω,ω) = 1 (reflexivity)
(ii) Sim(ω,ω′) = Sim(ω′,ω) (symmetry)
(iii) Sim(ω,ω′) ∗ Sim(ω′,ω′′) ≤ Sim(ω,ω′′) (transitivity)

Following [6], the fuzzy approximation space 〈W,Sim〉 is based on the unit inter-
val [0, 1] endowed with a t-norm ∗ and a S-implication operation →, as mentioned
in Definition 1. In Sect. 3, apart from → we would also require →∗, the residuum
operation with respect to ∗ in [0, 1].

We now propose to represent any (vague) concept α by a pair (α+, α−) con-
sisting of the positive instances (prototypes) and negative instances (counterex-
amples) of α respectively, where α+, α− ⊆ W and α+ ∩ α− = φ.

Definition 2. Given the fuzzy approximation space 〈W,Sim〉, and a concept
α represented by (α+, α−), the degree to which α applies to a world ω ∈ W ,
denoted by gr(ω |= α), is given by:

gr(ω |= α) = 1 if ω ∈ α+,

= 0, if ω ∈ α−, and

= Simα+(ω) ∗ ¬Simα−(ω), otherwise.

The fuzzy upper approximations Sim α+ and Sim α− are defined fol-
lowing the Definition 1, i.e., Sim α+(ω) = supu∈W Sim(ω, u) ∗ α+(u) =
supu∈α+ Sim(ω, u). Similar is the case for Sim α−. For further references we
should also note that the fuzzy lower approximation is defined as Sim α−(ω)
= infu∈W {Sim(ω, u) → α−(u)} = 1 - infu/∈α− Sim(ω, u). The simplifications of
Sim α+(ω) and Sim α−(ω) are done based on the properties of ∗, →, and ¬,
where a → 1 = 1, a → 0 = ¬a = 1 - a.

The third case given in the Definition 2 formalizes the idea that a concept α

applies to a newly appeared world ω if ω is similar to a world which lies in the
possible zone of the positive instances of α, and it is not that ω is similar to a
world which lies in the possible zone of the negative instances of α.

In the definition of |=, we have not specified the definition for Sim. Sim may
be interpreted in different ways. Sometimes Sim is considered to be inversely
proportional to a notion of distance. Here, we may think that given a set of pro-
totypes and counterexamples of a property α, whether at a new situation/world
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α applies or not, would depend on the arguments which go in favour of that the
world qualifies α, as well as the arguments which go against; checking the above
could be equivalent to check the degree of strength of the arguments which go
in favour of considering the new world ω to be similar to the set of positive
instances of α, and the degree of strength of the arguments which go against
for considering ω similar to the worlds of α+. The arguments which go against
considering ω to be similar to the worlds of α+ can be counted as the same as the
arguments which go in favour of considering ω similar to the worlds of α−. So,
Sim would have some relations with the argument in favour and the argument
against. For this paper we do not need to specify what do we really mean by
the argument in favour and the argument against ; let us just equate Sim α+(ω)
= Daf (ω, α), the degree of arguments in favour of ω qualifies α and Sim α−(ω)
= Dag(ω, α), the degree of arguments against ω qualifies α. So, given a concept
α and world ω /∈ α+, α−, gr(ω |= α) = Daf (ω, α) ∗ ¬Dag(ω, α). That is, the
underlying meaning is, a concept α applies to a world ω if we have arguments
in favour of ω qualifies α and we do not have arguments against ω qualifies α.

It is also to be noted, that when Daf (ω, α) = supu∈α+ Sim(ω, u) = Sim(ω,ω′)
for some ω′ ∈ α+, we say Daf (ω, α) attains at ω′; i.e., the (highest) degree of
argument in favour of ω qualifies α attains at ω′.

We now would like to explore the properties of the relation |=.

Theorem 1. (i) gr(ω |= α) = 1 if ω ∈ α+.
(ii) If α+ ⊆ β+ and β− ⊆ α−, then gr(ω |= α) ≤ gr(ω |= β).
(iii) For ω ∈ α+ and ω′ ∈ β+ if Daf (ω, β) attains at ω′ and Dag(ω, γ) = 0,

then gr(ω |= β) ∗ gr(ω′ |= γ) ≤ gr(ω |= γ).

Proof. (i) is obvious from the definition of |=.
(ii) gr(ω |= α) = supu∈α+ Sim(ω, u) ∗ ¬ supu∈α− Sim(ω, u)

≤ supu∈β+ Sim(ω, u) ∗ ¬ supu∈α− Sim(ω, u) [since α+ ⊆ β+]
. . . (a)
Since β− ⊆ α−, ¬ supu∈α− Sim(ω, u) ≤ ¬ supu∈β− Sim(ω, u) . . . (b)
Combining (a) and (b) we have, gr(ω |= α) ≤ gr(ω |= β).
(iii) Let for two concepts α, β, ω ∈ α+ and ω′ ∈ β+. Let us consider another
concept γ.
gr(ω |= β) ∗ gr(ω′ |= γ)
= [supu∈β+ Sim(ω, u) ∗ ¬ supu∈β− Sim(ω, u)]

∗ [supv∈γ+ Sim(ω′, v) ∗ ¬ supv∈γ− Sim(ω′, v)]
= [supu∈β+ Sim(ω, u) ∗ supv∈γ+ Sim(ω′, v)]

∗ [¬ supu∈β− Sim(ω, u) ∗ ¬ supv∈γ− Sim(ω′, v)]
≤ [supu∈β+ Sim(ω, u) ∗ supv∈γ+ Sim(ω′, v)]
= [Sim(ω,ω′) ∗ supv∈γ+ Sim(ω′, v)] [since Daf (ω, β) attains at ω′]
= supv∈γ+ [Sim(ω,ω′) ∗ Sim(ω′, v)] [by a ∗ supi bi = supi(a ∗ bi)]
≤ supv∈γ+ Sim(ω, v) ∗ ¬ supv∈α− Sim(ω, v) [as Sim is transitive and Dag(ω, γ)
= 0]
= gr(ω |= γ)
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A notion of logical consequence relation is usually supposed to be a relation
between a set of sentences/propositions and a sentence. In model theoretic terms,
we also talk about a model or a structure, which is a tuple consisting of the inter-
pretations of the logical constants, predicates, and function symbols, satisfies
a sentence. Here, the relation |= is considered to be a binary relation between a
world of W and a concept. In that sense one may be skeptic about calling |= a
consequence relation or satisfaction relation. Nevertheless, it is to be noted that
the above three properties of |= seem to have some connection with our standard
notion of logical consequence.

The first property of Theorem1 ensures that any positive instance of a con-
cept α qualifies α; this clearly has similarity with the condition overlap of a
logical consequence. Property (ii) of |= ensures that if two concepts α and β

are such that the positive instances of α are the positive instances of β, and
negative instances of β are the negative instances of α, then if ω qualifies α, ω

qualifies β too. In ordinary context, where a concept applies and does not apply
are complementary to each other we do only talk about positive instances of
the concept. But in the context of vague concepts where the prototypes and the
counterexamples of the concept do not exhaust the whole universe, (ii) may be
considered similar to the monotonicity property of a logical consequence. The
property (iii) is a variant version of the condition cut of a logical consequence. In
the context of logic of prototypes and counterexamples, in order to claim that a
world qualifies a concept we need to take care of both for and against arguments
for such a claim. So, (iii) ensures that, if ω, a positive instance of α, qualifies
β by attaining the argument in favour at the world ω′ belonging to the positive
instances of β, then if ω′ qualifies γ and we do not have any argument against
ω qualifies γ, then ω qualifies γ.

Thus, the name ‘logic of prototypes and counterexamples’, for this particular
system of reasoning about whether a concept applies to a world, justifies itself.

3 Concept Synthesis: An Application
of Graded Consequence

In the previous section we have proposed a way to calculate the degree of applica-
bility of a concept to a world from the available prototypes and counterexamples
of the concept where it strictly applies and does not apply respectively. We also
have observed that the relation |= between a world and a concept satisfies some
properties which might be viewed as properties similar to a notion of conse-
quence. In this section we would make a step towards synthesis of compound
concepts from a set of concepts. More specifically we would be interested in
obtaining a grade to which a (compound) concept can be derived from a set of
(sub)concepts. The idea is built as follows.

We start with CB, a set of basic concepts relevant for an arbitrarily fixed
domain. We restrict CB to be a finite set as in the field of application we indeed
deal with a finite set of basic concepts in order to understand a bigger set of
concepts, which again needs not be infinite for meeting our everyday purpose.
Now for each cb ∈ CB, we have (c+b , c

−
b ) such that c+b , c

−
b ⊆ W and c+b ∩ c−

b = φ.
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Given the classification of concepts in terms of their prototypes and counterex-
amples, we induce a fuzzy relation |= over W × CB mapping each pair from
W × CB to [0, 1]. Let C be the set of all possible concepts over the same domain
specified for CB , and CB � C. As discussed in Sect. 2, the concepts are classified
in terms of its prototypes and counterexamples based on a set of situations S.
So, if S changes the classification of the same concept may vary. That is, the
subjective view of a concept is incorporated in the notion of classification of a
concept in terms of its prototypes and counterexamples. Although interpretation
of a vague concept and its interrelation with other concept are very much subjec-
tive in nature, there might be a universally accepted common view as well. So,
we assume that C is endowed with an order relation ⊆k, may be called universal
knowledge ordering of concepts, such that (C,⊆k) forms a poset. Informally the
order relation ⊆k is such that if it is commonly agreed that stomach infection is
a subconcept of food poisoning, then the former is included in the latter under
the relation ⊆k. We skip the definition of ⊆k for the time being, as to proceed
in this paper a formal definition of ⊆k is not necessary. Each concept cb ∈ CB is
independent in the sense that there is no c′

b ∈ CB such that c′
b ⊆k cb. We now

extend the definition of |= on W × C in the following way.

Definition 3. |=e is a fuzzy relation from W × C to [0, 1] such that
gr(ω |=e c) = gr(ω |= c) if c ∈ CB,

= Σc′∈C′
B
gr(ω |= c′), otherwise where C ′

B = {c′ ∈ CB : c′ ⊆k c}.
|C ′

B |
The value of gr(ω |=e c) for c /∈ CB can be zero in two possible cases. One is
when there is no concept in CB which is a subconcept of c. The other case is
when the concepts from CB , which are included in c, do not hold at the world
ω, i.e., they hold to the degree 0 at ω.

Now we propose a method of derivation of a concept from a set of concepts,
where the derivation is a matter of grade.

Definition 4. Given any collection of worlds {ωi}i∈I , taken from W , the fuzzy
relation |≈ over P (C) × C, assuming values from [0, 1], is defined as below.
gr({cj : j = 1, 2, . . . , n} |≈ c) = infi∈I [infnj=1 gr(ωi |=e cj) →∗ gr(ωi |=e c)],
where →∗ is the residuum of ∗ in [0, 1].

It is now easy to check that |≈ is a graded consequence relation [3,4], i.e., |≈
satisfies the following properties.

(GC1) If c ∈ {cj : j = 1, 2, . . . , n} then gr({cj : j = 1, 2, . . . , n} |≈ c) = 1.
(GC2) If C1 ⊆ C2(∈ P (C)), then gr(C1 |≈ c) ≤ gr(C2 |≈ c).
(GC3) infc′∈C′ gr(C |≈ c′) ∗ gr(C ∪ C ′ |≈ c) ≤ gr(C |≈ c).

As in the beginning of this section we have mentioned that for our daily
purpose we do not need to deal with an infinite set of concepts over a fixed
domain, we have proposed the definition of |≈ for synthesis of a concept from
a set of finite number of concepts. The definition can be easily considered for
infinite case, for which one may be referred to the work of the theory of graded
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consequence [2,3]. At this stage, again a similar point, as discussed at the end
of Sect. 2, arises. The notion of graded consequence relation [2,3] originally has
been defined as a fuzzy relation between P (F ), the power set of all sentences over
a language, to F , the set of all sentences. That is, according to the definition of
graded consequence [3] |≈ is a function from P (F ) ×F to some set of values; in
particular the value set could be [0, 1]. Here, |≈ maps every pair from P (C) × C
to [0, 1]. Matching both the context from the mathematical perspective sounds
well, though conceptually |≈ in the present context is different from that of the
context of [2–5].

Now question arises why at all we choose this way of synthesis of a concept
from a set of concepts. First of all, this allows the concept synthesis method
to exploit the so-far developed logical background of the theory of graded con-
sequence [2–5,8–11]. Theory of graded consequence gives a set-up where object
language entities, which are here concepts, as well as the notion of deriving a con-
cept from a set of concepts are of matter of grade. Besides, the theory of graded
consequence allows the languages and the interpretations of different levels, like
object, meta, and meta-meta levels, of a logical discourse to be distinctive. As
a result, object level and meta-level of a logic may have different reasoning pat-
terns and necessities. Like, here in the object level we have a graded relation
|= which has its own characteristics as mentioned in Theorem 1; the base alge-
braic structure for |= is ([0, 1],∧,∨, ∗,→). In the next level, we have another
relation |≈ with its own characteristics, with respect to the algebraic structure
([0, 1],∧,∨, ∗,→∗). Dealing with vague concepts, it is quite natural to think that
our mental process of synthesis of a vague concept from a set of vague con-
cepts may not be crisp always, and it may need different layers of learning and
synthesizing. So, the background of the theory of graded consequence might be
advantageous for the theory of concept synthesis.

Let us check what else this definition of |≈ can yield. We would try to explain
a few natural expectations to a concept synthesis operation in the context of this
definition.

(1) Let {cj : j = 1, 2, . . . , n} be such that cj ∈ CB and cj ⊆k c for j = 1,
. . . , n. So, in accordance with the universal ordering ⊆k between cj ’s and
c, it is expected that c can be derived from its subconcepts should have an
affirmative answer. Below we present that the definition of |≈ respects this
natural demand in the following way.
Let ωi be a world from the collection {ωi}i∈I , and gr(ωi |=e cj) = aij for j =
1, 2, . . . , n. Then by Definition 3, gr(ωi |=e c) = Σn

j=1aij

n . Now infj aij ≤ aij

for j = 1, 2, . . . , n. So, n(infj aj) ≤ Σn
j=1aij , i.e. infj aij ≤ Σn

j=1aij

n . Hence
using property of →∗ we have gr({cj : j = 1, 2, . . . , n} |≈ c) = 1.

(2) Let us refer to the following quotation by Leslie Valiant [21], the 2010 Tur-
ing award winner. “A specific challenge is to build on the success of machine
learning so as to cover broader issues in intelligence. This requires, in partic-
ular a reconcillation between two contradictory characteristics - the apparent
logical nature of reasoning and the statistical nature of learning”.
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When at a world certain basic constituent properties of a compound concept
hold, we often take a statistically average point of view to decide the applica-
bility of the compound concept at that world. The Definition 3 in that way
justifies itself. This may be referred to as statistical nature of learning of
the applicability of a concept to a world. On the other way, when we need
to check that whether a set of concepts C yields a complex concept c, we
need to be logical in our way of deriving conclusion. That is, we need to
check that whether each of the available worlds satisfying each concept of C,
also satisfies the concept c. The Definition 4 takes care of this logical reason-
ing part. Hence, this definition of concept synthesis is an attempt towards
reconcillation of statistical nature of learning and logical nature of reasoning.

(3) Let us think about some practical problems, and check how this proposed
theory is dealing with those problems. In this regard, we would like to illuci-
date the idea by considering examples from the field of health-care system.
Let {d1, d2, . . . , dl} be the subconcepts of a disease d, and among them
di1 , . . . , dik for 1 ≤ i1 ≤ ik ≤ l get only positive values at some world ωi.
Then the degree to which d applies to the world must get decreased compare
to the case when all of d1, . . . dl are tested positive. The Definition 3 shows

that in the former case the value becomes
Σk

j=1gr(ωi|=edij
)

l , which is less than

the value
Σl

j=1gr(ωi|=edij
)

l for the latter case.

Let us assume that a new problem d has emerged, and the medical domain
knowledge does not have the information that which of the independent concepts
of CB are contained in d, in the sense of ⊆k. So, following the Definition 3 at all
worlds the degree of applicability of d would be 0. This reflects the problem that
for a new concept there might not be any relevant information available according
to the domain knowledge base; and there might not be also any statistical record
available in favour of the concept as at each world the applicability of the concept
gets nullified. In such a situation, based on experiences, one may still try to
relate some known problems with the problem of concern, and want to check the
relationship of a set of concepts {c1, . . . , cr} with the problem d. As a →∗ 0 is not
necessarily 0, that none of the worlds qualifies d does not imply gr({c1, . . . , cr} |≈
d) to be zero.

The example below gives an overview of the application of the proposed
theory. We start with a database of finitely many patients, and a fragment
of the concept ontology from the medical domain specifying a set of inde-
pendent concepts (CB), and their relations with other compound concepts of
C(⊇ CB). From the database, positive and negative cases of each disease from
CB are determined, and then diagnosis of a particular disease at some particular
case/situation/world, which might be new, is determined following the Defini-
tions 2 and 3; using this at the next level the degree of relatedness of a set of
diseases from C with a disease, say d, is computed following the Definition 4.

Example 1. Let we have a clinical database of a set of situations, S =
{s1, s2, s3, . . . , s9} with respect to a set P of parameters/attributes, consisting
of temperature, blood-pressure, blood-tests, ecg, headache, sneezing, convulsion,
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vomiting, skin-rash, dizziness, stomach-upset, stomach pain. Sequentially let us
call these parameters as p1, p2, p3, . . . , p12. As p1, . . . , p4 are determined by some
objective values of some tests these are called signs; the rest are symptoms,
determined by some subjective values as experienced by particular patients. Let
CB = {Fev,Allergy, Stomachinf ,HBP,LBP, V ertigo, Unconsciousness}, and
C is the union of CB and {Fevc, F evv, Stroke, Food-poisoning, V iralinf , P eptic-
ulcer}. The relations among the dependent and the independent concepts of C
are as follows. Fev ⊆k Fevc; Fev, Allergy ⊆k Fevv; Fev, HBP, V ertigo,
Unconsciousness ⊆k Stroke; Fev, Stomachinf ⊆k Food-poisoning; Fev,
Stomachinf , Allergy ⊆k V iralinf ; and Stomachinf ⊆k Peptic-ulcer. Fevc
and Fevv respectively stand for fever due to cold and viral fever. HBP,LBP ,
Stomachinf , and V iralinf respectively stand for high blood pressure, low blood
pressure, stomach infection and viral infection. Each si is identified with its
state given by 〈si(p1), si(p2), si(p3), . . . , si(p12)〉 ∈ [0, 1]12, and W (⊆ [0, 1]12)
contains 〈si(p1), si(p2), si(p3), . . . , si(p12)〉 for each si. The tuple of values cor-
responding to each si, and the positive and negative cases of each disease from
CB are given in the following table (Table 1). Let us use d1 for Fev, d2 for
Allergy, d3 for Stomachinf , d4 for HBP , d5 for LBP , d6 for V ertigo, and
d7 for Unconsciousness. For each si if dj receives +, then si is the posi-
tive case for dj , and if it receives −, then si is the negative case of dj . Now
as s2 ∈ HBP+, V ertigo+, Unconsciousness+, following the concept ontol-
ogy we may need to check gr(s2 |=e Stroke). Following the Definitions 2
and 3, gr(s2 |=e Stroke) = 3

4 + 1
4 [SimFev+(s2) ∗ ¬SimFev−(s2)]. Also, as

s8 ∈ V ertigo+, Unconsciousness+ verifying gr(s8 |=e Stroke) is natural too.
In this case, as s8 ∈ Fev−,HBP− gr(s8 |=e Stroke) turns out to be 1

2 .

Table 1. Patients data table

Let a new situation s10, with the tuple 〈.5, .5, .5, .5, .7, 0, .8, .5, .7, .8, .5, 0〉 of
values corresponding to the respective parameters, appear. The task is to make
a diagnosis for s10 based on the for and against arguments that which of the
situations from S are closely similar to s10. Though for the progress of this paper
it is not required to specify the exact formula for computing Sim, let us follow
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an intuitive reasoning for justifying the case for this example; formulation of the
exact definition for Sim is one of our future agendas. The tuple for s10 indicates
that both p7 and p10 are having the highest values. Also we can notice that
p7, p10 have greater values at s2 and s8, both of which are the positive cases
of V ertigo and Unconsciousness. So, let us assume that s10 is very similar
to s2 and s8. The next prominent feature for s10 is p9. One can notice p9 is
most aggravated in the case of s6, and so a close similarity between s6 and s10

may also be assumed. The diagnosis for the known cases shows, s6 is the only
positive case of Allergy. Now as from the concept ontology one can observe that
V ertigo, Unconsciousness ⊆k Stroke and Allergy ⊆k V iralinf , finding out the
degree of relationship among {V iralinf , V ertigo, Unconsciousness} and Stroke,
i.e., gr({V iralinf , V ertigo, Unconsciousness} |≈ Stroke) might be suggestive.

4 Future Directions

The study made in this paper is an initial step towards obtaining a concept sys-
thesis method using finitely many observations about the prototypical cases and
counterexamples of its component concepts. The newness of this approach, per-
haps, lies in its way of proposing both satisfiability of a concept at a world, and
determinning that a concept is synthesized out of a set of concepts as matters of
grade, and allowing both the levels of |= and |≈ to have different logical charac-
teristics. A few directions of further research are as follows. (i) How the theory
of argumentation in favour of a claim, and against a claim can be incorporated
in order to come to a decision that a situation ω is similar to another situation
ω′, or if some concept applies to ω, that also applies to ω′? (ii) What would be
the properties of |=e when it would be extended on P (W )×C with the standard
set theoretic operations on P (W )? (iii) How to incorporate the views of a set
of sets of situations, say {ωi}i∈I , {ωj}j∈J , . . . , {ωl}l∈L, allowing exchange of
views among different sets of situations in the process of concept synthesis?
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Abstract. One of the most important objectives within the scope of current
cartography is the creation of system controlling the process of geographical
data generalisation. Firstly, it requires selection of the features crucial from the
point of view of the decision making process. Such tools as reducts and fuzzy
reducts, though useful, are still insufficient for the quantitative decisions,
common in cartographical generalization. Thus the author proposed a modifi-
cation in fuzzy reducts calculating, which can allow to calculate them with
regard to a continuous decision variable. The proposed method is based on the t-
norm of fuzzy indiscernibility based on attribute value and fuzzy indiscernibility
based on decision, which is calculated for each pair of objects. The solution
seems to be more intuitive than the ones established previously.

Keywords: Fuzzy rough sets � Feature selection � Generalisation of geographic
information � Cartography

1 Introduction

One of the most important challenges of modern cartography is the automation of the
geographical information generalisation processes [1, 4, 9, 10]. It requires acquisition
of data’s crucial information, general patterns, and tendencies and their subsequent
retaining on the lower levels of detail (LoD), which corresponds to lower map scales.
This task up to now has been tackled manually by the skilled cartographers and it
seems to be difficult to algorithmize. Even though there is an array of algorithms of
generalisation, which address particular generalisation operators (such as: objects
selection, simplification, smoothing, aggregation, amplification, etc.), what still poses
the problem is the control of the entire process of generalisation – starting from the
decision, “whether to generalise at all’’, through the choice of the appropriate operator
and algorithm, up to the final selection of parameters of the latter [1, 4, 9, 10].

The facts described above point to the conclusion that, apart from the particular
tools employed in the process of generalisation, the decision-making system is required
in order to manage the operations on many different levels. Such system should possess
and utilise the skilled cartographer’s knowledge. However, such skills usually result
from years of practice and experience along with refined aesthetic taste, and therefore
they are not available explicitly. Taking the above into consideration, according to the
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author, the methods of knowledge data discovery (KDD) might be used to convert this
hidden knowledge into an explicit form [5, 10].

Therefore the author’s ultimate aim is to create a base of fuzzy rules governing the
process of generalisation. The step prior to that, then, will be to choose the features
crucial for the process of generalisation itself, which will lead to simplification of the
decision system. The following paper addresses the problem of attribute choice meth-
odology (using the reducts) which takes into consideration the specific data features.
While in the previous work [10] the classical rough set approach for categorical data was
used, this paper focuses on the problem of numeric feature selection based on numeric
decisions – it discusses and provides some new extensions for fuzzy rough set (FRST)
approach. The rough set approaches are chosen for the feature selection as they are
easily understandable and give good intuition about why certain attribute is selected.

2 Data Specifics

The currently developed geospatial databases provide an array of information - in the
form of attributes (projected in database structure), as well as more implicit features
(connected with objects’ geometry and their topography) - which can be used in the
process of generalisation of geographical information. In that way the data is specified
by a number of attributes that can potentially be used in the further generalisation
process management.

What is worth emphasising, is the fact that the attributes can be expressed in
different measurement scales: qualitative (ranging from binary scale, through classi-
fying scale, to ordinal scale) as well as quantitative. Thus, the decision attribute can
also be represented in different measurement scales.

In this article selection generalisation operator is considered, with decision
expressed in two measurement scales (Table 1):

1. Binary – for the systems created on one particular data level of detail (corre-
sponding with the scale 1:20 000): 1 - the object is selected, 0 - object is not
selected;

2. Quantitative – for the system with universal character allowing to choose objects on
any map scale (within assumed range) – the attribute’s value is a corresponding
scale denominator.

However, the second above is strongly preferred. Firstly it does not require designing
separate systems for each of the desired scales. In the past, when analogue maps
prevailed, it was possible to distinguish the scales in which the data were to be gen-
erated (they corresponded to the scales in which the maps were printed). However,
nowadays most maps are accessible interactively via the Internet and the end user can
choose any scale, thus the generalisation to all levels of detail is useful.

The test dataset corresponds to the topographical data collected at the 1:10 0000
level of detail, which is available for the whole Poland’s area in National Carto-
graphical Database (pl. Państwowy Zasób Kartograficzny) and known as BDOT10 k
(pl. Baza Danych Obiektów Topograficznych - Topographical Objects Database).
However the data are strongly simplified (Fig. 1).
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Table 1. Attributes values of test dataset (buildings): a1 – building function (r – residential, o –

office, s – shops & services, g – religious), a2 – public function (1 – yes, 0 – no), a3 – area (in
square meters), a4 – shortest distance to the river, a5 – shortest distance to the road, a6 – shortest
distance to another building, a7 – shortest distance to the forest, a8 – shortest distance to built-up
area; attributes a3 to a8 are calculated basing on objects geometry, a4 to a8 are expressed in
meters; decision attributes (established by an expert) in different scales: dec1 – quantitative scale,
dec2 – binary scale (for the LoD 1: 20 000 – dec2 = 1 for dec1 ≥ 20 000)

ID a1 a2 a3 a4 a5 a6 a7 a8 dec1 dec2
1 r 0 101 304 35 43 126 0 0 15000
2 r 0 149 275 33 43 156 0 0 15000
3 r 0 93 252 37 41 200 0 0 15000
4 r 0 284 222 40 41 238 0 0 15000
8 r 0 892 216 124 76 212 0 0 17000
5 g 1 1721 32 53 420 537 0 1 50000
6 s 0 796 114 26 26 327 0 1 25000
7 s 0 585 122 26 26 321 0 1 25000
9 s 1 5174 70 94 143 234 0 1 40000
10 o 1 2840 69 54 95 140 0 1 35000
11 o 0 2015 19 19 46 394 0 1 27000
12 r 0 130 855 327 581 20 542 1 23000

Fig. 1. Graphical representation of test dataset (numbered buildings) with other objects assuring
spatial context: forests, roads, river, built-up area
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3 Rough Set Based Feature Selection

3.1 Rough Sets

The rough sets theory allows to reduce the complexity of a system by searching of
reduct B – the subset of the entire attribute A set [6–8, 11]. The following search is
based on the discernibility relation, which can be defined as:

RB ¼ x; yð Þ 2 X2 and 8a 2 Bð Þða xð Þ ¼ a yð ÞÞ� �
The so called decision reduct ensure the preservation of the original discernibility

towards the decision: If the objects from different decision classes are discernible on the
attribute set A, they are also discernible on its subset B 2 A, being a reduct. The reduct
has a minimal character, which means that none of the reduct’s attributes can be
omitted without losing of discernibility mentioned above [6–8].

The approach described is connected with particular constraint: attributes as well as
the decisions should be expressed in the classification (not orderly) scale. Other ways, a
discretisation is required, what entails a partial loss of information (including e.g. the
order of distinguished classes).

One of the extensions for this approach considers graded indiscernibility between
objects. Thus, the classes of attributes can be more or less similar to each other [8].
Established dissimilarities between attribute classes – degrees of discernibility can be
expressed in the form of a matrix (example – Table 2).

3.2 Dominance-Based Rough Set Approach

The dominance based rough set (DBRS) approach, which is an extention of rough set
theory, enables, without the loss of information, the use of attributes as well as deci-
sions expressed in the ordinal scale. The theory postulates the apporoximation (and
consequently reducts’ calculation) for the union of the subsequent decision classes. The
theory is insufficient, however, in the case of the attributes expressed in quantitative
scales, as it indeed assumes the monotonous relation between the attributes, but does
not establish the distance between the subsequent classes [3].

3.3 Fuzzy Rough Sets

The hybrid of the fuzzy sets theory and rough sets theory, enabling to create fuzzy
reducts, employs the attributes in quantitative scale. The discernibility relation based on

Table 2. Different discernibility degrees for classes of attribute a1

a1 r s o g

r 0 0.8 1 1
s 0.8 0 0.5 1
o 1 0.5 0 1
g 1 1 1 0
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the equality of the attributes was replaced with the measure expressing the closeness of
the objects represented by a fuzzy discernibility relation R [2, 11, 12].

The discernibility matrix then, existing also in the traditional fuzzy sets theory, is
filed with the measure of closeness (based on each attribute) for each pair of objects
with different decision value. In this paper the value of the fuzzy indiscernibility is
calculated as follows:

Ra x; yð Þ ¼ ja xð Þ � a yð Þj
lðaÞ ð1Þ

Subsequently, on the basis of the discernibility matrix quality of the reduct can be
calculated by finding best fuzzy discernibility Rb for each pair of objects and finding
its’ minimal value out of all pairs (instead of max any co-norm ⊥ can be used):

qðBÞ ¼ min max Rb2Bð Þð Þ ð2Þ

This approach is based on the original RST assumption that each reduct is as good
as its weakest component, meaning it is as good as the least discernible pair of objects
belonging to separate decision classes. Therefore, in the original approach minimum
operator is used, however some authors find it overly restrictive and allow the use of an
average instead [2]:

qðBÞ ¼ mean max Rb2Bð Þð Þ ð3Þ

Such approach was used in the following work. The quality qðBÞ can be then
compared with the quality of the whole attribute set A (where ε is the acceptable
tolerance of the quality loose) [2]:

qðBÞ� ð1� eÞqðAÞ ð4Þ

Another approaches for reduct evaluation is to punish pairs of objects (x, y) which
belong to different decision classes but are nearly indiscernible using reduct’s attri-
butes. It can be expressed as [12]:

PB ¼ T b2Bð1� Rb x; yð ÞÞ ð5Þ

The FRST approaches are the first enabling the calculation of the reducts for the
data presented at the beginning, without discretization. It is possible, however, to
establish only the reduct for the first variant (1) – binary decision scale.
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4 Fuzzy Rough Reducts for Quantitative Decision

4.1 Adaptations of Existing FRST Methods

Few among the authors directly address the problem of reducts for the decisions in the
quantitative scale (dec2), however some of the solutions form Sect. 3.3 can be adapted
for this case.

In the formula (2) or (3) similarity of objects by decision can be added (now all the
objects’ pair are compared):

qðBÞ ¼ mean max Rb2B; 1� Rdecð Þð Þ ð6Þ

However, this solution disadvantage is that it promotes too much the pairs of
objects which are indiscernible according to the decision (Rdec ≅ 0) which is in fact not
interesting when looking for decisive reducts.

Also formula (5) can be adapted by adding fuzzy indiscernibility relation to the t-
norm [12]:

T ðPB;RdecÞ ð7Þ

The final punishment is calculated as a sum:

Sim d=Bð Þ ¼
X

x;y:d xð Þ6¼d yð Þb2B
Rdec

Y
b2B

ð1� RbÞ ð8Þ

The disadvantage of this approach (formulas 7 and 8) is that it does not seem
intuitive as it includes indiscernibility by decision for data already aggregated by t-norm.

4.2 Proposed Solutions

The proposed solution intends to be more intuitive for non-mathematical expert. It is
based on the necessity to establish the value of the relative relation Ra_rel considering
the objects’ relation R both on attribute (Ra) and decision (Rdec). Therefore, it is
proposed to calculate the relative tolerance relation for each pair of objects as a t-norm
of Ra and Rdec:

Ra rel ¼ T Ra;Rdecð Þ ð9Þ

The most interesting from the point of view of applications described in intro-
duction, seem to be such t-norms as:

1. product(Ra, Rdec)

2. Hamacher product(Ra, Rdec): TH0 a; bð Þ ¼ 0 if a ¼ b ¼ 0
ab

aþb�ab otherwise

�
3. min(Ra, Rdec)
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The further proceedings are identical as in the classic FRST method, though all pos-
sible pairs of objects are compiled and Rb_rel is used instead of Rb:

qðBÞ ¼ mean max Ra rel ðb2BÞ
� �� � ð10Þ

Such an approach allows to follow the significance of each attribute (in relation to
the decision) for each pair of objects. This can be valuable from the point of view of
expert using decision system as it allows to intuitionally understand the importance of
attributes.

5 Experiments on Test Data

5.1 Some General Assumptions

The calculation of fuzzy discernibility indicator Ra for the pair of objects depends on
the scale in which the attribute a was depicted. Therefore:

• For the attribute a2 (expressed in binary scale) the classical discernibility approach,
based on the equivalence relation was employed,

• For the attribute a1 (expressed in the classifying scale) similarity matrix was
employed (Table 2),

• For the attributes a3 to a8 (in quantitative scale) tolerance relation R basing on
formula (1) was employed.

Due to the specificity of the described problem establishing of all possible reducts of
the set was not necessary. In practice, for the purpose of the further application only 1,
sometimes few, reducts will be used. The accessibility to the attributes necessary for the
calculation is usually high as they are available in the databases either as the descriptive
attributes designed in database structure, or are easy to calculate on the basis of objects
geometry. Therefore, the reducts were calculated with Johannson’s heuristic. It operates
as follows: every time such attribute is added to the reduct, which results in the biggest
increase of the quality q (understood as in formula 3). This steps may be repeated until:

• Obtaining the quality q fulfils the condition (4) assumed by the user or
• The point when adding another attributes results in the increase of quality q lower

then estabilished Dq.

In this work the second method (with Dq ¼ 0:02) was employed, due to the necessity
of maintaining a low system complexity (and consequently not overly numerous re-
ducts), if its higher complexity did not increase the overall quality significantly.

Similarly, the other reducts can be calculated (starting from the subsequent attri-
bute), however this work limited itself to only 1 reduct in each example.
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5.2 Fuzzy Reducts for Binary Decision

Determination of the reduct started with combining the objects belonging to different
decision classes (dec1) into pairs and calculating the discernibility matrix of relations R
(according to the rules described in Sect. 5.1). Then the consecutive elements of the
reduct were established with use of greedy heuristic basing on the q value – Table 3.

Consequently reduct {a1, a2, a8} have been established. Adding another attribute
would not increase the quality of the reduct so no other attribute was added. What is
worth mentioning is the high quality of the decision reduct, as the ability to distinguish
the object with different decisions, is high.

5.3 Fuzzy Reducts for Quantitative Decisions

First the method using formula 6 was used. Results of following steps are presented in
Table 4. One of the possible decision reduct is exactly the same that the one described
in Sect. 5.2, although it allows to distinguish a number of object types. However
accuracies seem to be over-optimistic since the goal was to distinguish between more
exact decisions and the qualities here are higher than for the binary decision.

The next step was to test the method proposed in Sect. 4.2. In this case all possible
pairs of objects were juxtaposed. For each of them Ra, Rdec1 and Ra_rel were calculated
(in two variants: with use of T-norm product and Hamacher product). Then the quality

Table 3. Subsequent steps of fuzzy reduct creation for the binary decision, including the
corresponding reducts qualities (the fields with the highest accuracy are highlighted, while the
elements added to the reduct are in bold)

Table 4. Subsequent steps of fuzzy reduct creation for the quantitative decision, including the
corresponding qualities (highlights as in Table 3); the method used: according to the formula 6
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based on Ra_rel was calculated for particular attributes – the subsequent steps of the
heuristics are illustrated in the tables below (Tables 5 and 6).

The methods results in the same reducts as the previous ones, irrespectively which
of the t-norm is used. What is more, even though qualities values differ depending on
the used t-norm (and differ even more form the corresponding ones in Table 4), there
seem to be noticeable tendencies in its distribution over the attributes.

In the next stage, in order to test the universality of the method, the same steps were
taken, though in this case on binary decision (dec1) – Table 7. In this case the results,
irrespective of the chosen t-norm, were alike (Rdec 2 0; 1f g, so all t-norms have the
same value in the Rb function). It should be noted, that the result (calculated reduct) and

Table 5. Subsequent steps of fuzzy reduct creation for the quantitative decision, including the
corresponding qualities (highlights as in Table 3); the t-norm used: Rrel ¼ product Ra; Rdecð Þ

Table 6. Subsequent steps of fuzzy reduct creation for the quantitative decision, including the
corresponding qualities (highlights as in Table 3); the t-norm used: Rrel ¼ Hamacher
product Ra; Rdecð Þ

Table 7. Subsequent steps of fuzzy reduct creation for the quantitative decision (decision
artificially brought to the binary scale), including the corresponding accuracies (highlights as in
Table 3); the t-norm used: product and Hamacher product (results for both are identical)
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the relation between the qualities of particular reducts are identical to those calculated
with the classic method described in Sect. 5.2. The ratio of corresponding accuracies in
the Tables 3 and 7 equals c.a. 0.53, which reflects the proportion of the number of pairs
in different decision classes and the total number of pairs (35/66), or in other words the
average discernibility of all pair of objects towards the decision.

6 Conclusions

The work above addressed the problem of reduct calculation in the case of decisions in
quantitative scale. In the process a tolerance relation (Rrel), understood as t-norm of
tolerance relations of attribute (Ra) and decision (Rdec), was employed.

The conducted tests using the two types of t-norm – product and Hamacher product –
gave similar results, meaning they both allowed to achieve the same reducts irrespective
of differences in the quality value of the reduct. Generally the reducts’ qualities values
calculated with this method were lower than for binary decision, what seems justifiable
taking into consideration the necessity to distinguish the objects according to their
continuous decision value. They are also lower than the qualities calculated by one of the
existing methods (formula 6), however those qualities seem to be over-optimistic as they
grow unreasonably thanks to the objects having the same or similar decision values.

The methodology employed in the case of artificially binary decision allowed to
achieve the same reduct as it was the case in the original FRST method. However, even
though the relation of quality values between particular attributes were maintained the
absolute values of quality were different. It is a result of calculating the discernibility
relation for all pair of objects.

The tests indicate that proposed method can be applied in the process of general-
isation of geographical data mentioned above. However there is also a potential for
other application areas. Depending on the application type other t-norm for calculating
Rrel can be used.

The main advantage over the other method is that it is intuitionally understandable
and prevents black-box solution, allowing user to follow the importance of each
attribute on every single step of the reduct computation. Therefore the method can be
employed among others in the creation of the system of generalisation control, on the
first stage of its development – attribute selection.
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Abstract. Parkinson (PD) is the second most common neurodegenerative
disease (ND) with characteristic movement disorders. There are well defined
standard procedures to measure disease stage (Hohen Yahr scale), progression
and effects of treatments (UPDRS – unified Parkinson Disease Rate Scale). But
these procedures can only be performed by experienced neurologist and they are
partly subjective. The purpose of our work was to test objective and non-
invasive method that may help to estimate disease stage by measuring fast and
slow eye movements (EM). It was demonstrated earlier that EM changes in PD.
We have measured reflexive saccades (RS) and slow pursuit ocular movements
(POM) in four sessions related to different treatments. With help of fuzzy rough
sets theory (FRST) we have related measurements with expert’s opinion by
generalizing experimental finding by fuzzy rules. In order to test our approach,
we have divided our measurements into training and testing sets. In the second
test, we have removed expert’s decisions and predicted them from the training
set in two situations: on the basis of only classical neurological measurements
and on the basis of EM measurements. We have observed, on 12 PD patients
basis, an increase in predictions accuracy when eye movements were included as
condition attributes. Our results with help of the FRST suggest that EM mea-
surements may become an important diagnostic tool in PD.
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1 Introduction

The brain’s deeper computational properties are still not well understood. We are even
not sure if brain computations are more powerful than the Turing machine and such
models as ARNN (analog recurrent neural networks) or coupled nonlinear oscillators
are appropriate [1, 2]. For example, we do not know exactly how brain processes are
affected by nerve cell deaths in the neurodegenerative diseases (ND) such as Parkinson
or Alzheimer. It is well documented, however, that the disease starts long before the
observed first symptoms and individual pathological mechanisms have a large spec-
trum. In Parkinson’s, for example, the first motor symptoms are observed when
70 −80 % cells in responsible structure (substantia nigra) are dead and once cells are
dead there is no chance for their recovery.

We can register symptoms of ND such as motor and/or mental disorders
(dementias) and even provide symptomatic relief, though the structural effects of these
are in most cases not yet understood. Fortunately, with early diagnosis there are often
many years of disease progression with symptoms that, when they are precisely
monitored, may result in improved therapies.

One of the purposes of this work is to try to extract knowledge from symptoms in
order to model possible mechanisms of disease progression and adjust therapies in
timely precise matter.

The majority of neurologists use the standard statistical methods to analyze the
results of PD patients’ treatment. As every patient suffers from PD in a different way
and reacts differently to the treatment, averaging methods can lead to the confusing
results. Therefore, in continuation of [3, 4], we propose to extend statistical analysis to
data mining techniques in order to adjust PD treatment to an individual patient. Our
method is based on fuzzy rough sets theory application as this approach should better
fit to predict partly noisy and continuous medical measurements than previously pro-
posed rough sets theory [3, 4].

As PD progression biomarker we have used measurements of eye movements. It is
well established on the animal experimental basis that the basal ganglia are involved in
the eye movement’s control (see review [5]). It was also demonstrated on human
subjects that fast (saccades) and also slow (pursuit ocular movements) eye movements
are affected in Parkinson’s diseases [6, 7].

Generally, different treatments are based on the UPDRS (Unified Parkinson’s
Disease Rating Scale) measurements, in particular on UPDRS II (activity of daily
living), UPDRS III (examination of motor symptoms), UPDRS V (modifies Hoehn and
Yahr staging – stage of the disease) and UPDRS VI (Schwab and England activities of
daily living scale). As these measurements are strongly doctor dependent and partly
subjective, we propose to use the eye movement (EM) as an individual doctor inde-
pendent measure to improve diagnosis and objectivity. In the consequence, in our
analysis in addition to standard neurological measurements, we have added EM
parameters as condition attributes, doctors’ expertise as the decision attribute and
placed them in the decision table [8]. As the data in the table were related to different
treatments, our purpose was to use the data mining techniques to estimate and to predict
effectiveness of different therapies related to individual patients.
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2 Methods

We have performed our analysis on PD data used earlier in [3, 4]. All of the 12 patients
had implanted electrodes in the subthalamic nucleus that is a standard procedure in
advanced Parkinson’s. As number of PD patients is relatively small, results of this
study are preliminary. The measurements were conducted in four sessions (S1−S4): in
the first session (S1) patients were off medications (L-Dopa) and DBS stimulators was
OFF; in the second session (S2) patient were off medication, but the stimulator was
ON; in the third session (S3) patients were after his/her doses of L-Dopa and stimulator
was OFF, and in the fourth session (S4) patients were on medication with the stimulator
ON. The data set consisted of the estimation of the disease advancement made during
the medical interview (expressed by Unified Parkinson Disease Rate Scale - UPDRS)
related to changes in motor performance, behavioral dysfunction, cognitive impairment
and functional disability, and EM measurements. We have evaluates saccadic and slow
pursuit eye movements. The EM were recorded by head-mounted saccadometer (Ober
Consulting, Poland). We have used an infrared eye track system coupled with a head
tracking system (JAZZ-pursuit – Ober Consulting, Poland). In the EM measurements
patient was sitting at the distance of 60−70 cm from the monitor with head supported
by a headrest in order to minimize head motion. We measured fast eye movements in
response to a light spot switched on and off, which moved horizontally from the
straight eye fixation position (0 °) to 10 ° to the left or 10 ° to the right after arbitrary
time ranging between 0.5–1.5 s. When the patient fixated eyes on the spot in the middle
marker (0 °) the spot then changed color from white to green, indicating a signal for
performance of RS (reflexive saccades); or from white to red meaning a signal for
performing AS (antisaccades) – not evaluated in this study. Then the central spot was
switched off and one of the two peripheral targets, selected at random with equal
probability, was illuminated instead (non-overlapping test). Patients had to look at the
targets and follow them as they moved in the RS task. After making a saccade to the
peripheral target, the target remained on for 0.1 s after which another trial was initiated.
In each test the subject had to perform 10 RS and 10 AS in a row in Med-off (med-
ication off) within two situations: with DBS off (S1) and DBS on (S2). In the next step
the patient took medication and had a break for one half to one hour, and then the same
experiments were performed, with DBS off (S3) and DBS on (S4). Slow EM – pursuit
ocular movements (POM) were measured in response to a light spot with horizontal
sinusoidal movements (with slow (0.125 HZ), medium (0.25 Hz) and fast (0.5 Hz)
frequencies), placed from 10 ° to the left to 10 ° to the right. POM measurements were
performed in four different sessions in similar procedures as described above for RS
measurements.

In this work we have analyzed only RS data using the following parameters:
averaged for both eyes: delay (RS latency), amplitude (RS amplitude), duration (RS
duration), velocity (RS velocity). We have analyzed POM data using the following
parameters averaged for both eyes: gain (eye movement amplitude/sinus amplitude)
and accuracy (difference between sinusoid and eye positions) for three different fre-
quencies. More details can be found in [3, 4].
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3 Theoretical Basis

Our data were represented as a decision table. In the rows we put the measurements’
values for respective patients during each single session. As columns we use patient’s
number, patient’s age, session number, estimations of UPDRS, Schwab and England
and Hoehn and Yahr scales and EM measurements: RS parameters and slow, medium
and fast sinus parameters for POM.

As fuzzy rough set theory (FRST) is an extension of rough set theory (RST) [8]
we define here a similarity or tolerance relation [9, 10] instead of crisp equivalence.
The tolerance relation Raðx; yÞ determines the discernibility between the values of the
specific attribute for a pair of observation. There are several means to describe this
relation Raðx; yÞ as presented below after [8–12]:

Ra x; yð Þ ¼ 1� ja yð Þ � a xð Þj
jamin � amaxj ð1Þ

In this way, the value of tolerance relations is directly proportional to the absolute
value of the difference between the attribute’s values for the two observations.

Ra x; yð Þ ¼ e
� a yð Þ�a xð Þð Þ2

2ra ð2Þ

where ra stands for standard deviation for the given attribute a. This equation includes
standard deviation of the data, therefore in most cases it is more sensible for the
behavior of the data than Eq. (1) mentioned above.

Ra x; yð Þ ¼ e
� a yð Þ�a xð Þk k2

d ð3Þ

where d is a positive number. In our case, we take absolute value as a norm and
variance ra in place of d.

In the next step, we have normalized the differences between each pair of conditional
attributes’ values. For this purpose, we have used a t-norm, marked τ. For a given pair of
attributes a and b we get R a;bf g x; yð Þ ¼ sðRa x; yð Þ;Rbðx; yÞÞ. In order to get the value of
the relations for the whole set of conditional attributes B, it is enough to normalize the
difference between the first pair and the successive element and then by recurrence the
difference between the value for the set got at the preceding step and a successive added
element: R a;b;cf g x; yð Þ ¼ sðRfa;bg x; yð Þ;Rcðx; yÞÞ. The two most commonly used t-norms
are: t.cos and Łukasiewicz t-norm, described respectively by equations:

R a;bf g x; yð Þ ¼ maxf0;Ra x; yð Þ � Rb x; yð Þ �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� Ra x; yð Þ

p
�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� Rb x; yð Þ

p
g; ð4Þ
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R a;bf g x; yð Þ ¼ maxf0;Ra x; yð Þ þ Rb x; yð Þ � 1g: ð5Þ

Tolerance relation defined by (1) is transitive in both t-norms, while tolerance
relations defined with (2, 3) are transitive only with t-norm [9].

In case of modelling the difference between values for the decision attribute, we

usually use the relation of identity: Rdðx; yÞ ¼ 0; x ¼ y
1; x 6¼ y

�
.

In FRS concept, for the sets (U, B) of observations and condition attributes we
define B-lower and B-upper approximations separately for every observation x. For
each of the observations x we define B-lower approximation as: ðRB # XÞðxÞ ¼
inf
y2U

I RB x; yð Þ;X yð Þð Þ, where I is an implicator [9]. The B-lower approximation for the

observation x is then the set of observations which are the most similar to observation
x and it can predict the decision attribute with the highest confidence, based on con-
ditional attributes B.

The B-upper approximation is defined by ðRB " XÞðxÞ ¼ sup
y2U

s RB x; yð Þ;XðyÞð Þ:
Then, in fuzzy rough sets approach, the B-upper approximation is a set of observations
for which the prediction of decision attribute has the smallest confidence.

Another term used in further explanations is positive region for an element y. The
fuzzy B-positive region is a fuzzy set in the set U that contains each observation x to
the extent that all objects with approximately equal values for the set of conditional
attributes B have equal values for decision attribute. Formally after [9]:
POSB yð Þ ¼ SðRB # RdxÞ yð Þ.

The predictive ability for d of the set of conditional attributes B is reflected in the

degree of dependency defined as cB ¼ jPOSBj
jPOSAnfdgj ¼

P
x2U POSBðxÞP

x2U POSAnfdgðxÞ
. If there does not exist

any other subset B′ of B such that POSB0 ¼ POSAnfdg, B is called a decision reduct.
The rules in FRST approach are constructed from tolerance classes and corre-

sponding decision concepts. A ready fuzzy rule will be a triple (B, C, D), where B is a
set of conditional attributes that appear in the rule, C stands for fuzzy tolerance class of
object and D stands for decision class of object.

Apparently, many terms are defined differently in rough sets (applied and described
in [3, 4]) and fuzzy rough sets approach, e.g. in RST upper approximation is a global
term, defined for the whole data set while in FRST we define upper approximation
separately for each element. Those sets are also larger in fuzzy method, as they contain
observations that are not necessarily identical with the observation for which we define
the upper approximation. As a consequence of this difference, in most cases we get
close to 100 % of class coverage for predictors in FRST approach, while the coverage
in RST is usually much lower.

4 Results

Below are examples of decision tables that include fast eye movements - reflexive
saccades: RS (Table 1) and slow, pursuit eye movements - POM (Table 2) parameters.
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Pat - patient’s number, age - patient’s age, Sess - session number, UPDRS III -
motor tests, SchwabEngSc –Schwab & England activity, SccDurat - RS duration,
SccLat - RS latency, SccAmp - RS amplitude, SccVel - RS velocity, UPDRS Total -
sum of a UPDRS I to VI.

On the basis of Table 1 we understand rules as (the last column is the decision
attribute) for the first row:

‘Pat0 ¼ 11ð Þ& ‘age0 ¼ 58ð Þ& ‘Sess0 ¼ 1ð Þ& . . . ¼ [ ‘UPDRS III 0 ¼ 45ð Þ ð6Þ

The rule should be read as follows: if for patient #11 and his/her age 58 and session
S1 and value equal to 45 and … then his/her UPDRS III value is 45. We get such rules
separately for each of the rows of the decision table. The main purpose of our analysis
is to reduce number and increase universality of these rules.

In order to create fuzzy rules, we have used the algorithm called Hybrid Fuzzy-
Rough Rule Induction and Feature Selection and described in detail in [13–15]. In the
mentioned algorithm feature selection (a process of finding a subset of attributes which
represent the same information as the complete feature set) and rule induction are
performed simultaneously.

Pat- patient’s number, age - patient’s age, Sess - session number, HYscale - Hoehn
and Yahr’s scale, SchwabEngSc- as above, gxss/gxms/gxfs - gain for slow/medium/
fast sinus, accss/accms/accfs - accuracy for slow/medium/fast sinus.

Table 1. A part of the decision table for the first experiment including RS

Table 2. A part of the decision table including POM
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The rules determining UPDRS III are important in prediction of PD symptoms
while the rules for session numbers are crucial in measuring the effects of different
treatments. In order to predict results from new patients, we have performed the test-
and-train scenario (e.g. [8]). For this purpose we divide the data set into two parts:
training set, containing 75 % of the data and testing set, composed of the remaining
25 % that we have tested. We have removed decision attributes from the test set and
compared them with attributes values obtained from our rules.

As the test-and-train scenario strongly depends on which part of our measurements
was taken as training and which part was tested. In order to make the result possibly
generalized, we have divided our experimental set into 4 subsets (4-fold-test). Then we
treated each of them separately as a testing set, using the sum of other sets as a training
set. The mean of four predictions gave the final measure of the accuracy.

In order to measure the effects of the treatment, we performed the prediction of the
session numbers as a decision attribute. In the first step, as other attributes we used
patient’s number, age, results of UPDRS III, UPDRS IV and UPDRS Total, result in
Hoehn and Yahr’s scale and in Schwab and England’s scale.

To make the prediction, we have used the RoughSets package in R environment.
We checked the results of the prediction using different tolerance and t-norm defini-
tions (Table 3).

We chose then Eqs. 1 and 4 as parameters for our prediction. Its results are pre-
sented in the confusion matrix below (Table 4).

Table 3. Global accuracy for different parameters chosen for the prediction of session numbers
(S1−S4) without EM attributes

Table 4. Confusion matrix for different session numbers (S1−S4) without EM attributes
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TPR: True positive rates for decision classes, ACC: Accuracy for decision classes.
Class coverage for predictors: 1 and global coverage = 1, and global accuracy = 0.42.

In order to compare how eyes movements parameters change the diagnostic ability
of the data set, in the second step we have used the parameters of eyes movements:
POM gain and accuracy for medium sinus (Table 5).

We chose then Eqs. (1) and (4) as parameters for our prediction. Its results are
presented in the confusion matrix below (Table 6).

TPR: True positive rates for decision classes, ACC: Accuracy for decision classes.
Class coverage for predictors: 1 and global coverage = 1, and global accuracy = 0.55.

In order to predict individual patient’s symptoms related to different treatments, we
made prediction of the UPDRS III. To estimate the global accuracy for the predictions
of UPDRS attributes, we decided to recognize the prediction as accurate if it does not
differ from the actual values from more than 20 % of values range.

As our purpose was to find if RS (saccade) attributes are significant, we began with
prediction of UPDRS III using classical neurological measures but without UPDRS
total and without EM parameters. Below, in Table 7 we gave results of global accu-
racies using different parameters of tolerance and t-norm. The best result gave Eqs. 1
and 6: the global accuracy was 46 %.

Table 5. Global accuracy for prediction of session numbers (S1−S4) including POM attributes

Table 6. Confusion matrix for different session numbers (S1−S4) including POM
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In the next step, we have tested results of UPDRS III prediction using in addition to
standard neurological data (without UPDRS total) also RS duration and amplitude. The
best result - global accuracy of 63 % - was obtained for Eqs. 2 and 5 (Table 8).

5 Conclusions

We have presented a comparison of several tolerance and t-norm equations in pre-
diction results of different treatments in Parkinson patients using fuzzy rough set theory
(FRST). We have performed similar calculations for the symptoms predictions also
using FRST. Our results demonstrated that attribute related to the eye movements are
important and gave better predictions than only classical neurological measurements.
This work is continuation of our previous papers where rough set theory (RST) was
used. The global coverage results were better when FRST was used, however the
global accuracy was higher with RST, but number of measurement is relatively small.
A big advantage of the eye movement (EM) measurements is that they might be
perform without doctor help, objectively with high precision and in the near future at
patient’s home. With help of the data mining methods such as RST or FRST these data
can be automatically evaluated in order to give instant, objective advice to individual
patient – it is the future method related to the tele-medicine. However, in order to be
able to use the analyzed methods in practical applications, we need to perform mea-
surements and confirm our results on larger group of patients that is actually in work in-
progress.

Acknowledgements. This work was partly supported by projects Dec-2011/03/B/ST6/03816
from the Polish National Science Centre.

Table 7. Global accuracy for different parameters chosen for the prediction of UPDRS values,
not including any eye movements parameters

Table 8. Global accuracy for the UPDRS III prediction including RS
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Abstract. The ordered weighted averaging (OWA) operator uses the
weights assigned to the ordered values of the attributes. This allows one
to model various aggregation preferences characterized by the so-called
orness measure. The determination of the OWA operator weights is a cru-
cial issue of applying the operator for decision making. In this paper, for
a given orness value, monotonic weights of the OWA operator are deter-
mined by minimization of the maximum absolute deviation inequality
measure. This leads to a linear programming model which can also be
solved analytically.

1 Introduction

The problem of aggregating numerical attributes to form an overall measure is
of considerable importance in many disciplines. The most commonly used aggre-
gation is based on the weighted sum. The preference weights can be effectively
introduced with the so-called Ordered Weighted Averaging (OWA) aggregation
developed by Yager [18]. In the OWA aggregation the weights are assigned to
the ordered values (i.e. to the smallest value, the second smallest and so on)
rather than to the specific criteria. Since its introduction, the OWA aggregation
has been successfully applied to many fields of decision making including also
ones modeling risk averse preferences in decisions under uncertainty [9] as well as
those requiring equity and fairness while aggregating several agents gains [10,11].
The OWA operator allows us to model various aggregation functions from the
maximum through the arithmetic mean to the minimum. Thus, it enables mod-
eling of various preferences from the optimistic to the pessimistic one.

Several approaches have been introduced for obtaining the OWA weights
with a predefined degree of orness [2,17]. O‘Hagan [7] proposed a maximum
entropy approach, which involved a constrained nonlinear optimization prob-
lem with a predefined degree of orness as its constraint and the entropy as the
objective function. Actually, the maximum entropy model can be transformed
into a polynomial equation and then solved analytically [3]. A minimum vari-
ance approach to obtain the minimal variability OWA operator weights was also
considered [4]. The minimax disparity approach proposed by Wang and Parkan
[15] was the first method of finding OWA operator using Linear Programming
(LP). This method determines the OWA operator weights by minimizing the
c© Springer International Publishing Switzerland 2015
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maximum difference between two adjacent weights under a given level of orness.
The minimax disparity approach was further extended [1,14] and related to the
minimum variance approaches [6]. The maximum entropy approach has been
generalized for various Minkowski metrics [20,21] in some cases expressed with
LP models [16]. The LP model of the mean absolute deviation has been also
considered [8]. In this paper we analyze a possibility to use another LP solvable
models. In particular, we develop the LP model to determine the OWA operator
weights by minimizing the Maximum Absolute Deviation inequality measure. In
addition to the LP model an analytical formula is also derived.

2 Orness and Inequality Measures

The OWA aggregation with weights w = (w1, . . . , wm) of vector y = (y1, . . . , ym)
is mathematically formalized as follows [18]. First, we introduce the ordering
map Θ : Rm → Rm such that Θ(y) = (θ1(y), θ2(y), . . . , θm(y)), where θ1(y) ≥
θ2(y) ≥ · · · ≥ θm(y) and there exists a permutation τ of set I such that θi(y) =
yτ(i) for i = 1, . . . , m. Next, we apply the weighted sum aggregation to ordered
vectors Θ(y), i.e. the OWA aggregation takes the following form:

Aw(y) =
m∑

i=1

wiθi(y). (1)

The OWA aggregation may model various preferences from the optimistic (max)
to the pessimistic (min) Yager [18] introduced a well appealing concept of the
orness measure to characterize the OWA operators. The degree of orness asso-
ciated with the OWA operator Aw(y) is defined as

orness(w) =
m∑

i=1

m − i

m − 1
wi (2)

For the max aggregation representing the fuzzy ‘or’ operator with weights w =
(1, 0, . . . , 0) one gets orness(w) = 1 while for the min aggregation representing
the fuzzy ‘and’ operator with weights w = (0, . . . , 0, 1) one has orness(w) = 0.
For the average (arithmetic mean) one gets orness((1/m, 1/m, . . . , 1/m)) = 1/2.
A complementary measure of andness defined as andness(w) = 1 − orness(w)
may be considered. OWA aggregations with orness greater or equal 0.5 are con-
sidered or-like whereas the aggregations with orness smaller or equal 0.5 are
treated as and-like. The former corresponds to rather optimistic preferences while
the latter represents rather pessimistic (risk-averse) preferences.

The OWA aggregations with monotonic weights are either or-like or and-
like. Exactly, decreasing weights w1 ≥ w2 ≥ . . . ≥ wm define an or-like OWA
operator, while increasing weights w1 ≤ w2 ≤ . . . ≤ wm define an and-like
OWA operator. Actually, the orness and the andness properties of the OWA
operators with monotonic weights are total in the sense that they remain valid
for any subaggregations defined by subsequences of their weights. Such OWA
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aggregations allow one to model equitable or fair preferences [10,11], as well as
risk aversion in decisions under uncertainty [13].

Yager [19] proposed to define the OWA weighting vectors via the regular
increasing monotone (RIM) quantifiers, which provide a dimension independent
description of the aggregation. A fuzzy subset Q of the real line is called a RIM
quantifier if Q is (weakly) increasing with Q(0) = 0 and Q(1) = 1. The OWA
weights can be defined with a RIM quantifier Q as wi = Q(i/m)−Q((i−1)/m).
and the orness measure can be extended to a RIM quantifier (according to
m → ∞) as follows [19]

orness(Q) =
∫ 1

0

Q(α) dα (3)

Thus, the orness of a RIM quantifier is equal to the area under it.
Monotonic weights can be uniquely defined by their distribution. First, we

introduce the right-continuous cumulative distribution function (cdf):

Fw(d) =
m∑

i=1

1
m

δi(d) where δi(d) =
{

1 if wi ≤ d
0 otherwise (4)

which for any real value d provides the measure of weights smaller or equal to d.
Alternatively one may use the left-continuous right tail cumulative distribution
function Fw(d) = 1 − Fw(d) which for any real value d provides the measure of
weights greater or equal to d.

Next, we introduce the quantile function F
(−1)
w = inf {η : Fy(η) ≥ ξ} for

0 < ξ ≤ 1 as the left-continuous inverse of the cumulative distribution function
Fw, ie., F

(−1)
w (ξ) = inf {η : Fw(η) ≥ ξ} for 0 < ξ ≤ 1. Similarly, we intro-

duce the right tail quantile function F
(−1)

w as the right-continuous inverse of
the cumulative distribution function Fw, i.e., F

(−1)

w (ξ) = sup {η : Fw(η) ≥ ξ}
for 0 < ξ ≤ 1. Actually, F

(−1)

w (ξ) = F
(−1)
w (1 − ξ). It is the stepwise function

F
(−1)

w (ξ) = θi(w) for i−1
m < ξ ≤ i

m .
Dispersion of the weights distribution can be described with the Lorenz

curves and related inequality measures. Classical Lorenz curve used in income
economics as a cumulative population versus income curve to compare equity of
income distributions. Although, the Lorenz curve for any distribution may be
viewed [5] as a normalized integrated quantile function. In particular, for distri-
bution of weights w one gets

Lw(ξ) =
1

μ(w)

∫ ξ

0

F (−1)
w (α)dα = m

∫ ξ

0

F (−1)
w (α)dα (5)

where while dealing with normalized weights wi we have always μ(w) = 1/m.
Graphs of functions Lw(ξ) are piecewise linear convex curves. They are nonde-
creasing, due to nonnegative weights wi. A perfectly equal distribution weights
(wi = 1/m for all i = 1, . . . , m) has the diagonal line as the Lorenz curve.
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Alternatively, the upper Lorenz curve may be used which integrates the right
tail quantile function. For distribution of weights w one gets

Lw(ξ) =
1

μ(w)

∫ ξ

0

F
(−1)

w (α)dα = m

∫ ξ

0

F
(−1)

w (α)dα (6)

Graphs of functions Lw(ξ) are piecewise linear concave curves. They are nonde-
creasing, due to nonnegative weights wi. Similar to Lw, the vector of perfectly
equal weights has the diagonal line as the upper Lorenz curve. Actually, both
the classical (lower) and the upper Lorenz curves are symmetric with respect to
the diagonal line in the sense that the differences

d̄w(ξ) = Lw(ξ) − ξ and dw(ξ) = ξ − Lw(ξ) (7)

are equal for symmetric arguments: d̄w(ξ) = dw(1 − ξ). Hence,

Lw(ξ) + Lw(1 − ξ) = 1 for any 0 ≤ ξ ≤ 1 (8)

Note that in the case of nondecreasing OWA weights 0 ≤ w1 ≤ . . . ≤ wm ≤ 1 the
corresponding Lorenz curve Lw(ξ) is (weakly) increasing with Lw(0) = 0 and
Lw(1) = 1 as well as the OWA weights can be defined with L as wi = Lw(i/m)−
Lw((i−1)/m). Hence, Lw may be considered then as a RIM quantifier generating
weights w [13]. Following Eq. (3), the orness measure of RIM quantifier is given
as orness(L) =

∫ 1

0
L(α) dα, thus equal to the area under Lw. Certainly, for any

finite m the RIM orness orness(Lw) differs form orness(w), but the difference
depends only on the value of m, Exactly,

orness(Lw) =
m∑

i=1

m − i

m
wi +

m∑

i=1

1
2m

wi =
m − 1

m
orness(w) +

1
2m

(9)

In the case of nonincreasing OWA weights 1 ≥ w1 ≥ . . . ≥ wm ≥ 0 the
corresponding upper Lorenz curve Lw(ξ) is (weakly) increasing with Lw(0) = 0
and Lw(1) = 1 as well as the OWA weights can be defined with L as wi =
Lw(i/m)−Lw((i−1)/m). Hence, Lw may be considered then as a RIM quantifier
generating weights w. Similar to (9) the difference between the RIM orness
orness(Lw) and orness(w) depends only on the value of m.

Typical inequality measures are some deviation type dispersion characteris-
tics. They are inequality relevant which means that they are equal to 0 in the
case of perfectly equal outcomes while taking positive values for unequal ones.

The simplest inequality measures are based on the absolute measurement of
the spread of outcomes, like the (Gini’s) mean absolute difference

Γ (w) =
1

2m2

m∑

i=1

m∑

j=1

|wi − wj | (10)

or the maximum absolute difference

D(w) = max
i,j=1,...,m

|wi − wj |. (11)
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In most application frameworks better intuitive appeal may have inequality mea-
sures related to deviations from the mean outcome like the maximum absolute
deviation

Δ(w) = max
i∈I

|wi − μ(w)|. (12)

Note that the standard deviation σ (or the variance σ2) represents both the
deviations and the spread measurement.

Deviational measures may be focused on the downside semideviations or the
upper ones. One may define the maximum downside semideviation Δd(w) and
the maximum upside semideviation Δu(w), respectively

Δd(w) = max
i∈I

(μ(w) − wi) and Δu(w) = max
i∈I

(wi − μ(w)). (13)

In economics one usually considers relative inequality measures normalized
by the mean. Among many inequality measures perhaps the most commonly
accepted by economists is the Gini index, which is the relative mean difference

G(w) = Γ (w)/μ(w) = mΓ (w). (14)

Similarly, one may consider the relative maximum deviation

R(w) = Δ(w)/μ(w) = mΔ(w). (15)

Note that due to μ(w) = 1/m, the relative inequality measures are proportional
to their absolute counterparts and any comparison of the relative measures is
equivalent to comparison of the corresponding absolute measures.

The above inequality measures are closely related to the Lorenz curve [10]
and its differences from the diagonal (equity) line (7). First of all

G(w) = 2
∫ 1

0

d̄w(α)dα = 2
∫ 1

0

dw(α)dα (16)

thus

G(w) = 2
∫ 1

0

Lw(α)dα − 1 = 1 − 2
∫ 1

0

Lw(α)dα. (17)

Recall that in the case of nondecreasing OWA weights 0 ≤ w1 ≤ . . . ≤ wm ≤
1 the corresponding Lorenz curve Lw(ξ) may be considered as a RIM quantifier
generating weights w. Following Eq. (9), one gets

G(w) = 1 − 2orness(Lw) =
m − 1

m
(1 − 2orness(w)) (18)

enabling easy recalculation of the orness measure into the Gini index and vice
versa. Similarly, in the case of nonincreasing OWA weights 1 ≥ w1 ≥ . . . ≥ wm ≥
0, one gets

G(w) = 2orness(Lw) − 1 =
m − 1

m
(2orness(w) − 1). (19)
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3 Maximum Deviation Minimization

We focus on the case of monotonic weights. Following Eqs. (18) and (19), the
Gini index is then uniquely defined by a given orness value. Nevertheless, one
may still select various weights by minimizing the Maximum Deviation (MD)
measure. Although related to the Lorenz curve it is not uniquely defined by the
Gini index and the orness measure. Actually, the MD minimization approach
may be viewed as the generalized entropy maximization based on the infinity
Minkowski metric [16].

Let us define differences

d̄i(w) = Lw(
i

m
) − i

m
and di(w) =

i

m
− Lw(

i

m
) for i = 1, . . . , m (20)

where due to nonnegativity of weights, for all i = 1, . . . , m − 1

d̄i(w) ≤ 1
m

+ d̄i+1(w) and di(w) ≤ 1
m

+ di−1(w) (21)

with d0(w) = d̄0(w) = 0 and dm(w) = d̄m(w) = 0. Thus

d̄m−i(w) ≤ i

m
and di(w) ≤ i

m
for i = 1, . . . , m − 1 (22)

The Gini index represents the area defined by d̄i(w) or di(w), respectively,

G(w) =
2
m

m−1∑

i=1

d̄i(w) =
2
m

m−1∑

i=1

di(w) (23)

while the relative maximum deviation may be represented as [10]

R(w) = mΔ(w) = max{mΔd(w),mΔu(w)} = max{md1(w),md̄1(w)}
= max{md1(w),mdm−1(w)} = max{md̄1(w),md̄m−1(w)} (24)

Note that due to (22) mΔd(w) ≤ 1.
Assume there is given orness value 0.5 ≤ α ≤ 1 and we are looking for

monotonic weights 1 ≥ w1 ≥ . . . ≥ wm ≥ 0 such that orness(w) = α and the
(relative) maximum deviation R(w) is minimal. Following Eqs. (19), (23) and
(24), it leads us to the problem

min max{md̄1(w),md̄m−1(w)}
s.t.

2
m

m−1∑

i=1

d̄i(w) =
m − 1

m
(2α − 1)

(25)

with additional (22) constraints. This allows us to form the following LP model

min md (26)
s.t. d̄1 ≤ d, d̄m−1 ≤ d (27)

d̄1 + . . . + d̄m−1 = (m − 1)(α − 0.5) (28)

0 ≤ d̄i ≤ 1
m

+ d̄i+1 for i = 1, . . . , m − 1 (29)
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with variables d̄i for i = 1, . . . , m − 1, auxiliary variable d and constant d̄m = 0.
Having solved the above LP problem, the corresponding weights can be simply
calculated according to the following formula (with d̄0 = d̄m = 0):

wi = d̄i − d̄i−1 +
1
m

for i = 1, . . . , m (30)

Symmetrically, assume there is given orness value 0 ≤ α ≤ 0.5 and we are
looking for monotonic weights 0 ≤ w1 ≤ . . . ≤ wm ≤ 1 such that orness(w) = α
and the (relative) maximum deviation R(w) is minimal. Following Eqs. (18),
(23) and (24), it leads us to the problem

min max{md1(w),mdm−1(w)}
s.t.

2
m

m−1∑

i=1

di(w) =
m − 1

m
(1 − 2α)

(31)

with additional (22) constraints. Thus leading to the LP problem

min md
s.t. d1 ≤ d, dm−1 ≤ d

d1 + . . . + dm−1 = (m − 1)(0.5 − α)
0 ≤ di ≤ 1

m + di−1 for i = 1, . . . , m − 1

(32)

with variables di for i = 1, . . . , m − 1, auxiliary variable d and constant d0 = 0.
The corresponding weights can be found according to the formula

wi = di−1 − di +
1
m

for i = 1, . . . , m (33)

where d0 = dm = 0.
LP models (26)–(29) and (32) allow for application standard optimization

techniques to solve them. However, their structure is so simple that the problem
of maximum deviation minimization can also be solved analytically. We will
show this in details for the case of 0.5 ≤ orness(w) ≤ 1 and the corresponding
model (26)–(29) (Fig. 1).

One may take advantage of the fact that an optimal solution to the minimax
problem min{max{y1, y2} : y ∈ Q} are perfectly equal values y1 = y2 or one of
them, say y2, reaches its upper bound U2 = max{y2 : y ∈ Q} while the other
takes the larger value y1 > U2. Hence, when the required orness level is small
enough (still not below 0.5), then the optimal solution is defined by

d̄1 = d̄m−1 = h̄

where h̄ is defined by the orness Eq. (28) while leaving inequalities (29) inactive.
The optimal solution is then defined by

m

i
d̄i =

m

i
d̄m−i = h̄ for 1 ≤ i ≤ m

2
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Fig. 1. Areas under Lorenz curve for minimal maximum deviation: even (a) vs. odd
(b) number of weights

In the case of odd m = 2n + 1 one has

d̄i =
i

m
h̄ and d̄m−i =

i

m
h̄ for 1 ≤ i ≤ n

thus leading to the equation

d̄1 + . . . + d̄m−1 = 2
∑

i=1

n
i

m
h̄ =

n(n + 1)
m

h̄ = (m − 1)(α − 0.5)

and h̄ = 4m(α−0.5)
m+1 . Note that following Eq. (30) such a solution is generated by

weights:

wi =
1
m

+
4(α − 0.5)

m + 1
for i = 1, . . . , n

wn+1 =
1
m

wi =
1
m

− 4(α − 0.5)
m + 1

for i = n + 2, . . . , m

In the case of even m = 2n one has

d̄i =
i

m
h̄ and d̄m−i =

i

m
h̄ for 1 ≤ i ≤ n

although d̄n and d̄m−n is the same variable. This leads to the equation

d̄1 + . . . + d̄m−1 =
n∑

i=1

i

m
h̄ +

n−1∑

i=1

i

m
h̄ =

n2

m
h̄ = (m − 1)(α − 0.5)
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and h̄ = 4(m−1)(α−0.5)
m . Note that following Eq. (30) such a solution is generated

by weights:

wi =
1
m

+
4(m − 1)(α − 0.5)

m2
for i = 1, . . . , n

wi =
1
m

− 4(m − 1)(α − 0.5)
m2

for i = n + 1, . . . , m

The above analytical formulae for weights are valid as long as the required orness
level α is small enough (still not below 0.5) allowing constraint (22) to remain
inactive. This is equivalent to the restriction h̄ ≤ 1 thus

α ≤ m + 1
4m

+ 0.5 and α ≤ m

4(m − 1)
+ 0.5

for odd and even m, respectively.
When the required orness level is higher, then constraint (22) becomes active,

thus enforcing zero weights within the second part of the sequence. Exactly, there
exists 1 ≤ κ ≤ m/2 such that

w1 = . . . = wκ−1 ≥ wκ ≥ wκ+1 = . . . = wm = 0

where m
i d̄m−i(w) = 1 for i < m − κ.

4 Conclusion

The determination of ordered weighted averaging (OWA) operator weights is a
crucial issue of applying the OWA operator for decision making. We have con-
sidered determining monotonic weights of the OWA operator by minimization of
the maximum (absolute) deviation inequality measure. This leads us to a linear
programming model which can also be solved analytically. The analytic approach
results in simple direct formulas. The LP models allow us to find weights by the
use of efficient LP optimization techniques and they enable easy enhancement
of the preference model with additional requirements on the weights properties.
The latter is the main advantage over the standard method of entropy minimiza-
tion. Both the standard method and the proposed one do have their analytical
solutions. However, if we try to elaborate them further by adding some auxiliary
(linear) constraints on the OWA weights, then the entropy minimization model
forms a difficult nonlinear optimization task while the maximum deviation min-
imization is still easily LP-solvable.
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Abstract. We discuss how to model similarities between compound
objects by utilizing networks of comparators. The framework is used
to construct identification and classification systems. Comparing to our
previous research, we pay a special attention to fuzzy-set-inspired foun-
dations of how compound signals are processed through the network. We
also reconsider some of already-known examples of applications of com-
parator networks, now using the proposed fuzzy-set-based terminology.

Keywords: Networks of comparators · Compound object similarities ·
Fuzzy sets and relations · Semantic parsing of bibliography items

1 Introduction

Similarity is one of fundamental aspects of reasoning in artificial intelligence [1].
In this paper, we show a similarity-based approach to constructing classifica-
tion and identification models for compound objects. By an object we mean an
element of real world, which can be stored as a data object represented using
ontology specified in alignment with domain knowledge about a given prob-
lem [2]. By a compound object we mean an object, which combines a plurality
of objects within ontology-definable structure. Such structure can be further
used to synthesize similarities basing on analysis of object components [3].

The proposed framework is based on hierarchical comparisons of investigated
objects with reference sets reflecting different levels of object structures. As a
case study, we consider a task of identifying components in texts represent-
ing bibliography items [4]. The process of assigning dynamically derived text
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fragments to particular categories relies on comparing them with a reference
database of publications treated as compound objects [5]. It can be envisioned
as a resemblance-based recognition method, where similarity to labeled objects
enables us to extrapolate assignments onto new items.

In our previous research, we investigated a number of applications of com-
pound object comparators going beyond typical classification tasks [6]. We also
attempted to provide possibly complete description of how to construct networks
of comparators in practice. However, a deeper analysis of theoretical foundations
of our approach has been still missing. Thus, the main focus in this paper is on
mathematical interpretation of transmitting comparisons through a network,
using mainly terminology of fuzzy sets and relations [7].

The paper is organized as follows: Sect. 2 introduces basic notions correspond-
ing to a single comparator of compound objects. Section 3 establishes founda-
tions for similarity-related operations, which occur inside multilayered networks
of comparators. Section 4 recalls and clarifies already-mentioned experiments
with analysis of bibliography items. Section 5 summarizes our work and specifies
some research directions for nearest future.

One can think about our approach as analogous to feedforward neural net-
works [8]. However, comparators work with two kinds of information: about an
input object described by its possible structural characteristics and attribute
values, and about its similarities to reference objects produced as outputs of
previous network layers. Coexistence of these two components makes our model
unique. On the other hand, it is certainly useful to compare it with other frame-
works, such as those developed using already-mentioned fuzzy sets [9], those
based on rough sets and rough mereology [10] and others.

2 Basics of Comparators

Comparator com computes a vector of similarities of an input object u ∈ U
to elements of a subset X(u) of reference set ref . The aim of com is to narrow
down the space of reference objects comparable to a given u. Such output can be
used as final result of a comparison module embedded into a bigger application,
it can be also combined with outputs of other comparators or transmitted to
comparators in the next layer of a more compound network.

Comparator com receives a value of u on an attribute a, denoted as a(u),
and compares it to values a(x) for reference objects x ∈ X(u). The choice of
a and other parameters inside com are based on domain knowledge about a
given problem. A content of X(u) ⊆ ref may depend on outcomes of other
comparators in a network. At the start of computations, we assume X(u) = ref .
Given input set U , we will represent com as function µcom : U ×2ref → [0, 1]ref ,
where [0, 1]ref denotes all fuzzy sets over discrete domain ref .

Fuzzy sets µcom(u,X(u)) are computed in several steps. First, u ∈ U is com-
pared to each x ∈ X(u) separately. The result of comparison can be represented
as fuzzy relation µa(u, x) between values (representations) of a for u and x.
Quantities of µa(u, x) are then filtered in two stages. First, we check through
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predefined exception rules to exclude reference objects, which should not be
compared with u based on available information. Secondly, we check whether
the remaining quantities are not lower than an activation threshold p > 0. Over-
all, we can use a formula modifying initial µa as follows:

µ∗
a(u, x) =

⎧
⎪⎪⎨

⎪⎪⎩

µa(u, x) if x ∈ X(u) and µa(u, x) ≥ p
and there are no rules which
disallow comparing u with x

0 otherwise

(1)

The next two steps, represented as filtering function f : [0, 1]ref → [0, 1]ref and
sharpening function s : [0, 1]ref → [0, 1]ref , aim at further filtration of similarity
coefficients by their mutual comparisons and strengthening the highest remaining
weights. For this purpose, it is more convenient to think about vector µ∗

a(u) with
coordinates defined as µ∗

a(u)[i] = µ∗
a(u, xi), i = 1, ..., |ref |.

The role of f is to increase the amount of zero coordinates of µ∗
a(u). For

example, one can set to 0 all elements, which are not among n highest similarity
scores, for n ≥ 1. Calculation of most of filtering functions considered in our
previous research can be optimized by splitting coordinates onto blocks, deriving
f concurrently and merging results. It is particularly important for applications,
which require operating with large cardinalities of ref .

The role of s is to introduce non-linearity, whose benefits can be compared
to a usage of exponential functions in feedforward neural networks. Let us put
µf
a(u) = f(µ∗

a(u)). The following formula for s works only with non-zero coef-
ficients and keeps maximal values of µf

a(u) unchanged. These properties are
important for both the speed and accuracy of computing.

s(µf
a(u))[i] =

{
maxu · eµf

a(u)[i]−maxu if µf
a(u)[i] > 0

0 otherwise
(2)

where maxu = maxi µf
a(u)[i]. Derivation of s(f(µ∗

a(u))) can be also expressed
using operations on fuzzy sets and relations, where similarities between u and
reference objects correspond to fuzzy membership degrees.

Vector s(f(µ∗
a(u))) can be treated as output of single comparator. In a larger

network, there can exist several interrelated comparators looking at the same
ref by means of different attributes. Let us denote by com1, ..., coml a set of
such comparators, working with a1, ..., al respectively. We put

µcom(u,X(u)) =
(
s(f(µ∗

a1
(u))), ..., s(f(µ∗

al
(u)))

)
(3)

as output of composite comparator com containing com1, ..., coml as its parts.
The role of function (...) is to synthesize local outcomes in order to send further
a unique signal related to ref . Such synthesis can be based on fuzzy t-norms
and s-norms, statistical tools, election algorithms and so on [11].

3 Comparator Networks

Let us denote a network of comparators by net. Performance of net can be
characterized analogously to a single comparator, by a function µnet : U →
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[0, 1]ref . Overall outcome can be utilized directly in object identification process
or, e.g., as an input to a similarity-based classifier, which checks sums of weights
of reference objects dropping into particular decision classes.

Structure of net is similar to multilayered feedforward neural networks,
although transmitted signals and calculations inside nodes are different. Each
layer of net contains a set of comparators and a specific translating/aggregating
mechanism. Comparators run in parallel, usually basing on different attributes.
Thus, from computational perspective, we can see that concurrency can be
achieved both at the level of single comparators and their larger groups. The
role of translator is to convert comparator outputs to information about refer-
ence objects that would be useful for the next layer. The role of aggregator is
to choose the most likely outputs of the translator, in case there was any non-
uniqueness in assigning information about input objects to comparators. We will
see that those roles can be interpreted using fuzzy t-norms and fuzzy s-norms.

Each object is described using ontologies defined by concepts and relation-
ships between them. Given a hierarchy of concepts, one can consider relationships
of generalization and decomposition. Generalization is a relationship of being a
sub-object of another object, while decomposition is a relationship of being a
parent (super-object) of a set of sub-objects. Particular layers of net usually
correspond to hierarchy levels, so transitions between them correspond to gen-
eralization of decomposition. This affects the way of handling both input and
reference objects, as well as modeling similarities between them.

Consequently, in a single net, different comparators can refer to different
types and levels of reference (sub-)objects, using different attributes and para-
meters. Thus, the first task is to extract for a given u its structural representa-
tion, i.e., all its parts and their corresponding attribute values. Moreover, it is
not always obvious which parts of u should be compared to particular reference
sets. In such cases, a single u can yield multiple possible combinations of assign-
ments of its parts to particular comparators. All such alternative representations,
denoted as u′, should be processed through the first layers and, later, the most
probable assignments of u’s parts to particular categories of reference objects
can be derived. One can think about collections of possible representations u′ as
information granules g(u) created around input objects u ∈ U [12].

Inputs to each layer are determined by values of attributes for u ∈ U or
its sub-objects. However, subsets of reference (sub-)objects, which u is going to
be compared to, are induced dynamically by comparators in previous layers. In
the simplest scenario, comparators in preliminary layers aim at reducing subsets
of potentially comparable reference objects using relatively easily-computable
attributes, leaving more complex calculations to further layers, where the num-
ber of reference items to be compared is already decreased. In other cases, initial
layers work with attributes specified for sub-objects, producing vectors of simi-
larities that need translation to the level of similarities between more compound
objects, whose attributes are analyzed later. However, the complexity does not
need to grow with consecutive layers. In some applications, the first layers can
work with relatively basic attributes of compound objects, whose similarities are
then translated to lower structural levels for detailed processing.
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Types of reference objects can vary from layer to layer or even within a single
layer. Comparators in a given layer usually refer to entities at the same level of
ontology-based hierarchy of considered objects. However, a given hierarchy level
can include multiple types of entities. Let us denote by µk

net(u) an outcome of
the k-th layer for input object u ∈ U , after applying above-mentioned opera-
tions of translation and aggregation. Denote by refk+1

1 , ..., refk+1
m(k+1) reference

sets used by comparators in the (k + 1)-th layer. Our goal in this section is to
specify function µk

net : U → [0, 1]ref
k+1
1 × ... × [0, 1]ref

k+1
m(k+1) , which takes into

account similarity vectors obtained from comparators in the k-th layer. Once
we have µk

net(u), we can forward it as a signal granule and prepare subsets
X(u)k+1

1 ⊆ refk+1
1 , ...,X(u)k+1

m(k+1) ⊆ refk+1
m(k+1) to be utilized by next compara-

tors. Those two types of granules – the above signal granule and previously-
mentioned information granule g(u) – illustrate a twofold way of operating with
information about objects throughout networks of comparators.

The central part of µk
net is matrix Mk

net with dimensions |refk
1 |+...+|refk

m(k)|
and |refk+1

1 | + ... + |refk+1
m(k+1)|, which links the k-th and the (k + 1)-th layers

of net. In its simplest implementation, it is a sparse boolean matrix encod-
ing these of combinations of reference (sub-)objects in sets refk

1 , ..., ref
k
m(k)

and refk+1
1 , ..., refk+1

m(k+1), which structurally correspond to each other. Matri-
ces are created during the process of defining reference sets, whose elements are
decomposed due to their ontology-based specifications. Connections can be also
additionally weighted with degrees expressing, e.g., to what extent particular
sub-objects should influence similarities between their parents.

Translation can be executed as a product of Mk
net with concatenated vectors

of similarities obtained as outputs of comparators comk
1 , ..., com

k
m(k) in the k-th

layer, for each of possible representations of u gathered in information granule
g(u). Let us enumerate all such representations as u′

1, ..., u
′
|g(u)| and denote by

Gk
net(u) the matrix of all possible output combinations, that is:

Gk
net(u) =

⎡

⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

µcomk
1
(u′

1)[1] . . . µcomk
1
(u′

|g(u)|)[1]
...

. . .
...

µcomk
1
(u′

1)
[|refk

1 |] . . . µcomk
1
(u′

|g(u)|)
[|refk

1 |]
µcomk

2
(u′

1)[1] . . . µcomk
2
(u′

|g(u)|)[1]
...

. . .
...

µcomk
m(k)

(u′
1)

[
|refk

m(k)|
]
. . . µcomk

m(k)
(u′

|g(u)|)
[
|refk

m(k)|
]

⎤

⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

(4)

We can represent the mechanism for computing µk
net(u) as follows:

µk
net(u)[i] = maxj min

(
(Mk

netG
k
net(u))[i][j], 1

)
(5)

where [i][j] denotes coordinates of matrix Mk
netG

k
net(u). Surely, specification of

required operations in terms of matrices and vectors helps in efficient imple-
mentation. On the other hand, we can see below that these calculations can be
indeed interpreted by means of well-known t-norms and s-norms.
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Firstly, for a given u′
j ∈ g(u), column (Mk

netG
k
net(u))[j] represents possible

similarities of u to reference objects in the (k+1)-th layer. Each of those similar-
ities is computed as a sum of similarities between components of u (distributed
among comparators according to combination u′

j) and reference objects in the
k-th layer. If it exceeds 1, then of course we cut it down. Thus, similarities
between objects at the (k+1)-th layer are computed as Łukasiewicz’s t-norm of
similarities between the corresponding objects at the k-th layer.

Secondly, in order to finally assess similarity of u to a given reference object
in the (k+ 1)-th layer, we look at all combinations in g(u) and choose the max-
imum possible score. Thus, we follow Zadeh’s s-norm. Intuitively, our usage of
t-norm corresponds to taking a conjunction of component similarities in order to
judge similarity between compound objects, while our usage of s-norm reflects
a disjunction of all alternative ways of obtaining that similarity. From this per-
spective, our current implementation reflects one of possible specifications and
other settings of t-norm and s-norm could be considered as well.

Surely, the above layout is still a kind of simplification. As noted in Sect. 2,
some comparators can comprise of multiple sub-units referring to different
attributes or even different types of objects. However, function-based interpre-
tation of network performance enables to look at such composite cases as a
recursive specification of how information is flowing. Moreover, it lets better
understand how to adapt existing data-based learning approaches, such as error
backpropagation in neural networks transmitting compound signals [13], which
might be utilized, e.g., to adjust weights in translation matrices.

Actually, the topic of learning comparator networks is far wider. For example,
parameters responsible for synthesis of partial outcomes of composite compara-
tors, usage of layer outcomes to specify reference subsets for next layers, as well
as aggregation of final network results can be all tuned by basing on, e.g., evolu-
tionary algorithms [14]. Moreover, some attribute and object selection methods
developed within already-mentioned framework of rough sets could be utilized
to optimize configuration of comparators and reference sets [15].

4 Illustrative Example

Methods outlined in previous sections have been used in a number of academic
and commercial projects. As a case study, let us discuss the task of analysis of
bibliography items, described in more detail in [5]. The goal here is to determine
structural patterns of references represented as unstructured texts, so their frag-
ments get identified as members of classes such as author names, paper titles,
publication dates and so on. The comparator-network-based solution aimed at
this kind of text processing was designed as a component of the system respon-
sible for indexing articles stored in scientific repositories [4].

As an example, the text “Sosnowski, Ł.: Framework of Compound Object
Comparators. Intelligent Decision Technologies (2015)” should be recognized as
aligned with structural pattern ATJY, where A, T, J and Y stand for authors,
title, journal and year, respectively. Also, “Sosnowski, Ł.” should be identified
as existing or added as new element of reference set of authors etc.



Fuzzy Set Interpretation of Comparator Networks 351

Such recognition process can be divided into preprocessing, parsing and clas-
sification. The first stage is responsible for filtering out completely useless char-
acters (e.g.: exclamation marks). The second stage splits text onto potentially
meaningful parts, basing on appropriate interpretation of punctuation and addi-
tional rules aiming at merging some of produced parts together and final clean-
ing. As a result, we obtain components for further usage.

For the third stage, we employ the network with input layer containing com-
parators corresponding to the following categories of reference objects acquired
from the considered repository [4]: Authors (A), Book (B), Country (C), Doi
(D), Journal (J), Pages (P), Proceedings (R), Series (S), Title (T), Volume (V),
Year (Y). Different comparators work with different attributes. We assume that
elements of reference sets are already correctly classified.

Comparator dedicated to authors includes sub-comparators looking at sorted
initials (si), longest lengths of text fragments (ll) and full strings representing
authors (au). Their similarity measures are as follows:

µsi(u, x) = 1 − dL(u, x)
max{n(u), n(x)}

µll(u, x) = 1 − |n(u) − n(x)|
max{n(u), n(x)}

µau(u, x) =
1 + pos(u, x) − neg(u, x)

2 + pen(u, x)
(6)

where n(x) denotes the length of x (if x and u are empty, then we put µsi(u, x) =
µll(u, x) = 1), dL(u, x) denotes Levenshtein’s edit distance, pos(u, x) is the aver-
age similarity between tokens occurring within u and their corresponding best-
matching tokens within x, neg(u, x) is the ratio of tokens within u, for which
we could not find any sufficiently similar tokens within x (please note that both
pos and neg cannot exceed 1), and pen(u, x) is the number of tokens within x,
which were not chosen as best-matching counterparts for any tokens within u.
Similarities used in other comparators are defined analogously, sometimes also
involving comparisons of regular expression patterns.

For experiments, for training and testing, we use data sets with 132 and 268
texts, respectively. Training data set is used to fill in reference set of structural
patterns. For each of 132 texts, we manually detect and classify their parts to
A/B/C/D/J/P/R/S/T/V/Y categories and treat obtained sequences of codes
(such as ATJY above) as structural reference objects.

Network is initiated with default activation thresholds p = 0.5 and uni-
form aggregation/translation weights. For each comparator and each text used
for training, there is a dedicated unit test, which checks whether compara-
tor’s output includes correct answer. If not, then – depending on specific sit-
uation – reference set is enriched with a new object, which covers a given case,
or comparator’s activation threshold is set to be less rigorous.

Each of parsed test texts is processed in two stages. Firstly, our network com-
pletes part classification and produces the sets of candidate structural patterns.
Then, the network conducts structure classification based on comparing those
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candidates with patterns in structural reference set. Final result is an ordered
subset of reference structural patterns.

Table 1. Upper left/right: best/worst results obtained when using part classification.
Lower left/right: best/worst results obtained using complete process (part classification
+ structure classification). P∗ (where ∗ is p or m), R∗ and F∗ stand for precision, recall
and F1-score, respectively. p and m stand for measurements related to outcomes of part
classification and structure classification, respectively.

Table 1 includes results in terms of standard evaluation measures, such as
precision, recall and F1-score [16]. It shows the best and the worst results for part
classification (the first stage only) and complete solution (both stages mentioned
above). Global average values of F1-score are equal to 0.86 and 0.78 for the first
case and the second case, respectively.

The reason for lower F1-score in the second case is that some structural
patterns obtained for test texts may not be present in structural reference sets,
so performing structure classification is actually a harder task. It can also happen
that inputs are corrupted or wrongly created, which is a bigger problem for entire
texts than for their parts. Still, obtained results make it possible to use this
solution in practice, if applied together with incremental methods for cleaning,
unifying and extending reference sets.
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5 Conclusion

Networks of comparators are useful for solving decision problems requiring sim-
ilarity modelling. They are characterized by a common modular approach to
various tasks, such as classification, identification, etc., based on comparator
units and their corresponding reference sets. In this paper, we showed to what
extent networks of comparators can be described using fuzzy set terminology and
operations. We hope that reported mathematical foundations will lead toward
new areas of applications of our methodology.
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Abstract. Fuzzy inference systems generate inference results based on
fuzzy IF-THEN rules. Fuzzy implications are mostly used as a way of
interpretation of the IF-THEN rules with fuzzy antecedent and fuzzy
consequent. From over eight decades a number of different fuzzy impli-
cations have been described, e.g. [6–10]. This leads to the following ques-
tion: how to choose the proper function among basic fuzzy implications.
In our paper, we propose a new method for choosing implication. Our
method allows to compare two fuzzy implications. If the truth value of
the consequent and the truth value of the implication are given, by means
of inverse fuzzy implications we can easily optimize the truth value of the
implication antecedent. In other words, we can choose the fuzzy implica-
tion, which has the highest or the lowest truth value of the implication
antecedent or which has higher or lower truth value than another impli-
cation.

Keywords: Fuzzy logic · Fuzzy implications · Inverted fuzzy implica-
tions · Backward reasoning

1 Introduction

There were proposed various methods of knowledge representation and reason-
ing. One of the most popular approaches to knowledge representation are the
fuzzy rules. However, reasoning is mainly classified into two types: forward rea-
soning and backward reasoning. The inference mechanism of forward reasoning is
based on a data-derived way, and has a powerful prediction ability, which is capa-
ble of alarming latent hazards, forthcoming accidents, and faults. By contrast,
backward reasoning is based on a goal-derived manner, has explicit objectives,
which are generally to search the most possible causes related to an existing fact.
Backward reasoning plays an essential role in fault diagnosis, accident analysis,
and defect detection. This kind of reasoning uses fuzzy logic [4] to reason about
data in the inference mechanism instead of a variety of other logics, includ-
ing Boolean logic, (non-fuzzy) many-valued logics, nonmonotonic logics, etc.
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From imprecise inputs and fuzzy rules imprecise conclusions are obtained.
Approximate reasoning with fuzzy sets encompasses a wide variety of inference
schemes.

Paper [5] discusses different representations of rules in a nonfuzzy setting and
extends these representations to rules with a fuzzy conclusion part. It introduces
the different types of fuzzy rules and put them in the framework of fuzzy sets
and possibility theory.

In [2] a new fuzzy reasoning method by optimizing the similarity of truth-
tables is presented. Its basic idea is to find a fuzzy set such that the truth-
tables generated by the antecedent rule and the consequent rule are as similar
as possible.

Fuzzy rules are often presented in the form of implications. A typology of
fuzzy rules and the problem of multiple-valued implications are discussed in
paper [4]. It reviews the problem of representing fuzzy knowledge, and ranges
from linguistic variables to conditional if-then rules and qualified statements.

Fuzzy implications can be represented in many ways. One of them is the
functional representation (e.g. [12,13,17]). The definition of fuzzy implications
and their mathematical properties were studied e.g. in [1] and [16]. One of basic
problems in building an inference system is choosing the relevant fuzzy implica-
tion (e.g. [2,11]). In [11] authors proposed a method allowing to choose the most
suitable fuzzy implication in an inference system application. They introduced
an algorithm that calculates the distance between two fuzzy implications and
which is based on generalized modus ponens.

In [14], we have presented a fuzzy forward reasoning methodology for rule-
based systems using the functional representation of fuzzy rules (fuzzy impli-
cations). In this paper, we extend a methodology for selecting relevant fuzzy
implications from [14] in backward reasoning. The proposed methodology takes
full advantage of the functional representation of fuzzy implications and the alge-
braic properties of the family of all fuzzy implications. It allows to compare two
fuzzy implications. If the truth value of the conclusion and the truth value of the
implication are given, we can easily optimize the truth value of the implication
premise. In particular, in this paper we introduced an algorithm of finding the
fuzzy implication which has the highest truth value of the antecedent when the
truth value of the consequent and the truth value of the implication are given.
This methodology can be useful for the design of inference engine based on the
rule knowledge for a given rule-based system.

In the solution in this paper to divide the domain of fuzzy implications into
areas, in which it will be possible to select appropriate fuzzy implication we
had to use the Lambert W function, also called product logarithm. Lambert W
function is a special function used when solving equations containing unknown to
both the base and the exponent power. It is defined as the inverse of f(z) = zez,
where z belongs to the set of complex numbers. It is marked W (z). Thus, for
each complex number z holds: z = W (z)eW (z).

The rest of this paper is organized as follows. Section 2 contains basic infor-
mation on fuzzy implications. In Sect. 3 the research problem is formulated.
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Section 4 presents the solution of the given research problem. Section 5 is devoted
to the pseudo-code of an algorithm for determining a basic fuzzy implication
which has the highest truth value of the antecedent when the truth value of the
consequent and the truth value of the implication are given. Section 6 includes
summarizing of our research and some remarks.

2 Preliminaries

In this section we recall a definition of a fuzzy implication and we list a few of
basic fuzzy implications known from the subject literature [1].

A function I : [0, 1]2 → [0, 1] is called a fuzzy implication if it satisfies, for all
x, x1, x2, y, y1, y2 ∈ [0, 1], the following conditions:

– if x1 ≤ x2, then I(x1, y) ≥ I(x2, y), i.e., I(., y) is decreasing;
– if y1 ≤ y2, then I(x, y1) ≤ I(x, y2), i.e., I(x, .) is increasing;
– I(0, 0) = 1;
– I(1, 1) = 1;
– I(1, 0) = 0.

There exist uncountably many fuzzy implications. The following Table 1 contains
a few examples of basic fuzzy implications. Figure 1 gives us some plots of these
functions.

Table 1. Examples of basic fuzzy implications

Name Year Formula of basic fuzzy implication

�Lukasiewicz 1923, [10] ILK(x, y) = min(1, 1 − x + y)

Gödel 1932, [4] IGD(x, y) =

{
1 if x ≤ y

y if x > y

Reichenbach 1935, [12] IRC(x, y) = 1 − x + xy

Kleene-Dienes 1938, [9]; 1949, [3] IKD(x, y) = max(1 − x, y)

Goguen 1969, [8] IGG(x, y) =

{
1 if x ≤ y
y
x
if x > y

Rescher 1969, [13] IRS(x, y) =

{
1 if x ≤ y

0 if x > y

Yager 1980, [18] IY G(x, y) =

{
1 if x = 0 and y = 0

yx if x > 0 or y > 0

Weber 1983, [17] IWB(x, y) =

{
1 if x < 1

y if x = 1

Fodor 1993, [3] IFD(x, y) =

{
1 if x ≤ y

max(1 − x, y) if x > y
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Fig. 1. Plots of ILK and IRC fuzzy implications

3 Problem Statement

Our goal is to elaborate an algorithm to find a method of selecting fuzzy impli-
cation in view of the value of the implication antecedent.

Assume that there is given a basic fuzzy implication z = I(x, y), where x,
y belong to [0,1]. y is the truth value of the consequent and is known. z is
the truth value of the implication and is also known. In order to determine the
value of the truth of the implication antecedent x it is needed to compute the
inverse function InvI(y, z). In other words, the inverse function InvI(y, z) has
to be determined. Not every of basic implications can be inverted. The function
can be inverted only when it is injective.

Choosing implications in the opposite situation, where the truth value of the
antecedent and the truth value of the implication are given are described in the
paper [14] and primary results regarding this problem in forward reasoning are
included in the paper [15].

4 Results

Table 2 lists inverse fuzzy implications and their domains and in Fig. 2 there are
some plots of them.

The domains of every considered inverted fuzzy implications are included in
a half of the unit square, where y ≤ z < 1 and y ∈ (0, 1). Only one inverted
fuzzy implication has a domain which is smaller than this area. This is inverted
Fodor implication and in the whole its domain (y ≤ z < 1 − y, y ∈ [0, 1]) this
function is equal to inverted Kleene-Dienes implication.

For y ≤ z < 1 − y there are the following inequalities: InvIFD = InvIKD <
InvIRC < InvILK , InvIY G < InvIRC < InvILK , InvIGG < InvILK . A graph-
ical representation of the ordering of inverted basic fuzzy implications is given
in Fig. 3.

For 1 − y ≤ z < 1 and y ≤ z there are the same inequalities, but without
inverted Fodor implication, because this function does not exist in this area.
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Table 2. Inverted fuzzy implications

Formula of inverted fuzzy implication Domain of inverted fuzzy implication

InvILK(y, z) = 1 − z + y y ≤ z < 1, y ∈ [0, 1)

InvIRC(y, z) = 1−z
1−y

y ≤ z ≤ 1, y ∈ [0, 1)

InvIKD(y, z) = 1 − z y < z ≤ 1, y ∈ [0, 1)

InvIGG(y, z) = y
z

y ≤ z < 1, y ∈ (0, 1)

InvIY G(y, z) = logy z y ≤ z < 1, y ∈ (0, 1)

InvIFD(y, z) = 1 − z y < z < 1 − y, y ∈ [0, 1)
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Fig. 2. Plots of InvILK , InvIRC , InvIY G and InvIGG fuzzy implications
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InvILK

InvIGG

InvIYG InvIKD InvIFD

InvIRC

=

Fig. 3. A graphical representation of the ordering of inverted basic fuzzy implications
for y ≤ z < 1 − y

The resulting inverse functions can be compared with each other so that it
is possible to order them. However, some of those functions are incomparable
in the whole domain. Nevertheless, by dividing the domain into separable areas
(see Fig. 4), we obtained 19 inequalities between inverted fuzzy implications for
any y ≤ z < 1 and y ∈ (0, 1). A few from this inequalities are given below and
their graphical representation is in Table 3. This is only a part of the analysis.
Full description of the analysis will be in the full version of this work.
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Fig. 4. The unit square [0, 1]2 divided into separable areas
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1. For z > 1 − y and z > ProductLog(yLog(y))
Log(y)

InvIY G < InvIKD < InvIRC < InvIGG < InvILK

2. For z > y and z > 1 − y and z < ProductLog(yLog(y))
Log(y)

InvIKD < InvIY G < InvIRC < InvIGG < InvILK

3. For z < 1+
√
1−4y
2 and z > yLog(y)

ProductLog(yLog(y))

InvIY G < InvIGG < InvIKD < InvIRC < InvILK

4. For z > 1+
√
1−4y
2 and z > ProductLog(yLog(y))

Log(y) and z < 1 − y

InvIY G < InvIKD < InvIGG < InvIRC < InvILK

All inequalities given in Table 3 can be proven in a similar way. As examples, we
will consider one of inequalities. Let y ∈ (0, 1) and z ∈ (y, 1). y < z, so obviously
y2 < yz. By adding and subtracting 1 − z + y to the equation we obtained
1 − z < 1 − z + y − y + yz − y2. And therefore, 1−z

1−y < 1 − z + y. This completes
the proof of the inequality: InvIRC < InvILK in domains of these functions.

5 Algorithm

Below we present the pseudo-code of the algorithm (DetermineImplicationGTVA)
for determining a basic fuzzy implication which has the highest truth value of the
antecedent whereas the truth value of the consequent and the truth value of the
implication are given.

The algorithm uses the results of our research presented in Table 3. The first
step in the algorithm determines to which area (1) − (19) from Table 3 point
(y, z) belongs to.

Algorithm. DetermineImplicationGTVA

Input: W - a given subset of the basic fuzzy implications;
y - the truth value of the consequent;
z - the truth value of the implication

Output: I ∈ W - fuzzy implication(s) which has (have) the highest truth value
of the antecedent

1. a ← area(y, z) //determines the area from (1) − (19) to which a point (y, z)
belongs to;

2. order the set W with respect to the graph Ga of inequalities from the area a;
3. I ← the maximal element(s) from the ordered set W ;
4. return I;
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Table 3. A part of the table of inequalities (4 out of 19 possible cases)

No Area and inequality Chart of area Graph of inequalities

1 For z > 1 − y and
z > ProductLog(yLog(y))

Log(y)

InvIY G < InvIKD <
InvIRC < InvIGG <
InvILK

2 For z > y and z > 1 − y
and
z < ProductLog(yLog(y))

Log(y)

InvIKD < InvIY G <
InvIRC < InvIGG <
InvILK
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(Continued)
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Table 3. (Continued)

No Area and inequality Chart of area Graph of inequalities

3 For z < 1+
√

1−4y
2

and

z > yLog(y)
ProductLog(yLog(y))

InvIY G < InvIGG <
InvIKD < InvIRC <
InvILK
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4 For z > 1+
√

1−4y
2
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z > ProductLog(yLog(y))
Log(y)

and z < 1 − y

InvIY G < InvIKD <
InvIGG < InvIRC <
InvILK
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6 Concluding Remarks

In this paper, we introduced an algorithm of finding the fuzzy implication which
has the highest truth value of the antecedent from a given subset of the basic
fuzzy implications, when the truth value of the consequent and the truth value
of the implication are given.

Also it turned out, that an implication which has the largest truth value of
the antecedent is always the inverted �Lukasiewicz implication.

In the solution in this paper we used Lambert W function. Lambert W func-
tion cannot be expressed in terms of elementary functions. For this reason it is
impossible to calculate the coordinates of a point (y0, z0) in an analytical way
(area number 19 in Table 3).

It is possible to avoid this problem if we skip Yager fuzzy implication in our
analysis. This is one of problems which we would like to investigate applying the
approach presented in the paper.
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Abstract. In this paper we propose a parallel method for generating
attribute core based on distributed programming model MapReduce and
rough set theory. The results of the experiments on real dataset show that
the proposed method is effective for big data.

Keywords: Rough sets · MapReduce · Core

1 Introduction

Since the massive data could be stored in cloud platforms, data mining for
the large datasets is hot topic. Parallel methods of computing are alternative
for large datasets processing and knowledge discovery for large data. MapRe-
duce is a distributed programming model, proposed by Google for processing
large datasets, so called Big Data. Users specify the required functions Map and
Reduce and optional function Combine. Every step of computation takes as input
pairs < key, values > and produces another output pairs < key′, values′ >. In
the first step, the Map function reads the input as a set < key, values > pairs
and applies user defined function to each pair. The result is a second set of the
intermediate pairs < key′, values′ >, sent to Combine or Reduce function. Com-
bine function is a local Reduce, which can help to reduce final computation. It
applies second user defined function to each intermediate key with all its asso-
ciated values to merge and group data. Results are sorted, shuffled and sent to
the Reduce function. Reduce function merges and groups all values to each key
and produces zero or more outputs.

Rough set theory is mathematical tool for dealing with incomplete and uncer-
tain information [4]. The notion of core is very important in the rough set theory.
In decision table some of the condition attributes may be superfluous (redundant
in other words). This means that their removal cannot worsen the classification.
The set of all indispensable condition attributes is called the core. One can
also observe that the core is the intersection of all decision reducts – each ele-
ment of the core belongs to every reduct. Thus, in a sense, the core is the most
important subset of condition attributes. None of its elements can be removed
without affecting the classification power of all condition attributes. A much
c© Springer International Publishing Switzerland 2015
M. Kryszkiewicz et al. (Eds.): PReMI 2015, LNCS 9124, pp. 367–376, 2015.
DOI: 10.1007/978-3-319-19941-2 35
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more detailed description of the concept of the core can be found, for example,
in the book [6] or in the article [4].

There are some research works combining MapReduce and rough set theory.
In [10] parallel method for computing rough set approximations was proposed.
In [9] method for computing core based on finding positive region was proposed.
They also presented parallel algorithm of attribute reduction in [8]. In [2] is pro-
posed a design of a Patient-customized Healthcare System based on the Hadoop
with Text Mining for an efficient Disease Management and Prediction.

In this paper we propose parallel method for generating attribute core based
on distributed programming model MapReduce and rough set theory. This paper
is organized as follows. Section 1 includes background introduction to rough sets
and two algorithms of generating core. Parallel algorithm based on discernibility
measure of a set and MapReduce is proposed in Sect. 3. Results of experiments
and analysis is presented in Sect. 4. Conclusions and future work are drawn in
the last Section.

2 Pseudocode for Generating Core

2.1 Pseudocode for Generating Core Using Discernibility Matrix

In order to compute the core we can use discernibility matrix introduced by
Prof. Andrzej Skowron (see e.g. [4,6]). The core is the set of all single element
entries of the discernibility matrix.

Let DT = (U,A ∪ {d}) be a decision table, where U is a set of objects, A
is a set of condition attributes and d is a decision attribute. Below one can find
pseudocode for an algorithm of calculating core C ⊆ A using discernibility matrix
[DM(x, y)]x,y∈U , where DM(x, y) = {a ∈ A : a(x) �= a(y) and d(x) �= d(y)}.

INPUT: discernibility matrix [DM(x, y)]x,y∈U

OUTPUT: core C ⊆ A
1: C ← ∅
2: for x ∈ U do
3: for y ∈ U do
4: if cardinality(DM(x, y)) = 1 and DM(x, y) � C then
5: C ← C ∪ DM(x, y)
6: end if
7: end for
8: end for

The main concept of this algorithm is based on a property of singletons i.e.
cells from discernibility matrix consisted of the only one attribute. This property
tells that any singleton cannot be removed without affecting the classification
power. Input for the algorithm is the discernibility matrix DM . Output is core C
consisting of a subset of condition attributes set denoted as A. Core is initialized
as empty set in line 1. Two loops in lines 2 and 3 are responsible for iteration
over all objects in discernibility matrix. In the condition instruction in line 4 it
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is checked if a matrix cell contains only one attribute. If so, then this attribute
is added to the core C.

The main disadvantage of using discernibility matrix for big datasets is its
size. Memory complexity of creating this type of square matrix is equal to
(cardinality(U))2 ∗ cardinality(A). This makes the algorithm showed in this
subsection infeasible for big data. In the next subsection we present an approach
more feasible for big data.

2.2 Pseudocode for Generating Core Based on Discernibility
Measure of a Set of Attributes

Generating core based on discernibility measure was discussed in [3]. Counting
table CT is a two-dimensional array indexed by values of information vectors
(vector of all values of an attribute set B ⊆ A) and decisions values, where

CT (i, j) = cardinality({x ∈ U : �xB = i and d(x) = j})

Pessimistic memory complexity of creating this type of matrix is equal to
(caridinality(U) ∗ cardinality(Vd)), where Vd is a set of all decisions.
The discernibility measure disc(B) of set of attributes B ⊆ A can be calculated
from the counting table as follows:

disc(B) =
1
2

∑

i,j

∑

k,l

CT (i, j) · CT (k, l), if i �= k and j �= l

Below is the pseudocode for this algorithm:

INPUT: decision table DT = (U,A ∪ {d})
OUTPUT: core C ⊆ A
1: C ← ∅ {C is equal to empty set}
2: CT ← 0 {All values in counting table CT are equal to 0}
3: for x ∈ U do
4: CT (�xA, d(x)) ← CT (�xA, d(x)) + 1
5: end for
6: disc(A) ← 0
7: for [x]A ∈ U/IND(A) {U/IND(A) is partition of U defined by A} do
8: for [y]A ∈ U/IND(A) do
9: if �xA �= �yA and d(x) �= d(y) then

10: disc(A) ← disc(A) + CT (�xA, d(x)) · CT (�yA, d(y))
11: end if
12: end for
13: end for
14: CT ← 0
15: for a ∈ A do
16: B ← A − {a}
17: disc(B) ← 0
18: for x ∈ U do
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19: CT (�xB , d(x)) ← CT (�xB , d(x)) + 1
20: end for
21: for [x]B ∈ U/IND(A) do
22: for [y]B ∈ U/IND(A) do
23: if �xB �= �yB and d(x) �= d(y) then
24: disc(B) ← disc(B) + CT (�xB , d(x)) · CT (�yB , d(y))
25: end if
26: end for
27: end for
28: if disc(B) < disc(A) then
29: C ← C ∪ {a}
30: end if
31: end for

Input to the algorithm is a decision table DT , and output is the core C of DT .
In the beginning core C is initialized as empty set and all values in the counting
table are set to zero. First loop in line 3 generate counting table for set of all con-
ditional attributes. For each object in decision table, value in array is increased
by one. Indexes of value are information vector of object and its value of deci-
sion. In the line 6 value of discernibility measure of set of all condition attributes,
disc(A), is initialized as zero. Next two loops in lines 7 and 8 take subsequent
equivalence classes to comparison. If information vectors of these classes are not
equal, disc(A) is increased by product of two values from the counting tables
where indexes are values information vectors and different decisions. Next step
is computing the discernibility measure of set of attributes after removing one
of them. In line 14 all values in the counting table are set to zero. Loop in line
15 takes attribute a from set of all condition attributes A. Set B is initialized as
set of all condition attributes after removing this attribute. Similarly as above,
in lines 15–27 is calculated disc(B). Finally, values of the discernibility measure
of set of all attributes and after removing attribute a are compared in the line
28. In case of difference, this attribute is added to the core.

3 MapReduce Implementation

The main concept of the proposed algorithm is parallel computation of counting
tables. The proposed algorithm consists of the four steps: Map, Combine, Reduce
and Compute Core.

Step 1. Map
INPUT: key : subtable id, value: decision subtable DTi = (Ui, A ∪ {d})
OUTPUT: < key′, value′ > pair where key′ : (�xB , d(x)) and value′ is id of the

object x
1: for x ∈ Ui do
2: key′ ← (�xA, d(x))
3: value′ ← id of the object x
4: emit(< key′, value′ >)
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5: for a ∈ A do
6: B ← A − {a}
7: key′ ← (�xB , d(x))
8: value′ ← id of the object x
9: emit(< key′, value′ >)

10: end for
11: end for

Input to function Map are: key is a subtable id stored in HDFS, and value is
decision subtable DTi = (Ui, A∪{d}). First loop in line 1 takes an object x from
decision subtable DTi and emits pair < key′, value′ >, where key′ is information
vector with respect to set of all condition attributes and decision of the object
x, and value is id of the this object. Loop in line 5 takes attribute a from set
of all condition attributes A. Set B is initialized as set A after removing this
attribute. Next step is emitting pair < key′, value′ >, where key′ is information
vector with respect to set B and decision of the object x, and value′ is id of the
this object.

Step 2. Combine
INPUT: < key, value > where key : (�xB , d(x)) and value is id of the object x.
OUTPUT: < key′, value′ > where key : (�xB , d(x)) and value′ is the number of

objects belonging to equivalence class [x]B with equal decision values, from
decision subtable DTi.

1: key′ ← key
2: value′ ← 0
3: for each value do
4: value′ ← value′ + 1
5: end for
6: emit(< key′, value′ >)

Input to function Combine are < key, value > pairs where key : (�xB , d(x)) and
value is id of the object. This function accepts a key and a set of values asso-
ciated with this key from the local Map. Function emits pairs < key′, value′ >,
where key′ is (�xB , d(x)) and value′ is the number of objects associated with this
key from decision subtable DTi.

Step 3. Reduce
INPUT: < key, value > where key : (�xB , d(x)) and value is the number of

objects belonging to equivalence class [x]B with equal decision values from
decision subtable DTi.

OUTPUT: the files containing pairs < key′, value′ > where key : (�xB , d(x))
and value′ is the number of objects belonging to equivalence class [x]B with
equal decision values from decision table DT .

1: key′ ← key
2: value′ ← 0
3: for each value do
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4: value′ ← value′ + value
5: end for
6: saveToF ile(′A − B′.dat,< key′, value′ >)

Input to function Reduce are < key, value > pairs where key : (�xB , d(x)) and
value is the number of objects belonging to equivalence class [x]B with the same
decisions from decision subtable DTi. Function emits pairs < key′, value′ >,
where key′ is (�xB , d(x)) and value′ is a number of the objects associated with
this key from decision table DT . Each pair is saved to file, which name based
on index removed attribute from the set of all condition attributes A.

Step 4. Compute Core
INPUT: the files containing the pairs < key, value > where key : (�xB , d(x))

and value is number of the objects belong to [x]B with the same decision
value.

OUTPUT: core C ⊆ A
1: C ← ∅
2: disc(A) ← 0
3: for x ∈ ∅.dat do
4: for y ∈ ∅.dat do
5: if �xB �= �yB and d(x) �= d(y) then
6: disc(A) ← disc(A) + value(x) · value(y)
7: end if
8: end for
9: end for

10: for a ∈ A do
11: disc(A − {a}) ← 0
12: for x ∈ a.dat do
13: for y ∈ a.dat do
14: if �xB �= �yB and d(x) �= d(y) then
15: disc(A − {a}) ← disc(A − {a}) + value(x) · value(y)
16: end if
17: end for
18: end for
19: if disc(A − {a}) < disc(A) then
20: C ← C ∪ {a}
21: end if
22: end for

Input to the function Compute Core is directory contains files, which names
based on index of removed attribute from set of all condition attributes, and out-
put is core. In the beginning core C is initialized as empty set and discernibility
measure of set of all attributes is set to zero. First two loops in lines 3 and 4 take
subsequent lines from file with counting table for all condition attributes to com-
parison. If these two lines contains information about two different information
vectors and decisions, disc(A) is increased by product of two values these lines.
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Similarly operations are repeated for each file contains < key, value > pairs.
Name of these files based on removed attribute from original set of condition
attributes. If computed discernibility measure of set of attributes without this
attribute is less than for all attributes, this attribute is added to the core.

4 Experimental Results

The algorithm was running on the Hadoop MapReduce platform [1], where
Hadoop MapReduce is a YARN-based system for parallel processing of big
datasets. In the experiments, Hadoop 2.5.1 version was used. Cluster of com-
pute nodes contains 19 PC’s. All the PC’s has four 3.4 GHz cores and 8 GB of
memory.

In this paper, we present the results of the conducted experiments using
data about children with insulin-dependent diabetes mellitus (type 1). Dia-
betes mellitus is a chronic disease of the body’s metabolism characterized by an
inability to produce enough insulin to process carbohydrates, fat, and protein
efficiently. Treatment requires injections of insulin. Twelve condition attributes,
which include the results of physical and laboratory examinations and one deci-
sion attribute (microalbuminuria) describe the database used in our experiments.
The data collection so far consists of 107 cases. The database is shown at the
end of the paper [5]. A detailed analysis of the above data is in Chap. 6 of the
book [6].

This database was used for generating bigger datasets consisting of 0.5 · 106

to 30 · 106 of objects. New datasets were created by randomly multiplying the
rows of original dataset. Numerical values were discretized and each attributes
value was encoded using two digits.

4.1 Speedup

In speedup tests, the dataset size is constant and the number of nodes grows in
each step of experiment. To measure speedup, we used dataset contains 30 · 106

objects. The speedup given by the n-times larger system is measured as [7]:

Speedup(n) =
tn
t1

where n is number of the nodes in cluster, t1 is the computation time on one
node, and tn is the computation time on n nodes.

The ideal parallel system with n nodes provides n times speedup. The linear
speedup is difficult to achieve because of the I/O operations data from HDFS
and the communications cost between nodes. Table 1 shows the computational
time of generating core from dataset containing 30 · 106 objects. The number of
nodes varied from 1 to 19. Figure 1 shows, the proposed algorithm has a good
performance until the number of nodes is less than 14. Mapper doesn’t always
work on node where is stored block of file in HDFS. In this case block of file
with data is sending from node, where is stored to another, where is processing.
The main reason why speedup isn’t linear is overhead read and write operations.
Generally, if the number of node is bigger, the speed performs better.
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Table 1. Speedup experiment results

Number of 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19

the nodes

Time (s) 415 300 191 131 104 89 77 73 68 62 60 54 52 52 54 47 56 46 45

Fig. 1. Speedup

Fig. 2. Scaleup

4.2 Scaleup

Scaleup analysis measures stability system when system and dataset size grow
in each step of experiment. The scaleup coefficient is defined as follows [7]:

Scaleup(DT, n) =
tDT1,1

tDTn,n

where tDT1,1 is the computational time for dataset DT on one node, and tDTn,n

is the computational time for n-larger dataset DT on n nodes.
We demonstrate how good the proposed parallel algorithm handles larger

datasets when more nodes are available. In scaleup experiments there is linear
relationship between number of nodes and dataset size. Core is generated for the
dataset consisting of 0.5 · 106 objects on one node and for 9.5 · 106 objects on 19
nodes. Clearly, Fig. 2 shows that the proposed algorithm is scalable.
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Fig. 3. Sizeup

4.3 Sizeup

In sizeup tests, the number of nodes is constant, and the dataset size grows in
each step of experiment. Sizeup measures how much time is needed for calcula-
tions when the size of dataset n-larger than the original dataset. Sizeup is defined
as follows [7]:

Sizeup(DT ) =
tDTn

tDT1

where tDT1 is execution time for a given dataset DT , and tDTn
is execution

time n-larger dataset than DT . Figure 3 shows the sizeup experiments results
on ten nodes. Results shows that the proposed algorithm has a very good sizeup
performance. When dataset grows ten times, the computational time grows 2.3
times.

5 Conclusions and Future Research

In this paper, generating core for large datasets based on rough set theory is
studied. A parallel attribute reduction algorithm is proposed, which is based on
the distributed programming model of MapReduce and the core computation
algorithm using discernibility measure of a set of attributes. It is worth noting
that a very interesting element of the paper is an usage of a counting table
instead of a discernibility matrix. The results of the experiments show that the
proposed method is efficient for large data, and it is a useful method for data
mining and knowledge discovery for big datasets. Our future research work will
focus on optimizing data placement in Hadoop to improve efficiency and on
applications of distributed in-memory computing for attribute reduction.
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Abstract. The aim of this paper is to investigate music genre recognition in the
rough set-based environment. Experiments involve a parameterized music data‐
base containing 1100 music excerpts. The database is divided into 11 classes
corresponding to music genres. Tests are conducted using the Rough Set Explo‐
ration System (RSES), a toolset for analyzing data with the use of methods based
on the rough set theory. Classification effectiveness employing rough sets is
compared against k-Nearest Neighbors (k-NN) and Local Transfer function clas‐
sifiers (LTF-C). Results obtained are analyzed in terms of global class recognition
and also per genre.

Keywords: Music processing · Rough sets · Genre recognition · k-Nearest
Neighbors · RSES system · LTF-C

1 Introduction

There exist many methods that can be used for data storage, analysis and classification.
The main feature of these methods should be universality and efficiency. With regard
to universality a system should allow for collecting and storing various data sets, regard‐
less of the processes and phenomena described in them. The effectiveness of the system
should enable users to make data analysis and classification easily, and to control these
processes. Handling data efficiently requires storing them in tables with objects (rows)
and attributes (columns), describing single instances. Data in their nature could be
imprecise, uncertain and/or incomplete, thus this requires special preparation so that
they can be processed, mined and classified. Another important issue is to select signif‐
icant components present in the tables to provide their discernibility within the classes.
For the analysis of data with characteristics described above the rough set-based methods
are very useful, as they generate interpretable results in the form of reducts and rules.
One of the well-known systems for the analysis and classification of data is the Rough
Set Exploration (RSES) system that returns extracted rules and reducts acquired from
the rough set-based analysis [3, 4]. It is worth to emphasize that the RSES system is a
software tool that enables to carry out large-scale computational experiments related to
the analysis of array data using the rough set theory [13, 16].

© Springer International Publishing Switzerland 2015
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In this publication, the authors illustrate the process of recognizing music genres
using the rough set theory. One of the main objectives of the data analysis shown in this
paper is to uncover underlying causes or factors and to determine the relationship
between objects (audio tracks belonging to music genres) in the case study related to
the Music Information Retrieval (MIR) domain [5]. The classification is carried out on
a set of music descriptors using the methods available in the RSES software. In addition,
data are to undergo a pre-processing of feature vector parameters employing the PCA
method [1, 15] and parameter weighting. Lastly, a comparison of genre classification
results employing two sets of music excerpts is provided.

2 Data Preprocessing

The theory of rough sets was created in the early 80s of the twentieth century. Its main
use is for synthesizing and analyzing data sets efficiently. Methods based on the rough
set theory have been used, among others, in data mining and knowledge discovery in
complex tasks of classification and computer decision support systems [13]. Currently,
it is one of the fastest growing methods within the artificial intelligence domain. In the
rough set theory a requirement that a data set needs to have a clearly defined boundaries
is discarded [2, 17]. The scope of rough sets is defined by the lower and upper approx‐
imations of tabular data, obtained experimentally.

The difference between the upper and lower approximation is the border area,
which includes all cases, that cannot be seamlessly classified on the basis of the
current knowledge. The lower approximation set contains all objects for which there
is no doubt that they are representatives of this set in view of knowledge. Objects
that cannot be excluded that they are representatives of this set belong to the upper
approximation. Boundary of the set are all of the objects for which it is not known
whether or not they are representatives of a given set. The larger area border set, the
more objects in it are less precise. The theory of rough sets allows the processing
of both quantitative and qualitative data tables, called decision tables.

The basic structure of the data in the information systems using rough set theory is
a table. All data are grouped in tables according to the principle that the rows of tables
are objects, and attributes are columns. The formula (1) presents the information system
[17].

(1)

where:

U - non-empty, finite set of objects,
A - non-empty finite set of attributes,
V - set of attribute values,
f - function of information, which is the Cartesian product of a set of objects and a
set of attribute values.

In Music Information Retrieval systems tables filled with music descriptors constitute
the information system. In such systems, each track is parameterized and then stored in
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a table [5, 8]. A special case of information systems are decision tables, which describes
cases (also called examples or objects) using conditional attribute values and a decision.
Attributes are independent variables while the decision is a dependent variable, which
means that the conditional attributes determine the value of a decision.

Based on the decision table only, it is impossible to directly know the relationship
between the conditional attributes and decision describing objects. Therefore, it is
necessary to further process them to extract dependencies. Attribute reduction is very
crucial in the rough set-based data analysis because it is used to induce decision rules
without reducing the classification accuracy [19]. In the rough set theory the reduct is
generally defined as a minimal subset of attributes that can classify the same domain
of objects as unambiguously as the original set of attributes, which means that the
reduct is a minimal subset of attributes having the characteristics of the whole collec‐
tion. For a given information system may have multiple reducts, consisting of a variable
number of arguments. The major problem is, however, the identification and removal
of attributes that are unnecessary. The process of determining reducts is considered as
a bottleneck in the inference systems based on rough sets. On the other hand, reducts
and decision making may be acquired for large systems of dozens or hundreds of
attributes using genetic algorithms. After preparing reducts it is possible to generate
data available in the decision-making system in the form of logical rules used in the
classification process. The rules have the conditional form, and their number is equal
to the maximum number of objects multiplied by the number of distinguishable reducts.
However, not all rules are needed to use or to be implemented in the decision-making
process. The reduction method applied in the RSES system was very thoroughly
described by its authors [2], thus it will not be recalled here.

The main element of music genre recognition systems is the optimized parameter
input. The extracted feature vector should have a detailed description of parameterized
samples and preserve a very good separability. Taking into account these assumptions
feature vector containing 173 elements has been prepared. The vector includes param‐
eters associated with the MPEG 7 standard [12] and the melcepstral parameters [8–10].
The list of parameters include: Spectral flatness Measure Spread Spectrum Audio, Audio
Spectrum Envelope, Spectral Centroid, Temporal centroid. Full list of parameters was
shown in the study [18]. Frequency band used for the parameter is in the range from 63
to 8000 Hz. The prepared feature vector is used to describe each signal frame.

173-element vector generates a very large amount of information describing a song.
Consequently, this leads to an extensive amount of data undergoing classification, which
in the context of the usage of e.g. the k-Nearest Neighbors classifier is important. It was
therefore decided to apply Principal Component Analysis (PCA) to reduce data redun‐
dancy [1]. This is to identify patterns in the data and present them in such a way as to
indicate their similarities and differences. The PCA method uses the variance of the data
to prepare a new database parameters. The new descriptors are linear combinations of
parameters that carry much information about the test set. It was experimentally checked
that the PCA method can shorten the given feature vector of 173 descriptors to 19, which
significantly reduces the computation time. In addition, the use of the described analysis
improves the classification efficiency, which was presented in an earlier paper by the
authors [7].
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3 Experiments

This Section describes the results of the experiments in which the rough set theory was
applied to music genre classification. For this purpose rough set classification learning
algorithm provided by RSES was used. Experiments aimed at a comparison between
standard classification algorithms - k-Nearest Neighbors and Local Transfer function
classifiers [10, 11]. The rule set decision algorithm based on conditional rules calculates
the attributes of the new object, which is essential for decisions related to the content of
reducts. Then, it looks for rules that match attribute values, if there are no matching
rules, the result is the most common decision, or the least expensive decision. In the case
that multiple rules match attribute values, they may indicate a number of decisions, then
the vote should be taken that selects the answer that appears most often [6].

The k-Nearest Neighbors algorithm is the simplest one, and as such is very commonly
used for classification. We utilized the minimal distance that uses the Euclidean distance
function. Its aim is to predict the class membership of objects. The decision is based on
the k-closest objects. An object is classified by the majority vote [14].

LTF-C algorithm is a neural network employed for classification tasks with the
architecture similar to the radial network (RBF), but different training algorithms. It
consists of two layers of neurons. The first layer - hidden - contains neurons with Gaus‐
sian transfer function, that detects cluster of patterns of the same class in the training
data. Each neuron of this layer is assigned a class that tries to detect the cluster [10]. The
second layer consist of linear neurons that segregate responses of hidden neurons

Table 1. Number of excerpts in the Synat and GZTAN databases

Genre: Synat GZTAN

Pop 100 100

Rock 100 100

Country 100 100

R&B 100    –

Rap & Hip-Hop 100 100

Classical 100 100

Jazz 100 100

Dance & Dj 100 100

NewAge 100    –

Blues 100 100

Hard Rock & Metal 100 100

Reggae    – 100
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according to the assigned classes and add them by formulating a final answer network
structure [10].

All classification tests were carried out in the RSES environment. Tests were
performed on two data sets. The first one, called “Synat”, contained 1100 audio excerpts
divided into 11 most popular music genres. The second one GZTAN [17], a commercial
data set, contained 1000 audio files divided into 10 music genres. Sizes and content of
these two sets are presented in Table 1 [7, 8]. The length of each music excerpt is 30 s.
Both datasets were created in a similar way to reflect a variety of music genres and
contain audio files belonging to the most popular music genres.

In preparing parameters for the classification the data volume was reduced using the
method of PCA. The number of parameters after employing PCA was 33, which
accounted for 80 % of information retained from the entire feature vector. Figure 1
presents a block diagram of the proposed processing path of music genre according to
rough set-based analysis.

Rule classifier

Signal 
parametrization

PCA

Audio filter

Discretization
Reducts 

calculations
Rules makingRule classifier

K-NN classifier

LTF-C classifier

Audio excerpt

Fig. 1. Block diagram of processing in the experiment

Classification in the testing phase was performed with the default settings of the
algorithms used. The RSES system automatically chooses the optimum values of param‐
eters for the most effective results. This confirms the validity of the additional data
preparation prior to processing information using the rough set theory. In Table 2 the
results of tests conducted are shown. The table shows the results for the feature vectors
without the PCA method and with the use of PCA. At the same time, it should be noted
that feature vectors not reduced by the PCA method were processed by algorithms for
much longer.

The effectiveness of the classification algorithms reached 70 % when the PCA
method was not used and 85 % when it was employed. Analyzing the results obtained
for individual genres, it can be noticed that classical music genre is distinguishable
among genres as it has got a very good 90 % classification effectiveness for each test
set. Similarly, very good results were achieved for rock and hard rock genres with the
use of the PCA method.
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Table 2. Classification effectiveness of music genres in Synat dataset.

Genre [%] Rule classification k-NN LTF-C

No PCA PCA No PCA PCA No PCA PCA

Blues 0.844 0.917 0.744 0.818 0.724 1

Classical 0.909 1 0.889 1 0.849 1

Country 0.786 1 0.886 0.9 0.862 0.9

DanceDj 0.84 0.778 0.8 0.727 0.72 0.697

HardRock 0.65 1 0.75 0.905 0.65 0.857

Jazz 0.736 0.778 0.636 0.909 0.656 0.727

NewAge 0.867 1 0.767 0.909 0.747 0.879

Pop 0.788 0.87 0.688 0.861 0.608 0.778

RB 0.739 0.767 0.639 0.757 0.717 0.595

Rap 0.585 0.783 0.485 0.871 0.635 0.806

Rock 0.749 1 0.649 0.958 0.529 0.958

0.772 0.899 0.721 0.874 0.699 0.836

Table 2 clearly shows the gain after applying the method using the rough set theory.
On average it is about 5 % better than while employing two other methods, which should
be considered a very good result despite a much longer data processing. Longer data
processing in classification systems based on the theory of rough sets is due to the
discretization step and generation of reducts. In particular, the step of reduct generating
is a very demanding for the available resources. In Fig. 2 the results obtained in the
experiments in the form of graphs were summarized. The dashed line presents the
average value of the individual results.

The RSES system occurred to be the most effective classification algorithm, the
weakest algorithm in ranking was the neural network. It was also the least balanced in
its indications, i.e. recognizing individual music genres with a large discrepancy. The
k-Nearest Neighbors algorithm was already investigated by the authors in the classifi‐
cation of music genres. The publication cited in here showed that the k-NN algorithm
achieved the best results on music parameterized data [7]. However, the application of
rough sets in the classification process of music genres with respect to existing algo‐
rithms that were used by the authors resulted in about 5 % better performance, which
should be considered as a very good result, because this is due to only the change of the
classification method without additional processing.
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To confirm the results obtained by the authors another experiment was conducted
using a commercially available GZTAN database [17]. In the experiment, eight music
genres common for both databases were compared in the context of the classification
efficiency. The experiment uses the k-NN algorithm. In Fig. 3 results obtained from the
experiments for various music genres are shown.

The results obtained for the GZTAN database compared to the SYNAT database are
7 % lower. Similarly to the database SYNAT in the case of database GZTAN an increase
in the effectiveness of the recognition genres after PCA use can be noticed. Significant
differences in the recognition of music genres were found in the case of DanceDj genre,
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Fig. 2. Classification effectiveness of the algorithms employed
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which can be caused by a different description of DanceDj genre in GZTAN database.
The reason for the lower classification efficiency is probably a greater variety of songs
in the GZTAN database. Tracks occurring in the database fully describe the variety of
music genres. Furthermore the database contains also recordings with reduced quality,
which may have an adverse effect on the effectiveness of the parameterization of the
proposed solution.

In order to confirm the statistical significance of the obtained results the T-Student
test was performed. Values were calculated for each analyzed genre. To reject the null
hypothesis of statistical insignificance of the results T parameter should be higher than
2.228. The critical value is based on the value from the T-Student distribution table for
10 degrees of freedom. In Table 3 the exact values of the parameter T for all experiments
are shown. Seven of eight results of experiments can be considered as statistically
significant. Small variations obtained in these results show the correctness of the results
in the statistical sense. The only experiment that did not show statistical significance of
the results was carried out based on the GZTAN database without PCA.

Table 3. Summary of the results of T-Student Test

Rule classification k-NN LTF-C k-NN GZTAN

No PCA PCA No PCA PCA No PCA PCA No PCA PCA

T-value 2.422 2.825 2.463 2.387 2.439 2.557 2.261 2.446
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Fig. 3. Classification effectiveness of the k-NN algorithm using two different data sets.
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To summarize, it may be concluded that rule decision algorithm gives in most cases
better results than minimal distance or neural algorithms. But this is associated with a
significantly longer duration of data processing. Moreover, in the case of a trial experi‐
ment conducted by the authors when a very large database with more than 30000 para‐
meterized music excerpts was used, the system was not able to calculate reducts due to
lack of the application memory resources. The test confirms earlier findings on the
computational complexity of the process of generating reducts. The additional use of
the PCA method in the decision process further improved the effectiveness of the clas‐
sification decision by reducing the number of attributes.

4 Conclusions

In the experiments conducted, the authors used the RSES application for testing the
effectiveness of recognizing music genres using the rough set theory. The application
enables to efficiently carry out data analysis and generates classification tables. The
authors examined also the effect of using the PCA method in data processing according
to the theory of rough sets. Experiments were conducted on two different data sets.

The classification effectiveness achieved in the experiments is very good (above
85 %) for the whole data set. In other publications related to music genre classification
[10, 11, 20] when k-NN and rule classification algorithms were used, the results were
worse. The main reason for such good results obtained by the authors may be a unique
parameterization module which was applied along with the PCA dimensionality reduc‐
tion. Very good results have been achieved through the effective parameterization,
accurately describing the test set. The data after analysis with the PCA method were
very well separable and were described by a much smaller number of data without losing
much information. Calculating reducts from the PCA-reduced data improves the clas‐
sification effectiveness up to 10 %. Performed statistical analysis confirmed the statistical
significance of results. Most of experiments can be defined as statistically significant.

Performed test show how important in decision making process is the data prepro‐
cessing step. Discretization of tabular data, reducts and rules calculation require oper‐
ation time and are resource-absorbing, but for smaller sets data processing based on
rough sets can be more effective, regardless of the resources involved.
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Abstract. This paper studies the issue of scalability of data decom-
posed based algorithms that are intended for attribute reduction. Two
approaches that decompose a decision table and use the relative dis-
cernibility matrix method to compute all reducts are investigated. The
experiments results reported in this paper show that application of the
approaches makes it possible to gain a better scalability compared with
the standard algorithm based on the relative discernibility matrix method.

Keywords: Rough sets · Attribute reduction · Data decomposition ·
Scalability

1 Introduction

Attribute reduction is a challenging task in areas such as data mining and pattern
recognition. Rough set theory [9] as a mathematical tool to deal with inconsistent
data has commonly been used to investigate this issue from a theoretical and
practical viewpoint (e.g. [6,10,11]). Much research has been devoted to finding
a reduct, especially a minimal one. Although one reduct is sufficient to reduce
the attribute set, the problem of finding all reducts still has its justification.
A deeper analysis of the data can be conducted when all reducts are known.

The method proposed in [10] for finding all reducts is based on a discernibility
matrix and its alternative representation in the form of discernibility function.
The idea of relative discernibility matrix/function for attribute reduction in deci-
sion tables has been intensively studied by many researchers (e.g. [2,5,7]).

The main problem to face when developing a method for finding reducts
is the computationally complexity of the attribute reduction task. Finding all
reducts is proven to be an NP-hard problem [10]. Much effort has therefore been
made to accelerate the attribute reduction process (e.g. [1,12,14]).

Another direction for making attribute reduction methods more efficient
for large databases is to divide the attribute reduction problem into subprob-
lems. It can be done by applying data decomposition based attribute reduction
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approaches. Such a solution makes it possible to considerably decrease the space
complexity. This limitation is essential since approaches for computing all reducts
are mainly based on the discernibility matrix method which leads to quadratic
complexity with respect to the data size.

One can encounter a few studies on the use of data decomposition for finding
all reducts of a decision table. In [3], the discernibility matrix of a decision table
is divided into submatrices. The reduct set is computed based on those obtained
from the submatrices. In [4], a general data decomposition based approach for
computing all reducts of an information system and decision table is proposed. It
can be treated as a generalization of the approach from [3]. A data decomposition
based method proposed in [13] uses the core attribute to generate all minimal
reducts.

All the above approaches were verified theoretically; however, no experimen-
tal research has been reported yet. A practical verification is needed to evaluate
an important property of a data decomposition based approach, i.e. its scalability
compared with the approach that operates on the whole data.

The paper’s contribution is to define the notion of scalability in the context
of data decomposition based algorithms. The paper also presents experimental
research that shows the scalability of data decomposition based algorithms for
attribute reduction. The algorithms use the relative discernibility matrix method
and are constructed based on the approach introduced in [4] and on its modifi-
cation proposed in this paper.

Section 2 restates basic notions related to attribute reduction in rough set
theory. Section 3 introduces a data decomposition based approach for attribute
reduction and proposes its modification using dual reducts. The problem of scal-
ability of data decomposition based algorithms is investigated in Sect. 4 from the
theoretical and practical viewpoints. Section 5 provides concluding remarks.

2 Basic Notions

This section restates basic definitions from rough set theory related to attribute
reduction.

Definition 1. [9] (decision table) A decision table is a pair DT = (U,A ∪ {d}),
where U is a non-empty finite set of objects, called the universe, A is a non-empty
finite set of condition attributes, and d �∈ A is the decision attribute.

Each attribute a ∈ A ∪ {d} is treated as a function a : U → Va, where Va is
the value set of a.

For a decision table a relative indiscernibility relation and relative reduct of the
attribute set are defined.

Definition 2. [8,9] (relative indiscernibility relation) A relative indiscernibility
relation IND(B, d) generated by B ⊆ A on U is defined by

IND(B, d) = {(x, y) ∈ U × U : (x, y) ∈ IND(B) ∨ d(x) = d(y)}, (1)

where IND(B) = {(x, y) ∈ U × U : ∀a∈Ba(x) = a(y)}.
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Definition 3. [8,9] (relative reduct of attribute set) A subset B of A is a relative
reduct of A if and only if

1. IND(B, d) = IND(A, d),
2. ∀∅�=C⊂BIND(C, d) �= IND(B, d).

The set of all relative reducts of A on U is denoted by RED(A, d).
The relative reduct set of a decision table can be computed using a relative

discernibility function.

Definition 4. [10] (relative discernibility function) A relative discernibility
function fDT of a decision table DT = (U,A ∪ {d}) is a Boolean function of
k Boolean variables a∗

1, . . . , a
∗
k that correspond, respectively, to attributes

a1, . . . , ak ∈ A and is defined by

fDT (a∗
1, . . . , a

∗
k) =

∧

cdx,y �=∅

∨

a∈cdx,y

a∗ (2)

where (cdx,y) is the relative discernibility matrix of DT such that
∀x,y∈Uc

d
x,y = {a ∈ A : a(x) �= a(y), d(x) �= d(y)}.

A prime implicant1 a∗
i1

∧ · · · ∧ a∗
ik

of fDT is equivalent to a relative reduct
{ai1 , . . . , aik} of DT . For details, see e.g. [4,10].

3 Decomposition of Decision Table

This section introduces two data decomposition based approaches for attribute
reduction.

Let DT = (U,A ∪ {d}) be a decision table.

3.1 Reduct Based Approach

In this approach partial results are reduct sets of subtables of the decision table.
A relative indiscernibility relation and relative reduct of attribute set on a

universe subset are defined as follows.

Definition 5. [4](relative indiscernibility relation on universe subset) A relative
indiscernibility relation INDX(B, d) generated by B ⊆ A on X ⊆ U is defined by

INDX(B, d) = IND(B, d) ∩ X × X (3)

Definition 6. [4] (relative reduct of attribute set on universe subset) A subset
B ⊆ A is a relative reduct of A on X ⊆ U if and only if
1 An implicant of a Boolean function is any conjunction of literals (variables or their

negations) such that, if the values of these literals are true under an arbitrary val-
uation of variables, then the value of the function under the valuation is also true.
A prime implicant is a minimal implicant (with respect to the number of literals).
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1. INDX(B, d) = INDX(A, d),
2. ∀∅�=C⊂BINDX(C, d) �= INDX(B, d).

The set of all relative reducts of A on X ⊆ U is denoted by REDX(A, d).
To decompose a decision table (see Fig. 1), each its decision class (i.e., the

set Xv = {x ∈ U : d(x) = v}, where v ∈ Vd) is divided into subsets (middle sub-
tables), then each pair of subsets of different classes is merged into one set (final
subtables). To compute relative reduct sets of a decision table, the subreduct
sets of all the final subtables are joined using the following operation.

Definition 7. [4] (operation ∪̇ ) An operation ∪̇ on families of sets is defined by

1. S ∪̇ ∅ = ∅ ∪̇ S = S;
2. S ∪̇ S ′ = {S ∪ S′ : S ∈ S, S′ ∈ S ′};
3.

⋃̇k

i=1Si = S1 ∪̇ S2 ∪̇ · · · ∪̇ Sk, where k > 1.

The family of attribute subsets created by the above operation includes, in gen-
eral, not only reducts but also supersets of them. To remove unnecessary sets,
the following operation is used. Let min(S) be the set of minimal elements of a
family S of sets partially ordered by the relation ⊆.

Theorem 1. [4] Let U =
⋃k

i=1 Xvi
, where Xvi

is a decision class, vi ∈ Vd and
k > 1 is the number of different classes in DT . Let Xvi

be a covering of Xvi

(1 ≤ i ≤ k). The following holds

RED(A, d) = min

(
⋃̇

1≤i<j≤k,
X∈Xvi

,Y ∈Xvj

REDX∪Y (A, d)

)
(4)

The approach based on Theorem 1 can use any attribute reduction algorithm for
computing all reducts in subtables.

3.2 Dual Reduct Based Approach

This subsection proposes an approach that uses dual reducts of subtables of the
decision table.

Proposition 1. The following holds

RED(A, d) = min

(⋃̇
cdx,y �=∅{{a} : a ∈ cdx,y}

)
(5)

Proof. (sketch) We have RED(A, d) = PI(
∧

cdx,y �=∅

∨
a∈cdx,y

a∗), where PI(p) is the

set of all prime implicants of a Boolean expression p. We obtain
⋃̇

cdx,y �=∅{{a} :

a ∈ cdx,y} =
∧

cdx,y �=∅

∨
a∈cdx,y

a∗ and PI(fIS(a∗
1, . . . , a

∗
m)) ⇔ min(SfIS ) where SfIS is

the family of sets corresponding to fIS (for details, see [4]).
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Fig. 1. Data decomposition based attribute reduction of DT = (U,A ∪ {d}), where
U = Xv1 ∪ Xv2 , Vd = {v1, v2}, and each class is divided into three subtables

Definition 8. The dual reduct set to RED(A, d) is defined by

RED−1(A, d) = min

(⋃̇
S∈RED(A,d)

{{a} : a ∈ S}
)

(6)

Proposition 2. The following holds

RED−1(A, d) = min({cdx,y �= ∅ : x, y ∈ U}) (7)

This can be proved analogously to Proposition 1.

Theorem 2. Let U =
⋃k

i=1 Xvi
, where Xvi

is a decision class, vi ∈ Vd and
k > 1 is the number of different classes in DT . Let Xvi

be a covering of Xvi

(1 ≤ i ≤ k). The following holds

RED(A, d) = min

(⋃̇
S∈S {{a} : a ∈ S}

)
(8)

where S = min

(
⋃

1≤i<j≤k,
X∈Xvi

,Y ∈Xvj

RED−1
X∪Y (A, d)

)
.

Proof. (sketch) By Proposition 1 and S = min({cdx,y �= ∅ : x, y ∈ U}).

The approach based on Theorem 2 can use any dual attribute reduction algo-
rithm for computing all dual reducts in subtables.
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4 Scalability of Data Decomposition Based Algorithms

This section defines the notion of scalability in the context of data decomposition
based algorithms. The experiments results reported here illustrate the introduced
definitions.

A data decomposition based algorithm is understood in this work as follows.

Definition 9. (data decomposition based algorithm) A data decomposition based
algorithm (dd-algorithm for short) is defined by the following properties

1. Decomposition of the database into certain number of portions such that the
union of them is the whole database.

2. The use of an additional algorithm, called embedded algorithm, to compute
partial results on portions or their combinations, e.g. union.

3. Merging the partial results to obtain the final result that coincides with that
computed by the embedded algorithm on the whole database.

4.1 Scalability with Respect to the Number of Data Portions

To evaluate the scalability of a dd-algorithm the following definition is proposed.
Let n be the data size and p be the number of portions the data is divided into.

Definition 10. (scalability with respect to the number of data portions) A dd-
algorithm is scalable with respect to the number of portions the data is divided
into if its run-time is constant as p is increased and n is constant.

Theoretically, p can be increased up to n, i.e. each data portion includes one
object. Normally, such a “dense” data decomposition is unnecessary or even
undesirable, e.g. due to the large number of files, each including one object. In
practice, the number of data portions can be indirectly defined by the maximal
allowed size of the data portion, e.g. memory capacity limitation.

From practical viewpoint, scalability to some extent is sufficient.

Definition 11. (scalability to extent p′ with respect to the number of data por-
tions) A dd-algorithm is scalable to extent p′ with respect to the number of por-
tions the data is divided into if its run-time is constant as p is increased up to
p′ and n is constant.

To verify scalability of approaches introduced in Sect. 3, ten databases (see
Table 1) taken from the UCI Repository (http://archive.ics.uci.edu/ml/) were
tested. The discernibility matrix method was employed to compute reducts from
decomposed and non-decomposed data for performance comparison. The app-
roach was implemented in C++ and tested using a laptop (Intel Core i5, 2.3 GHz,
4 GB RAM, Windows 7). Tables 2, 3 and 4 show algorithms run-time in seconds.
Each test was repeated at least once to eliminate the influence of other running
processes on the time performance.

The most interesting observation derivable from Table 2 is that the dd-
algorithms are about twice faster compared to the standard algorithm. The latter

http://archive.ics.uci.edu/ml/
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Table 1. Characteristics of databases

syma db attr obj cls red sym db attr obj cls red

D1 electricity brd 5 45781 31 2 D2 kingrook vs king (krk) 7 28056 18 1

D3 pima ind. diab 9 768 2 28 D4 nursery 9 12960 5 1

D5 shuttle 10 43500 7 19 D6 australian credit appr 15 690 2 44

D7 adult 15 32561 2 2 D8 mushroom 23 8124 7 4

D9 trains 33 10 2 333 D10 sonar, mines vs. rocks 61 208 2 1314
asym – the symbol of a database used in Tables 2, 3 and 4; db – database’s name; attr, obj, cls, red –

the number of attributes, objects, classes, and reducts, respectively.

is more time consuming because of operations such as loading the whole data
into the memory, constructing all pairs of objects to check which of them are
to be used to compute the discernibility matrix cells. The only exception is the
last database, i.e. sonar, mines vs. rock, where the dd-algorithms need (a little)
more time than the standard one. This phenomena can be caused by the large
number of computations due to a big number of reducts (1314).

The result of the RA version are comparable with those of the DRA one for
databases with small number of attributes or reducts. In the remaining cases, the
former version is more time consuming. The main reason is the ∪̇ operation (see
Definition 7 and Theorem 1) is used directly to compute the final reduct set based
on subreduct ones. This solution is not efficient since for each two subreduct sets
to be joined we construct all possible combinations of their reducts and then
check these sets to find the minimal ones. Joining of two subreduct sets in such
way that the minimal sets are directly obtained could considerably speed up
finding the reduct set. This issue is to be the direction of future work.

Table 2. Attribute reduction with varying number of data portions

db RDM a RA DRA

1* 1 2 5 10 1 2 5 10

D1 649.87 277.28 278.41 279.52 277.63 276.84 277.70 278.55 277.63

D2 249.63 116.14 116.60 117.09 118.18 116.63 117.27 117.98 118.91

D3 000.14 000.06 000.06 000.09 000.14 000.06 000.06 000.06 000.06

D4 050.06 021.07 021.29 021.91 021.22 021.21 021.04 021.27 021.15

D5 377.57 144.43 145.62 143.79 145.58 144.71 145.78 144.65 146.13

D6 000.22 000.11 000.19 000.97 002.39 000.11 000.11 000.11 000.13

D7 299.46 121.14 120.05 119.92 122.44 121.76 120.64 119.85 121.80

D8 050.98 026.84 027.50 030.69 049.52 025.86 026.40 026.28 026.77

D9 000.27 000.25 000.52 000.48 — 000.02 000.25 000.25 —

D10 090.01 090.53 102.18 181.51 343.16 091.36 100.36 096.17 092.27
aRDM – the relative discernibility matrix used on non-decomposed data;
RA (DRA) – (dual) reduct based approach; 1*, 1, 2, 5, 10 – the number of
portions each class of the databases was decomposed into (1* – no decom-
position).
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Summing up, the DRA version is more scalable (at least to do degree 10)
that the standard one w.r.t. to the number of data portions. The scalability of
RA version depends on the sizes of attribute set and reduct set.

4.2 Scalability with Respect to the Data Size

The scalability of a dd-algorithm with respect to the data size is defined as
follows.

Definition 12. (scalability w.r.t. the data size) A dd-algorithm with the fixed
p > 1 is scalable with respect to the data size if its run-time is constant in
comparison with the run-time of the algorithm with p = 1 as m is increased2.

Note that the scalability of a dd-algorithm w.r.t. the data size does not coincide
with the general scalability of an algorithm w.r.t. the data size3. The general
scalability of a dd-algorithm depends mainly on that of the embedded algorithm.

To investigate this type of scalability, each of three selected databases (i.e.,
electricity board, shuttle, and sonar, mines vs. rocks) was divided into ten sam-
ples. Both versions of the data decomposition based algorithm (DRA and RA)
were tested for p = 2.

As previously, one can observe in Table 3 that the dd-algorithms are about
twice faster compared to the standard one (the sonar, mines vs. rocks data-
base is an exception). Therefore, one can conclude that the scalability of the
dd-algorithms w.r.t. the data size (at least for ten times bigger databases) is
comparable with that of the standard one.

Table 3. Attribute reduction with growing data size

db alg 1a 2 3 4 5 6 7 8 9 10

D1 RDM 006.34 025.51 058.57 102.60 159.83 229.84 313.17 408.66 525.81 649.87

RA 002.92 011.63 025.67 046.64 071.33 102.74 139.87 182.61 230.99 283.66

DRA 002.87 011.76 025.82 046.70 071.50 102.87 139.61 182.84 231.19 283.44

D5 RDM 003.45 014.13 034.22 061.47 096.75 139.22 188.43 243.68 308.62 377.57

RA 001.48 005.84 013.12 023.30 036.05 052.11 070.82 092.87 118.02 145.62

DRA 001.51 005.90 013.21 023.43 036.58 052.25 071.45 092.98 117.76 145.78

D10 RDM 000.27 000.93 004.21 005.53 010.17 015.67 027.15 053.47 088.75 090.01

RA 000.27 000.84 003.63 007.78 014.71 030.37 038.17 069.79 101.03 102.18

DRA 000.27 000.89 004.31 005.54 009.74 015.30 026.65 051.50 088.90 100.36
a1,. . . ,10 mean how many samples of the original database were taken.

4.3 Full Scalability

Using Definition 10 or 12 one can define the full scalability of a data decompo-
sition based algorithm.

2 An algorithm with p = 1 is understood as one that is run on non-decomposed data.
3 An algorithm is scalable w.r.t. the data size if its run-time grows linearly in propor-

tion to the data size.
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Definition 13. (full scalability based on scalability w.r.t. p) A dd-algorithm is
fully scalable if its scalable with respect to p as n is increased.

Definition 14. (full scalability based on scalability w.r.t. n) A dd-algorithm is
fully scalable if its scalable with respect to n as p is increased.

The above scalability, like that from Definition 10, is not necessary in practice.
Therefore, a less strict version is proposed.

Definition 15. (quasi full scalability) A dd-algorithm is quasi fully scalable if
it is scalable with respect to the data size as p = n/np, where np is the fixed data
portion size.

The quasi full scalability is desirable when the data size grows over time and the
data partition size is limited in advance. In such a case, we have to increase the
number of data portions at any time the data size grows respectively.

This type of scalability was studied using the same databases as in Table 34.
For the first two databases the results reported in Table 4 are coincided with
those from Table 3. Namely, the increase of p does not influence the run-time of
the dd-algorithms. For the third database slower run-time can be observed only
for the DRA version. The other version is not efficient due to the same reason
as in Sect. 4.1. Therefore, DRA version can be treated as quasi fully scalable.

Table 4. Attribute reduction with growing data size and number of data portions

db alg 1 2 3 4 5 6 7 8 9 10

D1 RDM 006.34 025.51 058.57 102.60 159.83 229.84 313.17 408.66 525.81 649.87

RA 002.87 011.55 025.80 045.84 071.81 103.62 140.24 186.92 232.42 283.94

DRA 002.89 011.50 025.79 045.99 071.64 102.96 140.42 185.94 232.07 284.26

D5 RDM 003.45 014.13 034.22 061.47 096.75 139.22 188.43 243.68 308.62 377.57

RA 001.50 005.93 013.32 023.66 036.98 053.35 072.92 095.66 119.67 148.15

DRA 001.48 005.94 013.34 023.64 037.09 053.19 072.64 096.46 120.11 147.50

D10 RDM 000.27 000.93 004.21 005.53 010.17 015.67 027.15 053.47 088.75 090.01

RA 000.25 000.83 003.99 010.37 024.66 058.27 098.81 172.99 267.15 344.14

DRA 000.27 000.90 004.23 005.48 009.93 015.88 026.52 046.70 082.40 092.70

5 Conclusion

This paper studied the problem of scalability of data decomposition based algo-
rithms. General definitions devoted to investigating the scalability of such algo-
rithms were proposed. They were applied to evaluate data decomposition based
algorithms using the relative discernibility matrix method for computing all
reducts of a decision table.

4 The number of portions each class of the database is divided into grows proportion-
ally to the number of taken samples.
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The experimental research done under this paper showed that it is possible to
obtain the same or better scalability of an attribute reduction algorithm using a
data decomposition based approach. The version using dual reducts is more likely
to be scalable than that using reducts themselves. In the latter case, the main
reason for the increase of the number of computations is that the cardinalities
of subreduct sets can be big, often considerably bigger than that of the reduct
set. However, the reduct based approach can be improved by applying a more
efficient method for computing the final reduct set based on subreduct ones.
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Abstract. This paper investigates experimentally the feasibility of
Fuzzy Rough Sets in building trend prediction models for financial time
series, as related research is scarce. Aside of the standard classification
accuracy measures, financial profit and loss backtesting using a sample
market timing strategy was performed, and profit related quality of the
tested methods compared against that of buy&hold strategy applied to
the used market indices. The experiments show that Fuzzy Rough Sets
models present a viable basis for forecasting market movement direction
and thus can support profitable market timing strategies.
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1 Introduction

Forecast of financial markets’ conditions is crucial not only for involved institu-
tions and individuals but also for economical well-being of entire nations. On the
other hand, financial markets are an inexhaustible source of noisy and incom-
plete information in a form of financial time series. The number of dimensions,
many of which have hidden correlations, and amount of data to be analysed make
delivery of good models with sufficient predictive quality very challenging1. In
this context, a correct forecast of market direction was shown to be sufficient to
generate profitable trading strategies [10].

Attempts to employ data discovery and soft computing methods to deliver
predictive models have a long track record, including a growing set of reported
work based on Rough Sets [13]. Rough Sets and Fuzzy Rough Sets models [14]
deliver a way to infer knowledge from noisy and incomplete data and to automat-
ically select significant data features (reducts). This forms a good basis to cope
with the challenges of financial time series like data inconsistency and number
of dimensions. Rough Sets were shown to be applicable to any time scale, down
1 It is enough to look at the size of quantitative financial engineering teams in any

major financial institution.
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to intraday trading [9]. However, the recent advances in the field of fuzzy rough
sets [14,16] have not been verified in the area of financial time series forecasting
yet, although the flexible definition of a similarity relation and ability to work
directly with numeric variables make fuzzy rough sets an interesting candidate.
Furthermore, related experiments using soft computing models often reported
good classification accuracy but financial backtesting and the actual financial
performance of the evaluated models were seldom shown. This prompted some
reports, where several soft computing models were tested and deemed to deliver
performance at best on par with statistical methods and simple buy and hold
strategy [7].

Consequently, this work attempts to contribute new research data with
regards to the feasibility of rough sets and fuzzy rough sets models to the task of
financial time series forecasting. Both, the classification accuracy and financial
performance of the examined models were tested using large real life data sets of
several well known market-neutral indices. This work extends also on research
described in [12] by considering Fuzzy Rough Sets.

This paper is organized as follows: Sect. 2 describes the experiment setup,
used data, preprocessing and prediction performance analysis framework.
Section 3 presents and discusses the experiment results. Section 4 concludes the
paper.

2 Experiment Setup

In this study, Rough Sets (RS), Variable Precision Rough Sets (VPRS) and
Fuzzy Rough Sets [14] combined with the k-nearest neighbour algorithm [16]
were used to predict direction of movements of US S&P500, German DAX and
Hong Kong Hang Seng (HSI) stock market indices2. The implementation of the
positive region based fuzzy-rough nearest neighbor algorithm [16] provided in [15]
was used, with two definitions of the lower/upper set approximation based on:

1. VQRS: Vaguely Quantified Rough Sets [3].
2. Lukasiewicz triangular norm operators, with tolerance relation [5]:

Ra(x, y) = 1 − (|a(x) − a(y)|
|amax − amin| (1)

Predictive models based on Variable Precision Rough Sets [17] were used as the
reference. A detailed review of roughs sets, fuzzy rough sets, their extensions
and their applications in finance is provided in [4,8,13].

All the models were applied to time series data samples of the used stock
market indices in order to generate movement predictions using a walk-forward
rolling time window cross-validation procedure [6]. Subsequently, using a back-
testing procedure applied to Exchange Traded Funds (ETFs) associated with

2 Beating a buy and hold strategy in these efficient markets ought to be challenging.
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respective indices, the financial profit and loss of a sample market timing strat-
egy and the buy and hold benchmark were compared. The experiment environ-
ment was built using R package RoughSets [15], ROSETTA Rough Sets system
[11] and an SQL database.

2.1 Input Data

Historical daily Open, Low, High, Close prices, and Volume (OHLC&V) time
series of the S&P500, DAX and HSI stock market indices were used to train
the models and generate index movement predictions. Additional input was pro-
vided by daily closing values of the S&P 500 near-term volatility index VIX3,
which was used to gauge market confidence and covered the below-given peri-
ods. Data was divided into training, calibration and test samples, whereas the
training sample was set to be 3333 trading days, and the testing period was
fixed between 29th of January 2010 and 31st of December 2013 for all indices.
This caused a slight difference in the calendar coverage and total sample lengths
due to differing holiday calendars of the used indices, i.e. for S&P500 from 1st of
August 1996 to 30th of December 2013, DAX from 4th of September 1996 to 27th

of December 2013, and HSI from 20th of November 1996 to 30th of December
2013. The associated ETFs, i.e. SPDR S&P500, iShares Core DAX UCITS, and
Tracker Fund of Hong Kong, designed to track the performance of the respec-
tive indices, were subsequently used to backtest the financial performance of
predictions generated for the test sample. The data was adjusted for dividends,
splits and mergers. All the used indices and ETF data covered the same time
period. Figure 1 displays relative performance of the used index time series over
the applied time period.

The input data included 16 conditional variables and one decision variable.
The following time series attributes were used as conditional variables: Open,
Close, Volume, VIX Close. The following derived technical indicators were used
as conditional variables: Acceleration (n = 5), Average Directional Index (n =
50), Commodity Channel Index (n = 20), Chaikin Oscillator (n = 3,m = 10),
Exponential Moving Average (n = 50), MACD (n = 12,m = 26), Momentum
(n = 5), Price Oscillator (n = 10,m = 5), RSI (n = 14), Price Rate of Change
(n = 1), Williams A/D, Williams %R. See [1] for detailed description of the
indicators4.

Simple daily return Ri of the given index for a future period i served as the
basis for the decision variable di (prediction target) defined to be the change
direction of the daily simple return Ri as follows:

di =
{

down if Ri ∈ (−∞, 0)
up otherwise . (2)

3 http://www.cboe.com/VIX.
4 The Internet also provides abundance of related information.

http://www.cboe.com/VIX
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Fig. 1. Cumulated return of used indices over the applied time period (Color figure
online)

where:

– di - the decision variable for i-th sample,
– Ri =

(
pi

pi−1
− 1

)
∗100 - simple daily return of the Close price pi for i-th period

(trading day).

The discrete decision variable di was used for both, rough sets and fuzzy rough
sets classifier models.

2.2 Market Timing Strategy

The financial performance of the tested models was verified using a long-only
market timing strategy defined as follows:

if di =

⎧
⎨

⎩

down then sell at Openi+1

up then buy at Openi+1

otherwise then no action
(3)

where:

– di - decision variable for i-th sample,
– Openi+1 - the open price at the next period (i + 1-th sample).

Aside of handling the up and down forecast, the strategy accommodated for the
case where a prediction model generated no prediction for the forecasted period.
In this case the strategy generated no trading signal resulting in no action for the
period. The strategy was defined as long only, i.e. no short position was allowed.
The buy and hold strategy was used as the benchmark strategy. For the purpose
of financial performance comparison the ability to buy/sell fractional shares was
enabled. This allowed to fully utilize the available equity (initial equity was set
to 10’000) in both, buy&sell and market timing strategies. The transaction costs
(commissions, slippage, etc.) were ignored in this experiment, as the focus was
on the prediction performance.
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2.3 Setup and Testing of Classifier Models

All the models were tested with each of selected indices (see Fig. 1) using the
walk-forward method with a rolling time window [6]. The walk-forward method
derives from the standard cross-validation but also observes the time order
of time series and so prevents sample and look-ahead bias. For each iteration
of the walk-forward cross-validation a consecutively aligned training, calibra-
tion and testing samples were selected. The training sample was fixed at 3333
trading days. Multiple combinations of calibration and testing samples were
defined drawing their lengths from the sets {21,42,63} and {3,5,21} trading days,
respectively.

For each combination of training-calibration-test sample set in the walk-
forward cycle, predictive models were created using the training sample. The
parameter-driven models, i.e. the fuzzy rough positive region based nearest
neighbour model with VQRS approximation (FPOSNNV QRS) and the VPRS
based model, were then tuned using a grid search on the respective calibration
sample, so the optimal (i.e. resulting in the highest classification accuracy/lowest
error) model parameter set for the given calibration sample and iteration of the
walk forward procedure was found. For the reference VPRS model the tuned
parameter was the VPRS β ∈ {0.0, 0.25, 0.49}. For the FPOSNNV QRS model,
the optimal boundaries (α, β) of the most quantifier were searched in the set
(α, β)most ∈ {(0.2, 1), (0.4, 1), (0.6, 1)}. The some quantifier had fixed bound-
ary parameters set at (α, β)some = (0.1, 0.6). The FPOSNN model using the
Lukasiewicz T -norm operators (FPOSNNTL

) did not require a specific tuning.
The FPOSNN models used the fixed number of neighbours k = 10 in the middle
of the range suggested in [16].

For VPRS-based analysis the input variables were preprocessed as follows:

1. A subset of technical indicators and the VIX Close values, for which a com-
mon consensus on interpretation of their values exists, were discretized using
manually defined intervals.

2. The remaining conditional variables were first normalized using the z-score
method and subsequently discretized using the equal binning algorithm with
3 bins. The mean and standard deviation of the learning sample as well as its
equal binning cuts were used to normalize and discretize the validation and
testing samples.

For the fuzzy rough sets-based processing all conditional variables were normal-
ized, like in case of the rough sets model. Fuzzy rough sets do not require dis-
cretization of conditional variables. The decision variable d (Eq. 2) was encoded
as 1 for an up movement, and −1 for a down movement. The VPRS model set
the decision variable d to 0 in case, the ruleset was unable to predict its value
(i.e. no matching rule was found, as per Eq. 3).

3 Experiment Results

The walk-forward procedure was executed using rough sets and fuzzy rough sets
models generated for all combinations of test sample lengths and model specific
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Table 1. Prediction performance of tested models

Test Sample Length Test Sample Hit Ratio (%)

V PRS FPOSNNV QRS FPOSNNTL

S&P500 HSI DAX S&P500 HSI DAX S&P500 HSI DAX

Calibration period = 21

3 53.09 50.51 51.64 54.20 50.10 51.44 53.90 50.20 50.65

5 52.29 50.51 51.74 53.60 50.00 51.54 53.19 49.80 50.94

21 52.58 50.51 49.95 53.90 49.70 51.64 52.89 50.10 51.44

Calibration period = 42

3 51.87 50.61 49.85 52.89 50.81 52.14 53.18 51.11 52.04

5 51.25 50.71 50.55 53.09 50.61 52.04 51.87 51.42 52.23

21 50.30 51.62 48.96 51.17 50.20 51.84 50.25 50.30 52.14

Calibration period = 63

3 50.56 52.13 49.35 52.89 50.00 52.83 52.28 50.10 52.23

5 51.47 51.52 49.85 52.28 50.30 52.83 52.08 50.71 52.53

21 49.85 52.43 49.85 52.48 49.80 52.93 52.58 50.10 52.63

parameters as defined in Sect. 2.3. Both, the predictive and financial performance
were tested with results described below.

3.1 Prediction Performance

Table 1 presents the total classification performance of the generated models.
The prediction models based on FPOSNNV QRS delivered classification per-
formance with the highest accuracy for S&P500 and DAX indices. i.e. 54.21 %
(calibration sample/forecast period=21/3 trading days) and 52.93 % (calibration
sample/forecast period=63/21 trading days), respectively. The VPRS rule based
model delivered the best accuracy for HSI with 52.43 % vs. the worst performing
FPOSNNV QRS model with classification accuracy of 49.80 % for the calibration
sample/forecast period=63/21 trading days. The FPOSNN models consistently
outperformed the VPRS rule based model for all tested combinations of cali-
bration and forecast periods for the S&P index. For S&P and DAX time series
the FPOSNNV QRS model delivered the best average accuracy of 53.11 % and
52.14 %, respectively, vs. the respective average performance of the VPRS rule
based model of 51.54 % and 50.90 %. For the HSI index the FPOSNNV QRS and
FPOSNNTL

models delivered an average classification performance of 50.17 %
and 50.43, vs. 51.17 % delivered by the VPRS model. The length of calibration
and forecast periods had an impact on the classification efficiency for all tested
models. The use and increasing length of the calibration sample had a positive
impact only on performance of the VPRS model, when predicting movements of
the HSI index. For other indices the increasing length of the calibration sample
had none to negative impact on classification accuracy of the tested models. This
shows that the time distance between the classified sample and the ruleset or
the nearest neighbour base sample (i.e. the training sample) was more important
than the grid search based tuning of model parameters. The latter required a
calibration sample, thus increasing the time distance between the training and
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test samples. One can conclude that consideration of time distance as a factor
in the classification process would most likely improve it [12]. It is also worth
noticing that both, DAX and S&P500 had a strong upwards trend in more than
a half of the testing period, whereas HSI growth was relatively moderate with a
sidewards trend in the same time period (see Fig. 2). Thus, DAX and S&P500
time series supported trend following prediction models, and by extension the
nearest neighbour algorithm taking decisions based on a relatively small number
of k samples. Prediction of sidewards movements (so called whipsaws), like it
was the case for the HSI time series, is recognised as challenging in the field of
technical analysis. In this case the rule based algorithm was relatively better.
The classification accuracy alone is however not sufficient to deliver a profitable
predictive model. A decisive factor is the timing of the correct prediction, which
directly impacts the financial performance.

3.2 Financial Performance

The profit and loss backtesting using the market timing strategy outlined in
Sect. 2.2 as well as the buy and hold benchmark strategy were executed for all

Fig. 2. Cumulated return time series (calibration sample of 63 trading days) (Color
figure online)
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combinations of the training, calibration and test sample lengths. The trading
simulation used tracking ETFs associated with the underlying indices as the
traded equity instrument. The trading costs and slippage were ignored. Figure 2
displays the cumulated return time series of tested models vs. buy and hold
strategy for test runs using the calibration period of 63 trading days5, whereas
Table 2 displays related financial performance summary. The S&P500 and DAX
indices were in a strong upwards trend for the second half of the testing period,
reflected in the total return of 85.39 % and 72.69 % of the respective track-
ing ETFs (and associated buy and hold strategy). Consequently, beating these
indices was expected to be difficult. This was confirmed for the majority of
the calibration/test sample length combinations, where the predictive models
underperformed the market, although still generating positive returns above 30 %
(DAX) and 40 % (S&P500). An exception was the FPOSNNV QRS model, con-
sistently beating the S&P500 performance when using the calibration period od
21 days, and delivering the peak return of 99.88 % using the 21/21 combination
of calibration/test sample lengths. A similar exceptional performance in case
of the DAX benchmark was delivered by the VPRS model with 90.13 % and
78.68 % return using the 42/3 and 42/5 trading days combination of calibra-
tion/test, respectively. In case of the S&P500 index, the decrease of financial
return was coupled with the increased length of the calibration period, reflecting
the similar observation done with regards to the classification accuracy. For the
DAX index, this trend was not present, with the VPRS model performing the
best on the calibration sample of 42 days. It should be noted, that DAX move-
ments were more volatile than these of S&P500, although both indices shared
the same strong upward trend in the second half of the testing period. This may
explain the reason for the lack of the clear dependencies visible in the case of the
S&P500 index, i.e. the US VIX volatility index might not be able to fully reflect
the volatility of the German DAX index. Thus, it may be necessary to define
more localized input variables for the tested models, so the inherent capability
of Rough Sets to select reducts is applied for each underlying market. The HSI
index reflects the above observations amplified by the fact that it had a relatively
weaker upwards trend, with multiple whipsaws, resulting in the total return of
the tracking ETF of only 24.36 % over the testing period. Consequently, the cor-
rect prediction of the index movement played larger role and can be seen in an
excellent performance of FPOSNNV QRS and VPRS models outperforming the
Hong Kong market for all combinations of tested lengths of calibration and test
samples. Both underlying models, namely VPRS and VQRS are closely related,
aiming at reduction of classification noise caused by outliers. On the other
hand, the FPOSNNTL

model underperformed the market, which would indi-
cate that this model is actually trend following and so unable to work in a non-
trending market. Even though the tested models mostly underperform DAX and
S&P500 markets due to the above described dependencies, the total return alone
gives a biased view of the performance without considering the associated risk.
5 The full data set was not shown due to space limitations but can be obtained from

the authors.
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Table 2. Financial performance of tested models on a holdout sample

Model Cum. Return Information Ratio Max. Drawdown

HSI DAX S&P500 HSI DAX S&P500 HSI DAX S&P500

Calibration period = 63, Test period = 3

V PRS 57.96 35.50 58.16 0.46 -0.43 -0.37 18.18 23.01 12.17

FPOSNNV QRS 54.92 44.54 72.68 0.21 -0.19 -0.11 14.76 32.03 33.66

FPOSNNTL
20.92 51.62 63.25 −0.07 -0.14 -0.13 15.90 33.27 32.54

Calibration period = 63, Test period = 5

V PRS 48.94 49.34 68.83 0.34 -0.26 -0.22 18.18 20.60 16.50

FPOSNNV QRS 45.22 46.60 63.47 0.15 -0.18 -0.17 14.76 32.03 35.24

FPOSNNTL
22.40 49.19 57.45 −0.04 -0.16 -0.18 14.64 33.27 34.02

Calibration period = 63, Test period = 21

V PRS 44.14 58.88 42.17 0.28 -0.15 -0.60 16.90 20.82 14.96

FPOSNNV QRS 62.42 58.25 57.34 0.25 -0.09 -0.22 13.21 32.45 33.47

FPOSNNTL
18.92 57.37 56.87 −0.10 -0.10 -0.18 14.87 33.68 33.07

Buy&Hold 24.36 72.69 85.39 - - - 32.99 32.65 18.61

Especially, the information ratio and maximal drawdowns [2] showed the level of
risk associated with the permanent exposure required by the buy&hold strategy.
The FPOSNN based models had risk similar to that of DAX and S&P but per-
formed well vs. the HSI index, with less than 50 % of the drawdown caused by
the index. The VPRS rule based model also delivered performance slightly lower
than DAX and S&P500 indices but with a much lower level of risk (drawdown).
Like the FPOSNNV QRS model, it outperformed the HSI index with the half of
the risk, reflected in the 50 % lower drawdown and positive information ratio.

4 Conclusions

Variable Precision Rough Sets and Fuzzy Rough Sets were used to generate
binary classifiers applied to real life market data of multiple stock indices. Both,
the classification accuracy and ability to support profitable market timing strate-
gies were evaluated. The experimental results showed that Fuzzy Rough Sets
based models were able to outperform the VPRS based model in terms of clas-
sification accuracy in the majority of experiments. In terms of financial per-
formance, the VPRS and FPOSNNV QRS models were able to outperform the
buy&hold strategy applied to the HSI index. Considering the simplicity of the
used strategy and the strong upwards trend of S&P500 and DAX, the models
were robust when applied to these times series. The application of Rough Sets
models to portfolios representing a specific strategy can be simulated by tracking
certain indices or exchange traded funds and is planned to be included in the
future research. In general, the effectiveness of the delivered trading signals can
be further improved by considering the time distance in classification algorithms
and wider set of input variables.
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Abstract. Automatic and accurate brain tumor segmentation from MR
images is one of the important problems in cancer research. However,
the lack of shape prior and weak contrast at boundary make unsuper-
vised brain tumor segmentation more challenging. In this background, a
new brain tumor segmentation method is being developed, integrating
judiciously the merits of multiresolution image analysis technique and
rough-fuzzy clustering. One of the major issues of the clustering based
segmentation method is how to extract brain tumor accurately, since
tumors may not have clearly defined intensity or textural boundaries. In
this regard, this paper presents a new post-processing method for cluster-
ing based brain tumor detection. It combines the merits of mathematical
morphology and the concept of rough set based region growing approach
to refine the result obtained after clustering, thereby ensuring the accu-
rateness of brain tumor segmentation application. The performance of
the proposed approach, along with a comparison with related methods,
is demonstrated on a set of synthetic and real brain MR images.

1 Introduction

Automatic segmentation of healthy and pathologic brain tissues from MRI plays
an important role in brain tumor detection application. Early and accurate brain
tumor segmentation from MR images is a difficult task in many cancer research
applications. Brain tumors may be of any size, may have a variety of shapes, may
appear at any location in brain, and may appear in different image intensities.
Some tumors also deform other structures and appear together with edema that
changes intensity properties of the nearby region.

The challenges associated with automatic brain tumor segmentation have
given rise to many different approaches [2,7,8,10–12]. Classification based tumor
detection algorithms are widely used in brain tumor detection applications.
These methods are constrained to the supervised [7,9] or unsupervised [1].
Menze et al. [7] combined a healthy brain atlas with a tumorous brain atlas
to segment tumors using a generative probabilistic model and spatial regular-
ization. Bauer et al. [9] combined support vector machine using multispectral
intensities and textures with subsequent hierarchical regularization based on

c© Springer International Publishing Switzerland 2015
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conditional random fields. This method requires four modalities, namely, T1-
weighted, T1-weighted with contrast agent, T2-weighted, and FLAIR to classify
the tumor region. Fletcher-Heath et al. [1] combined fuzzy clustering and inte-
grated domain knowledge to improve the tumor segmentation applied on T1-,
T2-, and PD-weighted images. A block diagram illustrating the main steps dur-
ing the clustering based brain tumor segmentation pipeline is shown in Fig. 1.
The pre-processing step may include denoising, skull stripping, correction of
intensity inhomogeneity, or registration for multi-modal input images. Feature
vectors are then generated for clustering algorithm to extract the tumor class.

Fig. 1. Block diagram of the clustering based brain tumor detection method

In this regard, a texture-based brain MR image segmentation method is pre-
sented in [6] that can be used for detecting brain tumor from MR images. It judi-
ciously integrates the merits of multiresolution image analysis and rough-fuzzy
clustering. The multiresolution wavelet analysis is used to extract scale-space
feature vector for each pixel of the given brain MR image. Since the bound-
ary between brain and skull is relatively strong on T1 scan, a skull stripping
algorithm is used to extract the brain tissues and remove non-cerebral tissues.
However, the use of wavelet decomposition may give rise to some irrelevant and
insignificant features. Hence, an unsupervised feature selection method is used
to reduce the dimensionality of feature space by maximizing both relevance and
significance of the selected features. Finally, the robust rough-fuzzy c-means algo-
rithm [5] is used for segmentation of brain MR image. While the integration of
both membership functions of fuzzy sets enables efficient handling of overlapping
classes in noisy environment, the concept of lower and upper approximations of
rough sets deals with uncertainty, vagueness, and incompleteness in class defin-
ition. In effect, it groups similar textured tissue classes contained in the image.

However, the lack of intensity or shape priors and weak contrast at boundary
make unsupervised brain tumor segmentation more challenging. Once the tumor
class is extracted by clustering algorithm, the result can be further improved by
a sequence of post-processing steps as shown in Fig. 1. Hsieh et al. [2] proposed a
simple region-growing and knowledge-based post-processing step after the fuzzy
classification applied on non-contrasted T1- and T2-weighted MR images, fol-
lowed by a morphology operator. Iscan et al. [3] developed a filtering and region
growing based post-processing approach on segmented tumorous tissue.

In this background, this paper presents a new post-processing method. It
integrates the merits of morphological operations and the notion of rough set
theory in formulation of region growing method. Since tumors may not have
clearly defined intensity or textural boundaries, there may be some ambiguity at
boundary region of a tumor class. This uncertainty is handled by incorporating
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the rough set theory into region growing approach. Hence, this post-processing
step plays an important role in order to ensure the correctness of the diagnosis
in brain tumor segmentation applications. The performance of the proposed
approach, along with a comparison with related methods, is demonstrated on a
set of synthetic and real brain MR images both qualitatively and quantitatively.

2 Proposed Post-Processing Method for Tumor Detection

This section briefly presents rough-fuzzy clustering and wavelet based brain MR
image segmentation method reported in [6]. It consists of five steps as follows:

1. Generation of mask from brain MR image for identification of brain region;
2. Dyadic wavelet analysis of MR image using Daubechies 6-tap filter;
3. Generation of feature vectors for brain region using the mask;
4. Unsupervised feature selection to select relevant and significant features for

clustering; and
5. Rough-fuzzy clustering to generate segmented image.

However, the above algorithm results in oversegmentation or undersegmentation
of brain tumor due to the ambiguities at tumor boundaries. Hence, a new post-
processing method, based on morphology and rough set based region growing
method is used to handle efficiently these ambiguities. Due to partial volume
effect, the brain tumor segmentation based on clustering algorithm may pro-
duce many residual areas around the tumor region. Again, since the tumor is
not homogeneous, clustering based segmentation may produce small holes within
the tumor class. Hence, the morphological operations, namely, closing and open-
ing, in the order, followed by finding largest connected component, are applied
to eliminate these residual areas, as well as to eliminate any discontinuity within
tumor mass. The closing and opening morphology use square shaped structur-
ing element of different dimensions. Two-pass connected component labelling
is embedded for finding the largest connected component. Then, a rough set
based region growing method is proposed to efficiently handle the ambiguities
at anatomical tumor boundaries.

The theory of rough sets begins with the notion of an approximation space,
which is a pair < U,R >, where U be a non-empty set, the universe of discourse,
and R an equivalence relation on U . Given an arbitrary set X ∈ 2U , in general, it
may not be possible to describe X precisely in < U,R >. One may characterize
X by a pair of lower and upper approximations. The lower approximation R(X)
is the union of all the elementary sets which are subsets of X, and the upper
approximation R(X) is the union of all the elementary sets which have a non-
empty intersection with X. The interval < R(X), R(X) > is the representation
of X in the approximation space < U,R > or simply called the rough set of X.
The accuracy of X, denoted by αR(X), is the ratio of the number of objects in
its lower approximation to that in its upper approximation; namely

αR(X) = |R(X)||R(X)|−1 (1)
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Note that the higher the accuracy of a subset, the better is its approximation.
The proposed region growing technique is based on the concept of rough set

theory. Let T be the tumor class. Application of various morphological operations
produces the region that possibly belongs to T , that is, upper approximation of
the tumor class, A(T ). The lack of shape prior and weak contrast at anatomical
boundary induce uncertainty of belongingness of boundary region pixels. Hence,
it puts some non-tumorous cells into A(T ) because they are characterized as
indiscernible with other actual tumorous pixels, using the available information.

The accuracy of approximation of T as in (1), in fact, provides a measure of
how closely the rough set is approximating the target set with available knowl-
edge. Hence, the non-tumorous tissues in A(T ) are discarded in this methodol-
ogy in order to increase the accuracy of approximation. In this regard, a region
growing approach based on the gradient information of input image is proposed,
which concentrates on elimination of non-tumorous healthy brain tissues from
pathologic region appropriately, thereby maximizing the rough set accuracy.

The center of gravity (CoG) is computed within A(T ). The CoG of A(T ) is
assumed to certainly belong to the tumor region, and hence the CoG is assigned
initially in the lower approximation of the tumor class A(T ). Then, a simple
region growing approach is followed with CoG as the seed point. An edge map
of the input brain MR image is constructed within the region of A(T ). In this
approach, Sobel’s gradient operator is used. It starts growing initially from the
CoG to spread over the edge map of A(T ). The region of interest A(T ) expands
until a certain criterion is met which is based on the mean gradient magnitude
of input image within the region of A(T ).

Let δ(x) be gradient magnitude of pixel x. The threshold Δ is computed as:

Δ =
1∣∣A(T )

∣∣
∑

x∈A(T )

δ(x), (2)

Based on the value of Δ, the unassigned pixel is included in A(T ) using the
pixel assignment rule for lower approximation described as below:

A(T ) ← A(T ) ∪ {
x ∈ A(T )|δ(x) ≤ Δ ∧ (∃y ∈ A(T ) s.t. x ∈ N (y))

}
, (3)

where N (p) represents the neighbors of the pixel p using eight-connectivity.
This region growing method is repeated until no more changes occurred. After
building A(T ), the boundary of A(T ) is refined using the lower approximation
refinement rule as presented below:

A(T ) ← A(T ) ∪ {
x ∈ A(T )|δ(x) ≥ Δ ∧ (∃y ∈ A(T ) s.t. x ∈ N (y))

}
. (4)

This assignment rule includes the pixels that represent the boundary edge
region of tumor. Figure 2 shows an example of building the rough approximation
A(T ) and 2D region growing approach applied on CoG of A(T ) to approximate
the corresponding tumor class. As it can be seen in the tumor result of Fig. 2g,
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(a) (b) (c) (d) (e)

(f) (g) (h) (i) (j)

Fig. 2. An example of detection of tumor region T : (a) input, (b) after clustering,
(c) closing, (d) opening, (e) largest connected component, i.e., A(T ), (f) CoG marking,
(g) A(T ), (h) A(T ) refinement, (i) final closing, and (j) ground truth

there are several holes inside the brain region caused by the higher gradient
magnitude values for some pixels within tumor region than the threshold Δ
computed, due to its noise factor. Also, the gradient magnitude on tumor edge
boundaries may reach above the threshold value Δ. These are refined using the
lower approximation refinement rule of (4). Finally, the morphological closing
operation is used to smooth the surface of the tumor class. The main steps of
the proposed morphology and rough set based post-processing method proceed
as follows:

1. Apply closing morphology with a window of dimension 5 × 5 on the tumor
class extracted by clustering algorithm.

2. Apply opening morphology with a window of size 7 × 7 in order to separate
the tumor region from healthy brain tissues.

3. Find the largest connected component using connected component labelling
and consider it as rough approximation of tumor A(T ).

4. Construct an edge map from input brain MR image for region of A(T ).
5. Compute the threshold value Δ using (2).
6. Compute the CoG of A(T ) and consider it as seed point for region growing

method.
7. Initially, A(T ) ← CoG.
8. The region A(T ) grows by incorporating boundary region pixels by pixel

assignment rule of (3).
9. Refine the boundary of lower approximation using the lower approximation

refinement rule of (4).
10. Assign the lower approximation of T , A(T ), to T .
11. Finally, apply closing morphology with a window of dimension 5 × 5 to

smooth the surface of the tumor class.
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3 Experimental Results and Discussions

This section presents the performance of the proposed brain tumor detection
algorithm, along with a comparison with related methods. The proposed method
uses robust rough-fuzzy c-means (rRFCM) [5] for segmentation of brain MR
images. The methods compared are M1, M2, M3, and BraTumIA [9]. The
methods M1, M2, and M3 use hard c-means (HCM), fuzzy c-means (FCM), and
rough-fuzzy c-means (RFCM) [4], respectively, while mask generation, feature
extraction and selection, and post-processing steps are same as those of the
proposed method.

The value of fuzzifier is 2.00, while that of weight parameter for rough-
fuzzy clustering algorithms, which represents relative importance of lower and
boundary region is set to 0.51. The final cluster prototypes of HCM are used
as the initial centroids of other clustering algorithms. Brain tumor image
data used in this work were obtained from the MICCAI 2012 Challenge
on Multimodal Brain Tumor Segmentation (http://www.imm.dtu.dk/projects/
BRATS2012) organized by B. Menze A. Jakab, S. Bauer, M. Reyes, M. Prastawa,
and K. Van Leemput. The challenge database contains fully anonymized images
from the following institutions: ETH Zurich, University of Bern, University of
Debrecen, and University of Utah. For a quantitative comparison of the perfor-
mance of the proposed method with other methods, the ground truth of brain
tumor for this data set is obtained from its corresponding website.

Based on the region of interest to be extracted in the output image and that in
the ground truth, the false positive (FP), false negative (FN), true positive (TP),
and true negative (TN) counts can be computed for each segmented image. The
quantitative measures, namely, Dice coefficient and Youden index, are described
as follows with the help of these counts:

– The Dice coefficient measures the overlap between the ground truth and the
result, expressed as:

DC =
2.TP

(FP + TP) + (FN + TP)
.

– The Youden index is defined as:

Y I = sensitivity + specificity − 1,

where sensitivity =
TP

TP + FN
and specificity =

TN
TN + FP

.

Higher numbers of these metrics represent better overlapping in segmented
image and ground truth image, indicating the significance of underlying algo-
rithm. The metrics are calculated here for brain tumor that includes active
tumor and edema. Figures 3 and 4 present the effectiveness of the proposed
brain tumor segmentation algorithm for few images, while the heatmaps in Fig. 5
depict brain tumor segmentation results for fifty images quantitatively. From 3rd
to 7th columns of Figs. 3 and 4, the TP, FP, and FN regions are represented in

http://www.imm.dtu.dk/projects/BRATS2012
http://www.imm.dtu.dk/projects/BRATS2012
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Fig. 3. Segmented images for simulated brain tumor images: input image, ground truth,
proposed, M1, M2, M3, and BraTumIA (from left to right) (Color figure online)

Fig. 4. Segmented images for real brain tumor images: input image, ground truth,
proposed, M1, M2, M3, and BraTumIA (from left to right) (Color figure online)
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Fig. 5. Simulated high graded, simulated low graded, and real brain tumor
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red, orange, and blue color, respectively, while red color in the images at second
column represents region of interest to be segmented. In heatmaps for Dice coef-
ficient and Youden index, the results below 0.45 are put into the bin numbered
1, while the results, starting from 0.45, lying within equally spaced intervals, are
put into the corresponding bins.

3.1 Importance of Robust Rough-Fuzzy C-Means

The performance of the proposed method is extensively compared with that of
the methods M1, M2, and M3. The qualitative results reported in columns 3rd
to 6th of Figs. 3 and 4 compare the performance of the proposed method with
that of the methods M1, M2, and M3, while Fig. 5 compares it quantitatively
with respect to two quantitative indices on several brain tumor images. The
proposed method attains better performance than M1, M2, and M3 in 56, 73,
62 cases, respectively, out of 100 cases, irrespective of segmentation validation
indices used. From the output images reported in Figs. 3 and 4, it can also be
seen that there is a significant improvement in the segmentation results obtained
using the proposed method as compared to other clustering methods.

From all these figures, it can also be concluded that the proposed post-
processing method works well irrespective of clustering algorithms used. But,
the clustering result actually forms the base for post-processing. So, more effi-
cient is the clustering technique, more accurate the tumor segmentation. The
best performance of the proposed method using rRFCM clustering algorithm
is achieved due to the fact that the probabilistic membership function of the
rRFCM handles efficiently overlapping partitions, while the possibilistic mem-
bership function of lower approximation of a cluster helps to discover arbitrary
shaped cluster. In effect, good segmented regions are obtained using the proposed
brain MR image segmentation algorithm.

3.2 Comparative Performance with Existing Method

Finally, the performance of the proposed method is compared with that of Bra-
TumIA. The third and seventh columns of Figs. 3 and 4 represent the comparison
between proposed segmentation results and the existing BraTumIA software tool
qualitatively. It can be seen from Fig. 5 that the proposed method significantly
gives better result than existing BraTumIA software tool. The proposed method
attains higher values than BraTumIA in 42 and 30 cases with respect to Dice
coefficient and Youden index, respectively, out of 50 cases each.

4 Conclusion

The main contribution of this paper is to introduce a post-processing step for
brain tumor detection from MRI. The proposed post-processing method judi-
ciously integrates the merits of morphological operations and the notion of
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rough set theory embedded into region growing technique. It improves the per-
formance of the brain tumor segmentation method. Formulation of this method
using rough set enables efficient handling of ambiguities at anatomical pathologic
boundaries. The proposed post-processing method works significantly well, irre-
spective of clustering algorithms as shown by the experimental results. Hence,
the proposed morphology and rough set based region growing post-processing
method can be applied to any clustering based brain tumor segmentation app-
roach. Several quantitative measures are used to evaluate the performance of
the proposed brain tumor segmentation method. Finally, the effectiveness of the
proposed method is demonstrated both qualitatively and quantitatively, along
with a comparison with other related algorithms, on a set of synthetic and real
brain MR images.
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Abstract. The presented research aims at modeling acoustical wave propagation
phenomena by applying rough set theory in a novel manner. In a typical listening
environment sound intensity is determined by numerous factors: a distance from
a sound source, signal levels and frequencies, obstacles’ locations and sizes.
Contrarily, a free-field is characterized by direct, unimpeded propagation of the
acoustical waves. The proposed approach is focused on processing sound field
measurements performed in an anechoic chamber, collected by a dedicated
acoustic probe, comprising thousands of datapoints for six signal frequencies,
with and without the presence of a dummy head in a free-field. The rough set
theory is applied for modeling the influence of an obstacle that a dummy head
creates in a free-field and the effects of the head acoustic interferences, shading
and diffraction. A data pre-processing method is proposed, involving coordinate
system transformation, data discretization, and classification. Four rule sets are
acquired, and achieved accuracy and coverage are assessed. Final results allow
simplification of the model and new method for visualization.

Keywords: Rough sets · Imprecision · Acoustical field visualization

1 Introduction

It is important to emphasize that, in general, analytic models as well as acoustic field
measurements provide useful information about pressure acoustics, pressure fields, but
none currently offers a full vector mapping of the acoustic energy flow in front of and
behind obstacles. Interference, diffraction, and scattering of waves make the real field
very complex and challenging in terms of creating truly faithful theoretical frameworks.
Taking these facts into consideration, the authors decided to conduct measurements of
the vector acoustic field around a so-called dummy head imitating human head, using
the sound intensity technique [4] and to enable resulting data processing employing a
soft computing approach originating from the rough set methodology [13].
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2 Measurement Methodology

Measurements were carried out in an anechoic chamber which is characterized by the
free-field conditions, to avoid the problem of reflections coming from walls and obsta‐
cles. The acoustic intensity distribution was obtained using a sound intensity measure‐
ment technique, namely a 3D Acoustic Vector Sensor (AVS) [2, 5, 8–10, 14] was
employed. AVS measures the acoustic particle velocity directly, instead of a sound
pressure, which is captured by conventional microphones [6, 16]. The AVS senses air
flow across two resistive strips of platinum that are heated up to approximately 200°C
to provide temperature difference being the result of cooling by air flow [3]. The sensor
itself is very miniature: typical dimensions of the wires are 5 μm in diameter and 1 to
3 mm in length, thus giving a nearly pin-point measurement, at the same time not causing
the acoustic field disturbance. It operates in a flow range of 10 nm/s up to about 1 m/s.
Each sensor is sensitive in only one direction, therefore, three orthogonally placed
transducers are used. In combination with pressure measurement by a microphone, the
sound field in a single point is fully characterized, and the acoustic intensity vector,
which is the product of pressure and particle velocity, can be determined. This intensity
vector indicates the acoustic energy flow.

Sound intensity is the average rate at which sound energy is transmitted through the
unit area perpendicular to the specified direction at the considered point. The intensity
in a certain direction is the product of sound pressure (scalar) p(t) and the particle velocity
(vector) component in that direction u(t). The time-averaged intensity I in a single
direction is given by (1) [4]:

(1)

In the applied algorithm of sound intensity calculation, the averaging time T was
4096 samples (with the sampling frequency of 48 kHz). It means that the measured value
was updated more than 10 times per second. A single intensity measurement takes 1 s,
being an average of values.

Using the AVS, the particular sound intensity components can be obtained based on
Eq. (1). The sound intensity vector in three dimensions is composed of the acoustic
intensities in three orthogonal directions (x, y, z) (2):

(2)

Sound intensity calculation can be performed in the time domain or in the frequency
domain [8, 9]. Due to the fact that the multi-harmonic signal was employed in the meas‐
urements, a method for calculating the sound intensity in the frequency domain was
applied for this purpose. The detailed information about algorithm and methodology of
the measurement performed can be found in [10].

The full three dimensional sound intensity vector field can be determined within the
audible frequency range from 20 Hz up to 20 kHz [2, 14]. As an example of the meas‐
urement results, Fig. 1 shows sound intensity distribution characteristics for 1000 Hz.
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The signal was radiated from the center loudspeaker in a 5.1 surround sound setup (top-
middle of images), without and with a dummy head present in the field, and additionally
a difference between these two measurements is visualized. The wave phenomena such
as diffraction and interference are clearly visible. It is also easy to observe local
compression of sound energy (in front of and behind the head), as well as the increase
of the intensity level on both sides of the head.

Fig. 1. Sound intensity distribution for 1000 Hz, signal from the center loudspeaker. From left:
free-field and no dummy head; dummy head present in the field; the difference expressing
influence of the head

The research presented in this paper shows an attempt to model acoustical wave
propagation phenomena by applying rough set theory to acoustic field visualization. The
approach proposed is focused on processing sound field measurement performed in an
anechoic chamber, collected by a dedicated acoustic probe. Datapoints for six signal
frequencies with and without the presence of a dummy head in a free-field, resulted from
the measurements, are analyzed employing the rough set theory. However, first, a data
pre-processing method, involving coordinate transformation is proposed. Also, data
discretization for modeling the influence of an obstacle that a dummy head creates in a
free-field [7] is performed before the rough set-based analysis. In consequence, a rule
set is acquired, allowing for the model simplification and visualization.

3 Acoustic Field Parameterization

The acoustic field was measured by a vector sensor, capable of registering values of
particle velocity flow in x, y, z directions. This sensor was positioned precisely in given
coordinates by a dedicated Cartesian robot arm [11]. As a result the sound intensity at
a certain point in space has been obtained.

Measurements were conducted in two conditions: (1) with the speaker emitting test
signals in an anechoic chamber environment; (2) the same speaker and signals emitted but
along with a dummy head, positioned in the center of the measured space. Collected meas‐
urement results enabled to visualize directional characteristic of the speaker and open-space
sound propagation phenomena [12], on one hand; and impact of the head on sound propa‐
gation, compression and rarefaction on the other hand [15] (Fig. 2).
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a) b)

Fig. 2. Results of acoustic field measurements for 1000 Hz test signal: (a) field without the head,
(b) field with the head

Measurements covered horizontal grid of 17 × 17 points, spaced evenly in interval
of 50 mm, positioned at the level of ears of the dummy head.

3.1 Vector Field Data Preprocessing

The Cartesian coordinate system is convenient for positioning the robot arm and
uniformly covering large spaces. Nevertheless, for further processing polar coordinates
are to be used. A conversion from Cartesian to polar systems was made, assuming that
the center of polar system is the head center, and direction 0 degrees is in front of it, the
same as the speaker direction. For polar representation of acoustic field it was assumed
that it is sufficient to analyze only 20 different directions (360 deg split into 18 degree
wide slices), and 20 grades of distance from the center (Fig. 3), resulting in a discreti‐
zation of the measured space.

a) b)

Fig. 3. Conversion of coordinates: (a) acoustic field with head present for 2000 Hz the Cartesian
coordinate system, (b) in polar coordinates

For particular frequency of emitted sound, two measurements are available –
empty space Ienv(x,y) and with the dummy head Iw_head(x,y) for every point in the
space. A difference between these two reflects the influence of the head presence
on sound propagation (see Fig. 4 and Eq. (3)).
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(3)

a)  b)

c)

Fig. 4. Influence of head on sound propagation: (a) acoustic field for 2000 Hz in an empty space,
(b) field with the head present, (c) difference reflecting the influence

It is assumed, that in different conditions the factor Ienv, reflecting the propagation in
the environment and the speaker characteristics, would be different. The presence of the
head in such a new condition would also result in different values of Iw_head. Nevertheless
the Iinfluence should remain unchanged, as long as the head position its size, and its relative
position to the speaker is unchanged. Therefore, the focus is on the analysis of the head
influence only, expressed as above.

Due to the nature of a sound wave, the measurement is not precise. Non-uniform
propagation from the not ideal speaker1 and numerous reflections from the head, result
in wave interferences, that are not observed accurately, as measurements are taken only
in selected points in space. Therefore, single measurement reflects only roughly the
sound intensity at a certain point. It should be recalled here that wave interference is the
interaction of two sound waves traveling in the same medium. The interference of waves
causes the shape of the pressure wave to combine in the medium into a complex wave‐
form. If the compressions of two similar sounds meet, they will combine and have twice
the amplitude. If two rarefaction sections intersect, they will combine in the medium
and a rarefaction of twice the amplitude will result [17].

1 The ideal sound source is a point emitting in all directions with the same level.
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Due to the low precision of measured values, it is advisable to introduce a general
and rough representation of the sound intensity. Thus, a discretization of measurements
was performed, focused on forming classes reflecting the sound intensity changes, i.e.
(1) high rarefaction, (2) medium rarefaction, (3) unchanged, (4) medium compres‐
sion, (5) high compression (Fig. 5).

a) b)

Fig. 5. Sound intensity changes for 2000 Hz: (a) original values, (b) discretized into five classes

The discretization is based on the expert knowledge: e.g. the intensity decrease of
−3 dB or more is regarded as high rarefaction, a decrease in range of (−3 dB, 0 dB) is
not significant, therefore regarded as medium rarefaction, an increase in intensity level
by 1 dB can be either measurement error or the result of a minor interference, therefore
is medium compression, and finally, an increase larger than +2 dB is a major interfer‐
ence, and is high compression (Table 1).

Table 1. Discretization of sound intensity values

Range of
values

Iinfluence ≤ -3 -3 < Iinflu‐

ence < 0
0 ≤ Iinflu‐

ence < 1
1 ≤ Iinflu‐

ence < 2
Iinfluence ≥ 2

Assigned
class

hraref. mraref. unch. mcomp. hcomp.

Class names:
                        hraref. - high rarefaction
                      mraref. - medium rarefaction
                        unch. - unchanged
                        mcompr.- medium compression
                        hcompr. - high compression

As a result of the described preprocessing, the input data from sound level meas‐
urements are discretized in terms of direction (20 angles), distance (20 grades), and value
(5 classes).
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3.2 Rough Set Based Reasoning

A decision table containing four discrete attributes from all measurements was created:
angle, distance, frequency, Iinfluence, the last one treated as the decision attribute. 400
points were provided for six frequencies of: 250 Hz, 500 Hz, 1000 Hz, 2000 Hz, 4000 Hz,
and 8000 Hz, resulting in 2400 objects in the table (Fig. 6). The table was processed in
the RSES Rough Set Exploration System [1]. An exhaustive algorithm was used for
determining the reduct, and it comprised all three attributes (angle, distance, frequency).
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Fig. 6. Histogram of classes in the 2400 objects decision table

Analyzing all objects in the table, a set of rules was derived, resulting in 2034 rules:
97 % of rules included three attributes, and 3 % only two attributes. Mean support was
equal to 1.2.

The next step was generalization of rules, with a factor of 0.9. This resulted in the
same number of rules, but with greatly increased mean support, equal to 57.3. One of
the rules with the highest support of 180 objects, is related to region of unchanged
intensity region, present in almost all frequencies (4):

(4)

Over 2000 rules explaining relations observed in a database of 2400 objects is defi‐
nitely too high number, close to overfitting. Therefore a series of experiments were
performed, testing accuracy of classification with reduced rule sets.

4 Experiments and Results

Rules with the lowest support were removed, using three thresholds (minimal support
of 3, 10 and 20), and classification tests were performed on the decision table with all
2400 objects. A comparison of performance reveals that satisfactory level of generali‐
zation was obtained, as reduction of number of rules to 29 % of initial number still yields
high accuracy and coverage (Table 2) (Fig. 7).
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Table 2. Comparison of initial and filtered rule sets: support, number of rules and achieved
accuracy and coverage

Rule sets

Initial set Filtered A Filtered B Filtered C

Minimal support of rules 1 3 10 20

Maximal support of rules 20 194 194 194

Mean support of rules 1.2 50.1 60.4 69.9

Number of rules
(percent of initial set)

2034
(100 %)

588
(29 %)

476
(23 %)

396
(19 %)

Accuracy 0.95 0.937 0.916 0.885

Coverage 1.0 0.999 0.936 0.854
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Fig. 7. Number of rules supporting decision classes in initial rule set and Filtered B set

Detailed results of classification of all objects using 588 rules (rule set “Filtered A”)
reveal confusion between medium rarefaction/compression/unchanged cases, where the
observed value of the sound intensity change varies by ± 1 dB, and can be explained by
the measurement imprecision. Adequate high accuracy and coverage are achieved
(Table 3). Reduction of rules to 476 (rule set “Filtered B”) shows a significant loss of
coverage, especially for high compression cases, and the total performance is question‐
able (Table 4).

Summarizing, the resulted 588 “Filtered A” rule set, is a good compromise between
accuracy and the ability to describe dependencies of angle, distance, frequency, and
result compression/rarefaction in the sound field. Confusion between medium changes
of ± 1 dB is negligible, by means of perception of the sound by the human ear.
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Table 3. Summary of results for rules with minimal support of 3
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 unchanged 1,224 1 16 0 0 1,241 0.986 1 
med. compr. 16 228 0 0 0 244 0.934 1 

med. rarefaction 108 0 624 0 1 733 0.851 1 
high compr. 0 0 0 87 0 89 1 0.978 

high rarefaction 1 0 7 0 85 93 0.914 1 
True positive rate 0.91 1 0.96 1 0.99

Table 4. Summary of results for rules with minimal support of 10
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Accu-
racy 
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 unchanged 1,224 1 16 0 0 1,241 0.986 1 
med. compr. 48 124 2 0 0 244 0.713 0.713 

med. rarefaction 109 0 607 0 1 733 0.847 0.978 
high compr. 2 0 0 24 0 89 0.923 0.292 

high rarefaction 1 0 8 0 80 93 0.899 0.957 
True positive rate 0.88 0.99 0.96 1 0.99

Accuracy: TP/(TP + FN), e.g. 24/(24 + 2) = 0.923 for high compression.
Coverage: (TP + FN)/(No. of obj.), e.g. (24 + 2)/89 = 0.292 for high compression.
True positive rate: TP/(TP + FP), e.g. 607/(16 + 2+607 + 8) = 0.96 for med. rarefaction.

5 Conclusions

A novel approach to modeling and visualization of the sound field was proposed in the
paper employing the rough set-based mechanism for the delivery of a rule set helping
to study acoustical phenomena. The overall image of the acoustic field resulted from
measurement comprises the effect of the obstacles appearing in a source radiation path,
as well as the influence of scattered reflections together with their phase and amplitude
relationship. The aforementioned measurements employed an acoustic intensity probe.
The observation of acoustic wave distribution around the human head illustrates that
phenomena occurring in the real acoustic field are more complex than those typically
shown in acoustic field simulations. The wave phenomena such as diffraction and addi‐
tional interferences are clearly visible. The experiments conducted helped to verify the
method for reducing the complexity of data resulted from acoustic field measurements.
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Abstract. In the paper, an application of dynamic programming app-
roach to global optimization of exact association rules relative to coverage
is presented.

Keywords: Rough sets · Dynamic programming · Coverage · Decision
rules · Association rules

1 Introduction

Association rules are popular form of knowledge representation. They are used
to discover patterns, associations, correlations among sets of items in data set.
There are many approaches for mining association rules. The most popular, is
Apriori algorithm based on frequent itemsets [1].

During years, many new algorithms were designed which are based on, e.g.,
closed itemset lattices [16], partitioning the data [19], and others [7,15].

In the paper, an application of dynamic programming approach to optimiza-
tion of association rules relative to coverage is presented. Coverage is one of
popular rule’s evaluation measure which denotes how many objects are covered
by the rule. It allows one to discover major patterns in the data and also reduces
the number of generated rules. Unfortunately, the problem of construction of
rules with maximum coverage is NP -hard [6]. The most part of approaches,
with the exception of brute-force and Apriori algorithm, cannot guarantee the
construction of rules with the maximum coverage. The proposed approach allows
one to construct optimal rules, i.e., rules with the maximum coverage.

Application of rough sets theory to the construction of rules for knowledge
representation or classification tasks are usually connected with the usage of
decision table [17] as a form of input data representation. In such a table one
attribute is distinguished as a decision attribute and it relates to a rule’s conse-
quence. However, in the last years, associative mechanism of rule construction,
where all attributes can occur as premises or consequences of particular rules, is
popular. Association rules can be defined in many ways. In the paper, a special
kind of association rules is studied, i.e., they relate to decision rules. Such rules
can be interpreted as Horn rules [5,8] where literals are coded using attribute-
value pairs. This form of rule representation is widely used in data mining. Simi-
lar approach was considered in [13,14], where greedy algorithm for minimization
of length of association rules was investigated.
c© Springer International Publishing Switzerland 2015
M. Kryszkiewicz et al. (Eds.): PReMI 2015, LNCS 9124, pp. 428–437, 2015.
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This paper is an essential extension of the paper [3] in which decision tables
are considered that do not contain equal rows with different decisions (consistent
tables). When association rules for information systems are studied and each
attribute is sequentially considered as the decision one, inconsistent tables are
often obtained, i.e., tables containing equal rows with different decisions. So, the
approach considered in [3] is extended to the case of inconsistent decision tables.
It required changes in definitions, algorithms (new conditions of stop), proofs of
algorithm correctness, and, especially, in the software.

The aim of the paper is to create a research tool which is applicable to
medium sized decision tables and allows one to construct exact association rules
with maximum coverage that cover given object (row). To this end, a directed
acyclic graph is constructed. Based on this graph it is possible to describe
all irredundant association rules with given attribute on the right-hand side.
This graph is used also in an optimization procedure which changes the initial
graph such that it describes, for each row, all association rules with the consid-
ered attribute on the right-hand side that cover given row, and have maximum
cardinality.

Methods and results considered in this paper have common points with For-
mal Concept Analysis (FCA) [18]. In particular, for a given decision table T ,
a directed acyclic graph is constructed. It is used for the description and opti-
mization of association rules. Nodes of this graph are so-called separable subta-
bles of the table T given by systems of equations of the kind “attribute=value”.
The considered construction is connected with FCA. Let the decision table T
contain only conditional attributes with values from the set {0, 1} and, for each
attribute, contain also its negation. Then each subtable (node) from the directed
acyclic graph corresponds to a concept for the context consisting of the set of
rows of T and the set of conditional attributes of T . More common points are in
results. In particular, exact association rules (called “implications”) are studied
in FCA [9,10,15,16].

The paper consists of six sections. Section 2 contains main notions. In Sect. 3,
algorithm for construction of a directed acyclic graph is presented. Section 4
contains a description of optimization procedure relative to coverage. Section 5
contains experimental results for decision tables from UCI Machine Learning
Repository, and Sect. 6 - conclusions.

2 Main Notions

An information system I is a rectangular table with n + 1 columns labeled with
attributes f1, . . . , fn+1. Rows of this table are filled by nonnegative integers
which are interpreted as values of attributes.

An association rule for I is a rule of the kind

fi1 = a1 ∧ . . . ∧ fim
= am → fj = a,

where fj ∈ {f1, . . . , fn+1}, fi1 , . . . , fim
∈ {f1, . . . , fn+1} \ {fj}, and a,a1,. . . ,am

are nonnegative integers.
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The notion of an association rule for I is based on the notion of a decision
table and decision rule.

A decision table T is a rectangular table with n columns labeled with (condi-
tional) attributes f1, . . . ,fn. Rows of this table are filled by nonnegative integers
which are interpreted as values of conditional attributes. Each row is labeled
with a nonnegative integer (decision) which is interpreted as a value of a deci-
sion attribute. It is possible that T contains equal rows with the same or different
decisions.

For each attribute fi ∈ {f1, . . . , fn+1}, the information system I is trans-
formed into a decision table Ifi

. The column fi is removed from I and a table
with n columns labeled with attributes f1, . . . , fi−1, fi+1, . . . , fn+1 is obtained.
Values of the attribute fi are attached to the rows of the obtained table which
will be denoted by Ifi

.
The set {If1 , . . . , Ifn+1} of decision tables obtained from the information

system I is denoted by Φ. Let T ∈ Φ. For simplicity, it is assumed that T = Ifn+1 .
The table T is called degenerate if it is empty or all rows of T are labeled

with the same decision, or all rows of T are equal.
A minimum decision value that is attached to the maximum number of rows

in T will be called the most common decision for T .
A table obtained from T by the removal of some rows is called a subtable

of the table T . Let fi1 , . . . , fim
∈ {f1, . . . , fn} and a1, . . . , am be nonnegative

integers. A subtable of the table T , which contains only rows of T that have
numbers a1, . . . , am at the intersection with columns fi1 , . . . , fim

, is denoted by
T (fi1 , a1) . . . (fim

, am). Such subtables (including the table T ) are called separa-
ble subtables of T .

The set of attributes from {f1, . . . , fn} which are nonconstant in T is denoted
by E(T ). For any fi ∈ E(T ), the set of values of the attribute fi in T , is denoted
by E(T, fi).

The expression

fi1 = a1 ∧ . . . ∧ fim
= am → fn+1 = d (1)

is called a decision rule over T if fi1 , . . . , fim
∈ {f1, . . . , fn}, and a1, . . . , am, d

are nonnegative integers. It is possible that m = 0. In this case (1) is equal to the
rule

→ fn+1 = d. (2)

Let r = (b1, . . . , bn) be a row of T . Rule (1) will be called realizable for r, if
a1 = bi1 , . . . , am = bim

. If m = 0 then rule (2) is realizable for any row from T .
Rule (1) will be called true for T if the table T ′ = T (fi1 , a1) . . . (fim

, am) is
degenerate and d is the most common decision for T ′. If m = 0 then rule (2) is
true for T if T is degenerate and d is the most common decision for T .

If rule (1) is true for T and realizable for r, then (1) will be called a decision
rule for T and r.

Decision rules for T and r will be called (fn+1)-association rules for I and
r. In general case, the notion of (fi)-association rule for I and r coincides with
the notion of decision rule for Ifi

and r, i = 1, . . . , n + 1. The union of sets of
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(fi)-association rules, i = 1, . . . , n+1, will be considered as the set of association
rules for I and r.

Let T = Ifn+1 and (1) be a decision rule over T . Rule (1) will be called an
irredundant rule for T and r if (1) is a decision rule for T and r and the following
conditions hold if m > 0:

(i) fi1 ∈E(T ), and if m>1 then fij
∈E(T (fi1 , a1) . . . (fij−1 , aj−1)) for j =2,. . . ,m;

(ii) if m = 1 then the table T is nondegenerate, and if m > 1 then the table
T (fi1 ,a1) . . . (fim−1 ,am−1) is nondegenerate.

If m = 0 then rule (2) is an irredundant decision rule for T and r if (2) is a
decision rule for T and r, i.e., if T is degenerate and d is the most common
decision for T .

Let T = Ifn+1 , τ be a decision rule over T , and τ be equal to (1). The coverage
of τ is the number of rows in T for which τ is realizable and which are labeled
with the decision d. It is denoted by c(τ). If m = 0 then the coverage of the rule
τ is equal to the number of rows in T which are labeled with the decision d.

3 Algorithm for Directed Acyclic Graph Construction

In this section, an algorithm for construction of a directed acyclic graph for a
given decision table T is presented. Based on this graph it is possible to describe
the set of irredundant rules for T and for each row r of T . This algorithm is
repeated for each decision table Ifi

, i = 1, . . . , n+1, obtained from the informa-
tion system I.

Let T = Ifn+1 . The constructed graph is denoted by Δ(T ). Nodes of the
graph are some separable subtables of the table T . During each step, the algo-
rithm processes one node and marks it with the symbol *. At the first step, the
algorithm constructs a graph containing a single node T which is not marked
with *. Let the algorithm have already performed p steps. Now the step (p + 1)
will be described. If all nodes are marked with the symbol * as processed, the
algorithm finishes its work and presents the resulting graph as Δ(T ). Other-
wise, choose a node (table) Θ, which has not been processed yet. If Θ is degen-
erate then mark the considered node with symbol * and proceed to the step
(p + 2). Otherwise, for each fi ∈ E(Θ), draw a bundle of edges from the node
Θ. Let E(Θ, fi) = {b1, . . . , bt}. Then draw t edges from Θ and label these
edges with pairs (fi, b1), . . . , (fi, bt) respectively. These edges enter to nodes
Θ(fi, b1), . . . , Θ(fi, bt). If some of nodes Θ(fi, b1), . . . , Θ(fi, bt) are absent in the
graph then add these nodes to the graph. Each row r of Θ is labeled with the
set of attributes EΔ(T )(Θ, r) = E(Θ). Mark the node Θ with the symbol * and
proceed to the step (p + 2).

The graph Δ(T ) is a directed acyclic graph. A node Θ of this graph will be
called terminal if there are no edges leaving this node, i.e., Θ is degenerate.

Later, a local optimization of the graph Δ(T ) relative to the coverage will be
described. As a result, a graph G(T ), with the same sets of nodes and edges as in
Δ(T ), is obtained. The only difference is that any row r of each nonterminal node
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Θ from G(T ) is labeled with a nonempty set of attributes EG(T )(Θ, r) ⊆ E(Θ),
possibly different from E(Θ).

Now, for each node Θ of G(T ) and for each row r of Θ, a set of rules
RulG(T )(Θ, r) will be described. It is possible that G(T ) = Δ(T ).

Let Θ be a terminal node of G(T ). In this case Θ is a degenerate table and

RulG(T )(Θ, r) = {→ fn+1 = d}.

Let now Θ be a nonterminal node of G(T ) such that for each child Θ′ of
Θ and for each row r′ of Θ′, the set of rules RulG(T )(Θ′, r′) is already defined.
Let r = (b1, . . . , bn) be a row of Θ. For any fi ∈ EG(T )(Θ, r), the set of rules
RulG(T )(Θ, r, fi) is defined as follows:

RulG(T )(Θ, r, fi)= {fi =bi ∧ γ →fn+1=s : γ →fn+1=s ∈ RulG(T )(Θ(fi, bi), r)}.

Then RulG(T )(Θ, r) =
⋃

fi∈EG(T )(Θ,r) RulG(T )(Θ, r, fi).
One can prove the following statement.

Theorem 1. For any node Θ of Δ(T ) and for any row r of Θ, RulΔ(T )(Θ, r)
is equal to the set of all irredundant rules for Θ and r.

The algorithm for the directed acyclic graph construction is repeated for each
decision table Ifi

, i = 1, . . . , n + 1, obtained from the information system I. In
general, the obtained graph is denoted by Δ(Ifi

), i = 1, . . . , n + 1. As a result,
for i = 1, . . . , n + 1, a set RulΔ(Ifi

)(Ifi
, r) of irredundant decision rules for Ifi

and r is obtained. This set will be called the set of irredundant (fi)-association
rules for I and r, i = 1, . . . , n + 1. The union of sets RulΔ(Ifi

)(Ifi
, r) forms a set

Rul(I, r) of irredundant association rules for I and r:

Rul(I, r) =
⋃

i=1,...,n+1

RulΔ(Ifi
)(Ifi

, r).

To illustrate the presented algorithm the information system I depicted in Fig. 1
will be considered. Set Φ = {If1 , If2 , If3} contains three decision tables obtained
from I. Figure 2 presents a directed acyclic graph for decision table If1 . Based
on the graph Δ(If1) the sets of rules attached to rows of If1 are described.
RulΔ(If1 )

(If1 , r1) = {f2 = 2 ∧ f3 = 0 → f1 = 0, f3 = 0 → f1 = 0};
RulΔ(If1 )

(If1 , r2) = {f2 = 2 ∧ f3 = 1 → f1 = 1, f3 = 1 → f1 = 1};
RulΔ(If1 )

(If1 , r3) = {f2 = 1 → f1 = 1, f3 = 1 → f1 = 1}.
Finally, based on the graphs Δ(If1), Δ(If2) and Δ(If3), it is possible to

describe sets Rul(I, r) of irredundant association rules for I and each row r of I.
Rul(I, r1) = {f2 = 2 ∧ f3 = 0 → f1 = 0, f3 = 0 → f1 = 0, f1 = 0 → f2 = 2, f3 =
0 → f2 = 2, f1 = 0 → f3 = 0, f2 = 2 ∧ f1 = 0 → f3 = 0};

I =

f1 f2 f3
r1 0 2 0
r2 1 2 1
r3 1 1 1

⇒ If1
=

f2 f3
r1 2 0 0
r2 2 1 1
r3 1 1 1

Fig. 1. Decision table If1 obtained from information system I



Global Optimization of Exact Association Rules Relative to Coverage 433

Fig. 2. Directed acyclic graph Δ(If1)

Rul(I, r2) = {f2 = 2 ∧ f3 = 1 → f1 = 1, f3 = 1 → f1 = 1, f1 = 1 → f2 = 1, f3 =
1 → f2 = 1, f1 = 1 → f3 = 1, f2 = 2 ∧ f1 = 1 → f3 = 1};
Rul(I, r3) = {f2 = 1 → f1 = 1, f3 = 1 → f1 = 1, f1 = 1 → f2 = 1, f3 = 1 →
f2 = 1, f1 = 1 → f3 = 1, f2 = 1 → f3 = 1}.

4 Optimization Relative to Coverage

In this section, two kinds of optimization relative to the coverage c are presented:
local optimization and global optimization.

Local optimization relative to the coverage is an optimization of the directed
acyclic graph Δ(Ifi

), Ifi
∈ Φ, constructed for a given decision table Ifi

.
Global optimization relative to the coverage is made for an information sys-

tem I, i.e., among all graphs G(If1), . . . , G(Ifn+1) constructed for decision tables
from the set Φ and optimized locally relative to the coverage.

Let T = Ifn+1 . Now, a procedure of local optimization of the graph Δ(T )
relative to the coverge will be described. For each node Θ in the graph Δ(T ),
this procedure assigns to each row r of Θ the set RulcΔ(T )(Θ, r) of decision rules
with the maximum coverage from RulΔ(T )(Θ, r) and the number OptcΔ(T )(Θ, r) –
the maximum coverage of decision rule from RulΔ(T )(Θ, r).

The algorithm moves from the terminal nodes of the graph Δ(T ), which are
degenerate tables, to the node T . It will attach the set EG(T )(Θ, r) to each row
r in Θ if Θ is a nonterminal node of Δ(T ). The obtained graph is denoted by
G(T ).

Let Θ be a terminal node of Δ(T ). Then each row r of Θ has asigned the
number OptcΔ(T )(Θ, r) that is equal to the number of rows in Θ which are labeled
with the most common decision for Θ.

Let Θ be a nonterminal node of Δ(T ) and all children of Θ have already been
treated. Let r = (b1, . . . , bn) be a row of Θ. The number

OptcΔ(T )(Θ, r) = max{OptcΔ(T )(Θ(fi, bi), r) : fi ∈ E(Θ, r)}

is assigned to the row r in the table Θ and

EG(T )(Θ, r) = {fi : fi ∈ EΔ(T )(Θ, r), OptcG(T )(Θ(fi, bi), r) = OptcG(T )(Θ, r)}.
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Theorem 2. For each node Θ of the graph G(T ) and for each row r of Θ, the
set RulG(T )(Θ, r) is equal to the set RulcΔ(T )(Θ, r) of all rules with the maximum
coverage from the set RulΔ(T )(Θ, r).

Now, a global optimization relative to the coverage is presented. It is made for
the information system I.

The set of irredundant association rules for I and r with the maximum cov-
erage from Rul(I, r) is denoted by Rulc(I, r), and the maximum coverage of an
association rule from Rul(I, r) is denoted by Optc(I, r).

To make global optimization relative to the coverage, the directed acyclic
graph is constructed for each decision table Ifi

∈ Φ, and local optimization
relative to the coverage of the graph Δ(Ifi

), i = 1, . . . , n + 1, is made. As a
result, the graph G(Ifi

) is obtained and each row r of Ifi
, i = 1, . . . , n + 1,

has assigned the set RulG(Ifi
)(Ifi

, r) of (fi)-association rules for I and r with
the maximum coverage from RulΔ(Ifi

)(Ifi
, r) and the number OptcΔ(Ifi

)(Ifi
, r),

which is the maximum coverage of (fi)-association rule from RulΔ(Ifi
)(Ifi

, r).
Then, the value Optc(I, r) is obtained, such that,

Optc(I, r) = max{OptcΔ(Ifi
)(Ifi

, r) : i = 1, . . . , n + 1},

and among all numbers OptcΔ(Ifi
)(Ifi

, r), i = 1, . . . , n+1, only these are selected,
where

OptcΔ(Ifi
)(Ifi

, r) = Optc(I, r).

The set Rulc(I, r) is the union of sets RulG(Ifi
)(Ifi

, r) for which the last equality
holds:

Rulc(I,r) =
⋃

Optc
Δ(Ifi

)(Ifi
,r)=Optc(I, r),Optc(I,r)=max{Optc

Δ(Ifi
)(Ifi

,r):i=1,...,n+1}
RulG(Ifi

)(Ifi
, r).

As a result of the global optimization relative to the coverage each row r of I
has assigned the set Rulc(I, r) of association rules with the maximum coverage
and the number Optc(I, r).

Below one can find the sets of association rules, for information system I
(depicted in Fig. 1) and row r, after global optimization relative to coverage,
and the value Optc(I, r).
Rulc(I, r1) = {f2 = 2 ∧ f3 = 0 → f1 = 0, f3 = 0 → f1 = 0, f1 = 0 → f2 = 2,
f3 = 0 → f2 = 2, f1 = 0 → f3 = 0, f2 = 2 ∧ f1 = 0 → f3 = 0}, Optc(I, r1) = 1;
Rulc(I, r2) = {f3 = 1 → f1 = 1, f1 = 1 → f3 = 1}, Optc(I, r2) = 2;
Rulc(I, r3) = {f3 = 1 → f1 = 1, f1 = 1 → f3 = 1}, Optc(I, r3) = 2.

The problem of rule coverage maximization is NP-hard [6]. The algorithms
considered in this paper have polynomial time complexity depending on the size
of decision table and the number of separable subtables in it. In general case,
the number of separable subtables grows exponentially with the growth of table
size. However, in [11,12] classes of decision tables are described for each of which
the number of separable subtables in tables from the class is bounded from above
by a polynomial on the size of decision table.
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5 Experimental Results

Experiments were made using data sets from UCI Machine Learning Reposi-
tory [4] and modified software system Dagger [2].

Each data set was considered as information system I and, for each attribute
fi ∈ {f1, . . . , fn+1}, the system I was transformed into a decision table Ifi

.
The column fi was removed from I and a table with n columns labeled with
attributes f1, . . . , fi−1, fi+1, . . . , fn+1, was obtained. Values of the attribute fi

were attached to the rows of the obtained table Ifi
. The set {If1 , . . . , Ifn+1} of

decision tables obtained from the information system I is denoted by Φ.
Table 1 presents preliminary results of experiments connected with the max-

imum coverage of irredundant association rules. For each row r of I, the maxi-
mum coverage of an irredundant association rule for I and r was obtained. After
that, for rows of I the minimum coverage of an association rule for I and r
with the maximum coverage (column “Min”), the maximum coverage of such
rule (column “Max”) and the average coverage of association rules with the
maximum coverage - one for each row (column “Avg”) were obtained. Column
“Rows” contains the number of rows in I, column “Attr” contains the number
of attributes in I.

Table 2 presents the average number of nodes (column “Nodes”) and the
average number of edges (column “Edges”) related to the data set I and the
graph Δ(Ifi

), i = 1, . . . , n + 1. For each data set I, the set Φ was obtained.
For each decision table Ifi

, i = 1, . . . , n + 1, the graph Δ(Ifi
) was constructed

and the number of nodes and edges were calculated. Then, the average number
of nodes and edges related to the directed acyclic graphs Δ(Ifi

), i = 1, . . . , n+1,
and data set I were computed.

The proposed approach of rule induction is based on the analysis of the
directed acyclic graph constructed for a given decision table. A structure of the
graph depends on data set, i.e., number of attributes, distribution of values of

Table 1. Maximum coverage of rules

Data set Rows Attr Min Avg Max

adult-stretch 16 5 4 7.0 8

breast-cancer 266 10 5 41.143 65

cars 1728 7 1 336.319 576

hayes-roth 69 5 2 7.435 12

lenses 24 5 2 7.958 12

monks-1-test 432 7 12 45.0 108

monks-3-test 432 7 36 56.0 108

shuttle-landing 15 7 6 7.8 9

teeth 23 9 8 12.652 15

tic-tac-toe 958 10 12 67.282 90

zoo-data 59 17 31 34.814 35
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Table 2. Average number of nodes and edges

Data set Rows Attr Nodes Edges

adult-stretch 16 5 48.0 104.0

breast-cancer 266 10 6082.0 61063.6

cars 1728 7 4335.3 17697.1

hayes-roth 69 5 190.8 569.0

lenses 24 5 70.8 174.8

monks-1-test 432 7 1734.9 6760.1

monks-3-test 432 7 1584.9 5770.4

shuttle-landing 15 7 73.6 368.6

teeth 23 9 112.3 952.7

tic-tac-toe 958 10 31415.1 264362.9

zoo-data 59 17 3595.4 57868.2

attributes, number of rows. Such graph can be huge for larger data set. Therefore,
possibilities of decreasing the size of the graph are studied by the author. In [20],
the graph is constructed only for selected values of attributes contained in a
decision table.

6 Conclusions

In the paper, an application of dynamic programming to global optimization
of exact association rules relative to coverage was presented. It is based on the
dynamic programming approach to optimization of decision rules. However, there
are differences: (i) the information system is used, (ii) decision table can be
inconsistent, (iii) definitions are different, and (iv) global optimization of rules
was studied. The presented approach can be considered as research tool which
allows one to construct association rules with maximum coverage.

Possible applications of association rules obtained using presented approach
are construction of classifiers, inference process in knowledege base system, filling
missing values of attributes.

Future works will be connected with the study of approximate association
rules and sequential optimization of rules relative to the length and coverage.

Acknowledgements. The author wishes to thank the anonymous reviewers for help-
ful suggestions.
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Abstract. The Domain Boundary Prediction is a crucial task for functional
classification of proteins, homology-based protein structure prediction and for
high-throughput structural genomics. Each amino acid is represented using a set
of physico-chemical properties. Random Forest Classifier is explored for accurate
prediction of domain regions by training on the curated dataset obtained from
CATH database. The software is tested on proteins of CASP-6, CASP-8, CASP-9
and CASP-10 targets in order to evaluate its prediction accuracy using three fold
cross validation experiments. Finally, a consensus approach is used to combine
results of the classifiers obtained through the cross-validation experiments. The
average recall and precision scores achieved by the developed consensus based
Random Forest classifiers (PDP-RF) are 0.98 and 0.88 respectively for prediction
of CASP targets. The overall accuracy and F-scores of the PDP-RF are observed
as 0.87 and 0.91 respectively.

1 Introduction

A domain is a segment of a polypeptide chain that can fold into a three dimensional
structure irrespective of the presence of other segments of the chain [1]. Some simple
combinations of protein secondary structure elements are referred to as ‘super-secon‐
dary structure’, or ‘motifs’. Several motifs pack together to form compact, local, semi-
independent units called domains. The overall 3D structure of the polypeptide chain is
referred to as the protein’s tertiary structure, whereas the domain is the fundamental
building block of tertiary structure. So, a domain is a structural and functional unit of
protein. To predict the tertiary structure of a protein, it is useful to segment the protein
by identifying domain boundaries in it. A number of methods so far have been devel‐
oped to identify protein domains starting from their primary sequences which are
mainly developed for prediction of multi-domains in protein chains.
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Galzitskaya et al. [2] considered conformational entropy for each amino acid and
searches for a global minimum on an entropy profile constructed for the whole protein
chain from its amino acid sequence. Based on the difference in amino acid compositions
between domain and linker regions, a method DOMCUT [3] has been developed to
predict linker regions among domains. CHOPnet [4] uses evolutionary information,
predicted secondary structure, solvent accessibility, amino acid flexibility and amino
acid composition for predicting domains in protein chains. Armadillo [5], the another
domain predictor uses any amino acid index named as Domain Linker propensity Index
(DLI) to convert a protein sequence to a smoothed numeric profile, from which domains
and domain boundaries may be predicted. The Position Specific Scoring Matrix
(PSSM)of the target protein obtained through PSI-BLAST, has also been used for
domain boundary prediction by PPRODO [6] using Artificial neural network as a clas‐
sifier. A machine learning predictor DOMpro [7] uses a combination of evolutionary
information (in the form of profiles), predicted secondary structures, predicted solvent
accessibility of the protein chains.

In the work of Sikder and Zomaya [8], the performance of DomainDiscovery of
protein domain boundary assignment is improved significantly by including inter
domain linker index value along with PSSM, predicted secondary structures, solvent
accessibility information. Support Vector Machine (SVM) is used to predict possible
domain boundaries for target sequences. Based on the application of secondary structure
element alignment (SSEA) and profile-profile alignment (PPA) in combination with
InterPro pattern searches, a protein domain prediction approach, called SSEP-Domain,
is proposed by Gewehr and Zimmer [9]. Cheng [10] proposed a hybrid domain predic‐
tion web service, called DOMAC, by integrating template-based and ab initio methods.
The template-based method is used in DOMAC to predict domains for proteins having
homologous template structures in protein Data Bank [11]. If no significant homologous
template is found, DOMAC invokes the ab initio domain predictor DOMpro to predict
domains. To achieve a more accurate and stable predictive performance than the existing
state-of –the-art models, a new machine learning based domain predictor, viz., DomNet
[12] is trained using a novel compact domain profile, predicted secondary structure,
solvent accessibility information and inter-domain linker index. FIFEDom [13] is other
type of multi-domain prediction where prediction is done using fuzzy mean operator.
This fuzzy operator assigns a membership value for each residue as belonging to a
domain boundary thus finding contiguous boundary regions. Eickholt et al. propose a
new method DoBo [14] where machine learning approach with evolutionary signals is
used. It first extracts putative domain boundary signals from MSA between sequence
and its homologs. Then those sites are classified by SVM where sequence profiles,
secondary structures or solvent accessibility are used as features. Another SVM
predictor DROP [15] empowered with 25 optimal features distinguish linkers from non-
linkers effectively. In the first step, a random forest algorithm was used to evaluate 3000
features. In the next step, a selection protocol was used to select optimal features. Based
on a creating hinge region strategy, a new approach DomHR [16] predicts domain
boundary by means of constructing profiles of domain Hinge-boundary (DHB) features.
Besides these, improvement in contact prediction provides a new source of domain
boundary prediction. In the work of Sadowski [17], kernel smoothing based method and

442 P. Chatterjee et al.



methods based on building alpha carbon models onto this contact information. A recent
template based method on this field is ThreaDom [18] proposed by Xue et al. in which
protein domain boundary information is extracted from multiple threading alignments.
The core of the method is use of domain conservation score that combines information
from template domain structures and terminal and internal alignment gaps.

It appears from the above discussion that there are still some scopes for improvement
in protein domain prediction. The rationale behind the choices of the feature sets and
classifiers for prediction of domain boundaries are discussed in the following sections.

2 Materials and Methods

An attempt has been made under the present work to employ Random Forest Classifier
as a machine learning algorithm for protein domain boundary prediction on the basis of
an effective feature set consisting of hydrophobicity, linker index, polarity, ordered or
disordered region of protein sequence and flexibility. Different methods [3, 6, 19] use
different sliding window sizes for domain boundary prediction. Studies say that predic‐
tion within ± 20 residues from the true boundary position are considered as successful
with existing evaluation criteria for boundary prediction methods. These studies moti‐
vate us to test the prediction performance of our domain predictor PDP-RF with optimal
residue windows, since larger window size is useful to predict multi-domain proteins.

Features Set
Five types of features, viz., predicted ordered or disordered region, normalized flexi‐
bility parameters (B-values), polarity, linker index, modified Kyte-Doolittle hydropho‐
bicity scale are used for this work. The last four features for the current experiment are
chosen from (exactly 544 in the selected version) AAIndex database [20] release 9.0
(http://www.genome.jp/aaindex/). From experimental findings, it is known that large
ordered region when they are divided by shorter parts of disordered regions in a protein
chain, are likely to be separate domains [21]. For this reason, ordered or disordered
region predicted by disprot tool [22] is taken as a feature. On the other hand, the presence
of multiple domains in proteins gives rise to a great deal of flexibility and mobility [23].
The Debye-Waller factor (B-value) (ACC No: VINM940101) which measures average
flexibility parameters is used as one of the five features. The distribution of polar and
non-polar side chains is one of the most important factors governing the folding of a
protein into 3D structure [24]. Latest polarity (ACC No: GRAR740102)feature is taken
as a feature in this work. To represent the preference for amino acid residues in linker
or regions, a parameter called the linker index is defined by Sumaya and Ohara [3]. From
the AAINDEX, linker index(Acc No: BAEK050101) is taken as a feature. The more
exposed the linker, the more likely it is to contain hydrophilic residues. Greater hydro‐
phobicity is found in more linker connections between two domains. Modified Kyte-
Doolittle hydrophobicity scale (Acc No: JURD980101) is taken as a feature in the
current work, which is also from the AAIndex dataset.

PDP-RF: Protein Domain Boundary Prediction Using Random Forest Classifier 443

http://www.genome.jp/aaindex/


Experimentation
In this work, we have taken Random Forest (RF) Classifier and a consensus scheme.
Random Forest is a popular ensemble algorithm based on decision trees [25]. It is
commonly used in bioinformatics, as it is relatively easy to apply and robust against
many kinds of noisy and incomplete data characteristic for experimental biological
problems [26]. In this work we trained Random Forest with 100 trees with  attributes
considered for each split (d – number of all attributes). The implementation we used
came from scikit-learn library [27].

It is conducted in two stages. In the first stage 354 protein chains of the CATH data‐
base (version 2.5.1) are used to perform a three-fold cross validation experiment where in
each experimental fold, 67% of the positive/negative samples are used for training and the
rest of the samples for testing. Each domain region residue is considered a positive sample,
and non-domain residues are considered negatives. RF based classifiers are trained to
generate three trained classifiers from three cross-validated experiments.

In the second stage of the experiment, we consider a consensus approach on the
basis of the trained classifiers to generate test results on 19 protein sequences, taken
from the CASP-6 dataset [28], 109 protein sequences from the CASP-8 dataset
[29], 100 protein sequences from the CASP-9 dataset [30] and 59 protein sequences
from CASP-10 dataset [31]. According to the consensus strategy, for each classi‐
fier, ,  and  consensus classifiers are designed. At next step,
a  consensus strategy (here, n = 3, as number of classifiers are 3) is applied
[32] to three classifiers. Thus we obtained ,  and  classi‐
fiers. As a result, 3 consensus classifiers are also designed to achieve improved
performance. Here we define a 3-star quality consensus scheme as , where N is
the number of classifiers of a particular type participating in the specific consensus
strategy, and n ( ) is the quality of prediction [32]. More specifically,

 prediction says that any one of possible N classifiers predicts the test
sequence to be positive for the domain region under consideration, and 
represents that all classifiers agreed to the decision. Along this principle, we define
the  consensus over 3-variations of training on three fold cross-validation
data of a special type classifier. Subsequently,  is defined as the consensus among
three classifiers. Question arises as to how  consensus relates to Random
Forest, which is already an ensemble algorithm. In Random Forest decision is made
through weighted voting. Our consensus approach is equivalent to standard (equal
weights) voting with a variable threshold. This allows choosing a tradeoff between
precision and recall of the ensemble.

3 Results and Discussion

The current experiment is conducted in two stages. In the first stage 354 protein chains
of the CATH database (version 2.5.1) are used to perform a three-fold cross validation
experiment where in each experimental fold, 67% of the positive/negative samples are
used for training and the rest of the samples for testing. RF based classifiers are trained
to generate three trained classifiers from three cross-validated experiments. In the second
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stage of the experiment, we consider a consensus approach on the basis of the trained
classifiers to generate test results on 19 protein sequences, taken from the CASP-6
dataset [28], 109 protein sequences from the CASP-8 dataset [29],100 protein sequences
from the CASP-9 dataset [30] and 59 protein sequences from CASP-10 dataset [31].
According to the consensus strategy, for three classifiers of each classifier, , 

 and  consensus classifiers, namely, PDP-RF-1,PDP-RF-2 and PDP-
RF-3 are designed. In case of sequence based prediction, the length of sequence fragment
whose central amino acid is being predicted as domain or linker region is very crucial.
Different methods use different sliding window sizes for domain boundary prediction.
Studies say that prediction within ± 20 residues from the true boundary prediction are
considered as successful with existing evaluation criteria for domain boundary predic‐
tion methods. To determine the length of the sequence fragment or window, prediction
results are observed for classifiers only on a single fold among three cross validated
datasets. Among 13, 15, 17, 19, 21, 25 and 29 window sizes, performance of classifier
at 17 window size is the best. So, this window size is made fixed for this work.

Table 1. Performance of three RF single Classifiers

Performance (single

classifiers)

CASP

targets

Recall Precision Accuracy F-Scores

RF1 CASP-6 0.996 0.949 0.944 0.971

CASP-8 0.998 0.913 0.912 0.950

CASP-9 0.997 0.897 0.894 0.933

CASP-10 0.993 0.793 0.799 0.849

RF2 CASP-6 0.989 0.948 0.938 0.967

CASP-8 0.914 0.913 0.911 0.950

CASP-9 0.993 0.897 0.891 0.932

CASP-10 0.985 0.793 0.802 0.847

RF3 CASP-6 0.937 0.948 0.890 0.940

CASP-8 0.977 0.918 0.901 0.943

CASP-9 0.962 0.902 0.869 0.917

CASP-10 0.941 0.797 0.800 0.838

Average CASP-6 0.974 0.948 0.924 0.954

CASP-8 0.963 0.915 0.908 0.927

CASP-9 0.984 0.899 0.885 0.904

CASP-10 0.973 0.794 0.8 0.82
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From three cross validated experiments, three classifiers are designed and their
performance is observed. Outstanding performance is observed in Random Forest Clas‐
sifiers in prediction of CASP-6, CASP-8, CASP-9 and CASP-10 targets. For CASP-6,
CASP-8 and CASP-9 targets its behavior is found to be consistent whereas prediction
results are somewhat less in CASP-10 targets. Table 1 shows the average performance
of 3 classifiers.

As three classifiers are taken, so, , ,  consensus strategy
may be adopted as already defined in the previous section. The performance of consensus
classifier must demand the good predictive accuracy in comparison to single classifier.
From Table 2, it can be observed that with the introduction of consensus classifier, the
performance of each type classifier is increased in a large scale.

Table 2. Average Performance of consensus RF Classifiers

Average performance

(consensus classifiers)

CASP targets Recall Precision Accuracy F-Scores

PDP- RF-1 CASP-6 0.997 0.949 0.997 0.971

CASP-8 0.999 0.913 0.913 0.950

CASP-9 0.998 0.900 0.895 0.934

CASP-10 0.995 0.800 0.800 0.849

PDP- RF-2 CASP-6 0.989 0.948 0.988 0.967

CASP-8 0.996 0.914 0.912 0.950

CASP-9 0.993 0.900 0.900 0.932

CASP-10 0.985 0.794 0.803 0.848

PDP- RF-3 CASP-6 0.937 0.948 0.937 0.940

CASP-8 0.977 0.918 0.901 0.943

CASP-9 0.962 0.903 0.869 0.917

CASP-10 0.941 0.798 0.801 0.838

As performance of single RF classifier is found to be the best whereas consensus
classifier uplifts its accuracy up to its highest limit. Table 2 shows overall performance
of consensus classifiers of RF. In case of RF classifiers, performance of , 

 and  consensus schemes are found to be the same which indicate the
prediction decisions among three classifiers at higher confidence. In Table 3, it is seen
that consensus classifier improves the accuracy of single classifier a little.

446 P. Chatterjee et al.



Table 3. Improved performance of PDP-RFs over single RF Classifiers

Improved performance

(consensus classifiers)

CASP targets Recall Precision Accuracy F-Scores

PDP- RF-1 CASP-6 0.001 0 0.053 0

CASP-8 0.001 0 0.001 0

CASP-9 0.001 0.003 0.001 0.001

CASP-10 0.002 0.007 0.001 0

PDP- RF-2 CASP-6 0 0 0.05 0

CASP-8 0.082 0.001 0.001 0

CASP-9 0 0.003 0.009 0

CASP-10 0 0.001 0.001 0.001

PDP- RF-3 CASP-6 0 0 0.047 0

CASP-8 0 0 0 0

CASP-9 0 0.001 0 0

CASP-10 0 0.001 0.001 0

As mentioned earlier, we have taken domain as positive class and linker as negative
class. Since the proportion of domain and linker in our dataset is not equal i.e., domain
residue represents majority class and non-domain or linker residue represents minority
class, the prediction results may turn out to be biased towards majority class. For this
reason, we reverse the role of domain and linker residue by taking linker residue as
positive and domain residue as negative class. The overall performance of PDP-RF is
found to be the somewhat less compared to former performance (Accuracy in prediction
of CASP targets using majority class training is 0.88 whereas is 0.85 using minority
class training).

A Robust Consensus Classifier
In this work, an attempt has been done to choose random Forest, as effective machine
learning classifier, to exploit strong multi facet feature sets and by applying a novel
consensus approach. Thus objective is to design a strong robust classifier which enables
the system to predict targets very efficiently and effectively. In prediction of CASP
targets, in most of the cases, RF classifier offers the best predictive ability. Inclusion of
the novel  consensus approaches further improves the classifiers’ performances.

We have taken PPRODO [6], DomPro [7], DROP [15], FIFEDom [13], ThreaDom
[18] as existing methods for comparison because most of the methods are freely avail‐
able. PPRODO, DomPro are not recent but they are based on machine learning method.
DROP is recent machine learning method as well. On the other hand, Threadom is recent
template based method which predicts multi domain proteins of CASP targets very well.
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Overall, the successful performance of most of the classifiers in CASP competition is
found. Performances of PDP-RF classifiers are analyzed with ThreaDom1, ThreaDom2
[18], FIFEDom [13], Pfam [33], DROP [15], DOMPro [7], PPRODO [6], DoBo [14] in
prediction of CASP-9 targets and CASP-10 targets. Finding the appropriate robust
machine learning classifier, use of significant feature set, selection of optimal window
and finally incorporation of consensus approach into three classifiers of each type of
classifier is a very challenging task in prediction of domain boundaries along protein
sequences. Learning patterns is a very challenging issue for any classifier in case of
binary classification where proportion of positive and negative samples is not equal.
Moreover, a novel  consensus approach is applied to further improve the
prediction accuracy. We finally conclude that the designed feature set; alongside with
Random Forest based classifier based consensus approach effectively predicts the
domain regions in multi-domain protein chains. The cross-validated experimental setup
with standard CATH database establishes our claims. Prediction decisions from the three
experimental folds are combined to design  quality consensus strategies. Here,

 quality consensus is designed by combining the decisions of the three classifiers
from each of the three sets of cross validation experiments. The consensus strategy is
found to be superior in comparison with the performances of the best single classifier.

Prediction is done on residue level i.e. whether a residue belongs to domain or linker
region but not on domain boundary based. Domain prediction methods vary in the
procedure, i.e. either they are template based (e.g., Threadom or FIFEDOM) or ab initio
based (e.g. DomPro, DROP etc.). Some Predictors predicts domain boundary
(DOMPRo, Threadom) and some of them predicts linkers. The goal of the current state
of the art and our proposed method is more or less same but difference lies in the domain
boundary definition (e.g. DomPro considers the residues in the range of 20 residues
around the center of domain region the domain boundary residues from the CATH
assignment). In this work, we take domain regions from CATH by considering domain
number starting/end positions of each domain sequentially. As a result, our dataset
contains domain residue serving as majority class. So, it cannot be compared with current
state of the art in terms of performance metrics. Here, recall scores of PDP-RFs on
CASP-9 and CASP-10 targets are 0.98 and 0.97 whereas precision scores of PDP-RFs
on the same are 0.89 and 0.79. Template based method Threadom2, Threadom1,
FIFEDOM predicts CASP-9 targets at 0.534, 0.397, 0.233 recall scores and 0.764, 0.636,
0.34 precision scores. PFAM, DROP (linker based), and DomPro, PPRODO (ab initio)
predict CASP9-targets at recall of 0.548, 0.26, 0.219, 0.397 and precision of 0.5,0. 679,
0.727 and 0.56.

In prediction of CASP-10 targets, Threadom2 and Threadom1 predict targets well
(recall score: 0.625, 0.625 and precision score: 0.796, 0.732). But FIFEDOM predict
targets at low recall and precision score (0.188, 0.28). On the other hand, PFAM, DROP
(linker based), and DomPro, PPRODO (ab initio) predict CASP10-targets at recall of
0.547, 0.156, 0.109 and 0.406 and precision of 0.466, 0.714, 0.44 and 0.591which is
better than that of CASP-9 targets. Recall and precision score of PDP-RF are reported
but not compared with these methods as it is not fair to compare a residue based predic‐
tion scheme with domain boundary based or linker based prediction method or with
template based method where there lies a difference in evaluation criteria.
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Methods for building feature importance rankings based on Random Forest can also
be used to gain more insights into amino acid properties correlated with domain boun‐
daries. To support validity of our method we also plan to include comparison with other
machine learning algorithms in our next work.
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Abstract. One of the important problems in functional genomics is how
to select the disease genes. In this regard, the paper presents a new sim-
ilarity measure to compute the functional similarity between two genes.
It is based on the information of protein-protein interaction networks.
A new gene selection algorithm is introduced to identify disease genes,
integrating judiciously the information of gene expression profiles and
protein-protein interaction networks. The proposed algorithm selects a
set of genes from microarray data as disease genes by maximizing the rel-
evance and functional similarity of the selected genes. The performance
of the proposed algorithm, along with a comparison with other related
methods, is demonstrated on colorectal cancer data set.

1 Introduction

Genetic diseases such as Alzheimer’s disease, breast cancer, leukemia, colorectal
cancer, down syndrome, and heart disease are caused by abnormalities in genes
or chromosomes. A genetic disease may be heritable disorder or may not be.
While some genetic diseases are passed down from the parent’s genes, others are
frequently caused by new mutations or changes to the DNA. In other instances,
the same disease, for example, some forms of cancer, may stem from an inherited
genetic condition in some people, from new mutations in some people, and from
non-genetic causes in other people. As the term genetic disease suggests, these
diseases are caused by the dysfunction of some genes. Therefore, such genes are
better known as disease genes [1].

Recent advancement and wide use of high-throughput biotechnologies have
been producing an explosion in using gene expression phenotype for understand-
ing the function of disease genes [4,8]. Analyzing the difference of gene expres-
sion levels in particular cell types may provide an idea about the propensity of
a disease. Specifically, if a set of genes shows a consistent pattern of different
expression levels in sick subjects and a control group, then that gene set is likely
a strong candidate of playing a pathogenic role. Differences in expression levels
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can be detected primarily by microarray studies. In this background, microar-
ray gene expression data has been widely used for identification of disease genes
using different feature selection algorithms [5,16,18,22].

In [2,6], it has been shown that the genes associated with the same disorder
tend to share common functional features, reflecting that their protein products
have a tendency to interact with each other. Hence, another indicative trait of
a disease gene is that its protein product is strongly linked to other disease-
gene proteins. In this background, the protein-protein interaction (PPI) data
have been used in various studies to identify disease genes [13,20]. Individually
microarray data or the PPI network data can be used to identify potential disease
genes, although there is a limited chance of finding novel disease genes from
such an analysis. In this regard, data integration methods have been developed
to identify pleiotropic genes involved in the physiological cellular processes of
many diseases.

The integrated approaches assume that the protein products of disease genes
tend to be close to differentially expressed genes in the protein interaction net-
work. Chao et al. [24] developed a method by integrating gene expression data
and the PPI network data to prioritize cancer-associated genes. Zhao et al. [25]
also proposed an approach by integrating gene expression data and the PPI
network data to select disease genes. Jia et al. [10] developed a dense module
searching method to identify disease genes for complex diseases by integrating
the association signal from genome wide association studies data sets into the
human PPI network. Li and Li [17] developed another approach to identify can-
didate disease genes, where heterogeneous genomic and phenotype data sets are
used. In this method, separate gene networks are first developed using different
types of data sets. The various genomic networks are then merged into a single
graph, and disease genes are identified using random walk. In [16], minimum
redundancy-maximum relevance (mRMR) [5] approach has been used to select
a set of genes from expression data, while maximum relevance-maximum signifi-
cance (MRMS) criterion [18] has been used in [22]. The selected gene set is then
used for identification of intermediate genes between a pair of selected genes
using the PPI network data. However, all the methods reported earlier consider
gene expression and PPI data separately while selecting candidate genes.

In this regard, this paper presents a new gene selection algorithm to identify
disease genes. It selects a set of disease genes by maximizing the relevance and
functional similarity of the selected genes. A new similarity measure is intro-
duced to compute the functional similarity between two genes. The proposed
algorithm judiciously integrates the information of gene expression profiles and
PPI networks. The mutual information is employed to compute the relevance of
the genes with respect to class labels based on gene expression profiles, while
the PPI data is used to calculate the functional similarity between two genes.
The mutual information is used to select differentially expressed genes as disease
genes using gene expression profiles, on the other hand, the functional protein
association network is used to study the mechanism of diseases. The performance
of the proposed algorithm, along with a comparison with other related methods,



A New Similarity Measure for Identification of Disease Genes 453

is demonstrated on colorectal cancer data set. An important finding is that the
proposed algorithm is shown to be effective for selecting relevant and function-
ally similar genes from microarray data, and the identified genes are significantly
linked with colorectal cancer. Extensive experimental study on colorectal can-
cer establishes the fact that the genes identified by the proposed method have
more colorectal cancer genes than those identified by existing methods and using
the gene expression profiles alone, irrespective of any gene selection algorithm.
All the results indicate that the proposed method is quite promising and may
become a useful tool for identifying disease genes.

2 A New Gene-Gene Similarity Measure

In general, the genes, which are associated with the same disorder, tend to share
common functional features. The protein products of these genes also have a
tendency to interact with each other [2,6]. Hence, an important characteristic of
a disease gene is that its protein product is strongly linked to other disease-gene
proteins. It has also been observed that proteins with short distances to each
other in the network are more likely to involve in common biological functions [3,
14,21], and that interactive neighbors are more likely to have identical biological
function than non-interactive ones [11,15]. This is because the query protein
and its interactive proteins may form a protein complex to perform a particular
function or be involved in a same pathway. Accordingly, a quantitative measure
is required that can efficiently compute the similarity between two genes. In
this paper, the information of PPI networks is used to calculate the functional
similarity.

The PPI networks are commonly represented as graphs (Fig. 1), with nodes
corresponding to proteins and edges representing PPIs. The weight of the edge
in graph depends on experimental as well as predicted interaction information.
Let Ni be the set of interactive neighbors or successor genes of a candidate gene
Ai and ωij ∈ [0, 1] is the weight value of the edge between gene Aj ∈ Ni and
candidate gene Ai. The set of successors Ni of gene Ai and corresponding weight
value ωij can be obtained from the information of PPI network. Let Nik be the
set of genes, which are successors of both genes Ai and Ak, that is, Nik = Ni∩Nk.
Define Ñi = Ni \ Nik as the set of genes those are successors of gene Ai but not
of gene Ak. The functional similarity between two genes Ai and Ak, having sets
of successor genes Ni and Nk, respectively, is as follows:

S(Ai,Ak) =

∑

Aj∈Nik

min{ωij , ωkj}
∑

Aj∈Ñi

ωij +
∑

Aj∈Nik

max{ωij , ωkj} +
∑

Aj∈Ñk

ωkj

. (1)

Hence, if the interactive neighbors and the corresponding edge weights of two
genes are same, then the functional similarity between these two genes is high.
On the other hand, two genes are functionally dissimilar if they have no common
interactive neighbors. The following properties can be stated about the measure:
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Fig. 1. An example of protein-protein interaction network

1. 0 ≤ S(Ai,Ak) ≤ 1.
2. S(Ai,Ak) = 1 if and only if two sets Ni and Nk contain exactly same set of

successor genes, that is, Nik = Ni = Nk, and weight value ωij = ωkj ,∀Aj ∈
Nik.

3. S(Ai,Ak) = 0 if and only if Nik = ∅.
4. S(Ai,Ak) = S(Ak,Ai) (symmetric).

In this regard, it should be noted that if the weight value ωij ∈ {0, 1}, then the
proposed similarity measure reduces to

S(Ai,Ak) =
|Ni ∩ Nk|
|Ni ∪ Nk| (2)

which is Jaccard index J(Ai,Ak).

3 Proposed Disease Gene Selection Algorithm

Recent advancement and wide use of high-throughput biotechnologies have been
producing huge amount of gene expression profiles data, which have been widely
used in different studies to understand the function of disease genes. If a set of
genes shows a consistent pattern of different expression levels in sick subjects
and a control group, then that gene set is likely a strong candidate of playing a
pathogenic role. The difference of gene expression levels in particular cell types
can be studied to get an idea about the propensity of a disease. On the other
hand, the genes associated with the same disease tend to share common func-
tional features. Also, the protein products of disease genes have a tendency to
interact with other disease-gene proteins.

In this regard, the paper presents a new gene selection algorithm, inte-
grating judiciously the gene expression and PPI data, to identify pleiotropic
genes involved in the physiological cellular processes of the disease. The pro-
posed method assumes that the protein products of disease genes tend to be
close to differentially expressed genes in the protein interaction network. Hence,
the proposed gene selection algorithm selects a set S of disease genes from
the whole gene set C of the given microarray gene expression data set by
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maximizing both relevance and functional similarity of genes present in S. Let
C = {A1, · · · ,Ai, · · · ,Aj , · · · ,Am} be the set of m genes of a given microarray
gene expression data set and S is the set of selected genes. Define γAi

(D) as the
relevance of the gene Ai with respect to the class labels D while S(Ai,Aj) as the
functional similarity between two genes Ai and Aj . Hence, the total relevance
of all selected genes is

Jrelevance =
∑

Ai∈S

γAi
(D), (3)

while the total functional similarity among the selected genes is

Jsimilarity =
∑

Ai �=Aj∈S

S(Ai,Aj). (4)

Hence, the problem of selecting a set S of relevant and functionally similar genes
from the whole set C of m genes is equivalent to maximizing both Jrelevance and
Jsimilarity, that is, to maximize the objective function

J = aJrelevance + (1 − a)Jsimilarity, (5)

where a is a weight parameter. To solve the above problem, following greedy
algorithm is used in the current study:

1. Initialize C ← {A1, · · · ,Ai, · · · ,Aj , · · · ,Am},S ← ∅.
2. Calculate the relevance γAi

(D) of each gene Ai ∈ C.
3. Select the gene Ai as the most relevant gene that has the highest relevance

value γAi
(D). In effect, Ai ∈ S and C = C \ Ai.

4. Repeat the following two steps until the desired number of genes is selected.
5. Calculate the functional similarity between each of the remaining genes of C

with respect to the selected genes of S and remove it from C if it has zero
functional similarity value with respect to any one of the selected genes.

6. From the remaining genes of C, select gene Aj that maximizes the following
condition:

aγAj
(D) +

(1 − a)
|S|

∑

Ai∈S

S(Ai,Aj). (6)

As a result of that, Aj ∈ S and C = C \ Aj .
7. Stop.

The mutual information [22] can be used to calculate the relevance of a gene
with respect to class labels, while the proposed similarity measure, based on
the information of PPI data, can be used for computing functional similarity
between two genes. However, in microarray gene expression data sets, the class
labels of samples are represented by discrete symbols, while the expression values
of genes are continuous. Hence, to measure the gene-class relevance of a gene with
respect to class labels using mutual information, the continuous expression values
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of a gene are divided into several discrete partitions. The a prior (marginal)
probabilities and their joint probabilities are then calculated to compute the
gene-class relevance using the definitions for discrete cases. In this paper, the
discretization method reported in [5,22] is employed to discretize the continuous
gene expression values. The expression values of a gene are discretized using
mean μ and standard deviation σ computed over n expression values of that
gene: any value larger than (μ+σ/2) is transformed to state 1; any value between
(μ−σ/2) and (μ+σ/2) is transformed to state 0; any value smaller than (μ−σ/2)
is transformed to state -1. These three states correspond to the over-expression,
baseline, and under-expression of genes. On the other hand, the STRING (Search
Tool for the Retrieval of Interacting Genes) is an online database resource that
provides both experimental as well as predicted PPI information, along with a
confidence score. In the current work, STRING is used for computing functional
similarity between two genes considering confidence score as the weight value.

4 Experimental Results and Discussions

This section presents the performance of the proposed maximum relevance-
maximum functional similarity (MRMFS) criterion based proposed gene selec-
tion algorithm, along with a comparison with other related methods. The
algorithms compared are t-test, MR (maximum relevance), mRMR [5], MRMS
[18], MR+PPIN [22], mRMR+PPIN [16], and MRMS+PPIN [22]. The mutual
information is used to compute the relevance, redundancy, and significance of
the genes. The value of a in (6) is set to 0.5.

In this study, the gene expression data from the colorectal cancer study of
Hinoue et al. [7] is used. The gene expression profiling of 26 colorectal tumors
and matched histologically normal adjacent colonic tissue samples were retrieve
from the NCBI Gene Expression Omnibus (www.ncbi.nlm.nih.gov/geo/) with
the accession number of GSE25070. The number of genes and samples in this
data set are 24526 and 52, respectively. The data set is pre-processed by stan-
dardizing each sample to zero mean and unit variance.

The performance of different methods is compared with respect to the degree
of overlapping with three gene lists, namely, LIST-1, LIST-2, and LIST-3. The
LIST-1 contains 742 cancer related genes, which are collected from the Can-
cer Gene Census of the Sanger Centre, Atlas of Genetics and Cytogenetic in
Oncology [9], and Human Protein Reference Database [12]. On the other hand,
both LIST-2 and LIST-3 consist of colorectal cancer related genes. While the
LIST-2 is retrieved from the study of Sabatas-Bellver et al. [23], the LIST-3 is
prepared from the work of Nagaraj and Reverter [19]. While LIST-2 contains
438 colorectal cancer genes, LIST-3 consists of 134 colorectal cancer genes.

4.1 Performance of Different Gene Selection Algorithms

This section presents the comparative performance analysis of different gene
selection algorithms with respect to the degree of overlapping with the three

www.ncbi.nlm.nih.gov/geo/
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gene lists. The algorithms compared are t-test, MR, mRMR [5], MRMS [18],
and the proposed MRMFS. Results are reported for first twenty genes selected
by different algorithms.

Table 1. Twenty top-ranked genes and overlapping with known disease genes

t-Test MR mRMR MRMS Proposed

Gene Y/N Gene Y/N Gene Y/N Gene Y/N Gene Y/N

GUCA2B y GUCA2B y GUCA2B y GUCA2B y GUCA2B y

ADH1B y BEST2 n PI16 n BCHE y GUCA2A y

SCARA5 y TMIGD1 n CDH3 y CLDN8 y BEST2 n

ESM1 n CLDN8 y SPIB y PI16 n CLCA4 y

TSPAN7 n PI16 n BEST2 n BEST2 n SCNN1B y

CA7 y SCNN1B y HMGCLL1 n TMIGD1 n NR3C2 y

LGI1 n CLCA4 y CILP n CILP n CA4 y

CEMIP n ADH1B y NR3C2 y CLCA4 y CA1 y

GLTP n CA1 y ADH1B y ADH1B y ELANE n

CLDN1 y CA4 y BOP1 n SCNN1B y AQP8 y

TMIGD1 n SCARA5 y ECI2 n ECI2 n GCG y

ACKR2 n GNG7 n CXCL8 n CA1 y PLCD1 n

NR3C2 y NR3C2 y CLCA4 y CXCL8 n CFD n

PLAC9 y ECI2 n TEP1 n TMEM37 n C7 y

PCOLCE2 n CXCL8 n LRP8 n GNG7 n BGN y

MMP7 y CILP n GCG y CA4 y CDK4 y

CLEC3B y TMEM37 n WISP2 n AFF3 y PRPH n

BEST4 n CLEC3B y TMIGD1 n NR3C2 y TGFBI y

AQP8 y ELANE n CFD n SCARA5 y KLF4 n

RUNDC3B n HEPACAM2 n C16ORF62 n WISP2 n MMP3 y

Table 1 presents the lists of genes selected by different gene selection algo-
rithms, along with their degree of overlapping with any one of the three cancer
gene lists. From the results reported in Table 1, it can be seen that the proposed
method provides better results than that of other methods with respect to degree
of overlapping with known gene lists. Out of 20 selected genes, 14 genes selected
by the proposed algorithm overlap with known disease genes, while t-test, MR,
mRMR, and MRMS algorithms can identify 10, 10, 7, and 11 disease genes.

4.2 Performance of Different Disease Gene Identification Methods

Finally, the performance of the proposed algorithm is compared with two algo-
rithms, namely, MR+PPIN [22] and mRMR+PPIN [16], which combine gene
expression and PPIN data for selection of disease genes. The results are reported
in Table 2 considering 41 genes as both MR+PPIN and mRMR+PPIN methods
consider 41 genes for their analysis. Table 2 also presents the statistical signifi-
cance test of the gene sets selected by the MR+PPIN, mRMR+PPIN, and pro-
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posed methods with respect to the genes of LIST-1, LIST-2, and LIST-3. Using
the Fisher’s exact test, statistical analysis of the overlapped genes is performed.

Table 2. Degree of overlapping and fisher’s exact test

Methods/Algorithms LIST-1 LIST-2 LIST-3 LIST

Overlap P-Value Overlap P-Value Overlap P-Value 2-3

MR+PPIN 9 2.84E-05 7 2.10E-05 5 5.01E-06 10

mRMR+PPIN 8 1.91E-04 4 1.06E-02 3 2.02E-03 5

Proposed 5 2.33E-02 16 2.20E-16 8 1.29E-10 19

Table 3. KEGG enrichment analysis

KEGG ID Term Count % P-Value Benjamin

05216 Thyroid cancer 5 0.42955 3.33E-04 3.37E-02

00910 Nitrogen metabolism 4 0.34364 2.33E-03 1.14E-01

05200 Pathways in cancer 11 0.94502 4.53E-03 1.44E-01

05219 Bladder cancer 4 0.34364 1.29E-02 2.85E-01

05222 Small cell lung cancer 5 0.42955 1.67E-02 2.94E-01

05210 Colorectal cancer 5 0.42955 1.67E-02 2.94E-01

04062 Chemokine signaling pathway 7 0.60137 2.20E-02 3.17E-01

05223 Non-small cell lung cancer 4 0.34364 2.53E-02 3.14E-01

04916 Melanogenesis 5 0.42955 2.87E-02 3.12E-01

04060 Cytokine-cytokine receptor interaction 8 0.68729 3.32E-02 3.21E-01

04115 p53 signaling pathway 4 0.34364 4.56E-02 3.81E-01

Out of total 41 genes selected by the proposed method, 16 and 8 genes are
related to colorectal cancer with respect to the LIST-2 and LIST-3, respectively,
while only 7 and 5 genes obtained using MR+PPIN are colon cancer related
genes. On the other hand, only 4 and 3 genes selected using mRMR+PPIN
are related to colon cancer with respect to two lists. Hence, the Fisher’s exact
test for the proposed method generates lower p-values for both LIST-2 and
LIST-3, which are significantly better than the p-values obtained by other two
methods. However, the degree of overlapping by the proposed algorithm with
cancer related genes of LIST-1 is lower than that by existing methods. The
last column of Table 2 depicts the degree of overlapping with respect to the two
colorectal cancer gene lists. While the proposed method can identify 19 colorectal
cancer related genes, only 10 and 5 disease genes are identified by the MR+PPIN
and mRMR+PPIN methods.

4.3 KEGG Enrichment Analysis

The hundred genes selected by the proposed method are further analyzed using
the functional annotation tool of David. The enriched p-value was corrected



A New Similarity Measure for Identification of Disease Genes 459

to control family-wide false discovery rate under certain threshold (for example,
<0.05) with Benjamin multiple testing correction method. Table 3 represents the
KEGG pathway enrichment analysis of the gene set obtained by the proposed
algorithm. From the table, it is seen that most of the networks are associated
with cancer. Various processes, those are associated with colon cancer like p53
signaling pathway and colorectal cancer, are also observed in the result. More-
over, the gene set is found to be highly associated with colorectal cancer disease
according to the OMIM disease database as analyzed by the functional annota-
tion tool of David.

5 Conclusion

The main contribution of the paper is to present a new gene selection algorithm
to identify disease genes. The proposed algorithm integrates judiciously the infor-
mation of gene expression profiles and protein-protein interaction networks. It
selects a set of genes from microarray data as disease genes by maximizing the
relevance and functional similarity of the selected genes. A new similarity mea-
sure is introduced to compute the functional similarity between two genes. It
is based on the information of protein-protein interaction networks. The perfor-
mance of the proposed algorithm, along with a comparison with other related
methods, is demonstrated on colorectal cancer data set. Extensive experimental
study on colorectal cancer establishes the fact that the genes identified by the
proposed method have more colorectal cancer genes than the genes identified by
the existing gene selection algorithms. All these results indicate that the pro-
posed method is quite promising and may become a useful tool for identifying
disease genes.
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Abstract. Human Leukocyte Antigen class II (HLA II) proteins are
crucial for the activation of adaptive immune response. In HLA class II
molecules, high rate of polymorphisms has been observed. Hence, the
accurate prediction of HLA II-peptide interactions is a challenging task
that can both improve the understanding of immunological processes
and facilitate decision-making in vaccine design. In this regard, during
the last decade various computational tools have been developed, which
were mainly focused on the binding activity prediction of different HLA
II isotypes (such as DP, DQ and DR) separately. This fact motivated us
to make a humble contribution towards the prediction of isotypes bind-
ing propensity as a multiclass classification task. In this regard, we have
analysed a binding affinity dataset, which contains the interactions of 27
HLA II proteins with 636 variable length peptides, in order to prepare
new multiclass datasets for strong and weak binding peptides. There-
after, a new ensemble based multiclass classifier, called MetaEnsembleR
(MaER) is proposed to predict the activity of weak/unknown binding
peptides, by integrating the results of various heterogeneous classifiers.
It pre-processes the training and testing datasets by making feature sub-
sets, bootstrap samples and creates diverse datasets using principle com-
ponent analysis, which are then used to train and test the MaER. The
performance of MaER with respect to other existing state-of-the-art clas-
sifiers, has been estimated using validity measures, ROC curves and gain
value analysis. Finally, a statistical test called Friedman test has been
conducted to judge the statistical significance of the results produced by
MaER.
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1 Introduction

T-cells [1] are specialized immune cells, playing a crucial role in activation of the
adaptive immune system. Once the HLA II proteins have established a stable
binding with the exogenous peptide antigens (T-cell epitopes), they are trans-
ported on the extracellular domain of the antigen-presenting cell (APCs). The
T-cell receptors (TCRs) located on the surface of the T-cells, interacts with the
HLA II-peptide constituting trimeric complexes responsible for the activation of
the T-cell CD4+. HLA II proteins are encoded in three different genetic loci:
HLA-DP, HLA-DQ and HLA-DR (also called isotypes) and are constituted of
two separate protein chains: α and β [2]. They contain an open-ended binding
cleft which allows the peptides to accommodate using multiple binding frames
[3]. Thus the complexity in binding prediction problem is significantly increased.

In this regard, different computational techniques have been developed to
predict HLA class II binding. Among them sequence-based and structure-based
approaches are the most popular. Sequence-based methods include matrix mod-
els [4], binding motif recognition [5], artificial neural network [6], quantitative
matrices [7], hidden markov models [8], support vector machines [9] and QSAR
[10] based methods. Structure-based methods involve threading algorithms [11],
peptide docking [12] and molecular dynamics [13]. Sophisticated methods, such
as an iterative meta-search algorithm [14] and ant colony search [15] have been
developed to resolve the dynamic variable length problem of HLA class II pro-
teins prediction. Apart from this, some of the recent approaches has also signif-
icantly outperformed more traditional methods [16–18].

In this article, sequence-based information is used to predict the HLA II iso-
type binding propensity of peptides. For this purpose, new multiclass training
and testing datasets of HLA II proteins are prepared from raw binding affin-
ity interaction dataset of 27 HLA II proteins and 636 peptides. Thereafter, an
ensemble based multiclass classifier, called MetaEnsembleR (MaER) is developed
for the classification of peptides into different HLA II isotypes. The development
of an ensemble based approach is basically motivated by the improving perfor-
mance of similar other methods in bioinformatics [18–23]. The MaER classifier
is build on the top of widely used four heterogeneous multiclass classifiers like
Support Vector Machine (SVM) [24], Decision Tree (DT) [25], Naive Bayes (NB)
[26] and K-Nearest Neighbor (K-NN) [27]. Before the classification task, MaER
splits the training dataset into different number of rotational non-overlapping
subsets. Subsequently, bootstrap sampling and principal component analysis are
used for each subset. All the major principal components (in terms of coefficient
and depending on eigenvalues) for all subsets are retained to create an informa-
tive set that preserve the diversity of the original training data. After that, such
informative set is multiplied with original training and testing datasets before
being classified. In MaER, finally a consensus of ensemble results is produced
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Fig. 1. Block diagrams of (a) Dataset Preparation and (b) MaER Algorithm

and for this purpose, selection of classifier is done randomly for different val-
ues of ensemble size. The performance of the MaER is reported in comparison
with the individual classifies like SVM, DT, NB and K-NN in terms of aver-
age accuracy, precision or positive predictive value (PPV), recall, F-measure,
Matthews correlation coefficient (MCC) and area under the ROC curve (AUC)
values. Finally, Friedman test [28] has been conducted to judge the statistical
significance of the results produced by MaER.
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Table 1. Statistics of dataset used for MaER

Threshold Strong binding Weak binding Percentage of
(k) peptides peptides Strong binding

DP DQ DR Total DP DQ DR Total peptides
0.02 101 195 270 566 61 9 0 70 88.99%
0.04 90 168 240 498 72 36 30 138 78.30%
0.06 90 168 240 498 72 36 30 138 78.30%
0.08 81 148 222 451 81 56 48 185 70.91%
0.10 79 129 202 410 83 75 68 226 64.47%
0.12 78 128 202 408 84 76 68 228 64.15%
0.15 65 116 169 350 97 88 101 286 55.03%
0.17 49 79 154 282 113 125 116 354 44.34%
0.20 43 72 138 253 119 132 132 383 39.78%

2 Materials and Methods

2.1 Preparation of Dataset

The dataset contains IC50 binding-affinity values originally measured between
27 HLA II proteins and 636 peptides derived from Phleumpratense [29]. The raw
affinity dataset is transformed into a binary binding matrix defining binding and
non-binding events solely. The IC50 value of 1000 nM is used as a threshold, since
it represents the common reference to define HLA II-peptide binding events
in literature [20,29]. Thereafter, the percentage of positive activity (PPA) is
separately computed for each isotype φ (DR, DQ and DP) from the binary
binding matrix. Initially, the highest number of HLA proteins capable of binding
a single peptide x, is used as a reference, e.g., ρ(DR), within each isotype.
Consequently, three (one for each isotype) PPAs values are calculated for each
given peptide. The PPA value for a given peptide, and for a given isotype is
simply defined as the proportion of positive values that this peptide has for that
particular isotype, with respect to the reference value for the same isotype, e.g.,
ρ(DR).

PPA(xi)φ =

∑|φ|
j=1 ai,j

ρ(φ)
∀ i ≤ |X|,∀φ ∈ Φ (1)

where

ρ(φ) = max
1<i<|X|

|φ|∑

j=1

ai,j ∀ i ≤ |X|, and Φ = {DR,DQ,DP} (2)

Each peptide x, does now have three PPAs: one for each isotype φ. The maximum
max1(x) and second highest maximum max2(x) PPA values are identified for
each peptide. The difference value Δx = max1(x)−max2(x) is used to determine
if the given peptide has either strong or weak binding properties, with respect
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to a given threshold k. If Δx ≥ k then the corresponding peptide is consider a
strong binder for the class φ(x) �→ max1(x) otherwise it is considered as a weak
binder for the classes (φ1(x), φ2(x)) �→ (max1(x),max2(x)).

The peptide classification into multiple isotype is defined with respect to the
threshold value k. As the lower k value increases the number of peptides, defined
as strong HLA binders. The statistics about the effect of variation of k both in
terms of isotype ratio and percentage of strong binders, are given in Table 1
and has been taken into account for the choice of k. Ultimately, the value of k
has been set to 0.15, in order to either maintain a comparable ratio among the
isotypes, and grant a equal definition of strong and weak binding peptides.

Since the classification technique requires a common number of features for
each peptide, a common length of 15 AAs is adopted. In the homogenized
dataset, the edging AAs of peptides longer than 15 AA are shorted. The dissec-
tion is performed upon an accurate comparative analysis of the less conserved
residues within the original peptides. In order to represent the entire pool of 636
peptides in a numerical form, a 40 high-quality AA indices (HQI40) [20,30,31]
are used. Therefore, the length of the peptide sequence is 15×40=600. The
block diagram representation of the experiment with data generation is given
in Fig. 1(a).

2.2 The Proposed MetaEnsembleR

MetaEnsembleR (MaER) is an ensemble based classifier, where four heteroge-
neous classifiers like support vector machine, naive bayes, decision tree and K-
nearest neighbor are used. It creates a diverse set of training points by preparing
different non-overlapping sets of features. In order to discuss MaER, some nota-
tions are introduced here. Let P is a matrix of size n × M , which consists of
M input attributes or features values for each training instance and Q be an
one dimensional column vector contains the output attribute of each training
instance in �. Therefore, � can be expressed as after concatenating P and Q
horizontally, i.e., � = [PQ]. Also let F = {P1,P2, . . . ,PM} and T are the set of
features (M ≥ 4) and ensemble size. Therefore, it can be assumed that a train-
ing set of n labelled instances � = {pj , qj}n

j=1 in which each instance (pj , qj)
is described by M input attributes or features and an output attribute, i.e.,
p ∈ Rn and q ∈ R where q takes a value from the label space {L1, L2, . . . , Lc}. In
a classification task, the goal is to use the information only from � to construct
a classifier which can perform well on the unseen data. Note that in MaER,
the feature set, F = {P1,P2, . . . ,PM}, splits into S number of feature subsets,
where S ∈ [2, �M

2 	]. Also from the pool of classifiers, one classifier is randomly
selected for the each value of T . In order to construct the training and testing
datasets for a classifier in ensemble, the following necessary steps are performed.

Step1: Randomly split F into S number of subsets, i.e.,Ss,t for simplicity, where
t counts the ensemble size and s signifies the current attribute or feature
subset. As S ∈ [2, �M

2 	], therefore, the minimum number of subsets is 2 with
at least 2 features in each subset is considered.
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Step2: Repeat the following steps S times for each subset, i.e., s = 1, 2, . . . ,S.
(a) A new submatrix Ps,t is constructed which corresponds to the data in

matrix P.
(b) From this new submatrix a bootstrap sample P ′

s,t is drawn where the
sample size is generally smaller than Ps,t.

(c) Thereafter, P ′
s,t is used for PCA and the coefficients of all computed

principal components are stored into a new matrix Ct,s.
Step3: In order to have a matrix of same size of feature, arrange each Ct,s into a

block diagonal sparse matrix Dt. Once the coefficients in Ct,s are placed in to
the block diagonal sparse matrix Dt, the rows of Dt are rearranged so that
the order of them corresponds to the original attributes in F . During this
rearrangement, columns with all zero values are removed from the sparse
matrix.

Step4: The rearranged rotation matrix Dr
t is then used as [PDr

t ;Q] and [IDr
t ]

for training and test sets of classifier, where I is a given test sample.
Step5: In the testing phase, let MaERv,t(IDr

t ) be the posterior probability
produced by the classifier MaERt on the hypothesis that I belongs to class
Lv. Then the confidence for a class is calculated by the average posterior
probability of combination base classifiers:

Qv(I) =
1
T

T∑

t=1

MaERv,t(IDr
t ), where v = 1, 2, . . . , c (3)

Thereafter, I is assigned to the class with the largest confidence. Note that
all the five steps will repeat for t = 1, 2, . . . , T .

This is to be noted that due to the process of random feature subdivision, in each
iteration, the selected classifier in MaER will have new sets of training and testing
data, which will help to diversify the ensemble of classifiers in order to get better
classification results. The MaER is applied to predict the multiclass binding
activity of HLA class II protein, i.e., DP, DQ and DR at a time. For this purpose,
based on threshold value k=0.15, multiclass dataset of strong binding peptides
is used to train the MaER to predict the classes of weak binding peptides. Note
that here the train and test datasets are normalized, where each input data is
normalized to the range [0,1]. The flowchart of MaER is shown in Fig. 1(b).

3 Results and Discussions

The MaER contains four basic classifiers like SVM, ND, DT and K-NN. There-
fore, setting the parameters of these classifiers is equivalent to set the parameters
of MaER. Thus the parameters of SVM such as γ for kernel function and the
soft margin C (cost parameter), are set to be 0.5 and 2.0, respectively. Note that,
for SVM and DT, RBF (Radial Basis Function) kernel and C4.5 classifier are
used. The value of K for the K-NN classifier, ensemble size T and number of
feature subsets S are set to 7, 10 and 50, experimentally. The MaER classifier
has been executed 20 times and the performance of MaER classifier is evaluated
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Table 2. Performance comparison of MaER based HLA II-peptide binding predictor
with other classifiers in terms of average Accuracy, Precision, Recall, F-measure, MCC
and AUC values

Algorithm Accuracy (%) Precision or PPV Recall or Sensitivity F-measure MCC AUC

MaER 86.84 81.81 78.59 79.70 0.70 0.92

SVM 84.99 77.75 77.53 77.52 0.66 0.89

DT 75.22 65.88 59.31 60.24 0.43 0.78

NB 67.19 49.81 50.29 49.94 0.25 0.58

K-NN 84.47 76.28 75.98 75.80 0.64 0.89
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Fig. 2. Best ROC plots of HLA class II protein-peptide binding prediction for (i) DP,
(ii) DQ and (iii) DR

in term of average accuracy, precision or PPV, recall or sensitivity, F-measure,
MCC and area under the ROC curve (AUC) values. To compute these metrics
the result of three class problem has been decomposed into three indivisible two
class results by setting class-1 as an active and other classes are inactive, simi-
larly, for class-2 and class-3. Thereafter, the average is computed and that also
used to computer the average of 20 runs. Moreover, the effectiveness of MaER
results has also been justified in terms of gain value. The gain is calculated in
percentage as follows.

Gain =
(MaER Predicted Accuracy - Referred Classifier Accuracy)

(Referred Classifier Accuracy)
× 100

(4)
Table 2 reports the performance of all classifiers including MaER on HLA II-
peptide binding prediction. From the results, it can be clearly stated that the
MaER performing better than the other classifiers. Moreover, the result is also
suggesting that it can be used as a potentially computation tool for discovering
multiclass HLA class II binding epitopes that has a great importance in vac-
cinology. The best ROC curves of all the classifiers are shown in Fig. 2. The
curves produced by MaER for DP, DQ and DR, are showing the average AUC
values like 0.92, 0.93 and 0.91. Moreover. The MaER classifier achieves the aver-
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age gain values of 2.18 %, 15.45 %, 29.25 % and 2.81 % over SVM, DT, NB and
K-NN classifiers, respectively. Finally, Friedman test based has been conducted
average accuracy values of all classifiers to judge the statistical significance of
the predicted results. The test produced a Chi-square value of 86.81 and p-value
of 0.126×10−5 at α= 0.05 significance level. The results provide a strong evident
in order to rejecting the null hypothesis, that means there is a significant dif-
ference in the results produced by various classifies, while MaER produced the
best results among them.

4 Conclusions

In this article, the binding prediction of HLA II isotypes is considered as a mul-
ticlass problem. For this purpose, new multiclass training and testing datasets
of HLA II proteins have been prepared after analysing raw binding affinity inter-
action dataset of 27 HLA II proteins and 636 peptides. Thereafter, an ensemble
based multiclass classifier, named as MetaEnsembleR (MaER) has been devel-
oped for the same problem. MaER is an ensemble based classifier which avoids
the weakness of a single classifier while improving the prediction performance
by integrating the outputs of multiple heterogeneous classifiers. It generally pre-
processes the original training and testing datasets by making feature subsets,
bootstrap samples and creates diverse datasets using principle component analy-
sis. The efficacy of the developed MaER has been demonstrated in comparison
with support vector machine, decision tree, naive bayes and K-nearest neighbor
on newly generated test data in terms of average accuracy, precision, recall, F-
measure, MCC, area under the ROC curve (AUC) and gain values. It is observed
that MaER achieves the maximum gain of 29.25% over Naive Bayes classifier.
Finally, the statistical significance of the results produced by MaER has been
justified by the Friedman test.

The application of the MaER method could be particularly beneficial wher-
ever the informations about HLA isotype propensity and coverage are crucial.
One example is the design of peptide-based vaccines, where the identification
of the epitopes able to interact with different HLA isotypes, is a crucial fac-
tor for vaccine efficacy and population coverage. Another case is the study of
autoimmune diseases, where the detection of self epitopes showing extensive
cross reactivity with several HLA isotypes, is indeed a central issue. Apart from
this, MaER can be used to find the potential markers from gene expression data
[32,33].
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Abstract. Multithreaded wavefront-based alignment procedure is used in the
PSS-SQL language that allows for flexible scanning of databases of protein
secondary structures and finding similarities among protein molecules. Efficiency
of the process depends on several factors, including the way how the similarity
matrix, calculated during the process, is divided into areas, the number of CPU
cores possessed by the computer hosting the database with PSS-SQL extension,
and structural patterns submitted by users in PSS-SQL queries. In this paper, we
show how we achieved consensus values of area sizes for the multithreaded
wavefront-based alignment procedure by a series of experimental trials. Availa‐
bility: PSS-SQL extension for Microsoft SQL Server database management
system can be downloaded from PSS-SQL project home page available at: http://
www.zti.aei.polsl.pl/w3/dmrozek/science/pss-sql.htm.

Keywords: Proteins · Secondary structure · Structural patterns · Structural
bioinformatics · Similarity searching · Structural alignment · Databases · SQL ·
Relational databases · Query language

1 Introduction

Proteins, molecules of life, have usually complex construction that is described on four
representation levels, from primary to quaternary structure [5]. Protein secondary struc‐
ture as a representation level describes protein construction in terms of regularly occur‐
ring shapes, including α-helices, β-strands, loop, turns, or coils (Fig. 1a), that protein
amino acid chain can adopt in some of its regions. This representation level is very
important for studying potential functions of protein molecules in living cells, determi‐
nation of domain boundaries, topology recognition, and family assignment. These
processes are usually realized through scanning databases of protein structures and
finding similarities between the specified structural pattern and candidate database
structures. We have developed a dedicated query language called PSS-SQL, which
allows to perform such similarity searches, when protein secondary structures are
collected in relational database [3].
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Fig. 1. Crystal structure of the CAS1-CAS2 complex from Escherichia Coli [12], PDB ID: 4P6I,
chain A: (a) tertiary (3D) structure with secondary structures (spiral α-helices, wavy β-strands,
and loops) exposed in RasMol [14], (b) two representations of secondary structures in relational
databases used by PSS-SQL: (top) full, showing types of secondary structures for corresponding
residues, and (bottom) compressed, describing types and lengths of secondary structures
identified; types of secondary structures: H – α-helix, E – β-strand, C – loop, turn or coil, U –
undetermined structure.

1.1 PSS-SQL for Scanning Protein Secondary Structures in RDBMS

PSS-SQL (Protein Secondary Structure - Structured Query Language) [10, 11] is a query
language that allows execution of similarity searches against sequences of protein
secondary structures stored in relational database management systems (RDBMS). PSS-
SQL was initially developed in Institute of Informatics at the Silesian University of
Technology in Gliwice, Poland in 2009 and later enriched by several improvements.
Technically, PSS-SQL is an extension to the Transact-SQL language implemented in
Microsoft SQL Server RDBMS. The great power of PSS-SQL lies in the fact that it is
a declarative language. While writing PSS-SQL queries, programmers and bioinforma‐
ticians, equipped with a library of functions and procedures extending standard
searching capabilities of the database engine, specify the structural pattern of a protein
for which they want to find similar proteins, provide what they want to display, where
the data are stored, i.e. in which tables of the database, and how to filter them. For
example, a simple SELECT statement, which is used to retrieve and display proteins
that are similar to the given structural pattern, may have the following form:

This sample query returns Accession Numbers (AC) and names of proteins from
Staphylococcus aureus having the length greater than 150 residues and structural region
containing β-strand of the length from 1–10 elements, optional loop up to 5 elements,
an α-helix of the length 5 to 6 elements, optional loop up to 5 elements, a β-strand of
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the length 1 to 10 elements and a 5 element loop. The structural region is defined by
structural pattern e(1;10),c(0;5),h(5;6),c(0;5),e(1;10),c(5) passed
to the sequenceMatch table function invoked in the FROM clause (dbo is a database
schema name). Secondary structures are stored in the secondary column of the
ProteinTbl in the form presented in Fig. 1b (top). Two additional columns, namely
matchingSeq and already mentioned secondary, which are listed in the SELECT clause,
show the exact pattern sequence that was matched to a candidate protein from the data‐
base and full secondary structure of the candidate protein. The matchingSeq column is
returned by the sequenceMatch function.

1.2 Multithreaded Wavefront-Based Alignment

Due to the approximate nature of the similarity searching appropriate dynamic program‐
ming alignment procedure underlies all similarity searches and matches realized in PSS-
SQL queries. More efficient scanning is achieved when the alignment procedure is
preceded by multiple scanning of the segment index (MSSI) created for the table column
storing secondary structures [10]. The index uses the representation of protein secondary
structures shown in Fig. 1b (bottom). The alignment procedure makes use of results of
the multiple scanning of the segment index. Therefore, this variant of the alignment
procedure is marked as +MSSI.

In the +MSSI variant of the alignment the candidate database sequence of secondary
structure SC is represented as follows:

(1)

where single element  corresponds to single secondary structure

(segment) identified in the protein,  is the length of the jth segment measured in residues,
and n is the number of segments. Example of such a sequence is shown in Fig. 1b
(bottom).

Query protein structure SQ is represented as follows:

(2)

where single element  corresponds to single secondary structure
(segment) of the structural pattern provided by a user,  are lower and upper limits
for the length of the ith segment, both measured in residues, and m is the number of
segments in the query pattern. Example of such defined pattern is shown in the sample
PSS-SQL query presented in Sect. 1.1.

In the +MSSI variant of the alignment procedure, we calculate the similarity matrix
D according to the following formulas.

(3)
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(4)

where di,j is the matching degree between elements of both sequences:

(5)

where  is a matching award, and  is a mismatch penalty. Additional matrices E
and F are used for fast calculation of horizontal and vertical gaps:

(6)

for:

where:  is the penalty for opening a gap in the alignment, and  is the penalty for
extending the gap.

Since the alignment procedure is computationally costly, we have developed the
multithreaded (+MT) implementation of the procedure. This implementation improves
efficiency of the computational procedure, while the computational complexity of the
alignment algorithm remains unchanged.

While performing the multithreaded, pairwise alignments the search engine of the
PSS-SQL language calculates the similarity matrix D. Particular cells of the matrix
depend on each other (each cell Di,j can be calculated only, if cells Di-1,j-1, Di, j-1, Di-1,j

have already been calculated), so calculations must occur in a particular order. To avoid
costly synchronizations of threads, the similarity matrix is divided into areas, which are
assigned to working threads. Calculations are performed diagonally for areas, according
to the wavefront approach [1, 6], as it is presented in Fig. 2.

While details of the alignment algorithm and general conclusions on performance
of PSS-SQL queries were reported in [7, 10], the question remains how the size of the
area influences the efficiency of PSS-SQL queries. Moreover, there are additional three
factors that influence efficiency and should be taken into considerations: (1) the number
of CPU cores possessed by the computer hosting the DBMS with the PSS-SQL exten‐
sion, (2) structural patterns submitted by users in PSS-SQL queries, and (3) character‐
istics of the data stored in the database. Since each user may work on its own repository
and we are unable to predict the characteristics of data collected in it, we decided to
investigate the first and the second of the mentioned factors. In this paper, we show how
we achieved consensus values of area sizes for both variants of the multithreaded wave‐
front-based alignment procedure by a series of experimental trials.
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2 Consensus on the Area Size

Area sizes for the +MT+MSSI variant of the alignment procedure were chosen exper‐
imentally taking into account various patterns and varying number of CPU cores. Tests
were performed on the Microsoft SQL Server 2012 EE working on nodes of the virtual‐
ized cluster controlled by the HyperV hypervisor hosted on Microsoft Windows 2008
R2 Datacenter Edition 64-bit. The host server had the following parameters: 2x Intel
Xeon CPU E5620 2.40 GHz, RAM 92 GB, 3x HDD 1 TB 7200 RPM. Cluster nodes
were configured to use from 1 up to 4 CPU cores and 4 GB RAM per node, and worked
under the Microsoft Windows 2008 R2 Enterprise Edition 64-bit operating system. Tests
were performed on the database storing 6 360 protein structures and for PSS-SQL
queries containing patterns representing various classes:

• class 1: short patterns and patterns frequently occurring in the database, e.g.,
c(10;20), h(2;5), c(2;40);

• class 2: patterns with precisely defined regions, e.g., region e(15) in the sample
pattern e(4;20), c(3;10), e(4;20), c(3;10), e(15), c(3;10), e(1;10), c(3;10), e(5;12);

• class 3: patterns with unique regions, e.g., region h(243) in the sample pattern
h(10;20), c(1;10), h(243), c(1;10), h(5;10), c(1;10), h(10;15);

• class 4: patterns with undefined type of secondary structure (wildcard symbol ?) and
with unlimited length of one of its regions (wildcard symbol *), e.g., region ?(1;30)
and e(5;*), in the sample pattern c(10;20), h(2;5), c(2;40), ?(1;30), e(5;*).

Fig. 2. Wavefront-based calculation of similarity matrix divided into areas (Au,v). Compressed
sequences of secondary structures (described by type and length of the structure) are located along
vertical and horizontal edges of the matrix. We assumed that query protein structural pattern is
defined precisely. Arrows show dependences between calculated areas. Areas already calculated
are marked in grey, the area currently being calculated is marked in orange (A2,2). Steps of the
wavefront approach are marked by dashed lines.
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Query patterns chosen for our tests had different characteristics and were representatives
of possible patterns that can be entered by users. During experiments we have not
observed any dependency between types of the secondary structures specified in patters
and the execution time. The aim of the series of tests was to determine the possible best
size of the area, which was assigned to every single thread. We have checked different
area sizes for the following heights and widths: 1, 2, 3, …, 9. We tested popular config‐
urations of 1, 2, 3, and 4 threads working in parallel, which corresponded to 1, 2, 3, and
4 CPU cores available for the database management system. This gave (9^2)∙4 = 324
combinations that were examined for each query pattern.

In Table 1 we can see execution times for the sample PSS-SQL query containing
sample pattern from class 2. The class represents complex patterns that consist of many
segments. As we can notice in Table 1 smaller area sizes (especially the size 1 × 1) result
in higher execution times. Increasing the area size above 2 × 2 reduces the execution
time. However, changes of the area size (above 3 × 3) do not affect the execution time
significantly. The same tendency was observed in all tested cases, i.e. while testing
various numbers of threads for different query patterns.

Table 2 shows relative execution times for the same pattern class. The table is
presented as a heat map, where particular cells are colored using the red color (worst
result), through yellow, and green color (best results). Results are expressed as a
percentage - 0 % denotes the longest execution time, 100 % denotes the shortest execu‐
tion time. Values are calculated according to the following expression:

(7)

where: ti,j is measured execution time of the sample query taken from Table 1 for the
corresponding area size, max(t), min(t) are maximal and minimal execution times of the
query (in Table 1).

Table 1. Execution times (s) for PSS-SQL query with sample pattern from class 2 parallelized
on 4 threads for various sizes (W × H, H for query sequence, W for database sequence) of area

H\W 1 2 3 4 5 6 7 8 9

1 7.074 5.580 5.209 4.712 4.622 5.293 4.437 4.490 4.770

2 5.825 4.955 4.806 4.514 4.422 4.365 4.521 4.358 4.399

3 5.672 4.945 4.599 4.519 4.491 4.428 4.483 4.377 4.372

4 5.569 4.891 4.643 4.566 4.602 4.397 4.295 4.444 4.398

5 5.384 5.026 5.336 4.565 4.571 5.870 4.379 4.487 4.684

6 5.296 4.712 4.872 5.620 4.522 4.535 4.490 4.402 4.462

7 5.325 5.052 4.618 4.558 4.568 4.512 4.382 4.534 4.484

8 5.289 4.733 4.866 4.567 6.289 4.524 4.536 4.456 4.375

9 5.276 4.581 4.791 4.538 4.543 6.133 4.376 4.423 4.510
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Table 2. Relative execution times  for PSS-SQL query with sample pattern from class 2
parallelized on 4 threads for various sizes (W × H) of area (%)

H\W 1 2 3 4 5 6 7 8 9

1 0.00 53.76 67.11 84.99 88.23 64.09 94.89 92.98 82.91

2 44.94 76.25 81.61 92.12 95.43 97.48 91.87 97.73 96.26

3 50.45 76.61 89.06 91.94 92.95 95.21 93.23 97.05 97.23

4 54.16 78.55 87.48 90.25 88.95 96.33 100.00 94.64 96.29

5 60.81 73.70 62.54 90.28 90.07 43.32 96.98 93.09 86.00

6 63.98 84.99 79.24 52.32 91.83 91.36 92.98 96.15 93.99

7 62.94 72.76 88.38 90.54 90.18 92.19 96.87 91.40 93.20

8 64.23 84.24 79.45 90.21 28.25 91.76 91.33 94.21 97.12

9 64.70 89.71 82.15 91.26 91.08 33.86 97.09 95.39 92.26

The heat map (Table 2) reveals preferred and recommended area sizes (green) and
those that should be avoided (red and orange). We have to remember that various query
patterns and the number of possessed CPU cores may move the best point in any direc‐
tion. Therefore, we have made these types of statistics, as presented in Tables 1 and 2,
for all tested patterns in all tested classes for all tested n-core CPU configurations and
area sizes. Then, in order to determine a universal area size for common patterns we
have calculated the value of weighted arithmetic mean taking into account the partici‐
pation of popular n-core processors in the market (n = 1, 2, 3, 4) and possible assignment
of logical CPU cores in virtualized environments. We have arbitrary chosen the
following values of weights: 15 % for 1-core CPUs (1 core = 1 thread execution), 40 %
for 2-core CPUs, 5 % for 3-core CPUs, and 40 % for 4-core CPUs. Results are presented
in Table 3. Best execution times (relative to the worst case) were obtained for the area
width greater than 6. Height of the area has no significant impact, since compressed
query sequences of secondary structures are usually short, while database sequences are
relatively longer. In Fig. 3 we can see the histogram of the number of secondary struc‐
tures identified in proteins stored in tested database. It shows that most of the proteins
have less than 100 secondary structures (segments). Therefore, widths of whole simi‐
larity matrices after compression of sequences of secondary structures should be lower
than 100 elements in most cases. Heights of whole similarity matrices depend on the
query pattern. For example, the sample query pattern from pattern class 2 contains 9
segments, and consequently, the height of the similarity matrix is 9. Therefore, on the
basis of our experiments, we have chosen 3 × 7 (H × W) for the area size, i.e., 3 for the
query pattern and 7 for database sequence of secondary structures.
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Table 3. Weighted arithmetic mean for relative execution times of all PSS-SQL queries paral‐
lelized on various number of threads (1, 2, 3, 4) depending on the sizes (W × H) of area (%)

H\W 1 2 3 4 5 6 7 8 9

1 36,49 45,79 63,88 70,29 73,26 75,49 77,51 79,44 79,46

2 44,13 52,33 67,74 72,89 75,43 77,18 79,25 80,29 80,31

3 56,68 62,91 73,89 76,78 79,04 80,28 82,61 82,45 82,58

4 61,38 65,6 74,35 77,04 77,54 77,87 82,57 80,83 79,67

5 64,27 67,12 72,63 75,1 75,81 77,35 78,28 79,01 79,45

6 65,67 68,07 72,64 75,42 75,95 77,27 77,65 78,54 78,93

7 66,72 69,47 73,91 73,48 75,49 77,66 79,75 80,44 80,96

8 66,97 69,76 76,11 75,51 74,9 75,98 79,46 79,57 80,47

9 68 70,54 76,36 75,28 74,54 75,95 79,84 80,07 80,39

Fig. 3. Histogram of the number of secondary structures (segments) identified in proteins
deposited in tested database.

3 Related Works

Advantages of a declarative processing of biological data with the use of the SQL query
language were noticed in the last decade, which resulted in the development of various
SQL extensions. One of the first extensions was ODM BLAST [15], which was developed
for Oracle RDBMS. ODM BLAST allows to align and match amino acid sequences of
proteins (primary structures) and nucleotide sequences of DNA and RNA acids. Simi‐
larly, BioSQL [2], which makes use of particular modules of BioJava [13], provides a
generic relational model for persistent storage of bio-molecular sequences, features,
sequence and feature annotation, a reference taxonomy, and ontologies (or controlled
vocabularies). Various bio-oriented projects may utilize the information by means of
object-relational mapping (ORM). Recently reported P3D-SQL [9] extends Oracle
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PL/SQL capabilities by providing a set of functions and procedures that allow to perform
structural alignments and superposition of 3D (tertiary) protein structures. Declarative
processing of protein secondary structures is available by means of PSS-SQL [10, 11]
and the query languages developed by Hammel and Patel [4] and Tata et al. [16]. These
languages allow searching on the secondary structure of protein sequences. All mentioned
projects confirm that for bio-database developers, highly skilled users, also those working
in the domain of structural bioinformatics, the SQL language became an important
communication interface.

4 Discussion and Concluding Remarks

By providing the PSS-SQL libraries to Microsoft SQL Server (version 2012 or higher)
we have extended standard capabilities of the Transact-SQL language towards processing
biological data. PSS-SQL extensions allow to store, index, process, compare, align and
match protein structures based on their secondary structures in the relational database
management system. These operations can be especially beneficial for database devel‐
opers, data analysts, data scientists and programmers working in the domain of structural
bioinformatics.

Efficiency of these operations, especially PSS-SQL queries, depend on several
factors, including the internal configuration of the multithreaded wavefront-based align‐
ment procedure, which is one of the two main phases of the query execution process. In
this paper, we tried to show how we achieved the consensus area size for the alignment
procedure by a series of experimental trials. We took into account two important factors
that may influence the execution time, i.e., various query patterns (their lengths, unique‐
ness, vagueness) and the number of available CPU cores. These investigations allowed
to develop efficient, domain-specific query language. Results of our experiments made
PSS-SQL competitive to similar solutions implemented by Hammel and Patel [4] and
Tata et al. [16], although, both mentioned solutions do not utilize alignment at all.
Detailed performance evaluation and comparisons between mentioned query languages
for protein secondary structures reported in Mrozek et al. [10] show that even with the
computationally costly alignment the PSS-SQL is able to find protein similarities effi‐
ciently becoming a successful example of a DBMS-side processing. In such a way, PSS-
SQL joins a narrow group of bio-oriented SQL extensions, such as BioSQL, ODM
BLAST, and P3D-SQL, complementing the group with the important capability of
finding similarities among proteins on the basis of their secondary structures. Thereby,
PSS-SQL becomes a declarative, domain-specific query language for protein similarity
searching and protein function identification on commonly available workstations
without specialized equipment.

There is still a possibility to improve the efficiency of the PSS-SQL, e.g., by a paral‐
lelization of the alignment procedure on GPU devices. We have successfully developed
such an alignment procedure for secondary structures in the GPU-CASSERT method
[7, 8]. In the GPU-CASSERT the alignment of secondary structures alone (phase 1)
takes just a fraction of seconds. However, the data must be prepared appropriately before
the alignment begins, and data transfers between the host workstation and global
memory of the GPU device also take some time.
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Availability. PSS-SQL is free for scientific and testing purposes. It is available from
PSS-SQL project home page at: http://zti.polsl.pl/w3/dmrozek/science/pss-sql.htm.
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Abstract. The microRNAs are small, endogenous non-coding RNAs
found in plants and animals, which suppresses the expression of genes
post-transcriptionally. It is suggested by various genome-wide studies
that a substantial fraction of miRNA genes is likely to form clusters.
The coherent expression of the miRNA clusters can then be used to clas-
sify samples according to the clinical outcome. In this background, a new
rough hypercuboid based supervised similarity measure is proposed that
is integrated with the supervised attribute clustering to find groups of
miRNAs whose coherent expression can classify samples. The proposed
method directly incorporates the information of sample categories into
the miRNA clustering process, generating a supervised clustering algo-
rithm for miRNAs. The effectiveness of the rough hypercuboid based
algorithm, along with a comparison with other related algorithms, is
demonstrated on three miRNA microarray expression data sets using
the B.632+ bootstrap error rate of support vector machine. The asso-
ciation of the miRNA clusters to various biological pathways are also
shown by doing pathway enrichment analysis.

Keywords: MicroRNA · Co-expressed miRNAs · Clustering · Rough
sets

1 Introduction

Micro RNAs/miRNAs are a class of short approximately 22-nucleotide non-
coding RNAs found in many plants and animals. They inhibit the expression
of mRNA expression post-transcriptionally. It has been shown by [1] that the
miRNAs on a genome tend to present in a cluster. Large scale surveys [2] have
established the fact that miRNAs have tendency to present in clusters. Exis-
tence of co-expressed miRNAs is also demonstrated using expression profiling
analysis in [3]. These findings suggest that members of a miRNA cluster, which
are at a close proximity on a chromosome, are highly likely to be processed as
co-transcribed units. In [4,15], different approaches are introduced to discover
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M. Kryszkiewicz et al. (Eds.): PReMI 2015, LNCS 9124, pp. 482–494, 2015.
DOI: 10.1007/978-3-319-19941-2 46



Supervised Cluster Analysis of miRNA Expression Data 483

miRNA cluster patterns. Expression data of miRNAs can be used to detect clus-
ters of miRNAs as it is suggested that co-expressed miRNAs are co-transcribed,
so they should have similar expression pattern.

Several unsupervised clustering techniques like hierarchical clustering algo-
rithms [8] and self organizing maps [2] are used to cluster a miRNA expression
data. However, the groups of miRNAs discovered by these unsupervised clus-
tering algorithms are not potential enough to do tissue classification [5], as the
miRNAs are grouped based on their similarity without incorporating the class
label information. In this regard, several supervised clustering algorithms are
proposed to cluster gene expression data [5,10,11]. In [5], genes are clustered by
incorporating the knowledge of tissue. On the other hand, hierarchical clustering
is employed on the gene expression data and the average of resultant clustering
solutions are further used to do sample classification. Only in the later part, infor-
mation of the class label is incorporated [10]. In [11], a fuzzy-rough supervised
gene clustering algorithm is described. The algorithm uses fuzzy equivalence
classes to compute relevance of the clusters, that makes the algorithm sensitive
to the fuzzy parameter. However, none of the works has addressed the problem
of supervised clustering of miRNAs.

However, one of the main problems in expression data analysis is uncertainty.
Some of the sources of this uncertainty include imprecision in computations and
vagueness in class definition. In this background, the rough set [16] provides a
mathematical framework to capture uncertainties associated with human cogni-
tion process. In [11,13,14], rough sets have been successfully used to analyze a
microarray expression data.

In this regard, this paper presents a new rough hypercuboid based super-
vised clustering algorithm. It is developed by integrating the concepts of rough
hypercuboid equivalence partition matrix [12,14] and supervised attribute clus-
tering algorithm [11]. It finds coregulated clusters of miRNAs whose collective
expression is strongly associated with the sample categories. Using the concept
of rough hypercuboid equivalence partition matrix, the degree of dependency is
calculated for miRNAs, which is used to compute both relevance and significance
of the miRNAs. Hence, the only information required in the proposed method
is in the form of equivalence classes for each miRNA, which can be automat-
ically derived from the data set. A new measure is developed for calculating
similarity between two miRNAs. Based upon the similarity values, the miRNAs
are grouped into cluster. The new supervised clustering algorithm divides the
miRNA expression data in distinct clusters. In each cluster, the first selected
miRNA has high relevance value with respect to the class label and it is the rep-
resentative of the cluster. The representative is modified in such a way that the
averaged expression value has high relevance value with the class label. Finally,
the proposed method generates a set of clusters, whose coherent average expres-
sion levels allow perfect discrimination of tissue types. The concept of B.632+
error rate [7] is used to minimize the variability and biasedness of the derived
results. The support vector machine is used to compute the B.632+ error rate as
well as several other types of error rates as it maximizes the margin between data



484 S. Paul and J. Vera

samples in different classes. The effectiveness of the proposed approach, along
with a comparison with other related approaches, is demonstrated on several
miRNA expression data sets.

2 Rough Hypercuboid Based Supervised Attribute
Clustering

In this paper, a new algorithm is developed based on rough hypercuboid equiv-
alence partition matrix. Every clustering algorithm need a distance or similarity
measure to group objects. Accordingly, a new rough hypercuboid based simi-
larity measure is proposed. The concept of rough hypercuboid was presented in
[20], while that of rough hypercuboid equivalence partition matrix was proposed
in [12,14]. It has also been successfully applied for feature/gene/miRNA selec-
tion in [12,14]. The relevance of a cluster is calculated using rough hypercuboid
equivalence partition matrix based dependency measure. The proposed rough
hypercuboid based supervised similarity measure is integrated into the super-
vised attribute clustering algorithm developed by Maji [11]. Prior to describe
about the new supervised attribute clustering algorithm, next the concept of
rough hypercuboid equivalence partition matrix is described.

2.1 Rough Hypercuboid Equivalence Partition Matrix

Let U = {s1, · · · , si, · · · , sn} be the set of n objects or samples and C =
{M1, · · · , · · · ,Mm} denotes the set of m attributes or miRNAs of a given
microarray data set. Let D be the set of class labels or sample categories of
n samples.

If U/D = {β1, · · · , βi, · · · , βc} denotes c equivalence classes or information
granules of U generated by the equivalence relation induced from the decision
attribute set D, then c equivalence classes of U can also be generated by the
equivalence relation induced from each condition attribute or miRNA Mk ∈ C. If
U/Mk = {μ1, · · · , μi, · · · , μc} denotes c equivalence classes or information gran-
ules of U induced by the condition attribute or miRNA Mk and n is the number
of objects in U, then c-partitions of U are the sets of (cn) values {hij(Mk)} that
can be conveniently arrayed as a (c×n) matrix H(Mk) = [hij(Mk)]. The matrix
H(Mk) is denoted by

H(Mk) =

⎛

⎜⎜⎝

h11(Mk) h12(Mk) · · · h1n(Mk)
h21(Mk) h22(Mk) · · · h2n(Mk)
· · · · · · · · · · · ·
hc1(Mk) hc2(Mk) · · · hcn(Mk)

⎞

⎟⎟⎠ (1)

where hij(Mk) =
{

1 if Li ≤ xj(Mk) ≤ Ui

0 otherwise. (2)

The tuple [Li,Ui] represents the interval of ith class βi according to the
decision attribute set D. The interval [Li,Ui] is the value range of condition
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attribute or miRNA Mk with respect to class βi. It is spanned by the objects
with same class label βi. That is, the value of each object sj with class label
βi falls within interval [Li,Ui]. This can be viewed as a supervised granulation
process, which utilizes class information.

On employing a condition attribute or miRNA Mk a c × n matrix H(Mk)
termed as hypercuboid equivalence partition matrix is generated. The c × n
matrix H(Mk) is termed as hypercuboid equivalence partition matrix of the con-
dition attribute or miRNA Mk. Each row of the matrix H(Mk) is a hypercuboid
equivalence partition or class. Here hij(Mk) ∈ {0, 1} represents the membership
of object sj in the class βi satisfying following two conditions:

1 ≤
n∑

j=1

hij(Mk) ≤ n,∀i; 1 ≤
c∑

i=1

hij(Mk) ≤ c,∀j. (3)

The above axioms should hold for every equivalence partition, which corre-
spond to the requirement that an equivalence class is non-empty. However, in
real data analysis, uncertainty arises due to overlapping class boundaries. Hence,
such a granulation process does not necessarily result in a compatible granula-
tion in the sense that every two class hypercuboids or intervals may intersect
with each other. The intersection of two hypercuboids also forms a hypercuboid,
which is referred to as implicit hypercuboid. The implicit hypercuboids encom-
pass the misclassified samples or objects those belong to more than one classes.
The degree of dependency of the decision attribute set or class label on the con-
dition attribute set depends on the cardinality of the implicit hypercuboids. The
degree of dependency increases with the decrease in cardinality.

Using the concept of hypercuboid equivalence partition matrix, the misclas-
sified objects of boundary region present in the implicit hypercuboids can be
identified based on the confusion vector defined next

V(Mk) = [v1(Mk), · · · , · · · , vn(Mk)]; where vj(Mk) = min{1,

c∑

i=1

hij(Mk) − 1}. (4)

In rough sets if an object sj belongs to the lower approximation of any class
βi, then it does not belong to the lower or upper approximations of any other
classes and vj(Mk) = 0. On the other hand, if the object sj belongs to the
boundary region of more than one classes, then it should be encompassed by
the implicit hypercuboid and vj(Mk) = 1. Hence, the hypercuboid equivalence
partition matrix and corresponding confusion vector of the condition attribute
Mk can be used to define the lower and upper approximations of the ith class βi

of the decision attribute set D. Let βi ⊆ U. βi can be approximated using only
the information contained within Mk by constructing the M -lower and M -upper
approximations of βi:

M(βi) = {sj | hij(Mk) = 1 and vj(Mk) = 0}; M(βi) = {sj | hij(Mk) = 1}; (5)

where equivalence relation M is induced from attribute Mk. The boundary
region of βi is then defined as

BNM (βi) = {sj | hij(Mk) = 1 and vj(Mk) = 1}. (6)
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Dependency. The dependency between condition attribute Mk and decision
attribute D can be defined as follows:

γMk
(D) =

1
n

c∑

i=1

n∑

j=1

hij(Mk) ∩ [1 − vj(Mk)]; that is, γMk
(D) = 1 − 1

n

n∑

j=1

vj(Mk), (7)

where 0 ≤ γMk
(D) ≤ 1. If γMk

(D) = 1, D depends totally on Mk, if 0 <
γMk

(D) < 1, D depends partially on Mk, and if γMk
(D) = 0, then D does not

depend on Mk. The γMk
(D) is also termed as the relevance of attribute Mk

with respect to class D.

Significance. The resultant hypercuboid equivalence partition matrix
H({Mk,Ml}) of size c × n can be computed from H(Mk) and H(Ml) as fol-
lows:

H({Mk,Ml}) = H(Mk) ∩ H(Ml); where hij({Mk,Ml}) = hij(Mk) ∩ hij(Ml). (8)

The significance of the attribute Mk with respect to the condition attribute
set {Mk,Ml} is given by

σM(D,Mk) =
1
n

n∑

j=1

[vj(M − {Mk}) − vj(M)] ; (9)

where 0 ≤ σ{Mk,Ml}(D,Mk) ≤ 1. Hence, the higher the change in dependency,
the more significant the attribute Mk is. If significance is 0, then the attribute
is dispensable.

2.2 Rough Hypercuboid Based Supervised Similarity Measure

The simple concepts of rough hypercuboid based dependency and significance is
used to calculate distance between two miRNAs and then the non-linear transfor-
mation of the distance is used to calculate similarity between two miRNAs. This
subsection presents the proposed rough hypercuboid based supervised similarity
measure.

Let C = {M1, · · · ,Mi, · · · ,Mj , · · · ,MD} denotes the set of D condition
attributes or miRNAs of a given data set. Define RMi

(D) as the relevance of
the condition attribute Mi with respect to the class label or decision attribute
D. The dependency function of rough hypercuboid can be used to calculate the
relevance of condition attributes or miRNAs. Hence, the relevance RMi

(D) of
the condition attribute Mi with respect to the decision attribute D using rough
hypercuboid can be calculated as follows:

RMi
(D) = γMi

(D) (10)

where γMi
(D) represents the degree of dependency between condition attribute

or miRNA Mi and decision attribute or class label D that is given by (7).
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At first, the distance between two miRNAs Mi and Mj is calculated using
rough hypercuboid based approach. Then the non-linear transformation of the
distance is done for getting the similarity between these two miRNAs. The non-
linear transformation is done to detect nonlinear interdependencies between the
underlying two miRNAs. The rough hypercuboid based significance (9) is used
to compute similarity between two miRNAs and it is defined next.

Definition 1. The rough hypercuboid based similarity measure between two
attributes or miRNAs Mi and Mj is defined as follows:

ψ(Mi,Mj) =
1√

κ2 + 1
; where κ =

{
σMi

(D,Mj) + σMj
(D,Mi)

2

}
(11)

Hence, the supervised similarity measure ψ(Mi,Aj) directly takes into account
the information of sample categories or class labels D while computing the sim-
ilarity between two attributes or miRNAs Mi and Mj . If attributes Mi and
Mj are completely correlated with respect to class labels D, then κ = 0 and
so ψ(Mi,Mj) is 1. If Mi and Mj are totally uncorrelated, ψ(Mi,Mj) = 1√

2
.

Hence, ψ(Mi,Mj) can be used as a measure of supervised similarity between
two miRNAs Mi and Mj .

2.3 Supervised miRNA Clustering Algorithm

In this work the proposed rough hypercuboid based similarity measure is incorpo-
rated into the Fuzzy-Rough Supervised Attribute Clustering Algorithm [11]. In
the proposed method a new rough hypercuboid based similarity measure is devel-
oped to calculate similarity between two miRNAs. Whereas, in [11] a fuzzy-rough
supervised similarity measure is proposed. However, the fuzzy-rough supervised
similarity measure is sensitive to the fuzzy parameter that is used to calculate
the similarity between two objects.

Let C represents the set of miRNAs of the original data set, while S and
S̄ are the set of actual and augmented attributes, respectively, selected by the
miRNA clustering algorithm. Let Vi is the coarse cluster associated with the
miRNA Mi and V̄i, the finer cluster of Mi, represents the set of miRNAs of Vi

those are merged and averaged with the attribute Mi to generate the augmented
cluster representative M̄i. The main steps of the integrated miRNA clustering
algorithm are reported next.

1. Initialize C ← {M1, · · · ,Mi, · · · ,Mj , · · · ,MD}, S ← ∅, and S̄ ← ∅.
2. Calculate the rough hypercuboid based relevance value RMi

(D) of each
miRNA Mi ∈ C.

3. Repeat the following nine steps (steps 4 to 12) until C = ∅ or the desired
number of attributes are selected.

4. Select miRNA Mi from C as the representative of cluster Vi that has highest
rough hypercuboid based relevance value. In effect, Mi ∈ S, Mi ∈ Vi, Mi ∈
V̄i, and C = C \ Mi.
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5. Generate coarse cluster Vi from the set of existing attributes/miRNAs of C
satisfying the following condition:

Vi = {Mj |ψ(Mi,Mj) ≥ δ;Mj 
= Mi ∈ C}. (12)

6. Initialize M̄i ← Mi.
7. Repeat following four steps (steps 8–11) for each miRNA Mj ∈ Vi.
8. Compute two augmented cluster representatives by averaging Mj and its

complement with the attributes of V̄i as follows:

M̄+
i+j =

1

|V̄i| + 1

⎧
⎨

⎩

∑

Mk∈V̄i

Mk + Mj

⎫
⎬

⎭
; M̄−

i+j =
1

|V̄i| + 1

⎧
⎨

⎩

∑

Mk∈V̄i

Mk − Mj

⎫
⎬

⎭

(13)
9. The augmented cluster representative M̄i+j after averaging Mj or its com-

plement with V̄i is as follows:

M̄i+j =

{
M̄+

i+j if RM̄+
i+j

(D) ≥ RM̄−
i+j

(D)
M̄−

i+j otherwise.
(14)

10. The augmented cluster representative M̄i of cluster Vi is M̄i+j if
RM̄i+j

(D) ≥ RM̄i
(D), otherwise M̄i remains unchanged.

11. Select attribute Mj or its complement as a member of the finer cluster V̄i

of attribute Mi if RM̄i+j
(D) ≥ RM̄i

(D).
12. In effect, M̄i ∈ S̄ and C = C \ V̄i.
13. Stop.

3 Experimental Results

The performance of the proposed rough hypercuboid equivalence partition
matrix based supervised miRNA clustering (RH-SAC) method is extensively
studied and compared with that of some existing feature selection and clus-
tering algorithms on three miRNA expression data sets GSE17846, GSE21036,
and GSE28700. The algorithms compared are mutual information based Info-
Gain [17] and minimum redundancy-maximum relevance (mRMR) algorithm
[6], method proposed by Golub et al. [9], rough set based maximum relevance-
maximum significance (RSMRMS) algorithm [13], μHEM [14], fuzzy-rough
supervised attribute clustering algorithm (FR-SAC) [11]. The error rate of sup-
port vector machine (SVM) [18] is used to evaluate the performance of different
algorithms. To compute the error rate of SVM, bootstrap approach (B.632+
error rate) [7] is performed on each miRNA expression data set. For each train-
ing set, a set of differential miRNA groups is first generated, and then SVM is
trained with the selected coherent miRNAs. After the training, the information
of miRNAs those were selected for the training set is used to generate test set
and then the class label of the test sample is predicted using the classifier. The
maximum number of features selected by the new integrated supervised miRNA
clustering algorithm are 50.
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3.1 Optimal Value of δ Parameter

The threshold δ in (12) plays an important role in the performance of the pro-
posed supervised miRNA clustering algorithm. It controls the size of a cluster.
Hence, it has direct influence in the performance of the proposed algorithm.
Higher the value of δ sparse the cluster becomes. To find the optimal value of δ
parameter the proposed algorithm is implemented on three data sets. The value
for which the B.632+ error rate is minimum is considered to be the optimum δ
value for the corresponding data set.The value of δ is varied from 0.90 to 1.00.
Hence, the optimum value of δ for three miRNA data sets are calculated using
the following relation:

δ� = arg min
δ

{B.632 + error}. (15)

The optimum values of δ∗ obtained using (15) are 0.99, 1.00, 0.95 for
GSE17846, GSE21036, and GSE28700 data sets, respectively. The number of
miRNAs at which optimal δ∗ value is obtained for miRNA data sets are 31, 49,
and 43 for GSE17846, GSE21036, and GSE28700 data sets, respectively.

3.2 Different Types of Errors

This section describes about the different types of errors generated by the SVM
classifier. The importance of B.632+ error over apparent error (AE), gamma
error (γ), and bootstrap (B1) error is also established. All the errors are cal-
culated using the SVM for the proposed method. The results are presented for
the optimum values of δ. Figure 1 represents different types of errors obtained
for three different data sets. From the figure it is seen that the γ error rate is
higher than any other type of errors for each data set, while B1 error is lower
than the γ error rate but higher than the B.632+ error and AE. The average
of B1 error and AE leads to B.632+ error rate lower than the B1 error but
higher than AE. Table 1 represents minimum values of different types of errors
and corresponding number of miRNAs at which the error is obtained for each
miRNA data sets. From the table it is seen that the B.632+ estimator rectifies
the upward bias of B1 error and downward bias of AE.

Table 1. Comparative analysis of different types of errors for proposed method

Microarray
data sets

AE B1 Error γ Error B.632+ Error

Error miRNAs Error miRNAs Error miRNAs Error miRNAs

GSE17846 0.000 5 0.087 31 0.458 2 0.059 31

GSE21036 0.000 41 0.062 49 0.397 7 0.041 49

GSE28700 0.000 2 0.250 43 0.466 27 0.197 43
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Fig. 1. Different error rates of the proposed algorithm on different data sets obtained
using the SVM averaged over 50 random splits

3.3 Comparative Performance Analysis

In this section comparative performance analysis of the proposed supervised
miRNA clustering algorithm has been shown. The proposed algorithm has been
compared with some popular feature selection and supervised attribute cluster-
ing algorithms.

Table 2 represents the different types of error obtained by different methods
at their optimal parameters. It also contains the number of miRNAs at which the
corresponding lowest error rate is obtained by each method. From the table it is
seen that the almost all the algorithms generate AE equal to zero. However, the
RSMRMS generates non zero AE in 2 cases. From the table it is seen that the
proposed supervised miRNA clustering algorithm generates B.632+ error rate
lower than any other method except in one case. Only in one case the μ-HEM
miRNA selection algorithm generates better result than the proposed method.

3.4 Pathway Enrichment Analysis of Obtained miRNAs

In this section biological importance of the obtained miRNAs using proposed
supervised miRNA clustering algorithm is described. Those miRNAs which are
selected by the proposed method in all the 50 bootstrap samples were used for
further analysis. The association of those miRNAs with different biological path-
ways were determined. The DIANA-miRPath v2.0 [19] interface has been used
to identify the miRNA-pathway relationship. The server performs an enrichment
analysis of miRNA gene targets in KEGG pathways. The tool first identifies the
target genes of the uploaded miRNAs.

The DIANA-miRPath v2.0 has been applied on the selected miRNAs of
miRNA data sets. Those pathways are selected whose P -value is lower than
0.05. The miRNA-pathway relation is represented by a heatmap. Figure 2 rep-
resents the heatmap of the miRNA-pathways which are found to be statistically
significant. The darker colors represent that the miRNA is associated with the
pathway more significantly. In data set GSE17846 the miRNA profiling of total
blood of multiple sclerosis and control samples is performed. From the figure it is
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Table 2. Comparative performance analysis of different algorithms

Microarray Algorithms/ Apparent Error B1 Error γ Error B.632+ Error

data sets Methods Error miRNAs Error miRNAs Error miRNAs Error miRNAs

GSE17846 Golub 0.0000 6 0.1165 48 0.4795 48 0.0809 48

InfoGain 0.0000 7 0.0930 37 0.4799 37 0.0630 37

mRMR 0.0000 3 0.1010 48 0.4798 48 0.0690 48

RSMRMS 0.0000 2 0.0930 39 0.4792 39 0.0640 39

μ-HEM 0.0000 2 0.0870 49 0.4790 49 0.0590 49

FR-SAC 0.0000 2 0.2340 47 0.4659 18 0.1803 47

RH-SAC 0.0000 5 0.0870 31 0.4580 2 0.0588 31

GSE21036 Golub 0.0000 35 0.0694 48 0.4370 39 0.0466 48

InfoGain 0.0000 39 0.0730 50 0.4452 44 0.0490 50

mRMR 0.0000 19 0.0640 49 0.4400 50 0.0430 49

RSMRMS 0.0500 5 0.0890 5 0.4173 5 0.0750 5

μ-HEM 0.0000 42 0.0580 47 0.4440 47 0.0390 47

FR-SAC 0.0000 41 0.0785 50 0.4020 1 0.0530 50

RH-SAC 0.0000 41 0.0620 49 0.3970 7 0.0410 49

GSE28700 Golub 0.0000 27 0.3004 27 0.4736 3 0.2482 27

InfoGain 0.0000 35 0.3090 8 0.4678 8 0.2710 21

mRMR 0.0000 21 0.3330 49 0.4728 7 0.2850 49

RSMRMS 0.0230 34 0.3310 19 0.4715 15 0.2850 19

μ-HEM 0.0000 25 0.3060 4 0.5000 4 0.2570 4

FR-SAC 0.0000 24 0.3362 50 0.4650 43 0.2888 50

RH-SAC 0.0000 2 0.2500 43 0.4660 27 0.1969 43

seen the miRNAs selected by the proposed method are statistically related with
29 pathways. Multiple Sclerosis is a autoimmune disorder and from the Fig. 2 it
is seen that around 7 pathways are significant and they are related to autoim-
mune disorder. They are Cell adhesion molecules (CAMs), TGF-beta signaling
pathway, PI3K-Akt signaling pathway, Leukocyte transendothelial migration,
MAPK signaling pathway, Fc gamma R- mediated phagocytosis, and Calcium
signaling pathway. On the other hand around 48 pathways-miRNAs relation-
ship are found to be statistically significant for GSE21036 data set. This data
set is generated using metastatic prostate cancer samples and normal adjacent
benign prostate. From Fig. 2 it is seen that the proposed method is able to select
those miRNAs that are associated with prostate cancer. In addition to that it is
also able to identify other significant pathways like Progestrone-mediated oocyte
maturation, Inositol phosphate metabolism, mTOR signaling pathway, and so
forth. Similarly, several significant miRNA-pathway relations are obtained using
the DIANA-miRPath tool for the data set GSE28700. In this data set, expression
profiles of microRNAs in gastric cancer are stored. From Fig. 2 it is clear several
cancer related pathways are found to be significant using the proposed method.
From the figure it is seen that total 22 pathways are found to be significant and
few of them are Colorectal cancer, Pancreatic cancer, Non-small cell lung cancer,
Chronic myeloid leukemia, Hepatitis B, Small cell lung cancer, HIF-1 signaling
pathway, Focal adhesion, Prostate cencer, Pathways in cancer.



492 S. Paul and J. Vera

(a) GSE17846 (b) GSE21036

(c) GSE28700

Fig. 2. miRNAs versus pathways heat map for different miRNA data sets

4 Conclusion

The paper presents a new rough hypercuboid based supervised similarity mea-
sure that is incorporated into the supervised miRNA clustering algorithm. It
uses the concept of rough hypercuboid for calculating similarity between two
miRNAs and thus improves the performance of the method. The rough hyper-
cuboid based similarity measure uses the information of class label for calculat-
ing similarity between two miRNAs and hence, makes it a supervised measure.
The proposed method fetches cluster of miRNAs whose collective expressions
are strongly associated with the class label. The effectiveness of the proposed
rough hypercuboid based supervised miRNA clustering algorithm is shown and
compared with other existing methods on three miRNA expression data sets.
The selected miRNAs are also found to be significantly associated with different
important pathways that are related to the data set.
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Abstract. This study presents a proof of concept of encoding genomic
signatures in the AmpliSeq technology. The samples of patients with a
disease and healthy ones have been processed using an AmpliSeq RNA
sequencing kit of a custom design, that include 290 amplicons, sequenced
using an IonTorrent machine. The read count data show the sufficient
coverage in most of the chosen amplicons, which results in a good sep-
arability between the disease patients and healthy donors. In addition,
several amplicons allow for checking useful genomics variants (SNPs),
whenever the coverage level permits. The paper presents a machine-
learning classifier evaluation of the answer to the question of difference
between the patients and healthy donors, based upon the AmpliSeq panel
data. The outcome confirms the potential utility of similar RNA ampli-
con kits in the research and clinical practice to encode gene expression
signatures of diseases and their phenotypes.

Keywords: Genomics · Transcriptomics · Amplicon sequencing · Clas-
sification · Genomic signatures

1 Introduction

Next generation sequencing techniques, which have already become the driving
force in molecular biology, are recently being introduced into various areas of
applications in medicine. To achieve a focused insight maintaining economically
affordable costs, it is essential to apply specialized kits for enrichment of par-
ticular sequences, e.g. exome kits [1,2]. Such enrichment kits exist now for both
DNA and RNA sequencing, and can be ordered in a fully customized way, run-
ning the design process via the specialized web interfaces of the technical solu-
tion providers. The other very popular technique of precise measurements in
genomics and transcriptomics is RT-PCR. The primers can be freely designed or
ordered in pre-defined panels, specific for a given application, e.g. TaqMan [3].
c© Springer International Publishing Switzerland 2015
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DOI: 10.1007/978-3-319-19941-2 47
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The statistical analysis of such data described in [4]. The amplicon enrichment
kits for RNA sequencing are a solution that combines the advantages of both:
enriched sequencing and RT-PCR approaches. Amplicon sequencing has been
done recently on the sequencing platforms of all three generations [5], still com-
bining many amplicons in one PCR run and preparing an RNA sequencing
library from such an amplified product is a novel technique. The example of
such technique is AmpliSeq, introduced by LifeTech in early 2013. As with other
products of modern nanotechnology, the biological hardware often precedes the
methodologies for in-depth analysis of data, simply because by the amount and
variety of data that it produces. This paper presents a study on the technical
applicability of AmpliSeq kits in the area of autoimmune disease, in particular
to verify the gene expression signature [6,7] that differentiates patients of var-
ious diseases and the healthy donors. It can also be a technical proof that will
encourage researchers from other areas of medical research to encode their gene
expression signatures into the amplicon sequencing panels, especially if speed,
precision and cost of analysis prove to be competitive.

2 Materials and Methods

2.1 Panel Design

The amplicon panel has been designed for 289 amplicons of 284 genes known
from the medical literature to be specific for the disease. 12 amplicons included
a SNP in the coding region.

2.2 RNA Samples

The blood samples have been isolated from the blood of 8 patients and 8 healthy
donors, matching the patients by age and gender. RNA extraction was done using
RNeasy Mini Kit (Quiagen, cat. no. 74104) with subsequent purification by pre-
cipitation and ethanol washes. Concentration and purity was measured with
NanoDrop 1000. Integrity of RNA was measured with Agilent 2200 TapeStation
resulting RIN* values between 8.6 and 9.3. The sequencing libraries were pre-
pared with Ion AmpliSeq RNA Library kit (Life Technologies, cat. no. 4482335)
using custom primers (Life Technologies), designed as above, and Ion Xpress
Barcode Adapters (Life Technologies, cat. no. 4474518), according to the manu-
facturers protocol. Barcoded libraries were pooled in equimolar amounts, diluted
to the concentration of 20 pM and used for subsequent template preparation with
Ion PGM Template OT2 200 Kit (Life Technologies, cat. no. 4480974), according
to the manufacturer’s protocol.

2.3 Sequencing and Data Acquisition

The sequencing reactions were performed using a Personal Genome Machine
(PGM) System with Ion PGM Sequencing 200 Kit v2 (Life Technologies, cat. no.
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4482006) and Ion 318 Chip Kit (Life Technologies, cat. no. 4466617), according to
the manufacturer’s instructions. The sequenced data were primarily processed
using TorrentServer software (TorrentSuite v 3.6, LifeTech). Reads data were
extracted from the chip using FastqCreator plugin v3.6.0-r57238.

2.4 Mapping of Reads and Variant Calling

The mapping to the canonic transcripts list (LifeTech, RefSeq based) was done
using ion-alignment v 3.6,3-1, and counts of the reads in amplicons using the
coverageAnalysis plugin v3.6.58977, with the BED file describing the amplicons.
In addition, variant calling was done using variantCaller plugin v3.6.59049. An
alternative analysis path was done by mapping of the reads by tophat map-
per (v. 2.0.8b) [9] to the current human genome reference (hg19) instead, then
the counts table has been generated using R, in particular the RSamtools and
rnaSeqMap [10] libraries from Bioconductor. Checking of the encoded SNPs and
variants was done using the variantCaller plugin (v3.6.59049) of Torrent Server,
and alternatively by the samtools mpileup (v0.1.18) [11]. As the distribution of
counts does not allow to apply a classic t-test, and the number of measured
amplicons is too small to properly estimate a negative binomial distribution for
RNA-sequencing tests [12] , the differential expression has been measured by
a log2 fold change between the two groups and the non-parametric test from
SAMseq [13]. The classification of the count data for the patients and healthy
donors was done with an algorithms available in the MLInterfaces library of Bio-
conductor. The classifiers was trained on the count data, also in variants with
the gender attribute and information about the presence of SNPs. Leave-one-
out cross-validation based on five different classifiers was applied to count the
correctness of classification.

3 Results and Discussion

The sequencing of 16 samples with the 318 chip resulted in 2853777 total reads,
out of which 2.851M (97 % aligned bases) could be mapped to the canonic tran-
scripts list. Detection levels. Out of 289 amplicons, 235 had the detection level
of 10 in at least one of the samples. The coverage presenting the fraction of
amplicons with a useful range is presented as the Fig. 1A.

3.1 Fold Change and Differential Expression

The Fig. 1B presents the distribution of fold changes and the plot of SAMseq
results.

The combined results of detection level check and the differential expression
analysis prove that the majority of amplicons was designed in such a way that
it is useful for differentiating between patients and healthy donors. Detection of
SNPs is possible only when the depth of coverage of the reads is sufficient. In
the case of RNA it depends on the gene expression, thus is never guaranteed.
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Fig. 1. The normalized distribution of log2 of counts in the amplicons (A/left). The
blue line is a distribution for all the amplicons and all samples as mapped with tophat
to hg19, green - in the least abundant sample, red - the sample with the biggest total
number of reads. If the cutoff level for detection is 10, then ca 10 % of values is below
the detection level. Globally, 235 amplicons in the panel has the expression over this
detection level in at least one of the 16 samples. The volcano plot (B/right), shows the
relationship between the log2 fold change and the q-value from the samSeq test for the
amplicons in the panel, while comparing the patients and healthy donors (Color figure
online).

Nonetheless, some of the SNPs was detected and reported in VFC files in a
systematic way. The utility of the gene expression signature is confirmed by
the machine learning approach. The initial clustering (Fig. 2A and B - subset
of 77 amplicons with the highest absolute log fold change and 75 with highest
variance) shows that most of the patients and healthy donors cluster together.
The gender seems to have some influence on the clustering. There is an outlier
– a healthy donor turned out to be a person from different geographical zone
than the others, thus could have the immune system trained in a completely
different way than the other patients and donors, coming all from Europe. The
results of classification summarized in the Fig. 3, show that most of the samples
are correctly classified. Adding the gender information increases the predictive
power of classification. In a similar way, adding the attribute describing the SNPs
found, increases the number of the samples correctly classified. All the results of
the analyses described above support the claim that the gene signatures can be
efficiently encoded in the AmpliSeq panel. The counts of reads representing the
expression levels of genes may be used in a combined way as predictors and also
in combination with clinical parameters (e.g. gender, age) and the genotyping
results, that can be obtained in case of some genes from the same RNA panel.

The results described above show that such approach is feasible and may
render medically useful results. There is still a room for improvement, especially
in the area of custom design of the panel. In particular, tuning the selection of
amplicons, can be used to distinguish between disease phenotypes in the cases
that can be diagnosed from peripheral blood samples as we have proven in the
case of the disease.
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Fig. 2. The heatmaps of the amplicon counts most differentiating patients and healthy
donors by log2 fold change (A/left) and of the amplicon counts most variable across
all the samples (B/right). The settings of the heatmap.2 functions are default, color
scale set to red-green, with marginal 15 % of values in the full color saturation. The
heatmaps give a proof that even without a particular tuning of the classifier, the samples
are grouped mainly by the disease status (Healthy/Disease) and gender (man/woman)
(Color figure online).

The approach turned out to be sufficiently precise and customizable, that it
soon may become competitive to already classic RT-PCR panels measuring RNA
expression. In addition, the chance of variant calling can give some extra geno-
typing hints, that can be used for classification of samples, and in consequence,
to support the medical diagnostics.

4 Software Availability

The software is available as the Bioconductor R package ampliQueso:
http://www.bioconductor.org/packages/release/bioc/html/ampliQueso.html

Fig. 3. 1 The number of correctly classified samples by various classifier function from
MLInterfaces. The classification can be based upon the gene expression signature lim-
ited to 100 amplicons, with additionally gender, SNP attributes or both

http://www.bioconductor.org/packages/release/bioc/html/ampliQueso.html
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Abstract. Computational prediction of RNA- and DNA-binding residues from
protein sequences offers a high-throughput and accurate solution to functionally
annotate the avalanche of the protein sequence data. Although many predictors
exist, the efforts to improve predictive performance with the use of consensus
methods are so far limited. We explore and empirically compare a compre-
hensive set of different designs of consensuses including simple approaches that
combine binary predictions and more sophisticated machine learning models.
We consider both DNA- and RNA-binding motivated by similarities in these
interactions, which should lead to similar conclusions. We observe that the
simple consensuses do not provide improved predictive performance when
applied to sequences that share low similarity with the datasets used to build
their input predictors. However, use of machine learning models, such as linear
regression, Support Vector Machine and Naïve Bayes, results in improved
predictive performance when compared with the best individual predictors for
the prediction of DNA- and RNA-binding residues.

Keywords: RNA-binding proteins � DNA-binding proteins � Prediction �
Consensus � Machine learning

1 Introduction

Interactions between proteins and DNA/RNA are crucial for many cellular functions
including regulation of gene expression, genome maintenance, recombination, repli-
cation and transcription, to name a few [1, 2]. The DNA-binding and RNA-binding
proteins occupy a relatively large fraction of eukaryotic genomes, in the order of 3 to
5 % [3] and 2 to 8 % [1], respectively. However, only a small fraction of these
interactions was annotated so far, primarily since the experimental methods that are
used to determine the protein-DNA and protein-RNA interactions are technically
challenging and relatively expensive. These methods are unable to keep pace with the
rapid accumulation of the protein, DNA and RNA sequences; the current NCBI’s
RefSeq database includes over 10 million DNA and RNA transcripts and about 52
million non-redundant proteins from over 51 thousand organisms. As a solution, the
currently available experimental data are used to develop time- and cost-efficient
computational tools that predict these interactions for the millions of the uncharac-
terized proteins.
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Many computational predictors of the protein-DNA and protein-RNA interactions
from the protein sequence and structure have been published and reviewed in the
literature over the past several years [1, 4–11]. We focus on the prediction from
protein chains since these methods can find the binding proteins and residues in the
vast and rapidly growing sequence databases. Differences in the design and outcomes
generated by various predictors can be exploited to build consensus-based predictors
that take outputs generated by several individual predictors as the inputs. Research in
related fields, such as sequence-based prediction of secondary structure and intrinsic
disorder, shows that consensuses offer improved predictive performance when
compared to the use of individual methods [12–17]. The differences in the design are
also characteristic to the sequence-based prediction of DNA- and RNA-binding
residues. The inputs to these methods, which represent information about each res-
idue in the input protein sequence, differ in the scope and type of information used.
The scope is defined based on the size of sequence segments centered on the pre-
dicted residues that are used to generate inputs, which varies widely between 3 and 41
residues [18, 19]. The considered types include various combinations of information
about amino acid composition, physiochemical properties of the input amino acids,
evolutionary profiles, sequence conservation, and structural characteristics that are
predicted from the sequence, such as secondary structure and solvent accessibility.
Past methods also utilized different types of predictive models, primarily generated
by machine learning algorithms including neural network [18, 19], Support Vector
Machine (SVM) [11, 20–22], Naïve Bayes [23], regression [24], decision tree [25],
and random forest [26–28].

Consequently, a couple of studies investigated development of consensuses. Si
et al. [29] developed MetaDBSite consensus that combines six DNA-binding predic-
tors: DBS-pred [18], BindN [30], DP-Bind [24], DISIS [31], DNABindR [32], and
BindN-RF [28] using SVM model. This consensus was shown to outperform each of
the six predictors [29]. Similarly, Puton et al. [10] proposed Meta2 consensus that
combines three RNA-binding predictors: PiRaNhA [33], Pprint [34], and BindN+ [20].
Although this approach merges the input predictions based on a simple weighted
average, it still outperforms each of the three input predictors [10]. However, these two
studies have drawbacks. First, some of the methods that they combine are no longer
maintained and thus cannot be used. For instance, the current version of MetaDBSite
combines only BindN and DP-Bind. Second, they did not compare and explore dif-
ferent ways to generate the consensuses but simply demonstrated that a given design is
successful.

To this end, we explore and empirically compare different ways to generate
consensuses and we apply only the currently available and well-maintained input
predictors. We investigate the use of simple consensuses and more sophisticated
machine learning models. We consider the prediction of both the DNA-binding and
the RNA-binding motivated by similarities in the main characteristics of these
interactions, e.g., these binding residues in the protein are positively charged and
have strong propensity to interact with the negatively charged phosphate backbone of
DNA or RNA [35, 36]. In other words, we expect similar conclusions for both types
of binding.
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2 Materials and Methods

2.1 Selection of Methods Included in the Consensus

We selected eight out of 30 methods for the prediction of DNA- and RNA-binding
residues. These methods were available as reliably working (i.e., able to predict large
protein set) webservers as of Dec 2013 (when we collected the data) characterized by
relatively low runtime (i.e., they predict a protein with 200 residues in under 10 min).
We applied the most recent versions of predictors that have multiple versions. The
eight methods include five predictors of DNA-binding residues: DBS-PSSM [37], two
versions of DP-Bind [24, 35], ProteDNA [22], and BindN+ [20]; and three predictors
of the RNA-binding residues: Pprint [34], BindN+ [20], and RNABindR [11, 21, 36].
For the DP-Bind, we use two “default” versions based on the kernel logistic regression
(KLR), DP-Bind(klr), and an ensemble of three classifiers, DP-Bind(maj). For Prote-
DNA that has two modes, we use the balanced version, ProteDNA(B), that provides a
better balance between sensitivity and specificity [22].

2.2 Datasets and Evaluation Protocols

Datasets were collected from the protein-DNA and protein-RNA complexes deposited
in the Protein Data Bank (PDB) [38] as of Sept 2013. We annotated binding residues
utilizing the most prevalent approach based on a cut-off distance at 3.5 Å, i.e., a given
residue is defined as binding if at least one of its atoms is closer than 3.5 Å from an
atom of the RNA/DNA [18]. We collected all 1935 DNA-binding and 981 RNA-
binding chains which have high-quality X-ray structures, i.e., resolution better than
2.5 Å. Next, we improved the annotations of the binding residues by transferring these
annotations between homologous proteins using procedure introduced in ref. [39].
Consequently, the number of annotated DNA- and RNA-binding residues was enlarged
by 13.7 % and 9.7 %, respectively. The original redundant datasets were reduced to the
non-redundant set 531 DNA- and RNA-binding chains. We divided this dataset into
two subsets, the TRAINING and TEST datasets. The former is used to design our
consensuses and includes 445 chains that were deposited into PDB before Sept 2010,
the date when the most recent dataset used to build the considered eight predictors was
collected. The latter dataset includes newer depositions to assure that we test on
independent data that were not used to design the considered predictors. The dataset
was clustered at 30 % similarity using CD-HIT [40] and we removed from the TEST
dataset all proteins that end up in clusters that include any of the proteins from the
TRAINING set. This way the final version of the TEST dataset includes 65 chains that
share low, <30 %, similarity with the chains that are used to design our consensuses
and that were used to design the input methods. The datasets are available at http://
biomine.ece.ualberta.ca/ConsRNADNA/ConsRNADNA.htm.

The predictors of DNA- and RNA-binding residues output either only the binary
prediction (binding vs. non-binding) or binary prediction together with a real-valued
propensity for binding. We evaluate both outputs and exclude residues with missing

Consensus-Based Prediction of RNA and DNA Binding 503

http://biomine.ece.ualberta.ca/ConsRNADNA/ConsRNADNA.htm
http://biomine.ece.ualberta.ca/ConsRNADNA/ConsRNADNA.htm


atomic coordinates in the source structure files (i.e., disordered residues) since we could
not complete their annotation of binding. The binary predictions are assessed using
accuracy = (TP + TN)/(TP + TN + FP + FN), sensitivity = TP/(TP + FN), specific-
ity = TN/(FP + TN), and MCC = (TP × TN-FN × FP)/√[(TP + FN) × (TP +
FP) × (TN + FP) × (TN + FN)], where TP is the number of true positives (correctly
predicted binding residues), FN is the number of false negatives (incorrectly predicted
binding residues), FP is the number of false positives (incorrectly predicted non-binding
residues), and TN is the number of true negatives (correctly predicted non-binding
residues). We primarily rely on the MCC given the unbalanced nature of our datasets,
i.e., the number of binding residues is lower than the number of non-binding residues.
The propensities are evaluated using Receiver Operating Curve (ROC), which is a plot
of false positive rate (FPR = 1 − specificity), against the true positive rate
(TPR = sensitivity). These two rates are computed by binarizing the propensities using
thresholds and we report the area under the ROC curve (AUC).

2.3 Considered Consensus Designs

We consider a comprehensive set of simple consensuses designed as the best per-
forming (highest MCC on the TRAINING dataset) combinations of k methods, k = 2,
…, N where N is the number of considered predictors of RNA- or DNA-binding
residues. The binary predictions of the k methods are combined using logical OR and
logical AND. The latter design assumes that a given residues is predicted as binding
only if all k methods predict it as binding; otherwise this residue is predicted as non-
binding. The former design predicts a given residue as binding if any of the k methods
predicts it as binding. We used these two operators individually and mixed them
together. For instance, given N = 3 for the prediction of the RNA-binding residues, we
explore designs that include “1 AND 2”, “1 AND 2 AND 3”, “1 OR 3”, “1 OR 2 OR
3”, “(1 AND 3) OR 2”, “1 AND (2 OR 3)”, etc. In total, we considered 10 and 116
designs for the prediction of RNA-binding residues (N = 3) and DNA-binding residues
(N = 5), respectively. We select one, best-performing consensus (i.e., consensus that
provides the highest value of MCC on the TRAINING dataset) for the prediction of
DNA-binding residues and for the prediction of RNA-binding residues.

We also utilize more sophisticated designs where the predictions for a given resi-
due, including both binary values and propensities, from the N methods are combined
using predictive models generated by five different popular types of machine learning
algorithms. We include the linear logistic regression (LLR), C4.5 decision tree (C4.5),
k-nearest neighbor (kNN), SVM, and Naïve Bayes (NB) using the implementations
from the WEKA platform [41]. Each of these classifiers was parameterized based on
five-fold cross validation on the TRAINING dataset. We use grid search to select
parameters that provide the maximal value of MCC. For LLR, we adjust the number of
boosting iterations n = {0, 1, …, 10}; for C4.5 we parameterize confidence factor
c = {0.05, 0.1,…, 0.5} and minimal number of instances per leaf node m = {1, 2,…, 5}
that are used for pruning; for kNN we optimize number of neighbors k = {1, 2,…, 30};
for SVM we use the Gaussian kernel and find the best values of complexity parameter
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C = {2−3, 2−1, …, 23} and width of the kernel gamma = {2−2, 20, …, 28}. Since all
these consensuses generate real-values propensity as the output, we binarize it to obtain
the binary prediction (binding vs. non-binding) by selecting a threshold that gives
maximal value of MCC on the TRAINING dataset.

3 Results and Discussion

The predictive performance of the considered individual methods, the best performing
simple consensus and the considered five machine learning consensuses on the TEST
dataset for the prediction of the DNA-binding and the RNA-binding residues is sum-
marized in Table 1. The methods are sorted by their MCC values. We include results
for the two published consensuses: MetaDBSite [29] and Meta2 [10]; their predictions

Table 1. Results of empirical assessment of predictors of the DNA- or RNA-binding residues on
the TEST dataset. +(=) in the Sig column denotes that the difference was (was not) significant at
p-value <0.05. The highest MCC and AUC values for each type of binding are given in bold
font. Individual predictors are denoted with italics.

Method Accuracy Sensitivity Specificity MCC Sig AUC Sig

DNA-
binding

ML consensus LLR 0.857 0.594 0.873 0.304 0.839
ML consensus C4.5 0.889 0.485 0.915 0.301 = 0.789 +
ML consensus kNN 0.810 0.682 0.818 0.287 + 0.826 +
ML consensus
SVM

0.823 0.648 0.834 0.286 + 0.742 +

ML consensus NB 0.805 0.664 0.814 0.273 + 0.829 +
Simple consensus 0.890 0.424 0.919 0.267 +
DBS-PSSM 0.771 0.721 0.774 0.266 + 0.810 +
BindN+ 0.865 0.482 0.888 0.256 + 0.806 +
DP-Bind(maj) 0.810 0.598 0.823 0.247 +
DP-Bind(klr) 0.814 0.590 0.828 0.246 + 0.794 +
MetaDBSite
consensus

0.898 0.325 0.933 0.221 +

ProteDNA(B) 0.937 0.093 0.990 0.158 +
RNA-
binding

ML consensus LLR 0.920 0.257 0.939 0.128 0.731
ML consensus
SVM

0.919 0.249 0.938 0.123 + 0.618 +

ML consensus NB 0.931 0.215 0.952 0.121 = 0.727 +
Meta2 consensus 0.768 0.526 0.774 0.116 +
ML consensus kNN 0.927 0.218 0.947 0.115 + 0.711 +
BindN+ 0.841 0.399 0.854 0.114 + 0.706 +
Simple consensus 0.915 0.244 0.933 0.113 +
RNABindR 0.714 0.575 0.718 0.105 + 0.712 +
ML consensus C4.5 0.942 0.154 0.965 0.100 + 0.610 +
Pprint 0.773 0.433 0.782 0.084 + 0.667 +
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were collected using the corresponding webservers. Significance of the difference in
MCC and AUC values between the best performing method and other methods for a
given binding type was assessed based on 10 tests that utilize 70 % of randomly chosen
proteins; if the measurements are normal, based on the Anderson–Darling test at 0.05
significance, we use the paired t-test; otherwise we use the Wilcoxon rank sum test.
AUC values could not be computed for DP-Bind(maj), MetaDBSite, ProteDNA(B),
Meta2, and the two simple consensuses since these methods provide only the binary
predictions.

The selected simple consensuses (with the best predictive performance on the
TRAINING dataset) include the AND-based combinations: “BindN+ AND DBS-
PSSM” for the prediction of DNA-binding residues, and “BindN+ AND RNABindR
AND Pprint” for the RNA-binding residues. The simple consensus for the DNA-
binding residues includes two methods that have the highest MCC on the TRAINING
dataset (0.3 and 0.26) and excludes the other three predictors, which suggests that these
three methods do not provide further value for the consensus. The simple consensus for
the RNA-binding combines all three considered predictors.

Although these simple consensuses provide improvements in predictive quality
when compared with the individual predictors on the TRAINING dataset (MCC higher
by 0.01 and 0.04 for the DNA- and RNA-binding, respectively), Table 1 reveals that
this does not translate into the TEST dataset. The simple consensuses obtain the same
predictive performance as the best individual method, MCC of 0.267 vs. 0.266 of
the best individual method DBS-PSSM for the DNA-binding and 0.113 vs. 0.114 of the
best BindN+ for the RNA-binding. The reason is that TEST shares low sequence
similarity with TRAINING set. This results in differences in predictions of individual
methods between the two datasets that negatively affect accuracy of the simple con-
sensus designs. In fact, the simple consensuses that obtain the best results on the TEST
dataset for the DNA-binding “BindN+ OR DBS-PSSM AND DP-Bind(klr) OR Pro-
teDNA(B)” and for the RNA-binding “BindN+ AND RNABindR” secure higher
MCCs that equal 0.291 and 0.118, respectively, on that dataset. We conclude that the
consensuses that rely on the simple designs are unlikely to provide improved predictive
performance when applied to sequences that share low similarity with the datasets used
to build their input predictors.

Table 1 demonstrates that consensuses based on certain machine learning models
offer improved predictive performance when compared with the best individual pre-
dictors. In particular, the linear regression (LLR model) secures the highest MCC and
AUC values for prediction of both RNA- and DNA-binding residues, and these values
are significantly higher than the values offered by the individual predictors. The ROCs
of the LLR consensus and the corresponding individual predictors that generate real-
values propensities are compared in Fig. 1. These curves reveal that this consensus
outperforms the other methods for virtually entire range of the FPR values, except for
the low FPR <0.04 for the RNA-binding where Pprint offers slightly higher TPR
values. Two other machine learning models, SVM and NB, also offer improvements for
the prediction of RNA- and DNA-binding residues. The other two models, C4.5 and
kNN, provide improvements for the prediction of DNA-binding residues but not for the
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prediction of the RNA-binding residues. To sum up, we observe that consensuses that
rely on certain more sophisticated models provide improved predictive performance,
even when tested using chains that share low sequence similarity with proteins that
were used to build their input predictors.

Figure 2 provides insights that may explain why consensuses are successful. It
gives values of the Phi correlation coefficient (PhiCC), which is an equivalent of the
Pearson correlation coefficient for a pair of binary variables, between the binary pre-
dictions of all pairs of the individual methods and between the binary predictions of our
LLR consensus and each individual predictor. Except for the pair of DP-Bind(maj) and
DP-Bind(klr) methods that share very similar design [24, 35] and consequently secure
high correlation close to 0.9, the predictions of the other individual methods are only
modestly correlated with the PhiCC values < 0.5 for the DNA-binding and < 0.4 for the
RNA-binding. This could be explained by substantial differences in the design of these
methods. For instance, BindN+ uses information concerning physiochemical properties
of the input amino acids, sequence alignment, evolutionary profiles, and the SVM
model. DP-Bind uses regression model and inputs that solely rely on the evolutionary
profiles. DBS-PSSM also uses the evolutionary profiles but with the neural network
model. RNABindR applies SVM model and the evolutionary profiles. We also note the
low correlations for any pair of methods for the prediction of DNA-binding residues
that includes ProteDNA(B). This method predicts a subset of DNA-binding residues
that bind transcription factors, which is why it secures low sensitivity (Table 1) and has
low correlations. The modest levels of correlations between individual predictors are
exploited by the consensus. In other words, since all individual predictors offer rela-
tively good predictive performance and their predictions are substantially different
(modestly correlated), these predictions likely complement each other. A similar
observation was made in the context of the sequence-based prediction of intrinsic
disorder [42]. Figure 2 reveals that the LLR-based consensus has higher correlations
with the individual methods compared to the correlations between these methods
(except for the DP-Bind); values in the first row or column in the heat maps are higher

Fig. 1. ROC generated on the TEST dataset for the best performing ML consensus and the
considered individual predictors that generate real-values propensity scores for the prediction of
DNA-binding and RNA-binding residues
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than the remaining values in the same column or row, respectively. More specifically,
the correlations with the consensus predictions are >0.57 for the prediction of DNA-
binding residues and >0.39 for the prediction of RNA-binding residues, except for
ProteDNA(B) that under-predicts the binding residues. This combined with the fact that
our consensus obtains higher predictive performance means that it effectively takes
advantage of this complementarity between the input predictors.

Finally, we analyze predictive performance of the two existing consensuses. The
MCC of MetaDBSite is relatively low and lower than MCC of some of the considered
individual predictors (Table 1). The reason is that this approach is currently imple-
mented a simple consensus “BindN AND DP-Bind” since the other four predictors that
it was originally designed to include are no longer available. The Meta2 consensus for
the prediction of RNA-binding residues outperforms its input predictors Pprint and
BindN+ (Table 1). This consensus is based on a weighted average, which is more
complex than our simple consensus designs, but is less sophisticated than our machine
learning designs. Correspondingly, Meta2 provides lower predictive performance than
our consensuses based on LLR, SVM and NB models.

4 Conclusions and Future Work

To conclude, our empirical study suggests that sequence-based prediction of RNA- and
DNA-binding residues would benefit from the use of machine learning consensuses.
Such consensuses exploit complementarity between individual predictors to generate
predictions with significantly higher predictive quality when compared with the

Fig. 2. Correlations between pairs of individual predictors and between the best performing ML
consensus and each individual predictor for the prediction of DNA-binding residues (panel A)
and RNA-binding residues (panel B). We use heat maps where darker colors correspond to
higher Phi correlation coefficients, values of correlations are given for each pair of methods.
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individual predictors, even for the chains characterized by low sequence similarity with
the proteins used to develop these predictors.

As a potential future work, a majority vote based consensus and other classifiers,
including SVMs with other types of kernels, could be considered. Moreover, potential
overlap between predictions of RNA-binding and DNA-binding residues (i.e., whether
and how many RNA-binding residues are predicted by predictors of DNA-binding
residues and vice versa) should be investigated.
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Abstract. This paper presents the bimodal biometric system based on
human gait data of different type: dynamic - ground reaction forces and
static - some anthropometric data of human body derived by means of
Kinect. The innovation of this work is the use of unprecedented hitherto
in the literature set of signals. The study was conducted on a group of 31
people (606 gait cycles). Kistlers force plates and Kinect device as well as
the authors software were used to measure and process data. The follow-
ing anthropometric parameters were used here: torso, hip width, length of
left thigh, length of right thigh and body height. These signals have been
combined at decision level of the biometric system. Our biometric system
in gait recognition process involves both k-nearest neighbour classifier as
well as majority voting system. In case of users the False Rejected Rate
(FRR) reaches the level of 4.55 % and False Accepted Rate (FAR) is
equal to 0.85 %. In the case of impostors it has been possible to reject 26
cases previously classified by 5NN. The presented biometric system fills
the gaps in the existing studies and confirms the superiority of systems
based fusion over typical methods of human gait recognition.

Keywords: Gait recognition · Data fusion · Ground reaction forces ·
Kinect

1 Introduction

The accuracy of biometric systems is extremely important. Therefore, there are
currently many approaches, in which the biggest emphasis is put on reducing the
classification error as much as possible. As the result, more and more popular
are becoming the methods which use fusion of two or more sensors, traits or
classifiers. A number of studies show that in this manner better results are
obtained than with conventional biometrics [5,12,14,19,21]. Among a range of
biometric methods human gait deserves a special attention [2,3]. Walking is a
natural human activity, which is the result of consistent interaction between
nervous, skeletal and muscular systems. It is a unique phenomenon that allows
identification of people. Compared to most other biometric methods, depending
on the used measurement method, human gait can be measured at a distance
and it does not require the cooperation of the person undergoing this type of
c© Springer International Publishing Switzerland 2015
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procedure. In work [4] all attempts to recognize human gait have been divided
dependently on the origin of the data. Gafurov has indicated the methods based
on the data obtained from: video [8], floor sensor [3] and portable sensors [4]. In
the first approach, the measurement data derive from the equipment recording
image sequences. There are also many works [1,10,11,13,17] in which, on the
basis of human movement and its anthropometric characteristics obtained by
means of Kinect sensor, a person is identified. At least a few approaches and
problems associated with the correct recognition can be distinguished here with:

– the choice of the type of neural network (classifier) and with the reduction of
features in the input vector [11,13],

– specifying the number of static (anthropometric features) and dynamic
(changing the angles between selected pairs of kinematic) recognition para-
meters [10,11,13,17],

– identifying the quality of recognition and the parameters describing this qual-
ity (factors of evaluation) [10,17],

– type of movement (walking, running, etc.) [10,11,16].

Recognition of persons based on the data derived from the floor sensor assumes
that during walking, the person tested will walk through the measurement path,
in which a hidden device registers such parameters as ground reaction forces or
the distribution of pressure while placing foot on the ground. Obviously, these
methods record signals generated in the gait supporting phase only. Systems
of this type can be used everywhere where examined people are forced to pass
through hidden (e.g. in floor) force plates, for example through different kinds
of gates at the airport. The last group of methods involves the measurement
of parameters by devices (most often accelerometers) placed directly on the
examined person. Studies of this type require full cooperation of the person that
is going to be recognized. In the literature we can find works that, to identify a
person by the their gait, use methods of join fusion based methods. In [15] people
were recognized based on data derived from eleven cameras that were positioned
at a different angle (0◦, 18◦, 36◦, ... , 180◦) in relation to the person examined.
In [18] dynamic and static characteristics derived from the images of people in
motion were combined to improve the quality of the recognition. Whereas in [7],
after dividing the gait cycle into a number of parts, submits each of them to
identification using the nearest neighbor classifiers (NN). The global decision is
the result of majority voting based on the classification results of the NN.

2 Selected Signals Describing Human Movement

Human gait is a multidimensional and highly nonlinear phenomenon described
by multiple data collection containing kinematic, dynamic, anthropomorphic,
electromyographic and metabolic variables. Thus, the need to use a variety of
signals for its description and analysis is something desirable and natural.
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2.1 Ground Reaction Forces (GRF)

In human walking, during the support phase of gait, forces are generated between
the foot and the ground. These forces are called ground reaction forces. There are
three components of the GRF (Fig. 1): vertical, anterior-posterior and lateral.
Ground reaction forces depend on the subject’s weight, but also on the cadence,
the person velocity and the footwear. Ground reaction forces in the framework
of this study were measured by the use of two KISTLER platforms operating at
the frequency of 1000 Hz.

(a) (b) (c)

Fig. 1. Components GRF in: (a) anterior/posterior, (b) vertical, (c) medial/lateral
direction, during the support phase of the left lower limb

2.2 Anthropometric Measures

Human gait recognition based on anthropometric data began to experience
a renaissance with the spread of video cameras and the ability to process a
sequence of images on-line. Therefore, a number of works have been published,
such as [1], in which the so-called static data have been used for the purpose
of identifying a person. It is important to note that, according to the results
presented in [3], taking account of the height of a person’s body in human gait
recognition based on GRF should reduce the number of false recognitions by
half. In our work we chose anthropometric parameters which have the greatest
values. Thanks to this, possible measurement error associated with the non-
perpendicular setting of Kinect system will have a relatively smaller influence
on the results obtained. Hip width parameter has been added to ensure an odd
number of parameters, and so, the clear result of the operation of majority vot-
ing method, and to facilitate the distinction between the sexes of the subjects.
Here we have used the following parameters averaged over a gait cycle: torso,
hip width, length of left thigh, length of right thigh and body height (Fig. 2).

3 Movement Tracking by Means of Kinect Device

The SDK Software (version 1.8) contains a library of NUI Skeleton, which allows
to obtain information about the locations of 20 body parts (joints) towards the
sensor - determining their coordinates (Fig. 2). In order to examine the factors
influencing the quality and sensitivity of both detection and parametric descrip-
tion of the captured figure movements (based on the SDK), the GUI (Fig. 3)
application has been built. This application allows for:
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Fig. 2. Body joints in SDK Kinect

– simultaneous capture of image data stream from the RGB camera and depth
camera of the Kinect controller,

– skeletal tracking,
– the choice of image resolution from RGB camera and a depth camera,
– a description of the figure movement - calculating and displaying the static

parameters of the registered figure (the length of body segments, body height),
the angles between the parts of the body (kinematic pairs), the coordinates
of points describing the parts of the skeleton,

– displaying graphs from earlier collected data - modification of the static para-
meters in time and the angles between the parts of the body,

– to record specific (significant) parameters to an Excel file or unformatted
text file.

First, the value of the filtration parameters of raw image data were established.
In order to stabilize the joint position - minimize occurring vibrations, the infor-
mation about tracking skeletal connections can be adjusted in each frame. Kinect
for Windows SDK guarantees a mechanism that smoothens the joint position
in the frame. What is more, the implemented algorithm can adjust the position
of the joints in each frame depending on the fixed action - a filtering method.
The smoothing filter used is based on the Holt Double Exponential Smoothing
method [6]. The advantage of this filter is operating with low delay while ensur-
ing proper smoothing. The filter can be controlled by five smoothing parameters
(Fig. 3):

– smoothing (range of changes 0.0–1.0, selected value 0.5) - along with the
increased value of the parameter the smoother frame is obtained,

– correction (range of changes 0.0–1.0, selected value 0.5) - lower values are
slower to correct towards the raw data and appear smoother, while higher
values will correct toward the raw data more quickly,

– prediction (range of changes ≥0, selected value 0.5) - the values should be
chosen wisely because exceeding the value of 0.5 can cause overshooting effect -
too rapid changes. Small values of Max Deviation Radius reductively affect
large values of this parameter,
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Fig. 3. Main window Kinect application: (a) preview of the tracked skeleton and sliders
to change the filter parameters, (b) displaying and change of the image resolution from
RGB camera, (c) displaying and change of the image resolution from depth camera,
(d) change of the controllers inclination angle, (e) panel with tabs

– jitter radius (range of changes ≥0, selected value 0.05) - this parameter is
responsible for the reduction of jitter. It is expressed in the unit of meters,

– max deviation radius (range of changes ≥0, selected value 0.05) - This parame-
ter is expressed in meters. The designated position after filtration may differ
from original position.

For the purposes of this article, it was decided to choose only the static para-
meters (selected anthropometric characteristics). It should be noted that static
data are fixed i.e. it is not dependent on the type of human gait (it is often of
non-constant speed and non-constant frequency), on its characteristics (speed
of locomotion, stride length, etc.). The test of the correctness of the calculation
of static parameters depended on the completion of measurements of the selected
parts of the body, e.g. body height (BH) and comparing them with the results
obtained from the application. The test was performed repeatedly, once with
the controller located at the height equal to half of the measured persons height,
and the second time at the height equal to 75 % of BH; the examined person
moved in accordance with the optical axis of the controller. The measurements
commenced at the time when the user was within 2 m from the controller. Then
the person had to slowly regress until the sensor lost the sight of its skeleton, and
then again returned to the starting location (2 m from the sensor). On the basis
of data collected during the test, it can be concluded that the values obtained
during the measurement differ little from the real ones. Measurement errors of
individual limbs are as follows: left arm - 0.35 %, right forearm - 1.6 %, the left
thigh - 2 %, right calf - 2.5 %. The results obtained are very good and the errors
are small. In the case of body height, in most frames, the obtained results were
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lowered by a few centimetres and the error is 3 %. For the calculation of height
the sum of individual body sections (among others the length of feet) was used.
The sections of the body were connected by points tracked by Kinect. During
the movement of the user the sensor could incorrectly identify the position of the
feet, which probably influenced the outcome. Calculations of the static parame-
ters are affected by a very small error, in most cases it is in the range of 0.5–2 %,
regardless of the height at which the controller is located. It was noted that
the measurement error increased when an examined person moved in direction
incompatible with the position of the optical axis of the camera sensor. There-
fore, in the rest of our study we adopted possible acceptable measurement error
equal to ± 5 %.

4 Gait Recognition Based on GRF Data and Kinect

Natural differences in the dynamics of gait influence the support phase duration.
As a result, the time series describing the ground reaction forces have different
lengths. Comparing these time series is possible thanks to DTW (dynamic time
warping). DTW is a well-known algorithm that determines the minimum cost
of the ‘fit’ of one time series to the other [20]. This cost is the smaller, the more
similar to each other the time series are. In this study, DTW was used to deter-
mine the similarity of the individual components of the GRF. The investigation
takes into consideration all (L = 6) components of ground reaction forces. The
total distance was calculated as:

ρ =
L∑

l=1

DTWl (1)

where: DTWl is the DTW distance between the same components of GRF of the
same lower limb. From some data patterns were created - biometric signatures
characteristic to people who were to be recognized (so called users). In the case
of GRF these were time series describing the individual components, which at
the time of identification were used to calculate the distance according to the
formula (1). In case of anthropometric measurements the average value over gait
cycle of measured parameters was taken into account. Thanks to this it was
possible to eliminate accidental measurement errors.

Identification of persons was held in two stages (Fig. 4). In the first phase ρ
distances between the measured components of GRF and models included in the
database of GRFs were calculated. Next, based on the 5NN classifier, the can-
didate User ID was selected. Of course, there is a number of more sophisticated
methods than the one used here, in terms of both classification [9] and resis-
tance to falsification [3]. However, the main aim was to assess the discriminatory
abilities of selected features and the impact of phase II on the obtained results.
Next step was followed by the verification of the choice made by the 5NN clas-
sifier, based on anthropometric measurements provided by Kinect. It should be
emphasized that in the second phase it was not possible to change the decision,
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Fig. 4. The scheme of the human gait recognition by means of the typical 5NN classifier
based on GRF and body parameters derived from Kinect device

only to accept or deny it. The measured values were compared with the models
of those parameters that were stored in the database for the candidate user. If
the value of the parameter measured was within ± 5 % of the value stored in
the database, it was treated as a vote for acceptance of the selection. Otherwise,
it was treated as a voice for the negation of the 5NN choice. The decision was
taken in accordance with the choice of the majority.

5 Result and Discussion

The measurements were made in the Bialystok University of Technology on a
group of 31 subjects (14 men and 17 women) with the use of the two Kistler
force plates and a Kinect device at the same time. The persons taking part in
the research were at ages 21.93 ± 0.92, BW: 69.54 ± 15.10 kg and BH 170.95
± 9.56 cm. It should be noted that the subjects were a rather homogeneous
group, characterized by similar physical form and the lack of serious illnesses
or injuries which could permanently affect the change in the motion pattern.
During the research subjects walked freely in their own sports shoes along the
measurement path in which two force plates were hidden. In the distance of
2 m from the measurement path Kinect device was hidden which captured and
registered the movement of the subject in the sagittal plane. The gait sequences
were repeated several times so a little more than 600 gait cycles were recorded.
224 strides from 28 users (8 strides per each user) were stored in the database
and used as so called prototype points. Three subjects (30 strides) were treated
as impostors who wanted to falsify the biometric system and obtain an access
to protected resources. Their data were used for testing jointly with the rest of
users data. The whole set for testing contained of 382 strides (gait cycles). As a
result of the operation of 5NN classifier in 5 cases (1.20 %) incorrect recognition
(False Acceptance Rate - FAR) was obtained in users group. In the case of



522 M. Derlatka and M. Bogdan

these mistakes the classifier most frequently confuses people of different sexes,
however, these are often people of similar body weight (BW). As many as three
cases concern the confusion between the same people. Of course 5NN classifier
is 100 % wrong (FAR) in the case of persons whose patterns are not present in
the database (impostors). Here as well, most people confused with each other
have a similar BW. This observation is not surprising because, as stated earlier,
the mass of the subject affects the values of the GRF. We should also mention
here the work [22] which demonstrated, that the normalization of the GRF to
BW significantly reduces the quality of recognition.

Fig. 5. Histogram with voting results for: (a) users, (b) impostors

Voting results at the second stage of identification are shown in Fig. 5. It
is easy to notice that, with the case of users, in general, the biometric system
does not have any problems with the confirmation of the selection it has made
earlier (at the first stage). In more than half cases, all measured anthropometric
parameters fit the set limit of 5 % (Fig. 5a). In the case of impostors (Fig. 5b),
the presented biometric system captures differences in selected anthropometric
parameters, without any major problems. However, only in a few cases (3) all
the parameters differ by more than 5 % of the data stored in the database. There
was not such a case, in which the number of votes was 5. Most often the above
mentioned differences appear here for data 3 or 4. To sum up, this reflects a
well-chosen value of tolerance with respect to the accuracy of the Kinect system.
In relation to the group of users, the second stage reduces the FAR rejecting
2 of incorrectly diagnosed cases (FAR =0.85 %). Now, all incorrectly diagnosed
gait cycles belong to the same person. The mistake occurring here refers to the
persons of similar weight (64.4 kg and 63.2 kg) and body height (167.1 cm and
164.7 cm). Unfortunately, as a result of the operation of comparator a few earlier
correctly diagnosed cases have been rejected (exactly 14). Essentially, the False
Rejected Rate (FRR) reaches the level of 4.55 % (Table 1). In the case of impos-
tors it has been possible to reject 26 cases previously classified by 5NN. The
remaining falsely accepted strides belong to one person (108 kg and 181.6 cm)
and are mistaken for another person with a mass of 90.1 kg and body height
188.2 cm. A deeper analysis of these studies clearly show that the misclassifi-
cation of these people at the first stage is not a result of a close resemblance
between them, but rather the fact that people have the highest body weights
amongst all of the examined. Hence, it has been difficult to find more similar
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person for 5NN classifier (when using 5NN classifier). Unfortunately, also in the
case of anthropometric parameters it is possible to notice a certain resemblance
between these people. This resemblance along with the measuring error of the
Kinect system causes the incorrect acceptance of a few strides.

Table 1. FAR, FRR for users and impostors

Users Impostors

FAR 0.85% 13.33%
FRR 4.55%

6 Conclusions

The proposed bimodal biometric system works on the basis of the two kinds
of signals: dynamic GRF and static the length parameters of the subjects bod-
ies. The performed experiment shows the potential of human gait as biometrics
and on the other hand the superiority of systems based on fusion over standard
methods of human gait recognition. In work [11], the proposed method based
on full-body motion and anthropometric biometrics has an average ROC EER
(Receiver Operating Characteristic Equal Error Rate) of 13 % and an average
Cumulative Match Curve Rank-1 identification rate of 90 % ROC. In this work
we have achieved comparable results (with Impostors). The authors of presented
article are aware of some deficiencies of the presented research. It is necessary
to extend the number of investigated persons which could increase the potential
application capabilities of the system. In addition, more sophisticated classifica-
tion algorithms should be used to reduce the level of recognition errors at the
first stage of the operation. The use of the second Kinect device set in the frontal
plane of a walking subject would be worth considering, as it would improve the
accuracy of the used anthropometric parameters.
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Abstract. We present a novel method for clustering web search results
based on frequent termsets mining. First, we acquire the senses of a query
by means of a word sense induction method that identify meanings as
trees of closed frequent termsets. Then we cluster the search results based
on their lexical and semantic intersection with induced senses. We show
that our approach is better or comparable with state-of-the-art classical
search result clustering methods in terms of both clustering quality and
degree of diversification.

1 Introduction

The exponential growth of the Internet community brought to the production
of a vast amount of unstructured data, such as web pages, blogs, social media
etc. Such mass of information is unlikely to be analyzed by humans, so there is a
strong drive to develop automatic methods capable to retrieve knowledge from
the Web. Traditional techniques for text mining show theirs limit when they
are applied to such huge collections of data. Most of currently used approaches
are based on lexico-syntactic analysis of text, and they are mainly focused on
words occurrences. Two main flaws of the approach are: inability to identify
documents using different wordings, lack of context-awareness, which leads to
retrieval documents which are not pertinent to the user needs. Knowledge of an
actual meaning of a polysemous word can significantly improve the quality of the
information retrieval process by means of retrieving more relevant documents or
extracting relevant information from texts. However, the current generation of
search engines still lacks an effective way to address the issue of lexical ambiguity.
In a previous study [1] conducted using WordNet and Wikipedia as sources of
ambiguous words it was reported that around 3 % of Web queries and 23 % of
the most frequent queries are ambiguous. Many search engines are resolving the
ambiguity problem by diversifying their results, so as to return Web pages that
are not too similar to each other.

In the previous years, Web clustering engines [10] have been proposed as a
solution to the issue of lexical ambiguity in Information Retrieval. These systems
group search results, by providing a cluster for each specific topic of the input
query. Users navigate through the clusters in order to retrieve the pertinent
c© Springer International Publishing Switzerland 2015
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results. Most of clustering engines group search results on the basis of their lexical
similarity, and therefore suffer from semantic lackness e.g. polysemy (different
user needs expressed with the same words).

In this paper we present a novel web search results clustering method, which
exploits word sense induction method in order to create sense-oriented clusters
of results. The core of algorithm is a frequent termsets mining method identify-
ing senses as trees of closed frequent termsets. Then results are labeled by the
most similar senses. Our approach is evaluated on two datasets: AMBIENT and
MORESQUE, and is better or comparable with the state-of-the-art search result
clustering methods.

2 Related Work

The goal of text clustering in information retrieval is to discover groups of
semantically related documents. Contextual descriptions (snippets) of docu-
ments returned by a search engine are short, often incomplete, and highly biased
toward the query, so establishing a notion of proximity between documents is a
challenging task that is called Search Result Clustering (SRC). Given a query,
a flat list of text snippets returned from one or more commonly-available search
engines is clustered using some notion of textual similarity. At the root of the
clustering approach lies van Rijsbergens [12] cluster hypothesis: closely associ-
ated documents tend to be relevant to the same requests, whereas documents
concerning different meanings of the input query are expected to belong to dif-
ferent clusters.

Approaches to search result clustering can be classified as data-centric or
description-centric [10].

The data-centric approach focuses more on the problem of data clustering,
rather than presenting the results to the user. Scatter/Gather [13] is an example,
which divides the dataset into a small number of clusters and, after the selec-
tion of a group, performs clustering again and proceeds iteratively using the
Buckshot-fractionation algorithm. Other data-centric methods use hierarchical
agglomerative clustering [14] that replaces single terms with lexical affinities
(2-grams of words) as features, or exploit link information [15].

Description-centric approaches are more focused on the description that is
produced for each cluster of search results. This problem is also called descrip-
tive clustering: discovery of diverse groups of semantically related documents
associated with meaningful, comprehensible and compact text labels. Accurate
and concise cluster descriptions (labels) let the user search through the collec-
tion’s content faster and are essential for various browsing interfaces. The task
of creating descriptive, sensible cluster labels is difficult - typical text clustering
algorithms rely on samples of keywords for describing discovered clusters. Among
the most popular and successful approaches are phrase-based, which form clus-
ters based on recurring phrases instead of numerical frequencies of isolated terms.
STC algorithm employs frequently recurring phrases as both document similar-
ity feature and final cluster description [8,9]. Clustering in STC is treated as
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finding groups of documents sharing a high ratio of frequent phrases. KeySRC
improved STC approach by adding part-of-speech pruning and dynamic selection
of the cut-off level of the clustering dendrogram [5]. A different idea of label-
driven clustering appeared in clustering with committees algorithm [16], where
strongly associated terms related to unambiguous concepts were evaluated using
semantic relationships from WordNet. Description-Comes-First (DCF) approach
reverses the traditional order of cluster discovery. Description-Comes-First is
a special case of description-centric approach. Instead of calculating proximity
between documents and then labeling the discovered groups, DCF first attempts
to find good, conceptually varied cluster labels and then assign documents to
the labels to form groups. DCF approach was introduced in the work [6,7] as an
algorithm called Lingo. The Lingo algorithm combines common phrase discovery
and latent semantic indexing techniques to separate search results into meaning-
ful groups. Lingo uses singular value decomposition of the term-document matrix
to select good cluster labels among candidates extracted from the text (frequent
phrases). The algorithm was designed to cluster results from Web search engines
(short snippets and fragmented descriptions of original documents) and proved
to provide diverse meaningful cluster labels. Lingo bridges existing phrase-based
methods with numerical cluster analysis to form readable and diverse cluster
descriptions.

Phrase-based methods usually provide good results. They report some prob-
lems, when one topic is dominating, or the search results contain different words
referring to one meaning. Navigli and Crisafulli, Di Marco [2–4] present a novel
approach to Web search result clustering, based on the automatic discovery of
word senses from raw text. The proposed method clusters the web search results
based on their semantic similarity to the induced query senses. Those kind of
methods, called semantic search result clustering systems, need huge external
corpora in order to build relevant sense representations.

Diversification of results is another research topic dealing with the query
ambiguity and retrieving semantically different documents in the top results. The
first diversification algorithms use the similarity functions to estimate the diver-
sity among documents and between query and document [20]. Modern search
engines return relatively unsatisfactory results, as they consider the query cov-
erage by each page individually, not a set of pages as a whole. This problem is
resolved by Essential Pages [11], which selects fundamental pages, which maxi-
mize the amount of information covered for a given query.

In our work we perform word sense induction to dynamically acquire an
inventory of senses of the input query. We do not use any external corpora,
the sense induction is performed only on the search results. The search results
are distributed among matching senses. Finally we also use some diversification
techniques in order to rerank clusters and theirs content.

3 Approach

In order to perform comparisons we have built a dedicated WSI-based web search
result clustering method called SnSRC. SnSRC consists of the following four
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steps: (1) preprocessing of results (transforming into a bag of words), (2) word
sense induction method, (3) clustering of web search results, and (4) cluster
sorting.

In the first step for a given query the interesting documents (snippets)
are retrieved, and then iteratively processed into bag-of-words representation.
In order to obtain a set of all pertinent documents SnSRC uses full-text search
index. Then the documents are processed as follows: sentence segmentation,
word tokenization, stop-words cleaning, PoS tagging tokens, filtering tokens by
wikipedia proper names and PoS rules (e.g.: noun-phrases), finally tokens are
lemmatized. Steps 2, 3 and 4 are described in details in the next sections, respec-
tively.

3.1 SnS - Word Sense Induction Method

This section is devoted to word sense discovery problem, namely word sense
induction (WSI). WSI is an approach proposed for discovering senses of words
automatically from unannotated text. It could be perceived as a clustering prob-
lem, where words are grouped into non-disjoint clusters according to their mean-
ings. Each cluster can be considered as a separate sense of the word [17].

In the papers [18,19] there was proposed the method called SenseSearcher
(SnS). It is a word sense induction algorithm based on closed frequent sets and
multi-level sense representation. SnS is a knowledge-poor approach, which means
it does not need any kind of structured knowledge base about senses as well as
the algorithms that have embedded deep language knowledge. Senses induced
by SnS characterize better readability (are more intuitive), mainly because SnS
discovers a hierarchy of senses showing important relationships between them.
In other words the proposed method creates structure of senses, where coarse-
grained senses contain related sub-senses (fine-grained senses), rather than flat
list of concepts.

The SnS algorithm consists of five phases, which we present below. The
pseudocode of the whole algorithm is presented in [18].

In Phase I, we build the index (e.g.: full-text search index) for the corpus.
In Phase II, with a given term we run a query on the index, and find para-

graphs related to the term. Then we convert them into context representations
(bag of words).

In Phase III contextual patterns are discovered from contexts generated in
Phase II. The patterns are closed frequent termsets in the context space. The
contexts are treated as transactions (itemsets are replaced by termsets) and
the process of mining closed frequent termsets is performed with the use of the
CHARM algorithm [21].

Phase IV is devoted to forming contextual patterns into sense frames, build-
ing a hierarchical structure of senses. In some exceptional states few sense frames
may refer to one sense, it may result from the corpus limitations (lack of repre-
sentativeness and high synonymity against descriptive terms).

In Phase V, sense frames are clustered. The clusters of sense frames are called
senses. Optionally senses can be labelled with some descriptive terms.
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To illustrate the SnS work, let us start with the term apple, and show how
its meanings can be retrieved from the randomly chosen five hundred English
Wikipedia paragraphs containing word apple. The main senses discovered by
SnS are S = (computer(99), music(35), country(31), fruit(30), golden apple(18),
film(17), book(13)), where the numbers in parentheses indicate the support of
the corresponding senses (number of paragraphs with the given meaning).

3.2 Clustering of Web Search Results

The clustering is performed in two phases: first, simultaneously during sense
induction, and then after sense discovery for those results that remained not
grouped. The first phase is based on the process of frequent termset mining.
Discovered closed frequent termsets have support, and list of results, in which
they appear. Senses are grouped sense frames. Each sense frame has the main
contextual pattern, so according to sense frames the snippets containing the main
pattern are grouped in the corresponding result cluster. Summarizing, for each
sense (having sense frames) a corresponding cluster of snippets is constructed.
Let us note that after this phase is completed, there may remain snippets which
are non-grouped.

In the second phase, non-grouped snippets are tested iteratively against each
of the induced sense. Now, the clustering of remaining snippets consists in using
the bag-of-words representation and a similarity measure between the snippets
representations bi ∈ B and sense clusters {S1, ..., Sm}. Given a snippet ri, the
sense cluster closest to its bag-of-words representation bi will be selected as the
most likely meaning:

Sense(ri) =

{
arg max

j=1,..,m
sim(bi, Sj) if sim(bi, Sj) > 0

m + 1 (Group Others) otherwise

where sim(bi, Sj) is a generic similarity value between bi and Sj (the cluster
Others denotes that none of the induced senses is assigned to the result snippet).
As a result, we obtain a clustering of results R into C, C = (C1, ..., Cm, Cm+1)
such that:

Cj = {ri ∈ R : Sense(ri) = j}
i.e. Cj contains the search results classified with the j-th sense of the query q.
In our system two different similarity measures were implemented and tested:

1. Bag-of-Words similarity - it calculates the size of intersection between the
bag-of-words of ri and bow(Sj), where bow(Sj) denotes the bag of words,
obtained as the union of all content words of contextual patterns building
sense frames clustered in Sj :

bowSim(bi, Sj) = |bi ∩ bow(Sj)|
2. Wikipedia similarity - it calculates number of words within bag-of-words of

ri that are none-discriminants with some of the words within bow(Sj). The
discrimination is evaluated by the formula:
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discMes(q, w,w′) =
c(q, w,w′)

min(c(q, w), c(q, w′))

where q is a query and c(q, w,w′) is the number of co-occurrences of the
words q and w, w′ in Wikipedia paragraphs. Finally, having δ as a threshold,
wikipedia similarity is denoted as:

wikiSim(bi, Sj) = |{w ∈ bi | ∃w′ ∈ bow(Sj)

discMes(q, w,w′) > δ}|
In the experiments above measures are used together, it means that

sim(bi, Sj) is a sum of bowSim and wikiSim.

3.3 Cluster Sorting

Not all snippets will have the same degree of relevance for the cluster, and addi-
tionally the constructed clusters will show a different quality of sense coherence.
Diversification evaluation demands from the SnSRC method to sort results (snip-
pets) within the clusters, and sort the clusters themselves. Within each cluster
the snippets are sorted using similarity measured in step 3 (sim(bi, Sj)). Clusters
are sorted by the supports of sense frame seeds. Each sense is a group of sense
frames, but one sense frame is a seed (the sense frame with the highest support
among the frames within the same sense). The senses are ranked according to
seed’s support (the support of the main contextual pattern of the sense frame),
which leads to sorted clusters of results. The order of clusters reflects quality
depending on the relevance of the search results therein. The order of results
within a cluster reflects degree of relevance for the cluster.

4 Experiments

4.1 Experimental Setup

Test Sets. We conducted our experiments on the data sets: AMBIENT, and
MORESQUE. Below some details about those datasets are provided:

1. AMBIENT (AMBIguous ENTries1) consists of 44 topics, each with a set of
subtopics and a list of 100 ranked documents [23].

2. MORESQUE (MORE Sense-tagged QUEries2) consists of 114 topics, each
with a set of subtopics and a list of 100 top-ranking documents. The dataset
has been developed [4] as a complement for AMBIENT.

Reference Systems. Nonsemantic systems are web clustering engines, which
are not WSI-based and working only on search results. Those methods do not

1 http://credo.fub.it/ambient/.
2 http://lcl.uniroma1.it/moresque/.

http://credo.fub.it/ambient/
http://lcl.uniroma1.it/moresque/
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exploit external corpus in order to overcome lack of data. Semantic SRC algo-
rithms in order to calculate the co-occurrence graph between words need a large
corpus to extract co-occurrence counts and calculate the Dice values. We have
to remember that semantic methods induce senses from the co-occurrence graph
of terms, which is constructed from words acquired from the external textual
resources (as GoogleWeb1T [3]). It may lead to discover dominating senses,
which have nothing in common with senses covered by search results (snippets).
SnSRC is WSI-based, but is working only on search results (not using any exter-
nal corpora), which makes it similar to the nonsemantic systems, and the fair
comparison can be done only against them.

SnSRC was compared with such nonsemantic methods: (1) Lingo [6,7], (2)
Suffix Tree Clustering [8,9] and (3) KeySRC (a state-of-the-art search results
clustering algorithm) [5].

Baselines. We compared SnSRC and nonsemantic SRC systems against five
baselines: (1) Singletons (each snippet is clustered as a separate singleton),
(2) All-in-one (all the snippets are clustered into a single cluster), (3) Wikipedia
(snippet is added to the cluster corresponding to the best-matching Wikipedia
page representing a meaning), and two diversification baselines, namely
(4) Essential Pages (EP) [11] and (5) Yahoo! (the original search results returned
by the Yahoo! search engine).

4.2 Scoring

Following [3,22], the systems were evaluated in terms of the clustering qual-
ity and the diversification quality. Clustering evaluation is difficult issue. Many
evaluation measures have been proposed in the literature so, in order to get
exhaustive results, we calculated four distinct measures, namely: Rand Index
(RI), Adjusted Rand Index (ARI), Jaccard Index (JI) and F1 measure. Diversi-
fication is a technique aimed at reranking search results on the basis of criteria
that maximize their diversity. Quantifying the impact of web search result clus-
tering methods on flat-list search engines is measured by S-recall@K (sense
recall at rank K) and S-precision@r (Sense precision at recall r). The above
mentioned measures are described in detail in [3,22].

4.3 Results

We conducted experiments with the SnSRC on the union of two tests sets AMBI-
ENT and MORESQUE. We compared SnSRC against nonsemantic systems (i.e.,
Lingo, STC, and KeySRC) and three baselines (i.e., all-in-one, singleton, and
Wikipedia).

In Tables 1 and 2 there were reported all quality measures acquired dur-
ing evaluations on AMBIENT+MORESQUE data set according to results from
[3,4]. An initial finding here is that the SnSRC and KeySRC report very good
clustering quality measures. We note that although KeySRC outperforms the
other SRC descriptive-centric algorithms in terms of RI, ARI and F1, it attains
very low JI results. The same characteristics is connected with the SnSRC
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Table 1. A comparison between different search result clustering approaches (percent-
ages) on AMBIENT+MORESQUE data set

Algorithm ARI JI F1 cl

Lingo −0.53 36.36 16.73 2.0

STC −7.90 38.23 14.96 2.0

KeySRC 14.34 27.77 63.11 18.5

SnSRC 14.04 22.74 60.16 14.7

All-in-one 0.00 47.12 42.40 1.0

Singleton 0.00 0.00 68.17 100.0

Wikipedia 13.83 56.02 14.33 5.7

Table 2. The comparison of Rand index results (percentages) on AMBIENT+
MORESQUE data set

Algorithm RI

Lingo 55.49

STC 54.29

KeySRC 58.78

SnSRC 58.53

method. SnSRC reports similar measures to KeySRC, especially comparing them
with results of Lingo and STC. According to baselines, the singleton baseline pro-
duces trivial, meaningless clusterings, as measured by ARI and JI. The all-in-one
baseline obtains non-zero JI, its F1 is lower than singleton, because of its lower
recall. The Wikipedia baseline fares well compared with the other baselines in
terms of ARI and JI, but achieves lower F1, again because of low recall. Finally,
KeySRC and SnSRC consistently outperform the other SRC systems in terms
of RI, ARI and F1.

Table 3. The results for S-recall@K and S-precision@r on AMBIENT+MORESQUE
data set (in %)

Algorithm S-recall S-precision

K = 5 K = 10 K = 15 K = 20 r = 60 r = 70 r = 80 r = 90

Lingo - - - - - - - -

STC - - - - - - - -

KeySRC 48.7 61.7 68.2 72.5 22.3 17.7 15.4 12.0

SnSRC 46.7 60.8 69.3 74.2 25.1 18.5 14.1 11.9

EP 44.6 59.2 67.9 73.3 24.9 18.9 16.1 13.2

Yahoo! 51.4 63.4 69.1 73.3 25.7 18.7 15.5 12.6
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We performed a second experiment aimed at quantifying the impact of
our Web search result clustering systems on flat-list search engines (cluster-
ing diversity evaluation). Lingo and STC do not return ranked lists of results
and, therefore, they can not be evaluated. The results in terms of S-recall@K and
S-precision@r are shown in Table 3. KeySRC and EP are surpassed by the Yahoo!
method in the whole range of parameter K. SnSRC report better results than
KeySRC, Yahoo! when K ≥ 15. Regarding S-precision@r, baselines (Yahoo, EP)
report better results than KeySRC in the whole range of r. SnSRC scores better
than KeySRC when r < 80.

5 Conclusions

We have presented a new approach to Web search result clustering. Key to
our approach is the idea of inducing senses for the target query automatically
by means of a simple, yet effective algorithm based on the frequent termset
mining. In this paper we exploit a novel WSI knowledge-poor algorithm SnS,
based on text mining approaches, namely closed frequent termsets. It converts
simple contexts (based on bag-of-words paragraph representation) into relevant
contextual patterns (much more concise, and representative). Using significant
patterns SnS build hierarchical structures called sense frames. Discovered sense
frames usually are independent senses, but sometimes (e.g. because of too small
corpus) can point the same sense. Finally using clustering methods sense frames
are grouped in order to find similar ones referring to the same main sense. The
results of a Web search engine are then mapped to the query senses and clustered
accordingly. The last step is to rerank results within clusters, and sort clusters.

An extensive set of experiments, according to AMBIENT and MORESQUE
datasets, confirms that SnSRC provides significant improvements over exist-
ing methods like STC and Lingo, and is comparable with the state-of-the-art
KeySRC approach. Using a broad scope of measures we have shown experimen-
tally that SnS can be efficiently used as a fundamental step in building clustering
engine for end-users.
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Abstract. Breast cancer is the most commonly occurring form of cancer
in women, and can be diagnosed using various imaging modalities includ-
ing thermography. In this paper, we present an approach to analysing
breast thermograms based on statistical image features and an effective
ensemble method for imbalanced classification problems. We extract a
series of features from the images to arrive at indications of asymmetry
between left and right breast regions. These then form the input to a
classification stage for which we develop a dedicated multiple classifier
system that employs neural networks or support vector machines as base
classifiers, trains base classifiers on balanced subsets of the training data
to address the class imbalance that is typically inherent in medical deci-
sion making problems, and fuses the decisions using a neural network
combined with a fuzzy diversity measure to remove individual classifiers
from the ensemble and to enhance prediction performance. Experimental
results, on a large dataset of about 150 breast thermograms, confirm our
approach to provide excellent classification performance and to outper-
form other classifier ensembles designed for imbalanced datasets.

Keywords: Breast cancer · Thermography · Pattern classification ·
Imbalanced classification · Multiple classifier system

1 Introduction

Thermography uses a camera with sensitivities in the thermal infrared to capture
the temperature distribution of the human body or parts thereof. In contrast to
other modalities such as mammography, it is a non-invasive, non-contact, passive
and radiation-free technique. It is well known that the radiance from human skin
is an exponential function of the surface temperature which in turn is influenced
by the level of blood perfusion in the skin. Thermal imaging is hence well suited
to pick up changes in blood perfusion which might occur due to inflammation,
angiogenesis or other causes [14]. Thermography has also been shown to be
well suited for the task of detecting breast cancer [3,13]. Here, thermography
has advantages in particular when the tumor is in its early stages or in dense
tissue. Early detection is crucial as it provides significantly higher chances of
c© Springer International Publishing Switzerland 2015
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survival [12] and in this respect infrared imaging can outperform the standard
method of mammography. While mammography can detect tumors only once
they exceed a certain size, even small tumors can be identified using thermal
infrared imaging due to the high metabolic activity of cancer cells which leads
to an increase in local temperature that can be picked up in the infrared [16].

In our approach, which is a continuation of the work presented in [18],
we therefore derive a set of image features that describe possible asymmetries
between the bilateral breast regions to capture this effect. These features are
then used in a pattern classification stage for which we develop a multiple clas-
sifier system (MCS). In particular, we employ neural networks or support vec-
tor machines as base classifiers, and, importantly, address the problem of class
imbalance, that often occurs in medical data analysis, by training the individ-
ual classifiers on balanced data subsets, thus eliminating any unfavourable class
distribution. The base classifiers are then combined using an fuser implemented
as a one-layer perceptron neural network. Finally, we remove redundant classi-
fiers through an ensemble diversity measure based on fuzziness using an energy
approach. Experimental results, on a dataset of about 150 breast thermograms,
confirm that our proposed approach works well and gives excellent classifica-
tion performance. We furthermore show it to statistically outperform not only
canonical classifiers but also recent classifier ensembles that are also dedicated
to imbalanced classification.

2 Background

Several computer aided diagnostic (CAD) approaches to analysing breast ther-
mograms have been presented in the literature. In [23], an attempt based
on asymmetry analysis is presented where, following segmentation based on
edge detection and the Hough transform, Bezier histograms are generated
and compared to identify cancer cases. In [25], some basic statistical fea-
tures are extracted and passed to a complementary learning fuzzy neural net-
work (CLFNN) for diagnosis. Reference [26] proposes morphological analysis of
“localised temperature increase” amplitudes in thermograms to detect tumors.
A series of image features from the breast regions (the same features that we
employ in this paper) are extracted in [24] and subsequently analysed by a fuzzy
classification method, while [31] uses the same feature set in conjunction with
a neural network classifier. The approach in [6] is based on transforming the
thermogram into a representation derived from independent component analy-
sis, thresholding and correlating the obtained channels to locate tumor areas.
In [1], texture features and support vector machine classifiers are employed,
while in [22] wavelet and texture descriptors are used in combination with sev-
eral classification algorithms.

3 Image (A)symmetry Features

As has been shown, an effective approach to detect breast cancer based on ther-
mograms is to study the symmetry between the left and right breast regions [23].
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In the case of cancer presence, the tumor will recruit blood vessels resulting in
hot spots and a change in vascular pattern, and hence an asymmetry between
the temperature distributions of the two breasts. On the other hand, symmetry
typically identifies healthy subjects.

We follow this approach and extract image features that describe bilateral
differences between the areas of the left and right breasts extracted from frontal
view thermograms. We employ the same image features that were used in [24]
(for a more extensive discussion of them, see there), namely:

– Basic statistical features: mean, standard deviation, median, 90-percentile;
– Moment features: centre of gravity, distance between moment centre and geo-

metrical centre;
– Histogram features: cross-correlation between histograms; maximum, number

of non-empty bins, number of zero-crossings, energy and difference of positive
and negative parts of difference histogram;

– Cross co-occurrence matrix [31] features: homogeneity, energy, contrast, sym-
metry and the first 4 moments of the matrix;

– Mutual information between the two temperature distributions;
– Fourier spectrum features: the difference maximum and distance of this max-

imum from the centre.

Each breast thermogram is thus described by 4 basic statistical features, 4
moment features, 8 histogram features, 8 cross co-occurrence features, mutual
information and 2 Fourier descriptors. We further apply a Laplacian filter to
enhance the contrast and calculate another subset of features (the 8 cross co-
occurrence features together with mutual information and the 2 Fourier descrip-
tors) from the resulting images, and consequently end up with a total of 38
features which describe the asymmetry between the two sides and which form
the basis for the following pattern classification stage.

4 Imbalanced Pattern Classification Ensemble

In our approach, we employ an ensemble classifier, i.e. perform classification not
based on a single algorithm but based on a joint decision of a committee of
classifiers [20]. This way, we are able to exploit the strengths of different base
classifiers while eliminating their weaknesses, thus leading to more robust and
typically better classification performance.

Given a pool of N classifiers Ψ (1), Ψ (2), . . . , Ψ (N), for a given feature vector x,
each of the individual classifiers makes a decision with respect to class i ∈ M =
{1, . . . , M}. The classifier ensemble Ψ̄ then makes a combined decision based on

Ψ̄(x) = i if F̂ (i, x) = max F̂ (k, x)
k∈M

, (1)

where

F̂ (i, x) =
N∑

l=1

w(l)F (l)(i, x) and
N∑

l=1

w(l) = 1, (2)
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and F (l)(i, x) is a discriminant function for the i-th class and object x used by
the l-th classifier. The weights w(l) here play a crucial role for the performance
of the ensemble and can be assigned either statically and through training.

In the following, we detail the components of our classifier ensemble.

4.1 Base Classifiers

While in principle any classification approach can serve as base classifier, in our
approach we build ensembles of neural network (NN) or support vector machine
(SVM) classifiers. For the NN classifier [4], we use the Quickprop algorithm for
training, and set the number of hidden neurons to half the sum of input and
output neurons. For the SVM classifier [27], we employ a Gaussian RBF kernel,
and perform classifier tuning [15] to obtain optimal parameters.

4.2 Imbalanced Classification

In medical diagnosis, there are typically far fewer malignant cases than there are
benign ones, and consequently conventional classification approaches often suffer
from low sensitivity due to the skewed class distribution. Class imbalance can be
addressed in several ways, including oversampling of the minority class [9] and
cost-sensitive classification [19].

In our approach, we revert to neither of these, but employ our earlier method
from [18] which is based on the principle of object space partitioning to train
individual classifiers on balanced subsets of the training data.

In particular, we create a number of subspaces using a random undersampling
method. Each of the subspaces contains a smaller number of objects, randomly
drawn from the dataset, so that the number of objects from each of the classes
are equal. Objects of the majority class are randomly sampled and removed from
the training set. Subspaces are then created as long as there are objects in the
majority set. Each subspace forms the basis of one of the classifiers; that is, each
base classifier is trained on a different (balanced) training subset, hence leading
to a heterogeneous ensemble that addresses class imbalance.

To boost recognition performance, a feature selection step is performed. For
this purpose, we utilise the fast correlation-based feature filter (FCBF) [30]. In
FCBF, the relations between features-classes and between pairs of features are
considered. The algorithm proceeds at two levels. First, a ranking algorithm
using the symmetric uncertainty coefficient index is employed to estimate class-
feature relevance, and a threshold established to select predominant features. In
the second part, features redundant to the predominant features are removed.
Since feature selection is applied separately for each subspace, and hence each
classifier, this step also enhances the heterogeneity of the ensemble.

4.3 Ensemble Diversity

Different base classifiers will have different areas of competence and hence
may provide different contributions to the committee. Careful classifier selec-
tion should be hence conducted in order to choose the most valuable individual
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models. Therefore, in this paper and in contrast to [18], we employ a classifier
ensemble diversity measure for this purpose. For this purpose, we extend the
energy-based fuzzy diversity measure introduced in [17] for one-class classifica-
tion problems to multi-class classification.

The proposed energy approach provides an effective measure of fuzziness. It
uses a threshold λ ∈ [0, 1] whose role is to filter insignificant degrees of mem-
bership, that may otherwise lead to lowering the stability of the measure. Given
N base classifiers in the pool, out of which S correctly classify a given training
object xj , one can define a fuzzy membership function μxj

= S
N for the given

object, with 0 ≤ μxj
≤ 1.

Based on this, the employed energy measure is calculated as

DIV =
∫

X

N∑

i=1

fλ(x)dx, (3)

where

fλ(x) = f(x) ⇔
∑N

k=1 δ(ΨM
ik

(x), Ψ∗(x))
N

> λ, (4)

and Ψ∗(x) denotes a classifier correctly classifying object x, and f(x) : [0, 1] →
R+ is an increasing function in interval [0, 1] for f(0) = 0.

The derived measure gives an indication of the diversity of the entire classifier
committee in the range [0, 1], where 0 corresponds to an ensemble of identical
classifiers and 1 to the highest possible diversity respectively.

We perform diversity-based classifier selection through an exhaustive search
over all possible combinations of committee members, and selecting the ensemble
that yields maximal diversity.

4.4 Classifier Fusion

Classifier fusion is an important aspect of classifier ensembles, and the choice of
fusion method, which is responsible for the collective decision making process
by determining the weights in Eq. (2), is hence crucial. Instead of traditional
approaches such as majority voting or static weight assignment, in this paper
we utilise a dynamic approach to combine the outputs of base classifiers created
on different object subspaces. In particular, we employ a trained fuser which,
although taking longer to achieve its final performance, leads to an increase of
the overall classification accuracy [11].

In a training process, the fuser needs to identify W = {W1,W2, . . . , WN}
where Wl =

[
w(l)(1), w(l)(2), . . . , w(l)(M)

]T
comprises the weights assigned to

each classifier and each of the M classes.
The aim is to find a fuser which assures the lowest misclassification rate of Ψ̄

for which we employ a neural network with a canonical learning approach [29] as
illustrated in Fig. 1. One perceptron fuser is constructed for each of the classes
under consideration, and may be trained with any standard procedure used
in neural network learning. The input weights established during the learning
process are then the weights assigned to each of the base classifiers.
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Fig. 1. Classifier fuser implemented as a one-layer neural network

5 Experimental Results

In our experiments, we use a dataset of 146 thermograms of which 29 cases
have been confirmed as malignant whereas the other 117 cases were benign. The
employed dataset is the same that was used in earlier work [18,24,31]. For all
thermograms, the 38 features from Sect. 3 are extracted and serve as input for
classification.

For our proposed classification approach, each subspace is designed so as to
contain all objects from the minority class and an equal number of samples from
the majority class, leading to a pool of 7–9 base classifiers (depending on the
fold of CV). To observe the influence of the removal of redundant classifiers,
we run our experiments with and without employing the diversity-based classi-
fier selection. The pruned ensembles consist of 4–6 individual classifiers (again,
depending on the fold of CV).

In order to put the obtained results into context, we also perform clas-
sification using several state-of-the-art ensembles dedicated to imbalanced
classification, namely SMOTEBagging [28], SMOTEBoost [9], IIvotes [5] and
EasyEnsemble [21], all with support vector machines (with a Gaussian RBF
kernel and classifier tuning, as in our approach) as base classifiers. Further-
more, we run the experiments using several canonical classifiers, namely a single
SVM [27], bagged SVM [7], boosted SVM [10], and Random Forest [8].

Classification results, based on 5× 2 cross validation, are presented in Table 1
where, for each classifier and classifier ensemble, we report sensitivity (i.e. prob-
ability that a case identified as malignant is indeed malignant), specificity (i.e.
probability that a case identified as benign is indeed benign) and overall classifi-
cation accuracy (i.e. percentage of correctly classified patterns). We also perform
a combined 5× 2 CV F test of statistical significance (on sensitivity) [2], and
report its results in Table 2.
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Table 1. Classification results for all classifiers

Classifier Sensitivity Specificity Accuracy

Single SVM [27] 8.34 86.32 71.23

Bagged SVM [7] 12.68 94.01 79.45

Boosted SVM [10] 19.58 98.00 85.61

Random Forest [8] 22.58 98.29 84.24

SMOTEBagging [28] 77.35 90.50 87.89

SMOTEBoost [9] 79.03 91.00 88.62

IIvotes [5] 79.56 91.89 89.44

EasyEnsemble [21] 80.02 91.00 88.22

Hybrid Ensemble (NN) 78.85 90.82 88.43

Hybrid Ensemble (SVM) 79.85 91.08 88.78

Hybrid Ensemble (NN)+ DIV 80.74 90.52 88.56

Hybrid Ensemble (SVM) + DIV 81.96 90.80 89.03

From Table 1, we can see that canonical classification approaches are not
able to cope well with the dataset due to the inherent class imbalance, and
consequently provide rather poor sensitivity.

The implemented ensembles SMOTEBagging, SMOTEBoost, IIvotes and
EasyEnsemble are all specifically designed to address class imbalance in the
context of a multiple classifier system. SMOTEBagging and SMOTEBoost do
this through oversampling approaches, while IIvotes is also based on the bag-
ging combination idea, but integrates the SPIDER data preprocessing technique
with the Ivotes approach. EasyEnsemble carries out a double ensemble learning
procedure, combining bagging and boosting. From the results in Table 1, it is
apparent that these methods lead to a significant boost in terms of sensitivity.
Table 2 shows that all ensembles statistically outperform all single classifiers,
while EasyEnsemble gives the best sensitivity.

Now looking at the results of our proposed hybrid ensemble approach, we
can notice that it leads to a clear further improvement still. Using the employed
subspacing method means that we do not need to create artificial objects or
define cost matrices. In the former new artificial objects may be introduced
on the basis of already created artificial samples, while for the latter a cost
matrix needs to be defined which is often difficult and requires detailed domain
knowledge.

Inspecting the differences for employing different base classifiers, it is clear
that the SVM-based ensemble, which closely resembles our earlier approach
introduced in [18], leads to (statistically) better classification performance. This
may be caused by the fact that SVMs tend to work well on small datasets. Each
subspace consists of a relatively small number of objects (all minority samples
available in the fold and an equal number of majority ones), and consequently
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Table 2. Results of statistical significance. A + signifies that the algorithm listed in this
row statistically outperforms the algorithm listed in this column (based on sensitivity),
a − indicates a statistically inferior performance.

NNs tend to be prone to overfitting in these subspaces, while SVMs are able to
handle the dichotomisation process more effectively.

The proposed hybridisation with the fuzzy diversity measure introduced in
this paper is shown to give our method a further edge. Comparing the ensembles
with and without the classifier selection stage, it is obvious that the former
achieve higher classification and sensitivity performance. The overall best results
are achieved by an ensemble of support vector machines that gives the maximum
diversity using our energy-based measure. This approach yields a sensitivity of
81.96 % which is shown to be statistically better than those of all other methods,
while resulting in only a slight drop in terms of specificity, and confirms that our
hybrid ensemble algorithm provides an excellent classification method.

The presented approach also clearly outperforms earlier approaches in the
literature of breast thermogram analysis. In [24], the same features and dataset
were employed together with a cost-sensitive fuzzy if-then rule based classifier
optimised by a genetic algorithm and giving a sensitivity of 79.86 % with a
specificity of 79.49 %. [31] also used the same data and features and reported a
sensitivity and specificity of 79 %.
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6 Conclusions

In this paper, we have presented an effective approach to analysing breast ther-
mograms for cancer diagnosis. We extract a set of image features describing
bilateral (a)symmetry between the two breast regions from the images, and use
these as input to a pattern classification stage. Based on our earlier work, we cre-
ate a classifier ensemble for classification and address class imbalance by training
its base classifiers on balanced data subsets. Using support vector machines and
neural networks as individual classifiers and a trained perceptron as classifier
fuser, this is shown to provide a powerful decision making system as experi-
mental results on a dataset of about 150 thermograms demonstrate. Crucially
though, we additionally perform a classifier selection stage based on a fuzzy
diversity measure to eliminate redundant classifiers and identify the best mod-
els, and confirm this to lead to even (statistically significant) better classifica-
tion performance and to yield an ensemble that outperforms not only various
canonical classifiers but also several ensemble classifiers designed to address class
imbalance.
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Abstract. It has been observed that the noise accumulated in medical
images due to various reasons during acquisition process is Rician in
nature. A Rician noise removal method of Brain Magnetic Resonance
(MR) Images using Kernel Principal Component Analysis (KPCA) is
proposed in this paper. The proposed approach is non-parametric in
nature. It explores the image space for non-local similar patch search
and clusters them accordingly. The basis vectors are then learned using
KPCA for each cluster which makes the proposed method data adaptive
in nature. The approach has been applied to 2D phantom Brain MR
images and experimental results are comparable to the other state-of-
the-art methods in terms of various quantitative measures.

Keywords: Kernel Principal Component Analysis (KPCA) · Magnetic
Resonance Image (MRI) · Rician noise removal

1 Introduction

Image Restoration is considered as one of the crucial ingredient of Medical Image
Analysis systems. The possible sources for addition of noise are various para-
meters of the acquisition process such as flip angle, scan time, coil resistance,
dielectric and inductive losses in sample, patient movement etc. [12]. MRI, being
a non-invasive technique, offers many advantages in clinical analysis but the dis-
turbances or noise induced in acquisition process degrade the quality of the sig-
nal. In Medical Image Denoising problem, the noise model is found to be Rician
in nature which is different from commonly used distributions such as Gaussian,
Poisson, etc. [8].

It has been shown that the intensities of MR images represent magnitude
of underlying complex data which follows Rice distribution [7]. The real and
imaginary parts are modeled as independently distributed Gaussian with means
ar and ai respectively, with same variance σ2. The probability density function
(pdf) of Rician random variable y is defined as follows:

fY (y|a, σ) =
y

σ2
e

(

− y2+a2

2σ2

)

I0

(ya

σ2

)
, y > 0 (1)
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where a =
√

a2
r + a2

i is underlying noise free signal amplitude and In(z) is nth

order modified bessel function of first kind. When Signal to Noise Ratio (SNR,
here it is a/σ) is high, the Rician distribution approaches a Gaussian; when SNR
approaches to zero (that is only noise is present, a → 0) the Rician distribution
becomes Rayleigh distribution and the pdf turns out to be

fY (y|a → 0, σ) =
y

σ2
e

(

− y2

2σ2

)

(2)

Hence, the conventional methods for Rician noise removal first try to find the
background portion in the medical images where no signal is assumed. Hence, one
can use Rayleigh distribution in background portion and Gaussian distribution
in the rest (where SNR is assumed to be high enough) [9,16]. However under
the noisy condition, it is difficult to find proper background in the image.

Recent methods use the principle of non-local self similarity for image restora-
tion task, where the first step involves finding out the similar patches (in terms
of some predefined criteria such as Euclidean distance) that are similar to a given
reference patch from the image [1]. Thereafter, an orthonormal basis is inferred
for each patch and shrinkage is performed on the coefficients when the patch is
projected on that basis, coefficients are sparse in nature as described in [4,6,14].

Out of recently proposed techniques, BM3D [4] is most popular. BM3D tech-
nique creates a 3D stack of similar patches, projects it onto a 3D basis (tensor
product of 2D-DCT and 1D-Haar), and performs hard thresholding of these
coefficients followed by basis inversion, thereby allowing a coupled update of the
coefficients [4]. Another class of methods such as [5,13], first to cluster similar
patches and then learn basis for each cluster instead of searching the similar
patches for each underlying reference patch. However, due to nature of noise,
straight forward implication of natural image denoising methods has not been
advocated for medical images. The NLM method has been extended for Medical
Image denoising problem in [11] where bias correction needs to be considered.
BM3D has been extended using a suitable invertible transformation of the med-
ical data into another domain where data behaves like Gaussian distributed in
resultant domain. The most commonly known such kind of transformation for
this purpose is Anacombe’s Transformation, also known as Variance Stabilization
Technique (VST). Recently, VST has been proposed in [7] for Rician distributed
data and BM3D method is referred as BM3D+VST method. The BM3D+VST
method can be summarized mathematically as follows:

ŷ = V ST−1(BM3D(V ST (z, σ), σV ST ), σ) (3)

where V ST−1 denotes the inverse VST, σV ST is the stabilized standard deviation
induced by VST and z denotes the additive white Gaussian noise whose true
intensity is represented by y. However, BM3D+VST is extended to 3D medical
data as BM4D method in [10]. This manuscript focuses on 2D data denoising
methods only.

The aim of this article is to explore a direct technique that can handle Rician
noise suitably giving rise to noise removal as good as BM3D+VST, if not better.
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Fig. 1. Transformation of two circular data sets into higher dimension space using
kernel method where separation between them is more prominent and can be classified
using linear hyper-surface.

We have extended PCA based method using Rough Set based clustering pro-
posed in [13] to Rician noise model and bias term correction is also made, referred
as ER-PCA in the paper. We have proposed a new Kernel based PCA (KPCA)
method for Rician noise. However, we have adopted the clustering strategy used
in [13], which is non-local approach in true-sense. As per our knowledge, KPCA
has not been applied for Rician noise removal in medical image yet. The kernel
based methods can find non-linearity of data in Feature Space. Recently, kernel
based methods have been used in Medical imaging in [2,15,19]. However, choice
of appropriate kernel for given data is undecidable. In the current proposal,
Gaussian kernel is used and the performance of noise removal technique is at
par with the state-of-the-art methods.

The paper has been arranged in following manner: Sect. 2 presents proposed
method using KPCA. Section 3 compares proposed method with other state-of-
the-art methods. The manuscript is concluded in Sect. 4.

2 Proposed Method Using KPCA

A non-parametric variant of PCA, known as Kernal Principal Component Analy-
sis (KPCA) has been explored for Rician noise removal. The KPCA tries to
explore structure in the data in Feature Space instead of Image Space itself and
tries to capture higher-order dependencies in the data. In Fig. 1, two class data
is shown in circular form and transformed to higher dimension for classification
purpose, where transformation is φ(x) : (x1, x2) → (x1, x2, x

2
1 + x2

2). Hence, one
can find a discriminating plane (linear surface) in higher dimensions which is
not possible in two dimensions for given data points.

In KPCA, this nonlinearity is introduced by first mapping the data into
another space F using a nonlinear map φ : RN → F , before standard linear
PCA is carried out in F using the mapped samples φ(xk). The map φ and the
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(a) (b)

(c) (d)

Fig. 2. Reconstruction using PCA and KPCA over synthetic data with Rician noise.
(a) Synthetic Data, (b) Rician Noisy Data, (c) Reconstruction using PCA and
(d) Reconstruction using KPCA.

space F are determined implicitly by the choice of a kernel function k, which
acts as a similarity measure. This mapping computes the dot product between
two input samples x and y mapped into F :

k(x; y) = φ(x).φ(y) (4)

One can show that if k is a positive definite kernel, then there exists a map
φ into a dot product space F such that Eq. 4 holds. The space F then has the
structure of a so-called Reproducing Kernel Hilbert Space (RKHS) [2].

The identity Eq. 4 is important for KPCA since PCA in F can be formulated
entirely in terms of inner products of the mapped samples. Thus, we can replace
all inner products by evaluations of the kernel function. This has two important
consequences: first, inner products in F can be evaluated without computing φ(x)
explicitly. This allows to work with a very high-dimensional, possibly infinite-
dimensional RKHS F . Second, if a positive definite kernel function is specified,
we need to know neither φ nor F explicitly to perform KPCA since only inner
products are used in the computations. Commonly used positive definite kernel
functions are polynomial kernel of degree d ∈ N, k(x,y) = (x.y)d or k(x,y) =
(x.y+ 1)d or Gaussian kernel of width σ > 0, k(x,y) = exp

(
− ‖x − y‖2 /2σ2

)
.

In all the experiments, Gaussian kernel has been used which is isotropic station-
ary in nature and also satisfies Mercer’s Theorem [19].

A synthetic experiment has been performed as shown in Fig. 2 where Rician
noise added in the synthetic data. However, KPCA (with Gaussian kernel) is
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able to preserve orientation of the data in a better way as compared to PCA
based reconstruction.

The outline of present work can be described as follows:

1. Get the clusters of patches from the given noisy image using Rough set based
method (as described in [13]).

2. For each cluster, get the basis vectors using KPCA method along pixel posi-
tions. For patches of size p× p, kernel matrix would be of size p2 × p2. Hence,
the method is data adaptive in nature.

3. Project the noisy image patches on the obtained basis vectors in the KPCA
domain.

4. Apply coefficient shrinkage method on these projected patches to get the
denoised patches. Transform them back to image space.

5. Remove the bias term from each pixel of the denoised image.

Iunbiased =
√

max(Î(i, j)2 − 2h2, 0) (5)

where h is the standard deviation of noise and Î is the image obtained by
step (4).

3 Experimental Results

This Section encompasses the qualitative and quantitative evaluations of the pro-
posed method along with some of the state-of-the-art methods. The experiments

(a) (b)

(c) (d)

Fig. 3. Difference comparison of KPCA with reference to BM3D+VST method (at zero
level vertically) for 50 slices for noise standard deviation equal to 15 (a) T1 images with
PSNR difference values, (b) T1 images with MSSIM difference values, (c) T2 images
with PSNR difference values and (d) T2 images with MSSIM difference values.
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(a)

(d)

(b)

(e)

(c)

(f)

Fig. 4. (a) Synthetic Noisy T1 Image with Rician noise standard deviation=15 and
PSNR =22.7220 dB, Denoised image using (b) UNLM method, PSNR = 34.4622 dB,
(c) BM3D+VST method, PSNR = 34.2393 dB, (d) RS-NLM method, PSNR =
32.5856 dB, (e) ER-PCA method, PSNR = 33.8155 dB, (f) KPCA method, PSNR
= 34.0241 dB.

Table 1. Performance comparison of proposed denoising strategy with different
approaches on various quantitative measures under Rician Noise assumption in Brain
Web database (slice=70 & 100, Modality = T1, image size = 181 × 217 and patch
size = 5 × 5). Best figures are shown in Bold.

Noise SD Methods Slice 70 Slice 100

PSNR RMSE MSSIM FSIM PSNR RMSE MSSIM FSIM

5 Noisy 32.4293 37.1660 0.6134 0.9296 32.2588 38.6549 0.5564 0.8922

UNLM [11] 39.0519 8.0889 0.9832 0.9845 40.1551 6.2744 0.9882 0.9887

BM3D+VST [7] 40.9727 5.1937 0.9602 0.9843 41.4921 4.6118 0.9602 0.9857

RS-NLM [13] 39.8595 6.7163 0.9851 0.9853 41.5829 4.5164 0.9914 0.9913

ER-PCA 40.4514 5.8606 0.9791 0.9764 39.9719 6.5447 0.9689 0.9563

KPCA 40.2107 6.1946 0.9197 0.9797 41.2223 4.9073 0.9866 0.9850

10 Noisy 26.4115 148.5702 0.4717 0.8149 26.2398 154.5629 0.4183 0.7567

UNLM [11] 35.9894 16.3733 0.9608 0.9643 36.9916 12.9993 0.9707 0.9724

BM3D+VST [7] 36.3738 14.9866 0.9040 0.9607 36.8590 13.4025 0.9132 0.9653

RS-NLM [13] 35.8260 17.0011 0.9631 0.9645 37.2231 12.3246 0.9762 0.9770

ER-PCA 35.7387 17.3464 0.9389 0.9439 36.3168 15.1846 0.9597 0.9484

KPCA 36.1061 15.9395 0.9586 0.9522 36.6642 14.0172 0.9682 0.9628

15 Noisy 22.8950 333.8752 0.3744 0.7177 22.7220 347.4434 0.3331 0.6495

UNLM [11] 33.5147 28.9475 0.9299 0.9391 34.4622 23.2732 0.9453 0.9498

BM3D+VST [7] 33.7666 27.3162 0.8583 0.9368 34.2393 24.4992 0.8684 0.9447

RS-NLM [13] 32.1179 39.9292 0.9273 0.9244 32.5856 35.8523 0.9472 0.9448

ER-PCA 33.2440 30.8093 0.9133 0.9178 33.8155 27.0103 0.9377 0.9287

KPCA 33.4097 29.6557 0.9323 0.9262 34.0241 25.7438 0.9469 0.9404
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Table 2. Performance comparison of proposed denoising strategy with different
approaches on various quantitative measures under Rician Noise assumption in Brain
Web database (slice=70 & 100, Modality = T2, image size = 181 × 217 and patch
size = 5 × 5). Best figures are shown in Bold.

Noise SD Methods Slice 70 Slice 100

PSNR RMSE MSSIM FSIM PSNR RMSE MSSIM FSIM

5 Noisy 32.4349 37.1185 0.6257 0.9365 32.2639 38.6095 0.5691 0.9052

UNLM [11] 34.4831 23.1617 0.9822 0.9813 35.2666 19.3385 0.9869 0.9858

BM3D+VST [7] 40.4738 5.8305 0.9648 0.9861 41.0752 5.0764 0.9663 0.9885

RS-NLM [13] 36.9814 13.0300 0.9856 0.9835 37.6322 11.2166 0.9915 0.9900

ER-PCA 39.8618 6.7127 0.9783 0.9727 39.1934 7.8297 0.9610 0.9473

KPCA 37.8578 10.6487 0.8002 0.9782 38.1996 9.8429 0.7610 0.9797

10 Noisy 26.4322 147.8642 0.4956 0.8356 26.2550 154.0201 0.4408 0.7757

UNLM [11] 32.9818 32.7262 0.9618 0.9623 33.8132 27.0246 0.9710 0.9687

BM3D+VST [7] 35.7377 17.3504 0.9181 0.9681 35.8044 17.0860 0.9683 0.9637

RS-NLM [13] 34.5041 23.0502 0.9691 0.9676 35.2411 19.4522 0.9799 0.9766

ER-PCA 34.8288 21.3894 0.9432 0.9323 34.5457 22.8303 0.9262 0.9008

KPCA 35.0519 20.3182 0.8527 0.9567 36.1329 15.8413 0.9184 0.9727

15 Noisy 22.9275 331.3825 0.4131 0.7519 22.7460 345.5293 0.3676 0.6776

UNLM [11] 31.4832 46.2121 0.9346 0.9408 32.1181 39.9271 0.9472 0.9456

BM3D+VST [7] 32.8504 33.7321 0.8769 0.9496 33.1694 31.3427 0.8855 0.9567

RS-NLM [13] 31.9206 41.7849 0.9446 0.9452 32.6973 34.9423 0.9601 0.9543

ER-PCA 31.7529 43.4297 0.9034 0.8973 31.7770 43.1894 0.8989 0.8718

KPCA 32.3606 37.7592 0.9363 0.9346 32.8539 33.7049 0.9516 0.9439

20 Noisy 20.4499 518.2594 0.3540 0.6871 20.2642 611.8738 0.3162 0.6059

UNLM [11] 30.0502 64.2771 0.9063 0.9205 30.5757 56.9519 0.9199 0.9216

BM3D+VST [7] 30.7168 55.1319 0.8426 0.9303 30.9691 52.0201 0.8508 0.9398

RS-NLM [13] 29.4113 74.4654 0.9109 0.9104 30.1086 63.4192 0.9293 0.9137

ER-PCA 29.6008 71.2860 0.8723 0.8785 29.6002 71.2947 0.8647 0.8527

KPCA 30.1448 62.8934 0.9129 0.9144 30.6031 56.5941 0.9316 0.9245

25 Noisy 18.5384 910.4194 0.3095 0.6362 18.3487 951.0736 0.2774 0.5520

UNLM [11] 28.6394 88.9483 0.8777 0.9012 29.1108 79.7989 0.8914 0.8987

BM3D+VST [7] 29.0589 80.7598 0.8109 0.9114 29.2912 76.5527 0.8269 0.9227

RS-NLM [13] 26.4734 146.4670 0.8599 0.8492 26.6486 140.6762 0.8696 0.8372

ER-PCA 28.0567 101.7219 0.8576 0.8824 28.1251 100.1314 0.8529 0.8685

KPCA 28.1995 98.4298 0.8792 0.8814 28.3402 95.2919 0.8932 0.8785

have been carried out on 2D monochrome phantom human brain MRI images
obtained from Brain Web Database [3]. The parameters are as follows: RF =
20, protocol = ICBM, slice thickness = 1 mm, volume size = 181 × 217 × 181.
The experimental set up considers Rician noise model at different noise levels
along with two modalities, namely T1 and T2. The simulated database pro-
vides the ground truth image for evaluating denoising performance which most
of the time is unavailable with real database. The Rician noise addition and
bias correction are done as suggested in [10] and [11] respectively. The evalua-
tion measures used are Peak-Signal-to-Noise Ratio (PSNR), Root Mean Square
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Error (RMSE), Mean Structural Similarity Index (MSSIM) [17] and Feature
Similarity Index (FSIM) [18].

For comparison purpose, several state-of-the-art methods are considered:
Unbiased Non Local Means (UNLM method) presented in [11], BM3D+VST
method proposed in [4], Rough Set based Non Local Means (RS-NLM) method
proposed in [13] and PCA based method proposed in the [13] has been extended
in this work for Rician noise, referred as Extended Rough set based PCA method
(ER-PCA). The parameters of all methods are kept default as suggested by
respective authors. In all the experiments, patch size is kept as 5 × 5. The pro-
posed KPCA method does not use VST method. Tables 1 and 2 represent quanti-
tative results for two slices 70 and 100 of T1 MR and T2 MR images respectively.
The ER-PCA performance is comparable to UNLM and BM3D+VST methods.
The proposed KPCA method outperforms ER-PCA and preserves structure bet-
ter than other state-of-the-art method. Figure 3 shows difference of PSNR and
MSSIM measure for KPCA method with reference to BM3D+PCA (zero level
on vertical axis) of 50 slices (from 61st to 110th slice of database mentioned
above) with noise standard deviation equal to 15 for both T1 and T2 modalities.
Negative value indicates BM3D+VST performs better and, in reverse, positive
value is indicator of better performance of KPCA method. From Fig. 3, PSNR
of KPCA fall below BM3D+VST method whereas it better preserves structure
of the image in terms of MSSIM measure. This is also visually evident in Fig. 4
for the slice 100 of T1 modality at noise level 15.

4 Conclusion

In this paper, an approach for removal of Rician noise from brain MR images
using Kernel PCA has been proposed. Being a manifold learning method, KPCA
explores a suitable transformation for image representation through sparse bases.
This method learns basis vectors from data itself unlike BM3D+VST method
where basis vectors are kept fixed. The limitation of KPCA method is the selec-
tion of suitable kernel which is yet unanswered. If the nature of data is not
known a-prior than one can try various kernels to find a suitable one. However,
commonly used Gaussian kernel in KPCA, found to perform comparable with
other state-of-the-art methods. The PCA based method proposed in [13] has also
been implemented to remove Rician noise, but it fails to attain superior perfor-
mance over KPCA. The proposed method is implemented on synthetic data for
quantitative evaluation since ground truth data is available for the same.
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Abstract. Identification of climatic indices are vital in essence of
their ability to characterize different climatic events. We focus on dis-
covery of climatic indices important for Indian summer monsoon from
climatic parameters surface pressure and zonal wind velocity. We use cli-
matic network based community detection approach for discovery of cli-
matic indices. New indices depict better correlation with monsoon than
existing indices. Regression and non-linear models are designed using
newly discovered climatic indices for prediction of Indian summer mon-
soon. Models show superior accuracy to existing state of art models.

Keywords: Climatic network · Community detection · Climatic
indices · Indian monsoon prediction

1 Introduction

Mechanism behind climatic process is complex. Identification and analysis of
different patterns in global climatic system is vital in understanding its intricate
nature. The state and dynamics of climatic process are explained by different
climatic indices. Climatic indices are based on climatic parameters like sea sur-
face temperature (SST ), sea level pressure (SLP), wind velocity, surface pressure
(SP), that elucidate specific climatic change. Climatic indices are important for
their ability to predict different climatic events. Prediction of Indian summer
monsoon rainfall (ISMR) is challenging due to its dynamic nature. It is impor-
tant for economic development of agricultural land like India.

Building and analysis of climatic networks in Earth Sciences is one of the
emerging topic with immense future scopes. Complex networks have been widely
used in building climatic networks and finding out interesting patterns and inter-
connections present in the climatic system [1]. Steinhaeuser et al. [2] have pro-
posed use of complex networks in descriptive analysis and predictive modelling
of climatic events. Donges et al. [3] have revealed the important internal struc-
ture present in the climatic network build upon surface air temperature data
and uncover a pattern related to global surface ocean currents. Steinhaeuser
et al. [4] have detected community in climatic system, given a climatological
c© Springer International Publishing Switzerland 2015
M. Kryszkiewicz et al. (Eds.): PReMI 2015, LNCS 9124, pp. 554–564, 2015.
DOI: 10.1007/978-3-319-19941-2 53
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interpretation of the communities and applied the model for discovery of new
climatic indices.

Climatic index discovery assists in visualizing different aspects of climatic
system. Clustering approaches are used in discovery of climatic indices. Sap and
Awan [5] have used kernel k-means algorithm with spatial constraint to identify
the spatio-temporal patterns in the system. Similar nearest neighbours-based
clustering approach is used for detection of novel climatic indices, which are val-
idated against known climatic indices and are shown to overcome limitations of
PCA and SVD approaches [6].

The purpose of our work is two folds– (i) discovery of new climatic indices
using climatic network based community detection approach from climatic para-
meters surface pressure and zonal wind velocity, (ii) utilization of discovered
climatic indices as predictors for forecasting Indian summer monsoon rainfall,
which acts as validation of our proposed index discovery approach. In our work,
climatic networks are formed considering each spatial grid point as a node in
the network with time series of climatic parameter in the grid. We use nor-
malized euclidean distance to create weighted edges between the nodes. Three
important community detection algorithms are applied for invention of differ-
ent climatic regions that are significant. Community detection performs better
than the traditional clustering method as unlike clustering approach, it also
focusses on the structure of the network along with the node attributes. Cor-
relation value between time series of node and Indian monsoon is also included
as a node attribute to assists in detecting communities important for prediction
of monsoon. The communities found after proper thresholding are shown to be
good predictors of Indian monsoon. The discovered climatic indices are com-
pared with established climatic indices of Indian monsoon for validation and
they are shown to be more correlated to Indian monsoon than the present cli-
matic indices. Finally, different linear and non-linear models are designed with
the newly invented climatic indices as input parameters to predict monsoon. The
discovered climatic indices show their imprint and ascertain their superiority in
prediction of Indian summer monsoon rainfall.

2 Climatic Network Formation

Climatic networks are built based on two different climatic parameters, namely,
surface pressure and zonal wind velocity. Each spatial grid points over the world
is considered as a node in the network. Our network consist of 10,512 nodes. Each
node is characterized by its corresponding latitude, longitude, climatic parameter
time series values over the temporal scale, and scalar correlation value between
the climatic parameter time series and Indian monsoon time series at best lead
month. Weighted edges are added studying the strength of bonding between each
pair of nodes in the network with normalized euclidean distance measure. Top
one percent and five percent edges are considered for networks built for climatic
parameters surface pressure (NET SP), and zonal wind velocity (NET ZW ),
respectively. Finally, isolated nodes are removed from the networks to obtain
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connected networks. NET SP has 1,999 nodes and 23,326 edges, and NET ZW
has 4,922 nodes and 6,851 edges.

3 Community Detection and Index Discovery

Three important community detection algorithms, namely, infomap (Info), walk-
trap (Wlktrp), and fastgreedy (Fstgrdy) are applied on the climatic network to
detect communities over the world which will correspond to discovery of novel
climatic indices important for prediction of ISMR. We have chosen these algo-
rithms guided by requirements as following– (i) ability to utilize edge weights,
(ii) suitability for dense networks, (iii) overall computational efficiency, and
(iv) inclusion of node weights (in case of info-map community detection method).
Info-map Community Detection (Info): The algorithm is based on an informa-
tion theoretic approach, which use the probability flow of random walks on a
network and decompose the network into modules by compressing a description
of the probability flow [7]. It discovers community structure in weighted and
directed networks, taking into account the node values, weighted edges, and net-
work structure.

Walk-trap Community Detection (Wlktrp): The algorithm employs the concept
of random walks through the network for community detection. A node similarity
measure based on short walks is used for community detection via hierarchical
agglomeration, considering the edge weight and structure of the network. It is
efficient in terms of time and space complexity [8].

Fast-greedy Community Detection (Fstgrdy): It is a hierarchical agglomeration
algorithm for detecting community structure based on modularity optimization
method [9]. It follows greedy optimization in which, starting with each vertex
being the sole member of a community of one, two communities are repeatedly
join together, whose amalgamation produces the largest increase in modularity
value.

The communities found by the above three approaches are evaluated by mea-
sure of modularity defined in Sect. 4.2. These communities are utilized for dis-
covery of new climatic indices. We select top few communities by thresholding
based on number of nodes present in the community, density of community, cor-
relation of time-series of community with Indian monsoon. Communities filtered
out are the representative for new climatic index. We average the time series
values over all the nodes present in a specific community and the resulting time-
series represents the new climatic index. The correlation of discovered indices
with Indian monsoon is studied and compared with correlation of present Indian
Meteorological Department’s (IMD) predictors with Indian monsoon.

Discovered indices show higher correlation than present predictor indices of
monsoon. A study of correlation between discovered climatic indices and exist-
ing climatic predictors of monsoon is performed as a validation of our discovered
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Fig. 1. Block diagram of proposed approach discovery of climatic indices important
for Indian summer monsoon rainfall

indices. Finally, discovered climatic indices having high correlation with Indian
monsoon are used for prediction of monsoon. Regression and non-linear models
are designed with discovered climatic indices as predictors for forecasting annual
Indian summer monsoon rainfall. The block diagram of proposed approach of
discovery of climatic indices important for Indian monsoon and utilization of
indices in forecasting monsoon are shown in Fig. 1.

4 Experimental Evaluation

4.1 Data Sets

Surface pressure and zonal wind velocity are collected from NCEP reanaly-
sis data provided by the NOAA/OAR/ESRL (www.esrl.noaa.gov/psd/) [10]
at spatial resolution of 2.5◦ × 2.5◦ with coverage of 90◦N–90◦S and 0◦E–
358◦E. There are 73 latitude and 144 longitude grids, which give 10,512 nodes
(73 × 144 ) in the network. Annual Indian summer monsoon rainfall (ISMR),
occurring in months of June, July, August, and September is acquired from
Indian Institute of Tropical Meteorology (www.imdpune.gov.in/research/ncc/
longrange/data/data.html) [11]. ISMR is expressed as percentage of long period
average (LPA) value of rainfall, which is 878.1 mm for our period of study 1948–
2013.

www.esrl.noaa.gov/psd/
www.imdpune.gov.in/research/ncc/longrange/data/data.html
www.imdpune.gov.in/research/ncc/longrange/data/data.html
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As a preprocessing step, data is converted to monthly anomaly data by sub-
tracting the monthly mean from corresponding data. Pearson correlation of cli-
matic parameter and Indian rainfall for best lead month, considering lead of zero
to six months is taken as a node attribute, which assists our search of climatic
indices which will act as good predictor of Indian summer monsoon rainfall.

Climatic anomalym = Xm − mean(Xm),

where, Xm denotes climatic parameter value for month m and mean (Xm) is
the average of the parameter values over all the years under study for month m.

4.2 Evaluation Methodology

Modularity. The goodness of communities detected are evaluated in terms of
modularity measure. It is defined as the fraction of the edges that fall within the
given communities minus the expected such fraction if edges were distributed at
random. Higher value corresponds to good community detection. It is shown by
Eq. 1.

Q =
1
2e

∑

vw

[
Avw − kvkw

2e

]
δ (cv, cw), (1)

where, e represents the number of edges in the graph, v and w are the nodes,
Avw = 1, if edges present between nodes v and w, 0 otherwise, kv, kw are the
degree of nodes v and w, δ(cv, cw) = 1, if both nodes belong to same community,
otherwise 0.

Modularity and number of communities formed by three community detec-
tion algorithms for NET SP and NET ZW are shown in Tables 1 and 2, respec-
tively. Communities detected have high modularity measure of 0.93 for surface
pressure, and 0.97 for zonal wind velocity by Fstgrdy community detection
method.

Table 1. Modularity and number of
communities detected for network built
for surface pressure (NET SP)

Algorithm Modularity Number of

communities

Info 0.890 512

Wlktrp 0.925 197

Fstgrdy 0.930 400

Table 2. Modularity and number of
communities detected for network built
for zonal wind velocity (NET ZW )

Algorithm Modularity Number of

communities

Info 0.913 680

Wlktrp 0.977 351

Fstgrdy 0.978 358

Selecting Top Communities. Few predictive communities are selected from
the obtained communities by thresholding. Three measures are taken as base-
line, namely, (i) number of nodes, (ii) density of communities, (iii) communi-
ties having correlation with Indian monsoon greater than threshold correlation.
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The threshold correlation is ascertained by plotting a histogram of correlation
of random 1000 climatic parameter series and Indian monsoon. The result for
climatic parameter surface pressure is shown in Fig. 2. It is observed that most
of the correlation lies below 0.1, so we have taken our threshold as 0.13 for sur-
face pressure and similarly 0.15 for zonal wind velocity. The selected predictive
communities of both surface pressure and zonal wind velocity are considered as
the new discovered climatic indices important for prediction of Indian monsoon.

4.3 Correlation Studies

Discovered climatic indices are evaluated by estimating their correlation with
Indian monsoon. Number of selected discovered climatic indices and best cor-
relation of indices with monsoon for all three community detection algorithms
are elaborated in Tables 3 and 4 for surface pressure and zonal wind velocity,
respectively. Correlation of 0.34 is observed for discovered climatic indices from
surface pressure parameter and 0.35 is obtained for zonal wind velocity parame-
ter. Pearson correlation of discovered climatic indices for NET SP by info-map
community detection method is shown in Fig. 3.

Table 3. Number of discovered cli-
matic indices and their best correlation
with Indian monsoon for surface pres-
sure (NET SP)

Algorithm Number of Best

selected correlation

communities

Info 11 0.32

Wlktrp 11 0.32

Fstgrdy 12 0.34

Table 4. Number of discovered cli-
matic indices and their best correlation
with Indian monsoon for wind velocity
(NET ZW )

Algorithm Number of Best

selected correlation

communities

Info 12 0.35

Wlktrp 12 0.28

Fstgrdy 14 0.28

4.4 Prediction Performance

Discovered climatic indices are evaluated in terms of their predictability of Indian
summer monsoon rainfall. We use climatic indices which have high correlation
with Indian monsoon as predictors. The predictor climatic indices obtained from
networks built for surface pressure and zonal wind velocity are listed in Tables 5
and 6, respectively. Regression models, namely linear regression, ridge regression
model with cross validation, bayesian regression and non-linear model, namely
generalized regression neural network (GRNN ) are built with discovered climatic
indices as predictors for forecasting annual Indian summer monsoon rainfall.
Test period of twenty years from 1994 to 2013 is considered for evaluation.
Mean absolute errors in terms of percentage of long period average value (LPA)
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Fig. 2. Histogram for finding baseline
threshold correlation with Indian mon-
soon for NET SP

Fig. 3. Correlation of communities
with Indian monsoon detected by Info-
map method for NET SP

of rainfall is presented for regression and non-linear models in Tables 7 and 8 for
NET SP and NET ZW, respectively. Climatic indices discovered by info-map
method give best performance with mean absolute errors of 5.5% and 5.4% for
NET SP and NET ZW, respectively. This verifies the inclusion of correlation of
parameter with Indian monsoon as node weight, which is considered by info-map
technique for discovery of climatic indices.

Table 5. Number of predictors and dis-
covered climatic indices with community
id for surface pressure (NET SP)

Algorithm Number of Community ids

predictors

Info 4 0,4,6,7

Wlktrp 6 1,15,93,103,109,136

Fstgrdy 4 182,186,217,237

Table 6. Number of predictors and dis-
covered climatic indices with community
id for wind velocity (NET ZW )

Algorithm Number of Community ids

predictors

Info 4 1,4,5,8

Wlktrp 4 56,66,67,224

Fstgrdy 6 34,35,56,66,78,184

4.5 Comparisons with Existing Models

The predictability of climatic indices in forecasting Indian monsoon are com-
pared with present Indian Meteorological Department’s (IMD) models. Models
built with indices discovered from network based on surface pressure by all the
three community detection methods give better performance than existing 16 -
parameter power regression model [12] and 8 and 10 -parameter IMD models
[13]. Proposed models built with discovered predictor climatic indices by Info,
Wlktrp, and Fstgrdy methods give root mean square errors of 4.8%, 5.6%, and
6.2%, respectively, outperforming all three IMD models giving 10.8%, 6.4%,
and 7.6% errors for period 1996–2002. Models built from predictor climatic
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Table 7. Mean absolute errors (%) for
prediction of Indian monsoon by discov-
ered climatic indices from NET SP for
test period 1994-2013

Models Info Wlktrp Fstgrdy

Linear 5.5 6.5 5.8

RidgeCV 6.0 5.7 5.7

Bayesian ridge 6.0 5.7 6.0

GRNN 6.0 6.3 6.3

Table 8. Mean absolute errors (%) for
prediction of Indian monsoon by discov-
ered climatic indices from NET ZW for
test period 1994-2013

Models Info Wlktrp Fstgrdy

Linear 5.8 6.5 6.1

RidgeCV 5.8 6.6 6.2

Bayesian ridge 5.4 6.5 6.2

GRNN 6.4 6.4 6.4

indices discovered from network based on zonal wind velocity by Info, Wlktrp,
and Fstgrdy methods give root mean square errors of 7.3%, 7.0%, and 7.5%,
respectively, which outrun IMD ’s 16 and 8 -parameter model, but is greater than
IMD ’s 10 -parameter model having 6.4% error. Discovered climatic indices for
network based on surface pressure serve as better predictor of Indian monsoon.
Therefore, it can be ascertained that surface pressure has more important role
than wind velocity for climatic event of monsoon. Comparisons of predictability
of models built with discovered climatic indices from NET SP and IMD models
are shown in Fig. 4.

Fig. 4. Comparison of root mean square errors in prediction of Indian monsoon by
proposed models based on climatic indices discovered from NET SP and IMD’s 16
[12], 10, 8 -parameter [13] models for period 1996–2002

5 Meteorological Significance

5.1 Analysis Based on Correlation with ISMR

The Pearson correlation (μ) of discovered climatic indices with Indian monsoon
are compared to correlation of existing predictor climatic indices with Indian
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monsoon [14]. Important predictor of monsoon, as considered by IMD, namely,
North Atlantic SST (NA SST ), Equatorial South Eastern Indian Ocean SST
(ESE IO SST ), East Asia surface pressure (EA SP), North Atlantic surface
pressure (NA SP), North Central Pacific Ocean zonal wind anomaly (NC PO
zonal wnd), and North West Europe surface pressure (NW Eu SP) are consid-
ered for validation of the discovered climatic indices. Newly discovered climatic
indices are shown to be having higher correlation than IMD ’s predictor indices.
The result for climatic indices discovered for NET SP and NET ZW are shown
in Figs. 5 and 6, respectively. High correlation of 0.34 and 0.35 are observed
for indices discovered for climatic parameters surface pressure and zonal wind
velocity, respectively, which show superior behaviour.

Fig. 5. Comparison of correlation with
ISMR for IMD predictors and discov-
ered climatic indices for NET SP

Fig. 6. Comparison of correlation with
ISMR for IMD predictors and discov-
ered climatic indices for NET ZW

5.2 Validation of Discovered Climatic Indices

New climatic indices (CI ) are validated by correlation study of the newly dis-
covered indices and IMD predictors. Tables 9 and 10 show the best correlation of
climatic indices discovered by Info, Wlktrp, and Fstgreedy methods with exist-
ing IMD predictors as discussed earlier for NET SP and NET ZV, respectively.
High correlation value (≥0.5 ) validates the proposed approach of climatic index
discovery by inventing the existing indices (highlighted in bold). Medium corre-
lation value (0.2≤ μ <0.5 ) represents invention of new indices, which are related
to existing indices, but may act as good predictor than the existing ones (normal
font). Low correlation value (<0.2 ) represents newly discovered indices differ-
ent from known indices (highlighted in italics). Discovered climatic index for
NET SP shows high correlation with EA SP and NA SP, validate our approach
by re-invention of existing predictor indices.
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Table 9. Correlation of discovered cli-
matic indices (CI ) for NET SP with IMD
predictors for Indian monsoon

Existing Info Wlktrp Fstgrdy

Predictor CI CI CI

CI

NA SST 0.09 0.21 0.16

ESE IO SST 0.37 0.37 0.39

EA SP 0.29 0.32 0.52

NA SP 0.32 0.56 0.32

NC PO zonal wnd 0.23 0.32 0.23

NW Eu SP 0.24 0.30 0.50

Table 10. Correlation of discovered cli-
matic indices (CI ) for NET ZW with
IMD predictors for Indian monsoon

Existing Info Wlktrp Fstgrdy

Predictor CI CI CI

CI

NA SST 0.27 0.24 0.24

ESE IO SST 0.26 0.16 0.21

EA SP 0.19 0.21 0.21

NA SP 0.19 0.21 0.21

NC PO zonal wnd 0.27 0.18 0.20

NW Eu SP 0.22 0.29 0.19

6 Conclusions

New climatic indices important for Indian summer monsoon rainfall are discov-
ered using algorithms of community detection for climatic parameters surface
pressure and zonal wind velocity. Indices discovered are shown to have high
correlation with Indian monsoon. Their correlation are even better than that
of the known predictor indices used by IMD for predicting monsoon. Different
regression and non-linear models are designed with discovered climatic indices
as predictors. Mean absolute error of 5.4% is achieved, which is appreciable
for forecasting complex phenomenon of Indian monsoon. Prediction of monsoon
by discovered indices of surface pressure is superior to IMD ’s existing models.
Finally, a study of correlation between discovered indices and predictor indices
of Indian monsoon is performed as meteorological validation of our approach.

In future, other climatic parameters can be explored and new climatic indices
can be discovered from combination of different climatic parameters which may
be highly correlated and act as a better estimator of Indian monsoon.
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Abstract. Building a good heuristics for a computer program for Go
is difficult. Game tree is highly branched and there is a threat that
the heuristics would eliminate strong moves. Human players often use
patterns to decide where to put stones. Therefore, one of the ideas is to
develop the heuristics based on the database of “good” moves denoted by
patterns. A pattern is a small segment of the board. Each pattern’s point
can be vacant, occupied by black or white stone or can be an off-board
point. A potential move is executed in the center of the pattern. Patterns
can be acquired from a human expert or through machine learning. This
paper presents a technique for: (1) retrieving patterns from a collection
of records of games played between human expert players, (2) storing
patterns, (3) implementing patterns in a computer program for Go.

Keywords: Artificial intelligence · Computer Go · MCTS · Heuristics ·
Patterns

1 Introduction and Overview

Construction of computer Go programs has been considered a grand challenge for
Artificial Intelligence. Unlike other two-players games, computer Go programs
does not play at human-master level. Ongoing research aims to develop new
algorithms to replace traditional methods of game tree search. Mini-max and
alpha-beta algorithms, which proved to be effective in many two-players games,
does not work successfully in computer Go programs because these algorithms
require a good evaluation function in order to give satisfactory results. However,
a good quality positional evaluation function, to predict the game state value, has
not been developed and therefore these algorithms are not able to deal with an
enormous size of game tree (which is a natural consequence of the combinatorial
complexity of Go game)[9].

This paper describes the automatic extraction of 3× 3 patterns from pro-
fessional games and is organized as follows. Section 1.1 presents the rules of Go
game. Next, Subsect. 1.2 introduces the algorithm MCTS. Then, in Sect. 1.3, a
short explanation of UCT selection strategy is given. Section 2 is dedicated to
related works. Section 3 presents the method of automatic patterns acquisition.

c© Springer International Publishing Switzerland 2015
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Section 4 is focused on some development issues. The results of experiments are
presented and discussed in Sect. 5. The recommendations for future investiga-
tions are given in Sect. 6. The research conclusions are gathered in Sect. 7.

1.1 The Game of Go

Go is one of the oldest games in the world, originated in ancient China more than
2,500 years ago. Rules of Go are quite simple. The two players alternately place
black and white stones, on the vacant intersections of a board with a 19× 19
grid of lines. (Computer Go is often played on smaller 9× 9 and 13× 13 boards).
Black makes the first move, alternating with White. A player may pass his turn
at any time. A stone or orthogonally connected set of stones of one color are
captured and removed from the board when all points directly adjacent to it
are occupied by the opponent’s stones. A player may pass his turn at any time.
Stones cannot be placed to repeat a prior board position. The game ends when
both players consecutively pass a turn. A player who controls more territory –
wins. Generally, a player’s territory consists of all the board points occupied or
surrounded. Several rule sets exist for the game of Go but the Japanese and
the Chinese are most popular. The primary difference between rule sets is the
scoring method. Chinese rules are more often implemented in computer Go due
to less implementation effort.

1.2 Monte-Carlo Tree Search

In recent years, a new algorithm MCTS (Monte-Carlo Tree Search) was developed
[4,10]. MCTS uses Monte-Carlo simulations as an alternative for positional evalu-
ation function. This approach allows to achieve good results, even in the absence of
expert domain knowledge. MCTS was developed initially for computer Go game,
but it is a general algorithm and can be applied to solve other problems.

MCTS algorithm consists of two strategies: (1) selection applied recursively
until the leaf with the highest scoring move is reached and (2) simulation that
selects moves in self-play. In the first strategy, selection of the node corresponding
to the most urgent move is the most important decision. The selection attempts
to balance between exploitation and exploration because on the one hand, the
most promising moves should be favoured and on the other, less promising moves
still should be evaluated because their low scores could be a result of unfortunate
coincidence (unlucky simulations). Both strategies can be facilitated by applying
knowledge [6]. The simulation strategy can be enhanced by transformation of pure
random simulations into partly deterministic playouts based on the knowledge.
The knowledge can be designed by human experts or learned automatically.

1.3 Upper Confidence Bounds Applied to Trees

The Upper Confidence bounds applied to Trees (UCT) is a variant of the
MCTS, introduced by Kocsis and Szepesvári (2006), based on the Upper Con-
fidence Bounds (UCB) algorithm [15]. This strategy is implemented in many
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programs and it is used in mine as well1. The UCT controls the balance between
exploitation and exploration. The strategy selects moves that leads to the best
results (exploitation), as well as the less promising moves, due to the uncertainty
of evaluation (exploration).

2 Related Works

The idea of applying patterns in computer Go is not new. There has been quite
a big effort to implement patterns in a Go engine from the early beginnings –
Zobrist A.L. (1970)[18]. At the end of the eighties the combination of search,
heuristics, expert systems and pattern recognition was the winning methodol-
ogy. Abramson B. (1990) described pattern acquisition from random generated
game records [1]. Boon M. (1990) implemented pattern matching in the computer
program GOLIATH [2]. Cazenave’s work (2001) consisted in automatic acquisi-
tion of patterns generated in a special tactical context – connecting or making
eyes and including liberties by using explanation-based learning [5]. Erik van
der Werf (2002, 2003) described a neural network approach using professional
recorded games to generate local moves [17]. Another approach using Bayesian
generation and the K-nearest-neighbor representation can be found in Bouzy’s
and Chaslot’s (2005) work [3]. Gelly et al. (2006) introduced the sequence-like
simulation [11]. Wang and Gelly (2007) implemented sequence-like 3× 3 patterns
in their Go program MOGO [16]. Coulom (2007) searched for useful patterns in
Go by computing Elo ratings for patterns, improving program CRAZY STONE
[8]. Chaslot et al. (2008), described different methods of learning patterns [7].
Aduard et al. (2009) showed that opening books make a big improvement in play
level. Hoock and Teytaud (2010) investigated the use of Bandit-based Genetic
Programming to automatically find “better” patterns that should be more often
simulated for their computer program MOGO [14]. Chaslot et al. (2010) pro-
vided a comprehensive description of common patterns, tactical and strategic
rules, progressive widening or progressive unpruning [6].

3 Automatic Pattern Acquisition

In this section the method of automatic pattern acquisition is described and it
is structured in the following way. First the training set is introduced. Next, the
coding of patterns is described. Subsequently, the collection of raw patterns is
characterized. Then, clusters of patterns are introduced. Finally elimination of
“poor” patterns is explained.

3.1 The Training Set

A set of Go game records has been copied from the web page [13]. It has contained
records of the games played on the K amateur Go Server (KGS, formerly known

1 Development of computer Go program has been one of goals of author’s Master’s
thesis.
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Table 1. Number of games, moves and cumulative amount of patterns identified in the
training set

Tournaments Number Number Cumulated amount

of games of moves of patterns

Jan 2013 1,287 251,812 945

Feb 2013 842 164,641 956

Mar 2013 1,085 211,299 963

Apr 2013 1,146 227,220 970

May 2013 1,053 199,673 974

Jun 2013 1,065 204,844 976

Jul 2013 975 237,782 978

Aug 2013 1,217 267,051 984

Sep 2013 1,384 249,183 985

Oct 2013 1,252 249,183 988

Nov 2013 1,230 248,235 990

Total 12,536 2,447,567 990

as Kiseido Go Server). Participated in the tournaments players represented a
master level of playing strength (6–9 dan). For the analysis, tournaments played
in 2013 have been chosen – 12,536 games and 2,447,567 moves. All games have
been played on 19× 19 boards. Table 1 summarizes the number of games, moves
and the cumulative amount of discovered patterns.

3.2 Coding of Patterns

“Go Game” computer program has been used to extract patterns from the data
set. Game records have been read from SGF2 files. For every move, a 3× 3
pattern has been extracted and coded. The move has always been made in a
central point of the pattern. To encode 4 possible states of every point, 2 bits
have been used. Bits 00 means a point is a black stone, 01 is a white stone, 10 is
an empty point, 11 is a point located outside of the board (off-board). To encode
all points Formula 1 has been used, where Pid is a pattern’s identifier and Cp is
the colour code in point p.

There are 3 reasons why 3 × 3 patterns have been chosen: (1) cardinality
of patterns set is small (2) matching is fast and (3) patterns represent enough
information about connections and cutting of adjacent chains of stones.

Pid = (((((((C1 ∗ 4) + C2) ∗ 4 + C3) ∗ 4 + C4) ∗ 4
+ C5) ∗ 4 + C6) ∗ 4 + C7) ∗ 4 + C8 (1)

2 Smart Game Format – tree-based, portable, file format used for storing records of
board games.
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Fig. 1. Coding of 3× 3 patterns

Figure 1 shows how the feature patterns have been represented: (a) 3× 3 pattern,
(b) the sequence of coded points, (c) a pattern’s identifier in the decimal and
binary code.

3.3 Collection of Raw Patterns

Recognized patterns have been saved in a disk file. Each pattern’s record had 2
attributes: the pattern’s identifier and the player’s colour. Additionally, for every
game, additional information has been registered: (1) size of the board, (2) the
initials of players, (3) playing strength of opponents, (4) the date of the game,
(5) Komi points, (6) game’s rules, (7) the reason the game has been ended, and
(8) the number of handicap stones3.

3.4 Clusters of Patterns

Collected samples have been loaded from a disk file into the program
memory. Then, patterns have been sequentially checked whether each item
has already been registered in the database. If the pattern has not been
found, it has been added to the database and its frequency counter has
been set to 1. Otherwise, its frequency counter has been incremented.
During the clustering, to avoid duplication of patterns, operations of:
(1) rotation, (2) mirroring and (3) colour exchange have been applied. If the
I is the identity, Rx is the rotation of the x degrees, H reflection horizontal and
X swap colors, then the same pattern can be represented in 16 identical forms:
I, R90, R180, R270, H, H*R90, H *R180, H *R270, I *X, R90*X, R180*X, R270*X,
H*X, H*R90*X, H*R180*X, H*R270*X.

It has been assumed that the database would contain patterns only for moves
made by white. If the registered pattern corresponded to a move made by black,
then colour of stones has been inverted (black to white and opposite).

The majority of the patterns (945 out of a total number of 990) have been
recognized during the analysis of the first tournament (Jan 2013). During further
analysis the number of patterns has been growing logarithmically. On this basis,
it has been concluded that: (1) training set does not have to be very large and
(2) cardinality of the training set has been sufficient to build the complete data-
base of patterns.
3 Handicap stones – stones placed on a board to balance a game between players of

significantly different playing strength.
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Fig. 2. Top ten high-frequency patterns for White

3.5 Refinement of the Pattern Database

There have been several reasons why collected patterns had to be corrected.
Analysed games have been played by different rules: Japanese, American,

Chinese etc. According to Chinese rules a move is illegal, if one or more stones
of that player’s colour could be captured (prohibition of so called suicide move).
But in analysed games such moves have been often played. Due to the fact that
only Chinese rules have been implemented in “Go Game” computer program,
the patterns including suicide would be considered as incompatible with the
game rules and therefore had to be removed from the pattern database.

Some of the patterns have been found less valuable, eg. the pattern with
all empty points. (Interestingly, this pattern has been played most often.) It
has been assumed that such moves represented change in “the theatre of war”
and attempted to “open another front”. In MCTS algorithm, such a strategy is
already implemented by random selection from unoccupied points. It has also
been assumed that the pattern is interesting if contains at least 3 stones or
off-board points.

The first trials of using patterns have shown that the developed set has
contained many weak, rarely played moves that couldn’t be recommended in any
way as “strong”. Therefore, the patterns have been sorted in descending order
by the frequency counter. Patterns having the highest frequency that cover 80 %
of all use cases have been selected. Other patterns have been deleted. After the
last operation 231 patterns have left (from the initial set of 990). The result is
close to the Pareto rule (80/20). Figure 2 shows the top ten patterns for White
with highest frequency of occurrence from the final pattern database.

4 Use of Patterns in Monte-Carlo Simulations

In this section, some development issues are discussed: the algorithm, data struc-
tures, and crucial technical details having impact on the program performance.

4.1 The Algorithm and Data Structures

The set of 231 patterns has been stored in CSV file and loaded into the program’s
memory before start of tournaments. Patterns have been kept in memory in asso-
ciative container with key-value elements. During the game, after an opponent’s
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move, the list of empty points adjacent to two last moves played on the board
has been created. For every adjacent empty point, the corresponding pattern’s
id (Formula 1) has been calculated and searched in the set of “good” patterns.
If several patterns have been found, the pattern having the highest frequency
has been selected. The point in the center of the chosen pattern has been a
recommended move.

The implemented strategy looks for an interesting move in the proximity of
the last two played moves. It is based on insight that in Go game, moves are
often played next to each other creating sequence of adjacent moves (mostly at
a Manhattan distance of 1).

4.2 Development Details

During thinking time, the program executes tens of thousands of Monte-Carlo
simulation. During tests, program with a thinking time of 3 s per move, has been
performing from 50,000 simulations at the beginning of a game, up to 100,000
(and more) in the final phase (for games played on 9× 9 board). Therefore time of
code execution in playouts is critical because reducing the number of simulations
may have a negative impact on the playing strength.

Measure of execution time of component operations executed in playouts has
showed that the rotation and mirroring have been a bottleneck. Interestingly,
searching patterns in the associative container has been the one of fastest opera-
tions. The problem has been solved in the following way. The database has con-
tained only 231 patterns, each pattern could appear in maximum 8 variations
(during experiments, the computer program has always been playing white),
therefore the total number of patterns variations (including rotation and mir-
roring) has expanded to 1848. To eliminate the bottleneck operations, for fast
matching, all possible combinations has been placed in the container. The tests
have shown that increase in the number of items in a container from 231 to 1848
didn’t affect the number of simulations.

5 Experiments

This section is focused on experiments. In Subsect. 5.1 tournaments without
patterns are shortly explained. In Subsect. 5.2, results of games where proposed
patterns have been used are discussed in details.

5.1 Reference Tournaments

In order to obtain reference data, tournaments on boards of size 9× 9, 13× 13,
15× 15 and 19× 19 have been played against GnuGo – another computer pro-
gram chosen as the opponent [12]. In every tournament 100 games have been
played. The final move played in the actual game has been defined by the leaf
(in the search tree) with the highest visit count (“robust” leaf). UCT (Upper
Confidence Bound applied to trees) strategy has been used to select leaves worth
to be estimated by Monte-Carlo simulations. Thinking time has been limited to
3 seconds. The pattern database has not been used.
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Table 2. Scores of tournaments verifying effectiveness of “good” patterns heuristics

9× 9 13× 13 15× 15 19× 19

Parametr Ba Wb B W B W B W

Number of won games Rc 2 98 21 79 35 65 62 38

Hd 5 95 8 92 21 79 55 45

Cumulated amount of ahead points R 16 819 267 1121 456 1282 1700 520

H 32 1078 150 1363 371 1355 1906 665
aB–black (opponent–GnuGo program).
bW–white (player–Go Game program).
cR–reference games.
dH–games, where“good” pattern heuristics has been used.

5.2 The Assessment of the Pattern Database Heuristics

For tournaments verifying effectiveness of patterns heuristics, computer Go pro-
gram parameters have been set as for the reference tournaments (number of
contents and games, board’s size, final move selection, UCT strategy, thinking
time), but this time “good” patterns heuristics has been used.

During simulations, the heuristics of “good” patterns could not have the
highest priority. Generally, 3× 3 patterns are too small to contain information
about the wide context of the move. Therefore, capture and atari defence moves
being more urgent and valuable have been considered as the first option and
then followed by patterns adjacent to the last two moves played on the board.
Finally, if no move has been selected so far, a point from the list of available and
legal moves has been randomly selected. The scores in the tournament games
have been shown in Table 2.

The final score for games played on 9× 9 board has been slightly worse than
the result in the reference tournament. The program has lost 5 games (in the
reference tournament only 2), but the difference in the number of ahead points
has increased from 819 to 1078. Thus, if the program has won, it has scored
more points.

The score of games on 13 × 13 board has been significantly better. The pro-
gram has won 13 more games than in the reference tournament. The difference
in ahead points has been increased from 1121 to 1363. In games on the 15× 15
board the player advantage over the opponent has been maintained. The pro-
gram has won 14 more games and the difference in the number of ahead points
has increased from 1282 to 1355.

Computer programs for Go based on MCTS “do not scale well”. They are
the most effective at small and medium boards. On large boards they give way
to “traditional” programs (based on expert knowledge). In the reference tour-
nament on 19× 19 board “Go Game” has won 38 games and has lost 62 games.
After the application of “good” pattern heuristics database the playing strength
of both programs have been aligned. “Go Game” program has won 45 games
and has lost 55.
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6 Future Research

I would consider patterns of bigger size – 5× 5. Some work has already been done,
but first attempts based on the method described in this paper and applied to
5× 5 patterns were not satisfactory. One of ideas is to use n-gram statistical
pattern acquisition, similar to NLP methods.

7 Summary

This paper presents the technique for: (1) machine retrieving patterns from a
collection of game records played between human expert players, (2) storing
patterns and (3) implementing patterns in a computer Go program. Each pat-
tern has been represented by a small 3× 3 points piece of board with an empty
point in its center, where a potential move has been considered. Every pattern
identified by an integer number (pattern ID) has been given a weight depending
on its frequency. Patterns have been extracted from a training data set con-
taining 2,447,567 moves in 12,536 games (all played on 19× 19 board). During
the clustering, to avoid duplication caused by patterns variations, operations of:
(1) rotation, (2) mirroring and (3) color exchange have been applied. For final
set, patterns with highest weight, due to the Pareto rule (80/20), have been
selected.

To verify how the patterns are effective and improves the playing strength of
the computer program, the heuristics based on patterns has been tested in 4 con-
tests and compared to reference tournaments. The results of experiments shows
that the heuristics of “good” patterns used in MCTS, in simulations strategy,
improves the playing strength on medium and large boards.
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Abstract. An event is usually defined as a specific happening associated with a
particular location and time. Though there has been a lot of focus on detecting
events from political and other general News articles, there has not been much
work on detecting Business-critical events from Business News. The major
difference of business events from other events is that business events are often
announcements that may refer to future happenings rather than happenings that
have already occurred. In this paper, we propose a method to identify business-
critical events within News text and classify them into pre-defined categories
using a k-NN method. We also present an event-based retrieval mechanism for
business News collections.

Keywords: Event detection � Classification � Event-based news retrieval

1 Introduction

Today’s business intelligence is heavily event-driven. In this context, events of interest
are those that provide information necessary to strategically exploit and improve an
enterprise’s processes as well as to take tactical advantage of events as they occur. With
a multitude of News sources on the web, it is possible to gather a lot of information
about competitors, product failures, and major global economic and political events
almost as soon as they occur. Analysis of business or financial news has gained
popularity due to the immense potential these articles have for contributing towards
effective predictive analytics for companies. Traditionally, the most exploited tech-
nology for analyzing business news is sentiment classification that assigns positive or
negative polarity to an article and thereby to the entities contained within it. There is a
large body of research that studies the correlation between News sentiments and market
indices. However, there are many other specific events that can be extracted from
business News articles that can provide useful business insights or competitive intel-
ligence for future planning. For example an announcement like “Hyundai has just
launched the third generation of the Santa Fe which has sleeker lines and a very
executive look” may prove to be useful for Hyundai’s competitors to plan demand
scenarios in similar segments.

An event is usually defined as a specific happening associated with a particular
location and time. Though there has been a lot of focus on detecting events from
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political and other general News articles, there has not been much work on detecting
Business-critical events from Business News. The major difference of business events
from other events is that one is only interested in specific types of events that have
impact on business intelligence, competitive intelligence and planning. Business events
are also of interest to investors and financial planners who make their decisions based
on factors like brand image, disclosures on governance and environmental issues etc.
Typically, business events may be announcements rather than reporting.

In this paper, we present a system that can be trained to detect and classify busi-
ness-critical events from business News. We propose a k nearest neighbors (k-NN)
based method for classification of business-critical events. The uniqueness of the
current work lies in the use of word vectors while computing the k nearest neighbors,
thereby exploiting both surface-level syntactic and semantic similarities of sentences
for classification. We also present an event-based News retrieval system that helps
analyst retrieve News articles of specific interest.

Section 2 provides an overview of earlier work. Sections 3, 4 and 5 present the core
contributions of this paper in terms of event classification and event-based news
retrieval. A specific application scenario is presented in Sect. 6 for the supply chain
process. Section 7 presents results from experiments with a large News collection.

2 Review of Related Work

Event extraction from large volumes of unstructured text like News collections has
emerged as one of the popular sub-tasks of information extraction (IE). An overview
paper on event extraction from text documents, categorized three predominant
approaches to event extraction. Reference [1] Data-driven approaches, as adopted in
[2–5] rely solely on quantitative methods to discover relations and thereby events from
text. They require large text corpora to develop models that approximate linguistic
phenomena. Knowledge-driven event-extraction on the other hand uses patterns
derived from expert inputs based on linguistic and lexicographic knowledge. The
patterns are either lexico-syntactic patterns [6, 7] or lexico-semantic patterns that are
customized for domains like stock-market as proposed in [8]. Reference [9] reported a
large-scale event extraction system named REES that extracted 61 pre-specified types
of events under different categories like crime-events, business-events, financial-events,
political-events etc. REES uses a declarative, lexicon-driven approach where each
lexicon entry is defined for a specific type of event. Reference [10] proposed an
ontology-based event extraction mechanism to extract violent and natural disaster
events from online news, which were first clustered into similar groups.

Many functional approaches use a combination of the above methods to make best
use of all the worlds. References [11–13] propose methods for extracting events and
event templates or event schemas from large-scale text collections. While events rep-
resent a time-stamped single instance of an incident, an event schema is defined as a set
of actors that play different roles in an event, such as the perpetrator, victim, and
instrument in a bombing event. Reference [14] reported dynamic event discovery
mechanisms based on discovery of relationships among co-bursting entities along with
underlying global and local time constraints. Reference [15] proposed the use of
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RelGrams which are combinations of Subject-Object-Predicates and statistical rea-
soning to identify event-schemas from large corpora. Reference [16] developed a
probabilistic solution for template generation. The approach requires performing joint
probability estimation using EM, which is not scalable to large corpora. Reference [17]
worked on extracting significant events from webcast text on sports where significance
of an event was computed based on people participating in reporting the event. Since
an event is covered from multiple perspectives in different News articles, the focus of
[18] was to generate the most compact, objective and informative headline for the
event.

It may be observed that while there has been considerable work on event extraction
and event schema identification, not much has been done in event-based retrieval or
computing significance of an event towards analytical tasks. Consequently not much
work has been done on categorizing business-critical events, their correlations and
possible impact. In [20] a rule based approach was used to identify feature based
sentiment and business event phrases from news documents. The relevance of news
articles was decided on the basis of presence of event and sentiment polarity. This is
closest to our work. However the proposed mechanisms are not rule-based, hence
easily adaptable to different domains.

3 Event Extraction and Classification Architecture

In this section we present a brief overview of the proposed mechanism to extract and
classify business events from News articles. The proposed system detects events of
predefined types that can be used for particular business analysis tasks. The business
context defines the type of events that are useful for the domain. The system is
accordingly trained to extract business-critical events from News articles. An event
occurrence is assumed to be detected from a single sentence within a News article.
There may be multiple event occurrences of same or different classes within a single
News article. Analysts can query the system for News articles that contain events of
specific types associated to specific entities.

Figure 1 shows the proposed system architecture. News articles are collected from a
set of pre-defined news websites using RSS feeds. Each news article is then subjected
to sentence extraction, word stemming using Porter’s algorithm1 and then Named
entity extraction. Named entities denote names of people, organizations, products,
money or date values etc. The Stanford core NLP2 suite has been used for extracting
sentences and named-entities from the news content. All news articles along with the
metadata element like source, author, date etc. and extracted sentences and named-
entities are stored in a local data repository.

Each sentence is then subjected to event detection and classification. A sentence
may be categorized into one of the known event classes or as “others” indicating that it
does not contain any business-critical information for the given context. Subsequently

1 http://snowball.tartarus.org/algorithms/porter/stemmer.html.
2 http://nlp.stanford.edu/software/corenlp.shtml.
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the event-class distribution within a News article is computed. The analyst’s work-
bench is a search and analytics module which underlines the use of events for business
analysis activities. An analyst can query the News collection for events related to
specific entities. The named entities typically represent product, people or company
names. The named-entities and event distributions are used for retrieving relevant
News articles for a specific entity-event combination. It presents a list of articles to the
user ranked by their relevance to the query. Analysts are also presented with sum-
marized views of events extracted from the collection in association with pre-specified
named entities.

4 Business Event Classification

In this section we present a k-nearest neighbor based classification algorithm for
detecting and classifying business events within an article. The novelty of the proposed
method lies in sentence representation and similarity computation mechanism within a
classical k-NN framework. The system is trained to classify each sentence of an
incoming News article based on its similarity to each classified sentence in a training
set. The assigned classes of the top k nearest neighbors of the sentence are then used to
determine the class of the sentence based on majority voting. Multiple values of k have
been used for experiments.

4.1 Word-Vector Based Sentence Representation

We have used the word2vec3 tool to compute continuous distributed representations of
words. Each word is represented as a 500 dimensional numerical vector. This tool
learns word representations that are not sparse and semantically similar or grammati-
cally closer words are placed closer to each other. One billion word benchmark dataset
[19] was used to obtain the word vectors. A window size of 10 words was chosen and
words with lesser than 10 instances were ignored.

Fig. 1. Proposed event extraction and classification architecture

3 https://code.google.com/p/word2vec/.
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The proposed system first takes a text corpus as input and produces the word
vectors as output. Continuous bag-of-words algorithm is used to construct a vocabulary
from the training text data and then learn vector representation of words. The word-
vector store is indexed for fast retrieval of a vector for a given word. Using the
word-vector representation ensures that use of semantically similar words also does not
affect event recognition and classification accuracy.

4.2 k-NN Based Event Classification

The word vectors generated in the earlier step are used for detecting events from News
articles, by classifying each sentence into a known event class or a separate class called
OTHERS. The vector representation of each word in an incoming sentence is retrieved
from the word-vector store. Similarity between a pair of sentences is computed in terms
of the word-vectors of the contained words.

For each word in a given sentence, its most similar neighbor in another sentence is
located using the cosine similarity of word vectors. This ensures position of words do
not affect accuracy of classification.

To find the closest neighbor of a word ‘w’ in another sentence Si, the word vector of
w is compared with the word vectors of each word in Si using the cosine similarity
measure. The word of Si which yields the highest similarity with w, is accepted as its
neighbor in Si. It may be noted that the same word of Si may be returned as neighbor
for two different words.

The function SimilarityðSX ; SiÞ computes similarity of two sentences using the
above measure. The function kNNðSXÞ assigns the class label for a new sentence SX .
Finally, the two functions are used to compute the event distribution for each News
article. Stop-words are ignored while computing similarity. Since words have been
already stemmed so different morphological forms of the same word have the same
representation and hence the same word vector. This reduces the size of the vocabulary.

Function Similarity(SX, Si)

1. Let Wx and Wi denote the sets of words in Sx and Si respectively
2. For each xp 2 Wx, find semantically similar word x0

p 2 Wi as follows:

(a) Let Vxp

�!
denote the word-vector for word xp and Vxj

�!
denote the word-vector

for word xj where xj 2 Wi

(b) x0
p ¼ argmaxxj cosine similarity Vxp

�!
; Vxj

�!� �h i

3. Calculate SimilarityðSX ; SiÞ ¼
P

xp
cosine similarity Vxp

�!
;Vx0

p

�!� �h i
Wxj j

Function kNNðSXÞ
1. Let T = {Set of labeled sentences where the label denotes an event class}
2. For each sentence Si in T

(a) Calculate SimilarityðSX ; SiÞ
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3. Select T
0 � T such that T

0
contains k most similar sentences for SX based on

SimilarityðSX ; SiÞ½ �
4. Obtain labels Lk from sentences in T

0

5. Count occurrences for each label li in Lk

6. Assign class lito SX if count ðliÞ[ k=2 else assign class “Others”

Event distribution for each News articles is computed as follows.

1. For each News article D construct an event vector ED
�!

which is initially NULL.
(a) For each sentence Si 2 D. Obtain event class Ci using Function kNNðSiÞ
(b) For each event class Ci

(i) Calculate PðCi=DÞ ¼ Frequency of Ci in D
total no of sentences in D

� �
(c) Event vector ED

�!
i½ � ¼ PðCi=DÞ

It may be noted that the similarity measure used here is not commutative. Since the
goal of the computation is to identify for a given sentence the maximally aligned
sentence from the training class and thereby its assigned label, one-way matching of the
given sentences to training data was needed.

5 Event-Based News Retrieval

As stated in Sect. 3, one of the uses of event classification can be searching of a news
collection using implicit or explicit event queries. An event query is of the form ðEi;CjÞ
where Ei denotes a named-entity of interest and Cj denotes an event class. News articles
retrieved from the local repository are ranked by relevance with respect to the above
query, where the total relevance score is generated by combining the two scores defined
below:

Named Entity Based Relevance Score - A document D may contain multiple entities
of the same or different types with different frequencies. The relevance score presented
here considers the relative importance of given entity Ei within the document. The first
step is to identify entity type T of Ei using lookup tables built from the named entities
extracted from existing document collection. Post that the entity is represented as ET

i :

Let E denote any entity. Let ET denote an entity of type TP
D
ET
i ¼ Total number of occurrences of ET

i in document DP
D
E ¼ Total number of occurrences of entities in document DP

D
ET ¼ Total number of occurrences of entities of type T in document D

Score ðD=ET
i Þ ¼ k

P
D ET

iP
D ET

� �
þ 1� kð Þ

P
D E �P

D ET
iP

D E

� �� �
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The first factor determines the relative importance of the given entity with respect to
other entities of the same type. It takes care that a random mention of an entity name in
a document does not fetch a high score for it. For example, even when a News article is
predominantly about a company’s performance, its competitor names are also men-
tioned in it. This factor makes sure that this document gets high relevance for the
primary company rather than its competitors. The second factor determines whether the
document is majorly talking about the relevant type of entity. This factor helps in
distinguishing among different types of entities that may be related to each other. For
example, when the information required is about a product, though its manufacturing
company name may occur in an article, it is expected that the product name will be
more frequent than its company name. News articles with fewer mentions of the
product and more about the company would be ranked lower than the earlier article.
We found experimentally that k ¼ 0:8 yields the best results.

Event Based Relevance Score – Each news article’s relevance to the queried event is
computed using the event distribution vector. The score is represented as:

Score ðD=CjÞ ¼ ED
�!

j½ �

Total relevance score – The total score is a linear combination of the above scores:

Score ðD= ET
i ;Cj

	 
 ¼ 0:5 � Score ðD=ET
i Þ þ 0:5 � Score ðD=CjÞ

6 A Use-Case Scenario for Business Event Detection
for Supply Chain Analysts

In this section we present a specific application scenario for business event detection in
the supply chain industry. The supply chain industry is involved in logistics and
planning for each stage of product manufacturing and delivery. Manufacturing itself is
preceded by procurement of raw materials or supply of components. The three stages of
supply chain are

1. Sourcing of raw material or components for production - termed as Source.
2. Making or manufacturing of products - termed as Make.
3. Delivery of products are termed as source - termed as Deliver.

The supply chain is impacted by multiple factors at different stages of Source, Make or
Deliver processes. Following is a detailed description of different types of events that
are considered critical to the domain. Table 1 shows examples of how they occur in
News articles.

1. Market News: Any event related to sales directly influences the Deliver process of
the supply chain. Events of this type report upward or downward trends in the focus
company, competitors, or the industry as a whole.

2. Production News: News related to manufacturing facility expansions or contrac-
tions provide insights that could lead to short-term adjustments or long-term plans.
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These could include new equipment capabilities, labour requirements, lower cost
manufacturing locations, and so on.

3. Supply Disruption News: Suppliers form the starting point of any supply chain.
Any news regarding supply disruption related to a supplier or a region may have a
ripple effect on entire business. Suppliers may supply to competing manufacturers,
disruption events help manufacturers take tactical corrective action.

4. Launch News: Launching a new product has an indirect effect on the Deliver and
Make processes. Tracking news about newly launched products will enable a
business to be better prepared for positioning requisite manufacturing and ware-
house capacity.

5. People News: Sometimes news related to people associated with a company has an
impact on the demand for that company’s products. Executive movements, new
responsibilities, retirements, and death, can change customers’ perception of a
company and its products.

6. Product Failure or Recall News: Product failures and recall events have an
indirect effect on all aspects of business. They can affect the demand for the recalled
products, cast doubts about manufacturing quality, and supplier non-conformance.

Figure 2 illustrates the relationship among the different classes of events and the supply
chain stage that they affect. These events are also classified as primary or secondary
factors depending on their impact. Primary factors directly influence core supply chain
processes, while secondary factors wield an indirect influence.

Table 1. Event examples extracted from news articles

Event class Example Source

Market news Hyundai had record U.S. sales of more than 700,000 in
2012

Forbes

Production Nissan is already building its third plant in Mexico,
breaking ground in July on the $2 billion factory in the
central state of Aguascalientes

Bloomberg

Supply
disruption

‘Toyota Motor faced another tough year in fiscal 2011
(ended March 31, 2012), hit by supply disruptions and
production cuts following the Great East Japan
Earthquake in March 2011’

Reuters

Launch Hyundai has just launched the third generation of the
Santa Fe which has sleeker lines and a very executive
look

Irish
Independent

People Ford Motor Company today announced that Michael
Boneham, president and managing director, Ford India
has elected to retire effective December 31, 2012 after a
successful career spanning over 27 years with Ford
Motor Company

The Hindu

Product
failure or
recall

Ford this month recalled 16,000 Fusions for excessive
engine temperatures that could lead to fire and an
additional 19,000 Fusions for a defect with low-beam
headlights

Reuters
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7 Results for Supply Chain Use-Case

In this section we first present event detection and classification results for a collection
of 30000 news articles published over a period of 15 months from Oct-2012 to Dec-
2013 for major Automobile companies that trade in US. Training data for k-NN
classification contained 600 manually tagged sentences for the 6 categories mentioned
in Sect. 6. Table 2 shows 10-fold cross validation accuracies for different values of k
from 3 to 10. It was observed that k = 7 yields best accuracy.

The retrieval precision was manually verified for the most relevant article using 120
queries, generated as a combination of four entities across six event classes for five
months. The precision yielded was 73.3 %. Figure 3 shows a sample screenshot of the
most relevant News articles retrieved for event class ‘Market News’ for three auto-
mobile companies for January, 2013.

Fig. 2. Impact of events on Supply Chain – an example

Table 2 10- fold cross validation k-NN classification accuracy for different k

k Accuracy k Accuracy k Accuracy k Accuracy

3 0.88 5 0.89 7 0.91 9 0.89
4 0.88 6 0.88 8 0.88 10 0.86

Fig. 3. Most relevant Market news for Honda, Toyota, Nissan and Hyundai (Jan,’13)
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8 Conclusion

In this paper, we have presented a method for detecting and classifying business-critical
events from Business News articles. It has been shown that use of word vectors can
yield quite high accuracies for event classification. This paper also presents an event-
based News retrieval mechanism which can be used by analysts. Rigorous experiments
have been conducted with a large collection of News articles and examples from a real
use case scenario have been shared. This work is being currently extended to generate
automated alarms for supply chain analysts on detecting events of interest. Computing
impact of events in conjunction with business data is also another area which is being
explored.
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