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Preface

The ICMC-Summer Meeting on Differential Equations is a series of meetings that
takes place at the Instituto de Ciências Matemáticas e de Computação (ICMC) of
the Universidade de São Paulo (USP) in São Carlos. They happen every year, since
1996, in the southern hemisphere’s summer holidays, a few days before Carnival.

After the 2013 Chapter of the meeting, the local organizers decided to dedicate
the next meeting to the celebration of Djairo’s 80th birthday. With Djairo’s blessing,
the conference was arranged from the 3rd to the 7th of February, 2014, and
invitations were sent out. As anyone who has ever organized a meeting knows,
the hardest part is to be able to gather a large number of well-known specialists
in the area, and collaborators who will help with the organization. In the case of
this meeting, we must say that it was all very easy. We rapidly had a large number
of worldwide experts who happily agreed to participate and a large number of
collaborators who agreed to help with the several different committees. Of course,
that has to do with the fact that Djairo is so well cared for in the Differential
Equations community.

The 2014 Chapter was the largest edition ever of the meeting with over 300
participants from 23 different countries, 3 different continents, and from all regions
of Brazil. The celebration of Djairo’s 80th birthday was a very high level meeting
in a relaxed and friendly environment.

Just after the meeting, we decided to write this book to record this wonderful
conference. We approached Birkhäuser as publishers and they were keen to accept.
In compiling this volume, we have again seen the same enthusiastic behavior that
we observed during the organization of the meeting: contributors were eager to pay
tribute to Djairo.

Djairo Guedes de Figueiredo was born in the small town of “Limoeiro do Norte,”
state of Ceará, Northeast Brazil, in 1934. He graduated in Civil Engineering from
the Universidade Federal do Rio de Janeiro, in 1956. In 1961, he obtained his Ph.D.
in Mathematics from the Courant Institute at NYU under the guidance of Louis
Nirenberg. His professional career started in 1961 at the Universidade de Brasília,
in the newly built capital of Brazil. He went back to the US from 1965 to 1971,
successively at the University of Wisconsin in Madison, the University of Chicago,
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viii Preface

the University of Maryland, and the University of Illinois at Chicago Circle. In 1971,
he came back to Brazil at the Universidade de Brasília and finally moved in 1988 to
UNICAMP, in Campinas, near São Paulo.

Djairo has a very active scientific life, publishing over a hundred research articles,
which has made him the most cited Brazilian mathematician with almost 2500
citations in MathSciNet. His scientific contribution would be already enough to
render him the dedication of a book like this one, but Djairo’s contribution to
Mathematics goes far beyond that. He published 29 monographs (many of them
in Portuguese) that were very influential to many younger generations of Brazilian
(and many other nationalities) mathematicians. His passion for mathematics has
influenced entire generations of mathematicians in Brazil, South America, and
throughout the world. His descendants, who include 26 Ph.D. students, are already
in the fourth generation, and in four years should number 120 Ph.D.s.

It is safe to say that Djairo’s influence in Brazilian mathematics made him one of
the pillars of the subject in that country. He had a major influence in the development
of the area of Analysis, especially in its applications to Nonlinear Elliptic Partial
Differential Equations and Systems, in Brazil and throughout the world.

On a personal level, Djairo is a kind, friendly person with a great sense of humor.
His natural leadership, kindness, uprightness of character, and family values are a
very important part of his legacy to the younger generations.

We happily thank Djairo for the opportunity to gather together so many world-
wide specialists, and for providing the bonds which brought us the family-like, high
level research environment seen throughout the meeting. We are proud to be part of
this small token of appreciation to Djairo’s influence in our lives.

São Carlos, SP, Brazil Alexandre N. Carvalho
Milano, Italy Bernhard Ruf
São Carlos, SP, Brazil Ederson Moreira dos Santos
Brussels, Belgium Jean-Pierre Gossez
São Carlos, SP, Brazil Sergio H.M. Soares
Paris, France Thierry Cazenave
March 2015
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Nonexistence of positive classical solutions
for the nonlinear Schrödinger equation
with unbounded or decaying weights

Francisco S.B. Albuquerque and Everaldo S. Medeiros

Mathematics Subject Classification (2010): 35A01, 35A23, 35A25, 35B09,
35J20, 35J60

1 Introduction and main result

In this note we are concerned with nonlinear Schrödinger equations of the form

i„@ 
@t

D �„2� C W.x/ � Q.x/�.j j/ ; .x; t/ 2 R
2 � R; (1)

or nonlinear Klein–Gordon equations of the form

i„@
2 

@t2
D „2� C .W.x/ � m2/ � Q.x/�.j j/ ; .x; t/ 2 R

2 � R; (2)

where i D p�1, „ is the Planck’s constant, m is a positive number, W.x/;Q.x/
are real-valued potentials, and � W R

C ! R is a suitable nonlinear term. Such
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2 F.S.B. Albuquerque and E.S. Medeiros

equations arise in various branches of mathematical-physics and mathematical-
biology and they have been subject of extensive study in the past years, among
others we refer to [5, 6, 11–15] and the references therein. Here our special interest
is in the nonexistence of standing wave solutions, that is, solutions of type

 .x; t/ D exp.�iE t=„/u.x/;

where E 2 R and u > 0 is a real function. It is known that  satisfies (1) or (2) if
and only if the function u solves the following elliptic equation

��u C V.x/u D �Q.x/f .u/; x 2 R
2; (3)

where V W R2 ! R is the new potential, � is a positive parameter, and f W R ! R

is a new nonlinearity. Precisely, the main purpose of the present work is to show
that, by using an average argument, it is possible to find sufficient conditions for
nonexistence of positive classical solutions for problem (3). We quote that this
method has been used, for instance, in the papers [3, 4, 7, 17] and this approach
proposed here is in the spirit of [3]. Throughout we will assume the following
assumptions on V and Q:

.V/ V 2 C.R2IR/, V > 0 and there exists a < �2 such that

lim
jxj!C1

V.x/

jxja < 1I

.Q/ Q 2 C.R2IR/, Q > 0 and there exists b > �2 such that

lim
jxj!C1

Q.x/

jxjb > 0:

Remark 1.1. Important classes of weights satisfying the above hypotheses are
V.x/ D jxjˇ and Q.x/ D jxj� , with ˇ < �2 and � > �2, which includes the
Henon(� > 0) and singular weights type.

On the nonlinear term f .s/, we shall assume that f W R ! Œ0;C1/ is a
continuous function satisfying: there exists � > 2 and a positive constant C0 such
that for any p � � � 1 there holds

f .s/ � C0s
p; for all s � 0: (4)

In the recent papers [2, 15], the authors studied the existence and multiplicity
of solutions for problem (3) under similar conditions on the weights. In [2] for
instance, the authors considered nonlinearity f .s/ with exponential critical growth
as established in the paper by D. G. de Figueiredo et al, N. S. Trudinger, S. I.
Pohozhaev, and J. Moser (see [8–10, 16]), that is, there exists a constant ˛0 > 0

such that
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lim
s!C1

f .s/

e˛s2
D
(
0; 8˛ > ˛0;
C 1; 8˛ < ˛0:

(5)

We point out that among other hypotheses on f and in order to use a variational
approach to study problem (3), the authors also assumed the following conditions:

.f1/ there exists � > 2 such that lim inf
s!0C

f .s/

s��1 > 0;

.f2/ there exists � > 2 such that

0 < �F.s/
:D �

ˆ s

0

f .t/dt � sf .s/; 8s > 0:

It is worth mentioning that the main tool used in [2] by the authors to study
problem (3) concerned the existence and multiplicity of solutions was a Trudinger–
Moser type inequality in weighted Sobolev spaces, as well as an improvement of
it, which has been obtained via classical and singular Trudinger–Moser inequality
versions established in [9] and [1], respectively. For details, see [2, Theorem 1.1].

Remark 1.2. Using a straightforward computation, we can see that if f .s/ satisfies
(5) with ˛ < ˛0 and the conditions .f1/ � .f2/ then (4) holds.

Our main result reads as follows:

Theorem 1.3. Assume that .V/ � .Q/ hold. If f satisfies condition (4), then
problem (3) has no positive C2 solutions for � large.

Remark 1.4. We complement the multiplicity result obtained in [2, Theorem 1.5]
in the sense that we just have established new ranges for the numbers a; b (see
.V/ � .Q/) for which we have given an additional information on the existence
or nonexistence of solutions for problem (3). We also point out that nonexistence
results involving exponential critical growth (situation covered by the condition (4)
as pointed out in the Remark 1.2), only a partial result is known, that is, one due to
D. G. de Figueiredo and B. Ruf [7], in which the nonexistence of a positive radial
solution is proved for the following problem

( ��u D h.u/e4�u2 in ˝,

u D 0 on @˝,

where ˝ D B1.0/ � R
2 and h 2 C2.R/ satisfies some suitable conditions. The

proof of this result uses techniques of the theory of ordinary differential equations
which we shall use in the proof of Theorem 1.3.
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2 Proof of Theorem 1.3

In the proof we use an averaging process to reduce the problem to an ordinary dif-
ferential inequality in order to get a contradiction via some elementary arguments.
Before we need some technical lemmas. In the following, Br � R

2 denotes the open
ball in centered at the origin with radius r > 0. We denote the spherical average Nu
of a function u 2 C.R2/ by

Nu.r/ :D 1

j@Brj
ˆ
@Br

u.x/d	;

where d	 is the standard volume element on @Br. It is standard to verify that if
u 2 C2.R2/ then:

Lemma 2.1. The following assertions are hold:

(i) u C v D Nu C Nv;

(ii)
d

dr
.r Nu0.r// D r�Nu.r/;

(iii) Nu00.r/C 1

r
Nu0.r/ D �Nu.r/ (Darboux’s equation);

(iv) �u.r/ D �Nu.r/;
(v) Nup � up, for all p > 1 (Jensen’s inequality).

Lemma 2.2. Assume that .V/ � .Q/ and (4) hold. Let u be a positive C2 solution
of problem (3). Setting w.t/ D rm Nu.r/ with m D .b C 2/=.p � 1/, p � � � 1 and
t D log r, there exist real numbers l1 and l2 such that w satisfies

w00 C l1w
0 C .l2 � V.r/r2/w C wp � 0; (6)

for t sufficiently large, where V.r/ D maxjxjDr V.x/.

Proof. Let u 2 C2 a nontrivial positive solution of problem (3). From hypothesis
.Q/ there exist C1;R0 > 0 such that

Q.x/ � C1jxjb; for all jxj � R0:

From this and condition (4), it follows for any p � � � 1 that

�Q.x/f .u/ � �C0C1Cjxjbup; for all jxj � R0:

Choosing � sufficiently large such that �C0C1 � 1 we get

�Q.x/f .u/ � jxjbup; for all jxj � R0:

Hence, u satisfies
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�u � V.x/u C jxjbup � 0 in R
2 n BR0 : (7)

By taking the spherical average in (7) and invoking Lemma 2.1, we obtain

Nu00.r/C 1

r
Nu0.r/ � V.r/Nu.r/C rb Nup.r/ � 0; for r > R0; (8)

where V.r/ D maxjxjDr V.x/. Setting w.t/ D rm Nu.r/ with m D .b C 2/=.p � 1/ and
t D log r, we see that

w0.t/ D mrm Nu.r/C rmC1 Nu0.r/;

w00.t/ D m2rm Nu.r/C mrmC1 Nu0.r/C .m C 1/rmC1 Nu0.r/C rmC2 Nu00.r/;

l1w
0.t/ D �2m2rm Nu.r/ � 2mrmC1 Nu0.r/;

.l2 � V.r/r2/w.t/ D m2rm Nu.r/ � V.r/rmC2 Nu.r/;

where l1 D �2m and l2 D m2. Thus, by using (8), we get (6) for t sufficiently large.
The proof is completed. ut
Proof (Proof of Theorem 1.3). We shall use similar arguments developed in [3].
Suppose by contradiction that u is a C2 nontrivial positive solution of problem (3).
We have three cases to consider:

Case 1. w0.T/ < 0 for some T sufficiently large. We set B.r/
:D l2 � V.r/r2. We

claim that from the hypothesis .V/, we have B C wp�1 � 0 at infinity. In fact, it
just observes that

V.x/jxj2 D V.x/

jxja jxjaC2 ! 0; as jxj ! C1:

Thus,

V.x/jxj2 � l2; for all jxj � 1;

which implies that B.r/ � 0 at infinity. On the other hand, integrating (6) over
ŒT; t
 for T large, we have

w0.t/ � e�l1.t�T/w0.T/ � e�l1t
ˆ t

T
.B C wp�1/wel1sds � e�l1.t�T/w0.T/:

Since l1 < 0, integrating the above inequality over ŒT; t
, we obtain

0 < w.t/ � w.T/C 1

l1
w0.T/

�
1 � e�l1.t�T/

� ! �1; as t ! C1;

which is a contradiction.
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Case 2. w is non-decreasing and bounded at infinity. Then there exists w1 > 0

such that w.t/ ! w1 as t ! 1. Thus, there exists a real sequence .tn/ with
limn!1 tn D 1 such that w0.tn/;w00.tn/ ! 0 as n ! 1, which implies by
taking the inferior limit in (6)

0 < wp1 � m2 C lim inf
n!1 w.tn/

p � lim inf
n!1

��
B.etn/C w.tn/

p�1�w.tn/
� � 0;

which is a contradiction.

Case 3. w is non-decreasing and unbounded at infinity. Setting v.t/ D e
l1
2 tw.t/,

we have

v00.t/C D.t/v � 0; (9)

where D.t/
:D B.et/ � l21=4C w.t/p�1. Multiplying both sides of (9) by sin t and

integrating by parts twice over Œ2k�; .2k C 1/�
 with integer k > 0, we obtain

ˆ .2kC1/�

2k�
.D.t/ � 1/v.t/ sin tdt � �v.2k�/ � v..2k C 1/�/ � 0: (10)

Since D.t/ ! 1 as t ! 1, we have in particular that D > 1 on Œ2k�; .2kC1/�

for k > 0 sufficiently large, which contradicts inequality (10) and this completes
the proof of Theorem 1.3. ut
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Hylomorphic solitons for the generalized
KdV equation
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1 Introduction

The Korteweg–de Vries equation (KdV) was first introduced by Boussinesq (1877)
and rediscovered by Diederik Korteweg and Gustav de Vries (1895). It is a model
of waves on shallow water surfaces (see, e.g., [12]).

Many different variations of the KdV equation have been studied. The most
common is the following one which is known as the generalized KdV equation
(gKdV):

@u

@t
C @3u

@x3
� @

@x
W 0.u/ D 0 (1)

where u D u.t; x/; and W 2 C2.R/. If W.s/ D �s3; then (1) reduces to the usual
KdV equation
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@u

@t
C @3u

@x3
C 6u

@u

@x
D 0 (2)

If W.s/ D � skC2

.kC2/.kC1/ ; then (1) reduces to the equation

@u

@t
C @3u

@x3
C uk @u

@x
D 0 (3)

known as the modified KdV equation (mKdV).
In this paper we are interested to the existence of solitary waves and solitons

for the gKdV equation. Roughly speaking a solitary wave is a solution of a field
equation whose energy travels as a localized packet and which preserves this
localization in time. A soliton is a solitary wave which exhibits some form of
stability so that it has a particle-like behavior.

Using the inverse scattering transform, it is possible to prove that KdV admits
soliton solutions and to have an extremely powerful and precise information
on them. However the inverse scattering techniques cannot be applied to the
generalized KdV equation. In this paper, we shall use the method developed in [5] to
prove that equation (1) admits solitons and we will show that they are hylomorphic.
Following [2], a soliton is called hylomorphic if its stability is due to a particular
interplay between the energy E and the hylenic charge C WD ´

u2dx which is another
integral of motion. More precisely, a soliton u0 is hylomorphic if

E.u0/ D min

�
E.u/ j

ˆ
u2dx D C.u0/

�
:

We will show that eq. (1) admits solitons provided that W satisfies suitable
assumptions (see Theorem 4.6). In particular, if W.s/ D � skC2

.kC2/.kC1/ , hylomorphic
solitons exist for k D 1; 2; 3: So, in this case, we get a different proof of well-known
results (see [11]) and we show that the “usual” solitons of mKdV can be considered
“hylomorphic”.

In Th. 4.6, we obtain the existence of hylomorphic solitons under a very general
set of assumptions on WI moreover, in contrast to other results on this topic, these
assumptions are easy to verify.

2 Solitary waves and solitons

In this section we construct an abstract functional framework which allows to define
solitary waves, solitons and hylomorphic solitons.
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2.1 Solitary waves

Solitary waves and solitons are particular states of a dynamical system described by
one or more partial differential equations. Thus, we assume that the states of this
system are described by one or more fields which mathematically are represented
by functions

u W RN ! V

where V is a vector space with norm j � jV and which is called the internal parameters
space. We assume the system to be deterministic; this means that it can be described
as a dynamical system .X; �/ where X is the set of the states and � W R � X ! X is
the time evolution map. If u0.x/ 2 X; the evolution of the system will be described
by the function

u .t; x/ WD �tu0.x/: (4)

We assume that the states of X have “finite energy” so that they decay at 1
sufficiently fast and that

X � L1loc

�
R

N ;V
�
: (5)

Thus we are led to give the following definition:

Definition 2.1. A dynamical system .X; �/ is called of FT type (field-theory-type)
if X is a Hilbert space of functions of type (5).

The dynamical systems we shall consider will be tacitly assumed to be of FT
type.

Let T be the group of translations in R
N and U .V/ the group of unitary

transformations on VI set

G D T � U .V/

Given .�; h/ 2 G we will consider the representation of G on X � L1loc

�
R

N ;V
�

given by

�
T.�;h/u

�
.x/ D hu.x � �/

For example, take X D L2
�
R

N ;C
�
; h D ei� 2 U.1/; then

�
T.�;h/u

�
.x/ D ei�u.x � �/

A solitary wave is a state of finite energy which evolves without changing its
shape. This informal description can be formalized by the following definition:
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Definition 2.2. A state u0 2 Xn f0g is called solitary wave if there is a continuous
trajectory

t 7! .�.t/; h.t// 2 G

such that

�tu0.x/ D h.t/u0.x � �.t//

For example, consider a solution of a field equation having the following form:

u .t; x/ D u0.x � vt � x0/e
i.v�x�!t/I u0 2 L2.RN/I (6)

x0; v 2 R
N ; ! 2 R: Clearly u .t; x/ is a solitary wave for every t 2 R. The evolution

of a solitary wave is a translation plus a unitary change of the internal parameters
(in this case the phase).

2.2 Orbitally stable states and solitons

The solitons are solitary waves characterized by some form of stability. To define
them at this level of abstractness, we need to recall some well-known notions in the
theory of dynamical systems.

Definition 2.3. A set � � X is called invariant if 8u 2 �;8t 2 R; �tu 2 �:
Definition 2.4. Let .X; �/ be a dynamical system and let X be equipped with a
metric d (it is not necessary to assume that d.u; v/ D ku � vkX). An invariant set
� � X is called stable (with respect to d), if 8" > 0; 9ı > 0; 8u 2 X,

d.u; � / � ı;

implies that

8t � 0; d.�tu;� / � ":

Definition 2.5. Let .X; d/ be a metric space and let T be the group of translations.
A set � � X is called T -compact if for any sequence un.x/ 2 � there is a
subsequence unk and a sequence �k 2 T such that unk.x � �k/ is convergent with
respect to the metric d.

Now we give the definition of orbitally stable state:

Definition 2.6. Let .X; �/ be a dynamical system with X equipped with a metric d.
A state u 2 X is called orbitally stable (with respect to d) if u 2 � � X where
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(i) � is an invariant stable set with respect to d,
(ii) � is T -compact (with respect to d).

This definition is usually present in the literature relative to the dynamics of
PDE’s (see, e.g., [6, 11], etc.).

Now we are able to give the definition of soliton:

Definition 2.7. Let .X; �/ be a dynamical system with X equipped with a metric d:
A soliton is an orbitally stable solitary wave (with respect to d).

Remark 2.8. In our definition, since .X; �/ is a dynamical system, the map

t 7! �tu

is continuous with respect to k�kX . In the above definitions, we have introduced a
distance d; however we have not supposed that

d.u; v/ D ku � vkX

In fact, in some applications this is not true. As we will see in section 4, this is the
case for equation (1) where we have

d.u; v/ � M ku � vkX

for a suitable constant M > 0:

2.3 Hylomorphic solitons

We now assume that the dynamical system .X; �/ has two constants of motion: the
energy E and the hylenic charge C: At this level of abstraction, of course, the name
energy and hylenic charge are conventional.

Definition 2.9. Let .X; �/ be a dynamical system where X is equipped with a metric
d: A soliton u0 2 X is called hylomorphic if the set � (given by Def. 2.6) has the
following structure

� D � .e0; c0/ D fu 2 X j E.u/ D e0; jC.u/j D c0g (7)

where

e0 D min fE.u/ j jC.u/j D c0g : (8)

Notice that, by (8), we have that a hylomorphic soliton u0 minimizes the
energy on

Mc0 D fu 2 X j jC.u/j D c0g : (9)
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If Mc0 is a manifold and E and C are differentiable, then u0 satisfies the following
nonlinear eigenvalue problem:

E0.u0/ D �C0.u0/:

3 Hylomorphic solitons for the nonlinear Schrödinger
equation

The solitons for eq. (1), as we will see, are related to the solitons of the non-
linear Schrödinger equation. We recall that the orbital stability for the nonlinear
Schrödinger equation has been proved in [6] (see also [1] for the general case and
[9] with its references).

Here we shall use a method to prove the existence of hylomorphic solitons for
(1) similar to the one presented in [5] (see also [3] and [4]). In this section we will
resume this method.

The nonlinear Schrödinger equation is given by

i
@ 

@t
D �1

2

@2 

@x2
C 1

2
W 0. / (10)

where  W R � R ! C and where W W C ! R and

W 0. / D @W

@ 1
C i

@W

@ 2
: (11)

We assume that W depends only on j j, namely

W. / D F.j j/ and so W 0. / D F0.j j/  j j :

for some smooth function F W Œ0;1/ ! R: In the following we shall identify, with
some abuse of notation, W with F:

The energy is given by

E D
ˆ  

1

2

ˇ̌̌
ˇ@ @x

ˇ̌̌
ˇ
2

C W. /

!
dx (12)

Moreover the Schrödinger equation has an other important integral of motion

C D
ˆ

j j2 dx (13)

to which we will refer as charge.
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We make the following assumptions on the function W W

W.0/ D W 0.0/ D 0 (14)

W 00.0/ D 2E0 > 0: (15)

If we set

W.s/ D E0s
2 C N.s/; (16)

then,

9s0 2 R
C such that N.s0/ < 0: (17)

There exist q; r in .2;C1/; s. t.

jN0.s/j � c1s
r�1 C c2s

q�1 (18)

N.s/ � �csp; c � 0; 2 < p < 6 for s large (19)

We can apply the abstract theory of section 2 setting:

• X D H1.R;C/; u D  I
• d. ; '/ D k � 'kH1 :

Theorem 3.1. Let W satisfy (14),. . . ,(19). Then there exists ı1 > 0 such that for
every ı 2 .0; ı1/ there exist cı > 0 and an orbitally stable state  ı 2 H1.R;C/;

such that  ı minimizes the energy on the manifold

Mcı D
�

u 2 X j
ˆ

j j2 dx D cı

�
:

Moreover if ı1 < ı2 we have that cı1 > cı2 .

Proof. The proof is an immediate consequence of Th. 52 in [5] (see also [3]). ut
By the above theorem we have that every  ı is an orbitally stable state; the

following theorem shows that it is a soliton.

Theorem 3.2. Let uı 2 H1.R;C/ be a orbitally stable state as in Th. 3.1. Then uı
is a solution of the equation

� 1

2

@2u

@x2
C 1

2
W 0.u/ D !u (20)
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and

 ı .t; x/ WD uı.x/e
�i!t (21)

solves (10). Namely uı is a (hylomorphic) soliton.

Proof. See Proposition 59 of [5] (see also [3]). ut

4 Hylomorphic solitons for the generalized KdV equation

First of all let us show that the “good” solutions of equation (1) have two constants
of motion.

Proposition 4.1. Let W be a C2 function and u be a smooth solution of equation
(1) and assume that u.t; :/ 2 H1.R/; @u

@t .t; �/ 2 L2.R/. Then u has two integrals of
motion: the energy

E D
ˆ  

1

2

�
@u

@x

	2
C W.u/

!
dx (22)

and the charge

C D 1

2

ˆ
u2dx (23)

Proof. Since @u
@t .t; �/ 2 L2.R/ and

�@
3u

@x3
C @

@x
W 0.u/ D @u

@t
;

the integral

ˆ 

�@

2u

@x2
C W 0.u/

�
@u

@t
dx

is well defined and it equals the time derivative of E.u.t// W

d

dt
E.u.t// D

ˆ 

�@

2u

@x2
C W 0.u/

�
@u

@t
dx (24)

Moreover
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@u

@t
D �@

3u

@x3
C @

@x
.W 0.u// D � @

@x



@2u

@x2
� W 0.u/

�
(25)

Substituting (25) in (24), we get

d

dt
E.u/ D

ˆ 

@2u

@x2
� W 0.u/

�
@

@x



@2u

@x2
� W 0.u/

�
dx

D 1

2

ˆ
@

@x

"

@2u

@x2
� W 0.u/

�2#
dx D 0

Then E is constant along the solution u:
Let us now show that also C is constant along u: By (25) we have

d

dt
C.u/ D

ˆ
u
@u

@t
dx D

ˆ
u



�@

3u

@x3
C @

@x
W 0.u/

�
dx (26)

Let us compute each piece separately:

ˆ
u



�@

3u

@x3

�
dx D

ˆ
@u

@x



@2u

@x2

�
dx D 1

2

ˆ
@

@x



@u

@x

�2
D 0 (27)

Moreover
ˆ

u
@

@x
.W 0.u//dx D �

ˆ
W 0.u/

@u

@x
dx D �

ˆ
@

@x
W.u/dx D 0 (28)

Substituting (28) and (27) in (26) we get d
dt C.u/ D 0. ut

We will apply the abstract theory of section 2 setting:

• X D H2.R/I
• d.u; v/ D k � 'kH1 :

To this end, we need the following assumption which guarantees that also the
weak solutions in H2.R/ have the properties required by the theory.

Assumption 4.2 We assume that the equation (1) defines a dynamical system on
X D H2.R/, namely, for any initial data u0 2 H2.R/ there is a unique (weak)
solution in C.R;H2.R// of the Cauchy problem. Moreover we assume that the
energy (22) and the charge (23) are conserved integrals.

Remark 4.3. Clearly, assumption 4.2 depends on W: By the existence theory of
Kato [7], the assumption

lim sup
s!˙1

�W 00.s/
s4

� 0 (29)
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implies the existence of a unique global solution of eq. (1) in C.R;H2.R// and the
conservation of (22) and (23). For the well posedness of equation (1) see also [8, 10]
and their references.

Theorem 4.4. Let W satisfy the assumptions (14),. . . ,(19). Then there exists ı1 >

0 such that for every ı 2 .0; ı1/ there exist cı > 0 and uı 2 H2.R/ which minimizes
the energy E on the manifold

Mcı D
�

u 2 X j
ˆ

u2dx D cı

�
:

If ı1 < ı2 we have that cı1 > cı2 . Moreover, if also assumption 4.2 holds, then uı is
an orbitally stable state.

Proof. The proof of this theorem is essentially the same as the proof of Th. 3.1
which can be found in [5], Th. 52 (see also [3]). The reason for this relies on the fact
that the energy and the charge for eq. (10) given by (12) and (13) are formally the
same as the energy and the charge of eq. (1) given by (22) and (23). The fact that in
the first case  is complex while in the second case u is real valued does not affect
the estimates.

Another difference concerns the space X which is H1.R;C/ for eq. (10) and
H2.R/ for eq. (1).

The proof of the theorem consists in minimizing a suitable functional Kı on X:
In the case of eq. (1), we minimize first the functional Kı on H1.R/ and then we
can prove that the set �ı of these minimizers is contained in H2.R/: In fact the
minimizers satisfy the following eigenvalue equation

�@
2u

@x2
C W 0.u/ D �ıu

and hence, since W 2 C2; by the standard elliptic regularization, we have that �ı �
H2.R/. ut
Remark 4.5. Assumption (15) is not necessary. It is not restrictive to assume that

E0 > 0

Proof. In fact consider the following equation

@u

@t
C @3u

@x3
� @

@x
W 0
0.u/ D 0 (30)

where W 00
0 .0/ D �2E0 < 0. In this case it is convenient to consider the equation

@v

@t
C @3v

@x3
� @

@x
W 0.v/ D 0 (31)
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where W.s/ D W0.s/C .E0 C 1/ s2: We have that

W 00.0/ D 2 > 0

and to every solution v of eq. (31) corresponds a solution

u.t; x/ D v.t; x C ct/ with c D 2 .E0 C 1/

of eq. (30). In fact

@u

@t
C @3u

@x3
� @

@x
W 0
0.u/ D @v

@t
C c

@v

@x
C @3v

@x3
� @

@x
W 0
0.v/

D @v

@t
C c

@v

@x
C @3v

@x3
� @

@x

�
W 0.v/ � 2 .E0 C 1/ v

�

D @v

@t
C @3v

@x3
� @

@x
W 0.v/C c

@v

@x
� 2 .E0 C 1/

@v

@x

D 0:

ut
We shall prove that the minimizer uı in Theorem 4.4 is a soliton (def. 2.7).

Theorem 4.6. Under the assumptions and the notations of Th. 4.4, the minimizer
uı is a (hylomorphic) soliton. Moreover it is a solution of the equation

@3uı
@x3

� @

@x
W 0.uı/ D cı

@uı
@x

(32)

and

Uı.t; x/ WD uı.x � cıt/

solves (1).

Proof. By th. 4.4, the minimizer uı is an orbitally stable state. So, in order to show
that it is a soliton (def. 2.7), we need to prove that uı is a solitary wave (def. 2.2).

Since uı is a minimizer of the energy E on the manifold Mcı ; there exists a
Lagrange multiplier cı s.t.

E0.uı/ D �cıC
0.uı/:
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The above equality can be written as follows:

�@
2uı
@x2

C W 0.uı/ D �cıuı

So, if we take the derivative @
@x on both sides, we get (32). Finally (32) implies that

the travelling wave u.t; x/ D uı.x � cıt/ solves (1) and consequently uı is a solitary
wave. ut
Corollary 4.7. Equation (3) admits hylomorphic solitons for k D 1; 2; 3:

Proof. Take

W.s/ D E0s
2 � skC2

.k C 2/ .k C 1/
: E0 > 0 (33)

For k D 1; 2; 3 the function W satisfies (14,. . . 19) and (29). So, by Remark 4.3
also the assumption (4.2) is satisfied. Then, by Theorem 4.6, equation (1) with W as
in (33), for k D 1; 2; 3, admits hylomorphic solitons. Then, by Remark 4.5, equation
(3) for k D 1; 2; 3 admits hylomorphic solitons. ut
Corollary 4.8. If W.s/ D �jsjkC2; then equation (1) admits hylomorphic solitons
for k 2 .0; 4/ :
Proof. The proof is the same as for corollary 4.7. ut

Results analogous to the above corollaries are contained in [11].

References

1. Bellazzini, J., Benci, V., Ghimenti, M., Micheletti, A.M.: On the existence of the fundamental
eigenvalue of an elliptic problem in R

N . Adv. Nonlinear Stud. 7(3), 439–458 (2007)
2. Benci, V.: Hylomorphic solitons. Milan J. Math. 77, 271–332 (2009)
3. Benci, V., Fortunato, D.: A minimization method and applications to the study of solitons.

Nonlinear Anal. 75(12), 4398–4421 (2012)
4. Benci, V., Fortunato, D.: Solitons in Schrödinger-Maxwell equations. J. Fixed Point Theory

Appl. 15(1), 101–132 (2014)
5. Benci, V., Donato Fortunato, D.: Variational methods in nonlinear field equations. Solitary

waves, hylomorphic solitons and vortices. Springer Monographs in Mathematics. Springer,
Cham (2014)

6. Cazenave, T., Lions, P.-L.: Orbital stability of standing waves for some nonlinear Schrödinger
equations. Commun. Math. Phys. 85(4), 549–561 (1982)

7. Kato, T.: On the Cauchy problem for the (generalized) Korteweg-de Vries equation. In:
Studies in applied mathematics. Advance Mathematical Supplement Stud. vol. 8, pp. 93–128.
Academic Press, New York (1983)

8. Kenig, C.E., Ponce, G., Vega, L.: Well-posedness and scattering results for the generalized
Korteweg-de Vries equation via the contraction principle. Commun. Pure Appl. Math. 46(4),
527–620 (1993)



Hylomorphic solitons for the generalized KdV equation 21

9. Sulem, C., Sulem, P.-L.: The Nonlinear Schrödinger Equation. Self-focusing and Wave
Collapse. Applied Mathematical Sciences, vol. 139. Springer, New York (1999)

10. Tsutsumi, M., Mukasa, T., Riichi Iino, R.: On the generalized Korteweg-de Vries equation.
Proc. Jpn. Acad. 46, 921–925 (1970)

11. Weinstein, M.I.: Lyapunov stability of ground states of nonlinear dispersive evolution
equations. Commun. Pure Appl. Math. 39(1), 51–67 (1986)

12. Whitham, G.B.: Linear and Nonlinear Waves. Pure and Applied Mathematics. Wiley,
New York (1974)



A consequence of Djairo’s Lectures
on the Ekeland variational principle

Lucio Boccardo and Luigi Orsina

Dedicated to Djairo for his 40th birthday, twice

1 Introduction and statement of the result

In [1] we considered some properties of the minimizing sequences for integral
functionals J. Thanks to the Ekeland Lemma, the subject of the lectures given by
Djairo in Bangalore (see [3]), we proved the existence of a minimizing sequence
compact in Ls.˝/ or in C0;˛ for functionals which do not need to have a minimum,
without using the integral representation of the relaxed functional J�.

In this paper, we improve the study done in the paper [1], under the assumption
that the functional J has a minimum belonging to L1.˝/. Using again Ekeland’s
"-variational principle, we prove that there exists a minimizing sequence un for J
which uniformly converges to a minimum u.

Let us now make the precise assumptions on the functional J. Let ˝ be an open,
bounded subset of RN , N � 2, and let p be a real number, with 2 � p < N. We will
denote by p� the Sobolev exponent of p, i.e., p� D Np

N�p .

Let j W ˝ � R
N ! R be a Carathéodory function (i.e., measurable with respect

to x for every � 2 R
N , and continuous with respect to � for almost every x 2 ˝)

convex with respect to � , and such that

˛ j�jp � j.x; �/ � ˇ j�jp ; (1)

for almost every x 2 ˝, for every � 2 R
N , where ˛, ˇ are positive real numbers.
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Let f in Lm.˝/, with m � .p�/0, and let J W W1;p
0 .˝/ ! R be defined by

J.v/ D
ˆ
˝

j.x;rv/ dx �
ˆ
˝

f .x/ v dx; v 2 W1;p
0 .˝/ :

Under the assumptions on f and p, J is well defined on W1;p
0 .˝/.

We will further assume that there exists a.x; �/ D j� .x; �/ which satisfies the
classical Leray–Lions assumptions (see [8]) and the standard strong monotonicity
assumption

Œa.x; �/ � a.x; /
Œ� � 
 � ˛ j� � jp 8� ;  2 R
N : (2)

Examples of functions j such that (2) holds true are j.x; �/ D a.x/ j�jp, with a
a measurable function such that ˛ � a.x/ � ˇ. Since the strong monotonicity
condition is simpler to handle if p � 2 (the above assumption (2)), and is a little bit
more involved if 1 < p < 2, we confine ourselves to the former case.

Since J is both weakly lower semicontinuous and coercive on W1;p
0 .˝/, there

exists a minimum u of J; we have the following results on the summability of such
minima.

Theorem 1.1. Let u be a minimum of J on W1;p
0 .˝/. Then

(i) if 1 < m < N
p , then u belongs to L	 .˝/, 	 D .pm/�

p0 (see [2]);

(ii) If m > N
p , then u belongs to L1.˝/ (see [7, 9]).

Let us now recall Ekeland’s "-variational principle (see [4–6]).

Lemma 1.2. Let .V; d/ be a complete metric space, and let F W V ! .�1;C1


be a lower semicontinuous function such that infV F is finite. Let " > 0 and u 2 V
be such that

F .u/ � inf
v2V

F .v/C " :

Then there exists v 2 V such that

(i) d.u; v/ � p
";

(ii) F .v/ � F .u/;
(iii) v minimizes the functional G .w/ D F .w/C p

" d.v;w/.

Our main result is the following.

Theorem 1.3. Let J be defined as above, with j satisfying (1). Let

f 2 Lm.˝/ m >
N

p
; (3)

and let q be such that q� D m0; we also suppose that J0 satisfies (2). Let u be a
minimum of J on W1;p

0 .˝/, and let fNung be any minimizing sequence for J. Then the
minimizing sequence fung built after fNung using the "-variational principle satisfies
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lim
n!C1 kun � Nunk

W
1;q
0 .˝/

D 0 ; (4)

lim
n!1 kun � uk

W
1;p
0 .˝/

D 0 ; (5)

and

lim
n!1 kun � uk

L1.˝/
D 0 : (6)

The plan of the paper is as follows: we will prove Theorem 1.3 in Section 2,
and in Section 3 we will show that adding a lower order term to J will allow us to
prove the same result under the assumption that f belongs to L2.˝/, and not to the
possibly larger space Lm.˝/, m > N

p .

2 Proof of the main result

For k > 0 let us define

Tk.s/ D max.�k;min.k; s// ; Gk.s/ D s � Tk.s/ :

Before proving Theorem 1.3, let us note that since we know (see Theorem 1.1) that
any minimum u belongs to L1.˝/, there exists M such that juj � M. Since the
sequence fung, with un D TM.Nun/, satisfies

ˆ
˝

j.x;rTM.Nun// dx�
ˆ
˝

f .x/TM.Nun/ dx � inf
v2W

1;p
0 .˝/

J.v/C"n C
ˆ
˝

f .x/GM.Nun/ dx ;

and since

lim
n!C1

ˆ
˝

f .x/GM.Nun/ dx D
ˆ
˝

f .x/GM.u/ dx D 0 ;

we have that
ˆ
˝

j.x;run/ dx �
ˆ
˝

f .x/ un dx � inf
v2W

1;p
0 .˝/

J.v/C N"n :

That is, the sequence fung is a minimizing sequence for J, and it is bounded in
L1.˝/.

Theorem 1.3 says more than that: thanks to the "-variational principle, it is
possible to build a minimizing sequence not only bounded in L1.˝/ but also
strongly convergent to u in the same space.
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Proof (PROOF OF THEOREM 1.3). Note that if q is as in the statement, the
assumption m > N

p implies that

1 < q <
N

N � p C 1
< p : (7)

Let "n be a sequence of positive real numbers, converging to zero, and let Nun be such
that, for every n 2 N,

J.Nun/ � inf
v2W

1;p
0 .˝/

J.v/C "n :

Let us now consider the complete metric space W1;q
0 .˝/, endowed with the distance

dn.w; v/ D 1p
"n

� ˆ
˝

jdw � dvjq dx

	 1
q

:

Thanks to Fatou Lemma, to the fact that j.x; �/ � 0, and to the fact that f belongs
to W�1;q0

.˝/ being q� D m0, we have that J is strongly lower semicontinuous on
W1;q
0 .˝/.
Thus, in view of Lemma 1.2, there exists a sequence fung in W1;q

0 .˝/ such that

�ˆ
˝

jdun � dNunjq dx

	 1
q

� p
"n ;

which proves (4), and

J.un/ � J.Nun/ � inf
v2W

1;p
0 .˝/

J.v/C "n ; (8)

J.un/ � J.w/C p
"n

� ˆ
˝

jdun � dwjq dx

	 1
q

; 8w 2 W1;q
0 .˝/ : (9)

Using the growth properties of J we have that un is bounded in W1;p
0 .˝/; indeed, by

(1), we have

˛

ˆ
˝

jrunjp dx �
ˆ
˝

j.x;run/ dx �
ˆ
˝

f .x/ un dx C inf
v2W

1;p
0 .˝/

J.v/C "n ;

which implies that the sequence fung is bounded in W1;p
0 .˝/ since f belongs to

W�1;p0

.˝/. Thus, up to subsequences, still denoted by fung, there exists a function
u in W1;p

0 .˝/ such that
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un ! u weakly in W1;p
0 .˝/ and almost everywhere in ˝. (10)

By the weak lower semicontinuity of J on W1;p
0 .˝/, and by (8), u is a minimum of

J on this space.
Moreover, choosing w D un � t in (9), where t is a positive real number and  

is a function in W1;p
0 .˝/, we obtain

J.un � t / � J.un/C p
"n t

� ˆ
˝

jd jq dx

	 1
q

� 0 :

Dividing by t, and letting t tend to zero, we get, since J is differentiable,

�hJ0.un/;  i C p
"n

� ˆ
˝

jd jq dx

	 1
q

� 0 ;

so that

hJ0.un/;  i � p
"n

� ˆ
˝

jd jq dx

	 1
q

: (11)

Recalling that J0.u/ D 0 since u is a minimum, we have

hJ0.un/ � J0.u/;  i � p
"n

� ˆ
˝

jd jq dx

	 1
q

;

for every  in W1;p
0 .˝/. Observe that

hJ0.un/;  i D
ˆ
˝

a.x; dun/d dx �
ˆ
˝

f .x/ dx: (12)

Choosing  D un � u, it is easy to prove (5) using (2). In order to prove (6), let
k > 0, define Ak;n D fjun � uj � kg, and choose  D Gk.un � u/; we obtain, by (2),
and by Hölder inequality,

˛

ˆ
˝

jdGk.un � u/jp dx � p
"n

�ˆ
˝

jdGk.un � u/jq dx

	 1
q

� p
"n

�
 ˆ
˝

jdGk.un � u/jp dx

� q
p

meas .Ak;n/
1� q

p

	 1
q

D p
"n

�ˆ
˝

jdGk.un � u/jp dx

	 1
p

meas .Ak;n/
1
q � 1

p ;
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which in turn yields

˛


ˆ
˝

jdGk.un � u/jp dx

� 1
p0

� p
"n meas .Ak;n/

1
q � 1

p :

Using Sobolev inequality, and choosing h > k we arrive after straightforward
passages, to

.h � k/p meas .Ah;n/
p

p� � C1 "
p0

2
n meas .Ak;n/

. 1q � 1
p /p

0

;

which implies

meas .Ah;n/ � C2
"

p�

p
p0

2
n

.h � k/p� meas .Ak;n/
p�

p .
1
q � 1

p /p
0

:

Note that (7) implies that

p�

p



1

q
� 1

p

�
p0 > 1 ;

so that, by Lemma 4.1 of [9],

kun � uk
L1.˝/

� C3 "
A
n ;

for some positive constant A depending only on p and N. Recalling that "n converges
to zero, we have the result. ut
Remark 2.1. Assumption (3) was used only to ensure that the functional J is lower
semicontinuous on W1;q

0 .˝/. Since the terms with f “cancel out” when calculating
J0.un/� J0.u/, the summability of f is not necessary to prove that un � u belongs to
L1.˝/.

Remark 2.2. We remark that from (11), choosing  and � it follows that un

satisfies

� p
"n

� ˆ
˝

jd jq dx

	 1
q

� hJ0.un/;  i � p
"n

� ˆ
˝

jd jq dx

	 1
q

: (13)

Thus,

hJ0.un/ � J0.um/;  i � p
"n

� ˆ
˝

jd jq dx

	 1
q

C p
"m

� ˆ
˝

jd jq dx

	 1
q
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The choice of  D Gk.un � um/, and the same steps in the proof of Theorem 1.3,
yield

kun � umk
L1.˝/

� c ."n C "m/
A : (14)

Note that we cannot say that fung is a Cauchy sequence in L1.˝/, since the
functions un may not belong to L1.˝/, even if the difference of two of them is
bounded. However, passing to the limit in (14) as m tends to infinity, the almost
everywhere convergence (10) implies that

kun � uk
L1.˝/

� c "A
n ; (15)

which implies that the functions un belong to L1.˝/, since u 2 L1.˝/, and that
the sequence fung uniformly converges to u. In other words, Theorem 1.3 can also
be proved starting from (14).

3 The impact of a lower order term

Let the integral functional J be defined now by

J.v/ D
ˆ
˝

j.x;rv/ dx C 1

2

ˆ
˝

Œ f .x/ � v
2 dx; v 2 W1;p
0 .˝/ \ L2.˝/ ; (16)

where

f 2 L2.˝/: (17)

Note that W1;p
0 .˝/\L2.˝/ D W1;p

0 .˝/ if p � 2N
NC2 . Since both j.x;rv/ and Œf .x/�

v
2 are positive, J is lower semicontinuous on W1;q
0 .˝/, for every q � 1.

Note that any minimum u of J does not belong to L1.˝/, if 2 < N
p , i.e., if p < N

2
.

Then the minimizing sequence fung built after fNung using the "-variational
principle satisfies (11) with q D 1:

hJ0.un/;  i � p
"n

ˆ
˝

jd j dx; 8 w 2 W1;1
0 .˝/ :

Observe that now

hJ0.un/;  i D
ˆ
˝

a.x; dun/d dx C
ˆ
˝

un.x/ dx �
ˆ
˝

f .x/ dx: (18)



30 L. Boccardo and L. Orsina

We can follow the same steps as in Remark 2.2 in order to prove inequalities (14)
and (15), but now the assumption on f does not imply that u 2 L1.˝/. Therefore,
in (15) the function un and its limit u may not belong to L1.˝/; nevertheless, their
difference belongs to L1.˝/ and tends to zero in that space.
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Waveguide solutions for a nonlinear Schrödinger
equation with mixed dispersion
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1 Introduction

The standard model for propagation of laser beams is the 2D Schrödinger equation
with Kerr nonlinearity

i@t C� C j j2 D 0;  .x; y; 0/ D  0.x; y/:

It is well known that this equation can become singular at finite time, see, for
instance, [13] and the classical references therein. Karpman and Shagalov [16]
studied the regularization and stabilization effect of a small fourth-order dispersion,
namely they considered the equation

i@t C� C j j2	 � ��2 D 0; (1)

for some � > 0, the equation being now considered in Œ0;1Œ�RN , N � 1. One of
their results shows, by help of some stability analysis and numerical computations,
that when N	 � 2, the waveguide solutions are stable for all � and when 2 <
N	 < 4, they are stable for small values of � . This result shows that when adding
a small fourth-order dispersion term, a new critical exponent/dimension appears. In
particular, the Kerr nonlinearity becomes subcritical in dimension 2 and 3 which is
obviously an important feature of this extended model.
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In [13], Fibich et al. have motivated the study of (1) by recalling that NLS
(the nonlinear Schrödinger equation) arises from NLH (the nonlinear Helmholtz
equation) as a paraxial approximation. But since NLS can become singular at a
finite time, this suggests that some of the small terms, neglected in the paraxial
approximation, plays in fact an important role to prevent the blow up. The natural
question addressed by Fibich et al. is therefore whether nonparaxiality prevents the
collapse. The small fourth-order dispersion coefficient � is then shown to be part of
the nonparaxial correction to NLS.

In [13], Fibich et al. showed the role of the new critical exponent 	 D 4=N
in the global existence in time when applying the arguments of Weinstein [25].
The necessary Strichartz estimates follow from Ben-Artzi et al. [1]. A necessary
condition for existence of waveguide solutions is given in [13, Lemma 4.1], see also
the Derrick-Pohozahev identity in Section 6.

The purpose of this short note is to show that classical tools, available in the
literature, allow to state the existence and some qualitative properties of least
energy waveguide solutions. In particular, a small fourth-order dispersion coefficient
does not affect the symmetry, uniqueness and nondegeneracy of the least energy
waveguide solution at least for a Kerr nonlinearity in dimension N � 3.

From now on, we focus on standing wave solutions of (1), referred to as
waveguide solutions in nonlinear optics, namely on solutions of (1) of the form

 .t; x/ D exp.i˛t/u.x/:

This ansatz yields the semilinear elliptic equation

��2u.x/ ��u.x/C ˛u.x/ D juj2	u.x/; x 2 R
N : (2)

By scaling the solutions as v.x/ D u. x
4
p
�
/, it is equivalent to consider the equation

�2v.x/ � ˇ�v.x/C ˛v.x/ D jvj2	v.x/; x 2 R
N : (3)

where ˇ D 1p
�

.
It is standard that least energy solutions can be obtained by considering the

minimization problem

mRN WD inf
u2M

RN
JRN .u/ (4)

where

JRN .u/ D
ˆ
RN
.j�uj2 C ˇjruj2 C ˛juj2/ dx (5)

and

MRN WD fu 2 H2.RN/ W
ˆ
RN

juj2	C2 dx D 1g:
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Indeed, if u 2 MRN achieves the infimum m D mRN , then u weakly solves

�2u � ˇ�u C ˛u D mjuj2	u: (6)

Henceforth, if m > 0, then v D .m/
1
2	 u solves (3). Moreover v is a least energy

solution in the sense that it minimizes the action functional E W H2.RN/ ! R

defined by setting

E.u/ WD 1

2
JRN .u/ � 1

2	 C 2

ˆ
RN

juj2	C2 dx

among the set of (H2 or smoother) solutions or equivalently within the Nehari
manifold

fu 2 H2.RN/ W E0.u/.u/ D 0g:

We then prove the following results.

Theorem 1.1. Assume ˛ > 0, ˇ > �2p˛ and 2 < 2	 C 2 < 2N
N�4 if N � 5.

Then problem (3) has a nontrivial least energy solution. If ˇ � 2
p
˛, then any least

energy solution does not change sign, is radially symmetric around some point and
strictly radially decreasing.

An existence statement (as well as the information on the sign of the minimizer) is
also given in Section 3 and Section 4 when the equation is considered in a bounded
domain with Navier boundary conditions. The symmetry properties of the solutions
that match the symmetries of the domain are discussed in Section 4.

When ˇ is large, the Laplacian is the driven term in the differential operator in (3)
and we therefore expect to recover the uniqueness (up to translations) of the least
energy solution. By scaling, we can discuss this issue by looking at least energy
solutions of (2) for small � . As a preliminary observation, we prove the strong
convergence in H1 to the unique least energy solution of NLS.

Theorem 1.2. Assume 2 < 2	 C 2 < 2N
N�2 if N � 3. If �k ! 0 and uk is a sequence

of least energy solutions of (2), then .uk/k converges (after possible translations) in
H1 to u0, where u0 is the unique positive (radially symmetric) solution of the limit
problem (2) with � D 0.

The positive solution of (2) with � D 0 is unique up to translations. To ensure
uniqueness, we have assumed that u0 is the positive solution radially decreasing
around 0. For the physical model (2) with 	 D 1 in dimension N � 3, we can
improve this convergence to strong convergence in H2. The nondegeneracy of the
least energy waveguide of NLS allows then to use the Implicit Function Theorem to
prove uniqueness for small � .
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Theorem 1.3. Assume N � 3 and 	 D 1. Then there exists �0 > 0 such that if
0 < � < �0, (2) has a unique least energy solution (up to translations). Fixing
its maximum at the origin, this solution is radially symmetric and strictly radially
decreasing.

An equivalent statement can be proved for the Navier boundary value problem in a
ball (and a weaker statement holds for other bounded domains), see Section 6.

In the H1 critical or supercritical regime, the least energy solution should
disappear at the limit � ! 0. In fact, if 2N

N�2 � 2	 C 2 < 2N
N�4 , N � 5, the least

energy solutions are unbounded in H2 when � ! 0, see Section 6.
In contrast with Theorem 1.1, when ˇ is small in (3), some of the usual properties

of the least energy solution of NLS cannot hold. Namely, if one can prove that any
least energy solution is radial in that case, then oscillations arise at infinity. These
oscillations were suggested in [13]. We focus again on the model equation (2) with
	 D 1 in dimension N � 3. We prove that least energy solutions among radial
solutions do oscillate at infinity.

Theorem 1.4. Suppose that �2p˛ < ˇ < 2
p
˛ and N � 3. Then every radial

least energy solution of (3) with 	 D 1 is sign-changing.

This statement shows that when ˇ < 2
p
˛, least energy solutions cannot be radial

and monotone in contrast with the case ˇ � 2
p
˛. We point out that on a bounded

domain, we are not aware of an equivalent statement.
The paper is organized as follows. Section 2 deals with the functional framework

and the formulation of the problem on a bounded domain. In Section 3, we prove
the existence of a least energy solution in the whole space as well as in bounded
domains. In Section 4, we consider the qualitative properties for large ˇ. Section 5
is dedicated to the proof of Theorem 1.2 and Theorem 1.3 while Section 6 contains
the proof of Theorem 1.4. In the last section, we give some concluding remarks.

Notes added in proofs: We thank Jean-Claude Saut for bringing to our attention
the reference [5] which deals with an anisotropic mixed dispersion NLS also
proposed in [13]. We believe that some arguments from [5] can be used to obtain
the exponential decay of the ground state at least in some particular cases.

We also mention the very recent preprint [6] where the first theoretical proof
of blow-up is obtained for the biharmonic NLS as well as a new Fourrier
rearrangement is proposed in the Appendix. This rearrangement decreases the L2-
norm of .��u/s for every s � 0 and is therefore adequate to deal with polyharmonic
as well as fractional equations. Applied to our problem, it completes Theorems 1.1
and 1.4 in the following way. Assuming ˇ � 0 and 	 2 N0 (including therefore
the physical case 	 D 1), there is a ground state solution of (C) which is radially
symmetric. As a consequence of Theorem 1.4, assuming 	 2 N0 and 0 � ˇ < 2

p
˛,

this ground state is radially oscillatory at infinity. When 	 is not an integer, the
radial symmetry remains an open question in the range ˇ < 2

p
˛ though the natural

conjecture is that radial symmetry holds for every 	 and every ˇ in the range covered
by Theorem 1.1.
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2 Functional framework

In this section, we settle the functional setting. The natural space for (2) and (3)
is H2.RN/ or H2.˝/ \ H1

0.˝/ when we consider the boundary value problem in a
bounded domain ˝ � R

N with Navier boundary conditions, namely

.Pˇ/

�
�2u � ˇ�u C ˛u D juj2	u; in ˝;

u D �u D 0; on @˝:

We therefore set H˝ WD H2.˝/ \ H1
0.˝/ and HRN WD H2.RN/. We introduce the

following conditions on ˛ and ˇ:

(A1) ˛ > 0 and ˇ > �2p˛;
(A10) ˛ > �ˇ�1.˝/ � �21.˝/ and �2�1.˝/ < ˇ;

where �1.˝/ stands for the first eigenvalue of �� in H1
0.˝/ when ˝ is a bounded

domain. Observe that when j˝j is large, �1.˝/ is small. If ˇ is negative, (A10)
is then more restrictive than (A1). The following lemma follows from standard
computations.

Lemma 2.1. Assume˝ is a bounded smooth domain and .A1/ or .A10/ holds. Then
H˝ is a Hilbert space endowed with the inner product defined through

hu; vi D
ˆ
˝

.�u�v C ˇrurv C ˛uv/ dx 8 u; v 2 H˝:

Proof. From H2 elliptic regularity [14, 18], we know that if u 2 H2.˝/ \ H1
0.˝/,

then

kukH2 � Ck�ukL2

for some C > 0 depending on ˝, so that H˝ is a Hilbert space endowed with the
inner product

hu; viH˝ D
ˆ
˝

�u�v dx 8 u; v 2 H˝:

It will be enough to show that there exists a constant C > 0 such that

ˆ
˝

.j�uj2 C ˇjruj2 C ˛juj2/ dx � CkukH˝ 8 u 2 H˝: (7)

Obviously the inequality (7) holds true if we have ˛ � 0 and ˇ � 0. For u 2 H˝ ,
we can apply Young’s inequality to obtain
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kuk2 D
ˆ
˝

.j�uj2 C ˇjruj2 C ˛juj2/ dx

D
ˆ
˝

.j�uj2 � ˇu�u C ˛juj2/ dx

�


1C ˇ

2�

�ˆ
˝

j�uj2 dx C


˛ C ˇ�

2

� ˆ
˝

juj2 dx (8)

for every � > 0. We have to distinguish two cases. If we can choose � > 0 such that
both terms in the right-hand side of (8) are positive, then we are done. This ends the
proof if ˇ > �2p˛, namely if (A1) holds. If

1C ˇ

2�
> 0 and ˛ C ˇ�

2
< 0;

we write

kuk2 �


1C ˇ

2�

��ˆ
˝

j�uj2 dx C g.�/
ˆ
˝

juj2 dx

	
;

where

g.�/ D ˛ C ˇ�=2

1C ˇ=2�
:

Recalling Poincaré inequality

ˆ
˝

j�uj2 dx � �21.˝/

ˆ
˝

u2 dx 8 u 2 H˝;

we can complete the proof if

g.�/ > ��21.˝/

for some � > 0. When ˇ > �2�1.˝/; this condition can be fulfilled if

˛ > �ˇ�1.˝/ � �21.˝/

while if ˇ � �2�1.˝/, we recover the condition

�2p˛ < ˇ:

ut
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In the case ˝ D R
N , the same arguments show that (A1) implies

hu; vi D
ˆ
˝

.�u�v C ˇrurv C ˛uv/ dx

is a scalar product on HRN . Elliptic regularity can be used here to ensure that



1C ˇ

2�

� ˆ
RN

j�uj2 dx C


˛ C ˇ�

2

� ˆ
RN

juj2 dx

is a norm on H2.RN/ as soon as 1 C ˇ

2�
> 0 and ˛ C ˇ�

2
> 0. This yields the

following lemma.

Lemma 2.2. Assume that .A1/ holds. Then the bilinear form

hu; vi D
ˆ
˝

.�u�v C ˇrurv C ˛uv/ dx 8 u; v 2 HRN ;

is an inner product on HRN .

3 Existence of minimizers

In this section, we handle the minimization problem (4). We start with the simpler
case of a bounded domain. In this case, the minimization problem writes

m˝ WD inf
u2M˝

J˝.u/

where

J˝.u/ D
ˆ
˝

.j�uj2 C ˇjruj2 C ˛juj2/ dx

and

M˝ WD fu 2 H˝ W
ˆ
˝

juj2	C2 dx D 1g:

In the case of a bounded domain, it is standard to prove that m˝ is achieved when
2	 C 2 is a subcritical exponent because J˝ is the square of a norm on H˝ and we
can rely on the compactness of the embedding of H˝ into L2	C2.˝/. Moreover,
since m˝ is clearly positive, we deduce that v D .m˝/

1
2	 u solves (Pˇ). Moreover v

is a least energy solution in the sense that it minimizes the action functional E˝ W
H˝ ! R defined by
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E˝.u/ WD 1

2
J˝.u/ � 1

2	 C 2

ˆ
˝

juj2	C2 dx

among the set of (H2 or smoother) solutions or equivalently within the Nehari
manifold

fu 2 H˝ W E0̋ .u/.u/ D 0g:

Theorem 3.1. Assume ˝ is a bounded smooth domain and .A1/ or .A10/ holds.
Suppose moreover that 2 < 2	 C 2 < 2N

N�4 if N � 5. Then problem .Pˇ/ has a
nontrivial least energy solution.

To handle the case of ˝ D R
N , since we cannot use sign information, nor

symmetry, we follow the celebrated method of concentration-compactness of P.L.
Lions. We give a sketchy proof since classical arguments apply. All the details can
easily be reconstructed from Kavian [17, Chapitre 8 - Exemple 8.5] with minor and
obvious modifications with respect to the case treated therein.

Proof (Proof of the existence part in Theorem 1.1.). We introduce

M� D fu 2 H2.RN/ W
ˆ
RN

juj2	C2 dx D �g

where � > 0 is fixed and we consider the minimization problem

m� WD inf
u2M�

JRN .u/

where JRN .u/ is defined as in (5).
Let .uk/k � M� be such that JRN .uk/ ! m�. Then, .uk/k is bounded in H2.RN/

and
´
RN jukj2	C2 D �. Thus, we can apply P.L. Lions’ concentration-compactness

lemma to the sequence .�k/k D .
´
RN jukj2	C2/k, see [21, Lemma I. 1]. Since

m� D �
1

	C1 m1, we have m� > 0 for all � > 0 and therefore, for all R > 0, the
sequence

Qk.R/ WD sup
y2RN

ˆ
BR.y/

juk.x/j2	C2 dx

does not converge to zero. Namely, vanishing is ruled out.
Since 2	 C 2 > 2, we have, for 0 < � < �,

�
1

	C1 < �
1

	C1 C .� � �/ 1
	C1 ;
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which yields

m� < m� C m��� ; 8 � 2 
0; �Œ: (9)

Then dichotomy is ruled out using classical truncation arguments.
Therefore, the compactness holds for �k, i.e., going to a subsequence of .uk/ if

necessary, there exists a sequence .yk/ � R
N such that for every " > 0, there exists

R > 0 such that
ˆ

BR.yk/

jukj2	C2 dx > � � ":

Setting wk.x/ WD uk.x C yk/, we have that .wk/ is also a minimizing sequence for
m�. Then, up to a subsequence, wk weakly converges in H2.RN/ to w 2 M� and
JRN .w/ D m�. This concludes the proof of the existence in Theorem 1.1. ut
Remark 3.2. When ˇ � 2

p
˛, we can avoid the use of the concentration-

compactness lemma. Indeed, take a minimizing sequence .uk/k � H2.RN/ for
m. Then, let us set fk WD ��uk C ˇuk=2 and define vk 2 H2.RN/ to be the
strong solution of ��vk C ˇvk=2 D jfkj� in R

N , where jfkj� denotes the Schwarz
symmetrization of jfkj. Thus for each k 2 N, we have vk 2 H2

rad.R
N/ which is

the space of H2 functions that are radially symmetric around the origin. Then a
particular case of [3, Lemma 3.4] see also [4] implies

J



vk

jvkj2	C2

�
D

ˆ
RN
.��vk C ˇvk=2/

2 dx � .ˇ2=4 � ˛/
ˆ
RN
v2k dx

jvkj22	C2

�

ˆ
RN
.��uk C ˇuk=2/

2 dx � .ˇ2=4 � ˛/
ˆ
RN

u2k dx

jukj22	C2
:

Using the compact embedding of H2
rad.R

N/ into L2	C2.RN/, see, for instance, [20,
Théorème II.1], it follows that .vk/k weakly converges in H2 to some v 2 M and the
remaining arguments are standard.

4 Sign and symmetry

In order to investigate the symmetry properties of a fourth order equation with
Navier boundary conditions or in the whole space, it is natural to ask if the equation
may be rewritten as a cooperative system. If this is the case, then the moving plane
procedure applies, see the work of Troy [23] in the case of a bounded domain or
de Figueiredo-Yang [10] (if we assume exponential decay) and Busca-Sirakov [7]
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(without assuming exponential decay) when ˝ D R
N . Observe that when ˛ > 0

and jˇj � 2
p
˛, we can indeed write the equation as a cooperative system

��u C ˇ

2
u � v D 0; ��v C .˛ � ˇ2

4
/u C ˇ

2
v D juj2	u:

To prove that least energy solutions do not change sign, we use the minimality
combined to the classical maximum principle for a single equation. The argument
goes back to van der Vorst, see, for instance, [24]. We sketch it for completeness to
emphasize the role of the assumption jˇj � 2

p
˛.

Lemma 4.1. Assume that jˇj � 2
p
˛ and ��1.˝/ < ˇ=2 if ˝ is bounded or

ˇ > 0 if ˝ D R
N. If u 2 H˝ is a minimizer of (4), then

u > 0 and ��u C ˇu=2 > 0 in ˝;

or else

u < 0 and ��u C ˇu=2 < 0 in ˝:

Proof. Let w 2 H˝ be such that

� ��w C ˇw=2 D j ��u C ˇu=2j; in ˝;
w D 0; on @˝:

Then

��.w ˙ u/C ˇ.w ˙ u/=2 � 0:

Using the strong maximum principle we know that u has a fixed sign if ��uCˇ=2 u
does not change sign. We then argue by contradiction, suppose that ��u C ˇu=2
changes sign. Then j ��u C ˇu=2j ¤ 0 and the strong maximum principle implies
that w > juj. For convenience denote by j� j2	C2 the L2	C2 norm in ˝. Therefore

J˝



w

jwj2	C2

�
D

ˆ
˝

.��w C ˇw=2/2 dx � .ˇ2=4 � ˛/
ˆ
˝

w2 dx

jwj22	C2

<

ˆ
˝

.��u C ˇu=2/2 dx � .ˇ2=4 � ˛/
ˆ
˝

u2 dx

juj22	C2

which contradicts the minimality of u. Observe that the last inequality holds because
the numerator is nonnegative. ut
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Remark 4.2. In the case of a bounded domain ˝ and 0 < ˛ � �1.˝/
2, we

then know the sign of the least energy solutions of .Pˇ/ for values of ˇ 2
.�2�1.˝/;�2p˛
[ Œ2p˛;1/. For˝ bounded, we do not know if the least energy
solutions change sign for ˇ 2 .�2p˛; 2p˛/. Section 6 deals with the case˝ D R

N

under the assumption that the minimizer is radial.

Proof (Proof of Theorem 1.1 continued). Existence was proved in Section 3 while
we just proved in Lemma 4.1 that any least energy solution does not change sign.

Writing f .u; v/ D .
ˇ2

4
� ˛/u � ˇ

2
v C juj2	u and g.u; v/ D v � ˇ

2
u, the equation

is equivalent to the cooperative system

�u C g.u; v/ D 0; �v C f .u; v/ D 0:

We are in the setting of Busca-Sirakov [7] and [7, Theorem 2] applies. Observe that
clearly u and v must be symmetric with respect to the same point. ut

In the case of a bounded domain, we have proved so far the following result
for (Pˇ).

Theorem 4.3. Assume ˝ is a bounded smooth domain and .A1/ or .A10/ holds.
Suppose moreover that 2 < 2	 C 2 < 2N

N�4 if N � 5. Then problem .Pˇ/ has a
nontrivial least energy solution. If in addition jˇj � 2

p
˛ and ��1.˝/ < ˇ=2, then

any least energy solution does not change sign. If ˝ is a ball, then any least energy
solution is radially symmetric and strictly radially decreasing.

Proof. Existence has been achieved in Theorem 3.1 while the sign information
follows from Lemma 4.1. If ˝ is a ball, the symmetry of the minimizer follows
from [23, Theorem 1]. ut

We point out that the condition jˇj � 2
p
˛ is crucial to rewrite the problem (Pˇ)

as a cooperative system. In fact, we can deal more generally with smooth bounded or
unbounded domain ˝ with some symmetries. Then the symmetry properties of the
solutions of constant sign can be deduced from the moving plane method adapted
to cooperative systems in [23].

5 The effect of a small fourth order dissipation

In this section, we study the behaviour of minimizers of (4) when the coefficient of
fourth order dissipation tends to zero. We assume throughout the section that ˛ > 0
and we choose the norm on H1.RN/ defined through

kuk2H1 D
ˆ
˝

.jruj2 C ˛juj2/ dx:
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We recall that the problem

�2v.x/ � ˇ�v.x/C ˛v.x/ D jvj2	v.x/; x 2 R
N

is equivalent to

��2u.x/ ��u.x/C ˛u.x/ D juj2	u.x/; x 2 R
N :

by scaling the solutions as u.x/ D v. xp
ˇ
/ where � D 1=ˇ2. As before we consider

the associated minimization problem

m� D inf
u2M

J� .u/

where

M D fu 2 H˝ W
ˆ
˝

juj2	C2 dx D 1g

and

J� .u/ D
ˆ
˝

.� j�uj2 C jruj2 C ˛juj2/ dx:

When ˝ D BR or ˝ D R
N , the results of the previous sections imply that when

� � 1
4˛

, any minimizer is radially symmetric and strictly radially decreasing (after
a possible translation in the case ˝ D R

N). In the case ˝ D R
N , we assume from

now on that the maximum of any minimizer has been translated to the origin.
For � D 0, the associated minimization problem is

m0 D inf
u2M0

J0.u/

where

M0 D fu 2 H1
0.˝/ W

ˆ
˝

juj2	C2 dx D 1g

and

J0.u/ D
ˆ
˝

.jruj2 C ˛juj2/ dx:

Assume 2 < 2	 C 2 < 2N
N�2 if N � 3, ˝ D BR or ˝ D R

N and let u0
be the unique minimizer of J0 in M0. We refer to [9, 15, 19] for the uniqueness
property (in the case ˝ D R

N , we fix the maximum of the solution at the origin
to achieve uniqueness). We first prove that if �k ! 0, then any sequence .uk/k of
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minimizer of J�k converge strongly in H1 to u0. A similar statement obviously holds
for other bounded domains except that uniqueness of the minimizer does not hold
in general so that in the conclusion, we can only state that we have convergence to
one minimizer, see Theorem 5.3.

Proposition 5.1. Assume 2 < 2	 C 2 < 2N
N�2 if N � 3,˝ D BR or˝ D R

N. There
exists C > 0 such that for every � > 0, we have

m0 � m� � m0 C C�:

Moreover, if �k ! 0 and .uk/k is a sequence such that J�k.uk/ D m�k , then uk ! u0
strongly in H1.

Proof. The estimate of m� is clear since by elliptic regularity, we easily infer that
u0 2 H2.˝/. Therefore, we have

m� � J� .u0/ D �

ˆ
˝

j�u0j2 dx C J0.u0/ � C� C m0;

whereas taking any minimizer u� for m� , we get

m� D J� .u� / D �

ˆ
˝

j�u� j2 dx C J0.u� / � m0:

Let �k ! 0 and .uk/k be a sequence of minimizers for mk WD m�k . Then

ˆ
˝

.jrukj2 C ˛jukj2/ dx � mk � m0 C C�k ! m0:

Since we know that uk is a radial function, it follows that uk is bounded in H1
rad.˝/ -

the space of H1 functions that are radially symmetric around the origin—so that
up to a subsequence, uk converges weakly in H1 to some u 2 M. The strong
convergence in L2	C2 when ˝ D R

N follows from the compact embedding of
H1

rad.R
N/ into L2	C2.RN/, see [20, 22].

Now, by weak lower semi-continuity, we have

m0 �
ˆ
˝

.jruj2 C ˛juj2/ dx � lim inf
k!1

ˆ
˝

.jrukj2 C ˛jukj2/ dx

� lim sup
k!1

ˆ
˝

.jrukj2 C ˛jukj2/ dx D m0:

Hence the convergence is strong in H1 and u is a minimizer for m0. By uniqueness,
u D u0 and the whole sequence converges. ut

In the model case with a Kerr nonlinearity in dimension N � 3, we can improve
this convergence.
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Proposition 5.2. Assume ˝ D R
N, 	 D 1 and N � 3. If �k ! 0 and .uk/k is a

sequence such that J�k.uk/ D m�k , then uk ! u0 strongly in H2.

Proof. To fix the ideas, we deal with the case N D 3, N D 2 being similar. The
starting point is an a priori bound in H1 and the strategy is to end up with an a priori
H4-bound. We already know from Proposition 5.1 that uk converges to u0 strongly
in H1. To improve the convergence, we use the Euler-Lagrange equation

�k�
2uk ��uk C ˛uk D mku3k ;

where mk D m�k . We can assume �k � 1 and mk 2 Œm0;m0 C C
.

Bound in H1. Since uk is a minimizer, we can assume

kukkH1 � m0 C C:

This also provides an a priori bound in Lq for every q 2 Œ2; 6
.
Bound in H2. We denote vk D ��k�uk. Then vk solves

��vk C 1

�k
vk D wk; (10)

where wk WD mku3k � ˛uk. Since J�k.uk/ � m0 C C, we infer that vk ! 0 strongly in
L2. In particular, .vk/k is bounded in L2. Observe also that .wk/k is a priori bounded
in L2. Now, by elliptic regularity, we infer that vk 2 H2.R3/ with a bound that does
not depend on k. Indeed, since 1

�k
� 1, we get this a priori bound as in Krylov [18,

Chapter 1, Theorems 6.4 & 6.5]. Now, from this a priori H2-bound on .vk/k and the
Euler equation

��uk C ˛uk D mku3k C�vk; (11)

we deduce that .uk/k is a priori bounded in H2.R3/ as well.

Bound in H4. It is straightforward to check that the H2-bound on uk implies that
wk 2 L2.R3/ and �wk 2 L2.R3/. Then, elliptic regularity implies wk is bounded in
H2 as well. Using again (10), we now infer that vk 2 H4 with a bound independent
of k, arguing as in Krylov for HmC2 regularity [18, Chapter 1, Theorem 7.5 &
Corollary 7.6]. Looking at (11) again, we have that the right-hand side is bounded
in H2, whence uk 2 H4 with a bound independent of k.

Conclusion. Observe now that we can use the equation (11) to conclude. Since
��vk D �k�

2uk ! 0 strongly in L2, we conclude that

mku3k C�vk ! m0u
3
0
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strongly in L2 and elliptic regularity applied to (11) implies that the convergence of
uk to u0 is actually strong in H2. ut

Now that we have proved the strong convergence in H2 to the unique minimizer
for � D 0, we can use its non degeneracy to apply the Implicit Function Theorem.
This yields Theorem 1.3.

Proof (Proof of Theorem 1.3). We start by setting X WD H2
rad.R

3/ and Y WD
H�2.R3/. Let F W RC �X ! Y be the operator defined (in the sense of distributions)
by

F.�; u/ D ��2u ��u C ˛u � juj2u:

Namely, for every v 2 H2.R3/, we have

F.�; u/.v/ D
ˆ
R3

.��u�v C rurv C ˛uv � juj2uv/ dx:

Obviously F.0;
p

m0u0/ D 0. Also, F is continuously differentiable in a neighbour-
hood of .0;

p
m0u0/ with DuF.�; u/ 2 L .X;Y/ defined by

DuF.�; u/v D ��2v ��v C ˛v � 3jujuv; 8 v 2 X;

i.e.

DuF.�; u/vŒw
 D
ˆ
R3

.��v�w C rvrw C ˛vw � 3jujuvw/ dx; 8 v;w 2 X:

We thus have in the distributional sense

L.v/ WD DuF.0;
p

m0u0/v D ��v C ˛v � 3m0u
2
0v:

It is well known that the kernel of L is of dimension 3 when considered in
H2.R3/ and it is spanned by the partial derivatives of u0. In particular, the kernel
of L restricted to H2

rad.R
3/ is trivial and L W X ! Y is one-to-one. We refer, for

instance, to [8, 15, 19]. Moreover, it follows from the Open Mapping Theorem that
L�1 W Y ! X is continuous.

Since the linear map L is a homeomorphism, we can apply the Implicit Function
Theorem. Namely, there exists �0 > 0 and an open set U0 � X that contains

p
m0u0

such that for every � 2 Œ0; �0Œ, the equation F.�; u/ D 0 has a unique solution
u� 2 U0 and the curve

� W Œ0; �0Œ! H2.R3/ W � 7! u�

is of class C1.
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Now suppose that the uniqueness of least energy solutions fails in every interval
.0; �/. We can then construct two sequences in M of least energy solutions along
a sequence �k converging to 0. We call them .uk/k and .vk/k whereas mk is their
common energy. By assumption, uk ¤ vk. Since �k ! 0, we know that uk and vk

are radially symmetric. Since these two sequences converge in H2 to u0 as k ! 1,
we have

p
mkuk;

p
mkvk ! p

m0u0;

where the convergence is strong in H2. Then, for k large enough, there exist two
solutions of the equation F.�k; u/ D 0 in U0 with �k < �0. This is a contradiction
and ends the proof. ut

We now state the counterpart of Theorem 1.3 for the boundary value problem in
a bounded domain ˝ � R

N with Navier boundary conditions, namely

.P� /

�
��2u ��u C ˛u D juj2	u; in ˝;

u D �u D 0; on @˝:

We assume in the next statement that˝ is smooth. We have not searched to optimize
the required regularity of the boundary. At some point, we need to take two partial
derivatives into the equation. We assume enough regularity of the boundary so that
the solution belongs at least to H6.˝/. One could work with interior regularity
which requires less regularity on the boundary but since our main motivation is
to cover the case of a ball, working with global regularity is fine for our purpose as
the ball has the regularity required.

Theorem 5.3. Assume ˝ � R
N is a smooth bounded domain of class C6 and 3 �

2	 C 2 < 2N
N�2 if 3 � N � 5. If �k ! 0 and .uk/k is a sequence of least energy

solutions of .P�k/, then, up to a subsequence, uk converges strongly in H2 to some
minimizer u0 for m0. If, in addition, ˝ is a ball, then there exists �0 > 0 such that if
0 < � < �0, the problem .P� / has a unique least energy solution. This solution is
radially symmetric and strictly radially decreasing.

Proof. Step 1. Global regularity. Using elliptic regularity [14, Theorems 8.12 &
8.13], we easily infer that the solutions uk are smooth, namely at least H6.˝/.
Indeed, one can write the equation as a double Dirichlet problem

��uk D �k; uk D 0 on @˝;

��k��k C �k D mkjukj2	uk � ˛uk; �k D 0 on @˝:

Here �k stays fixed and we can start with the fact that uk 2 H2.˝/, without
caring about the dependence on k. Then the term mkjukj2	uk � ˛uk 2 L2.˝/ as
it can be easily checked from the assumption on 	 and the embedding of H2.˝/

into Lq.˝/ for every q � 1 if N � 4 and q 2 Œ1; 2N
N�4 
 if N D 5. We therefore
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infer from [14, Theorems 8.12] that �k 2 H2.˝/ which in turn implies that
uk 2 H4.˝/ by [14, Theorems 8.13]. Now computing �.mkjukj2	uk � ˛uk/, we
realize that it is an L2 function and therefore mkjukj2	uk � ˛uk is an H2 function.
Indeed, the condition on 	 ensures the required integrability of jukj2	�1jrukj2
and jukj2	 j�ukj. We then conclude that �k belongs in fact at least to H4 and
therefore uk 2 H6.˝/.

Step 2. Strong convergence in H1. Arguing as in the proof of Proposition 5.1,
we infer that there exists a minimizer u0 2 M0 and a subsequence that we still
denote .uk/k such that uk ! u0 strongly in H1. If˝ is a ball, then u0 is the unique
minimizer and the whole sequence converge.

Step 3. Strong convergence in H2. To improve the convergence, we argue as in
the proof of Proposition 5.2. If 2	 C 1 � N

N�2 , then we can bootstrap using the
HmC2 regularity theory. Due to the boundary condition, the argument of Krylov
[18, Chapter 1] cannot be applied directly to get higher regularity in general, see
[18, Chapter 8]. However, in our case, since we deal with Navier condition, we
have that uk D �uk D 0 on the boundary and therefore the equation .P�k/ tells
that �2uk D 0 on the boundary as well. By Step 1, we can take the Laplacian
inside the equation in .P�k/ and use the fact that �uk solves a boundary problem
with Navier boundary conditions, namely

�k�
2.�uk/ ��.�uk/C ˛.�uk/ D mkf .uk/; in ˝;

�.�uk/ D �uk D 0; on @˝;

where

f .uk/ D .2	 C 1/sign.uk/
�
2	u2	�1

k jrukj2 C u2	k �uk
�
: (12)

Then we can use the H2 regularity for the Dirichlet problem associated with the
systems

vk D ��k�uk ��vk C 1

�k
vk D wk; (13)

and

yk D �vk D ��k�
2uk ��yk C 1

�k
yk D mkf .uk/; (14)

where wk D mkjukj2	uk � ˛uk and f .uk/ is defined in (12). Applying [18,
Chapter 8, Theorem 8.7 ] to the second equation of the first system (13), we
get an H2 a priori bound of vk. Now turning to the Dirichlet problem

��uk C ˛uk D mkjukj2	uk C�vk; uk D 0 on @˝; (15)
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we deduce that uk is a priori bounded in H2 which leads to an L2 bound for
f .uk/. Applying then [18, Chapter 8, Theorem 8.7 ] on the second equation of the
system (14) gives an H2 a priori bound of �vk. Whence vk is a priori bounded
in H4. This allows to conclude that uk is a priori bounded in H4 because the
right-hand side of �(15), namely

��.�uk/C ˛�uk D mkf .uk/C�2vk;

is a priori bounded in L2. The remaining steps are now as in the proof of
Proposition 5.2.

If N
N�2 C 1 < 2	 C 2 < 2N

N�2 , we can only start with a bound in L
2N

.N�2/.2	C1/ on
the right-hand side of

��vk C 1

�k
vk D wk;

where we still use the notations vk D ��k�uk and wk D mkjukj2	uk � ˛uk.
We therefore need to improve this bound first. Arguing as above (still using [18,
Chapter 8, Theorem 8.7 ]), we deduce an a priori bound in W2;q with q D

2N
.N�2/.2	C1/ . Then Sobolev embeddings give a better integrability of wk and we can

bootstrap until we get an L2 a priori bound on wk. The strong convergence in H2

is then achieved as in the proof of Proposition 5.2 taking into account the above
remark concerning the way to obtain the higher order elliptic regularity. Observe
that even if N

N�2 C 1 < 2	 C 2, no additional bootstrap is necessary to derive the
H4 bound on uk since once we get an a priori H2 bound on uk, the assumption on 	
implies that f .uk/ is a priori bounded in L2.

Uniqueness in the case˝ D BR. When˝ is a ball, the arguments used in the proof
of Theorem 1.3 are available. The nondegeneracy of u0 allows to apply the Implicit
Function Theorem to conclude the local uniqueness (in an H2 neighbourhood of u0)
for � small. The remaining arguments are then as in the proof of Theorem 1.3. ut

We end up the analysis of the asymptotics for � ! 0 by showing that the least
energy solution blows up in H2 when 2	C2 is H1 critical or supercritical. We focus
on the case of ˝ D R

N .
We first derive the Derrick-Pohozahev identity for minimizers. If u achieves m� in

M, then, defining v� by v�.x/ D �
N

2	C2 u.�x/, we infer that f .�/ WD J� .v�/ achieves
a local minimum at � D 1. This yields a Derrick-Pohozahev identity

� .2N � .2	 C 2/.N � 4//
ˆ
RN

j�uj2 dx C .2N � .2	 C 2/.N � 2//
ˆ
RN

jruj2 dx

C˛.2N � .2	 C 2/N/
ˆ
RN

juj2 dx D 0:

If 2	C2 � 2N
N�4 , then u must be zero which is obviously a contradiction. This shows

that m� is not achieved for 2	 C 2 � 2N
N�4 .
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For 2N
N�2 � 2	 C 2 < 2N

N�4 , the first coefficient in the Derrick-Pohozahev identity
is positive whereas the other two are nonpositive. We can then write

� .2N � .2	 C 2/.N � 4//
ˆ
RN

j�uj2 dx � ˛.2	N/
ˆ
RN

juj2 dx:

Now, from Gagliardo-Nirenberg inequality, we infer that for some C > 0,

1 D

ˆ

RN
juj2	C2 dx

� 8
4.2	C2/�2	N

� C


ˆ
RN

j�uj2 dx

� 2N
4.2	C2/�2	N

ˆ
RN

juj2 dx;

which implies

� .2N � .2	 C 2/.N � 4//

ˆ

RN
j�uj2 dx

�1C 2	N
4.2	C2/�2	N

� ˛.2	N/C:

This shows that �u blows up in L2.R3/ when � ! 0.

6 Sign-changing radial minimizer

In this section, we show that a radial least energy solution of (3) with 	 D 1 is sign-
changing when �2p˛ < ˇ < 2p˛. We assume N D 3 but the arguments apply in
dimension N D 2 also.

We will require the decay of the radial derivatives. Arguing as in de Figueiredo
et al [11, Theorem 2.2], one easily gets the following lemma.

Lemma 6.1. Let u 2 Hm
rad.R

3/ and let v W
0;1Œ! R be the function defined by
v.r/ WD u.x/ with r D jxj. Then, v 2 Hm.
0;1Œ; r2/. Moreover, for a.e. jxj 2 
0;1Œ

we have

ˇ̌
Dju.x/

ˇ̌ � ˇ̌
v.j/.jxj/ˇ̌; 8 j D 0; 1; : : : ;m:

In order to prove the Theorem 1.4 we adapt some arguments of Bonheure et al
[2, Theorem 6].

Proof (Proof of Theorem 1.4). We suppose N D 3, the case N D 2 is similar.

Step 1. Classical regularity. We start by observing that by elliptic regularity,
we have u 2 H6.R3/ which implies u 2 C4;1=2.R3/ and the solution can be
understood in the classical sense. Indeed, we know that the solution is H2, so that
from the equation

��.��u/ D juj2u � ˛u C ˇ�u;
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we infer that ��.��u/ 2 L2.R3/. This implies that ��u;��.��u/ 2 L2.R3/
and henceforth ��u 2 H2.R3/. Since u 2 H2.R3/, we conclude that u 2
H4.R3/. Looking again at the equation, we can now use the fact that the right-
hand side is an H2-function. Then ��u;��.��u/ 2 H2.R3/ and therefore
��u 2 H4.R3/. At last, combining the fact that u 2 H4.R3/ and ��u 2 H4.R3/,
we deduce that u 2 H6.R3/. Here above, the required elliptic regularity theory
can be found in [18, Chapter 1] and since we are in the whole space, this is just a
consequence of simple Fourier analysis.

Step 2. Equation in radial coordinates and decay at infinity. Writing now
the equation (3) in radial coordinates (the expression is especially simple in
dimension N D 3), we compute that v, defined by v.r/ WD u.x/ for r D jxj,
solves

viv C 4

r
v000 � ˇv00 � 2ˇ

r
v0 C ˛v D jvj2v; r 2 
0;1Œ: (16)

The H5.R3/ regularity yields

lim
jxj!1

.u.x/; @xi u.x/; @
2
xixj

u.x/; @3xixjxk
u.x// D .0; 0; 0; 0/

whatever i; j; k 2 f1; 2; 3g. Then Lemma 6.1 implies that v satisfies

lim
r!1.v.r/; v

0.r/; v00.r/; v000.r// D .0; 0; 0; 0/: (17)

Step 3. Asymptotic analysis of the solution of the ordinary differential equation
(16).

Claim 1 : Given R > 0 we can find r � R such that v.r/ > 0.

Let R > 0 be fixed. Consider the following Cauchy problem

.C1/

�
wiv.r/ � ˇw00.r/C ˛w.r/ D 0; r > 0;

.w.r0/;w0.r0/;w00.r0/;w000.r0// DW w0;

where r0 > 0 and w0 2 R
4. By using condition (A1) we have that all the roots of the

characteristic equation associated with (C1) are complex, let us say ˙a ˙ ib. We set
� WD 2�=b. Then there exists c > 0 such that any solution of (C1) satisfies

sup
Œr0;r0C�


w; sup
Œr0;r0C�


.�w/ � cjw0j: (18)

Moreover, there exists M > 0 such that any solution of (C1) verifies

kwkC3.Œr0;r0C�
/ � Mjw0j:
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Again, we can also find N > 0 such that the solutions of

�
 iv.r/ � ˇ 00.r/C ˛ .r/ D h.r/; r > 0;

. .r0/;  0.r0/;  00.r0/;  000.r0// DW 0;

satisfy

k kC3.Œr0;r0C�
/ � NkhkL1.r0;r0C�/:

Let us set ı > 0 so that c � MNı
1�Nı > 0. Denote by v.r/ D v.rI r0; v0/ the solution of

(16) with initial conditions

.v.r0/; v
0.r0/; v00.r0/; v000.r0// DW v0; where r0 > 0:

Now, let us fix r0 � R large enough so that jv0j is small enough to have

sup
r2Œr0;r0C�


jv.r/j2; sup
r2Œr0;r0C�


4

r
and sup

r2Œr0;r0C�

2ˇ

r
< ı:

We write

v D  C w;

where  solves

8<
:  iv � ˇ 00 C ˛ D jvj2v C 2ˇ

r
v0 � 4

r
v000; r > 0;

. .r0/;  0.r0/;  00.r0/;  000.r0// D 0;

and w is a solution of�
wiv.r/ � ˇw00.r/C ˛w.r/ D 0; r > 0;

.w.r0/;w0.r0/;w00.r0/;w000.r0// D v0:

Now, let us choose r 2 Œr0; r0 C�
 such that

w.r/ � cjv0j:

Thus,

k kC3.Œr0;r0C�
/ � NıkvkC3.Œr0;r0C�
/;
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which implies that

k kC3.Œr0;r0C�
/ � Nı

1 � Nı
kwkC3.Œr0;r0C�
/ � MNı

1 � Nı
jv0j:

Then we obtain

v.r/ � cjv0j � k kL1 �



c � MNı

1 � Nı

�
jv0j > 0:

Claim 2 : Given R > 0 we can find r � R such that v.r/ < 0.

The proof of this claim is similar to that of Claim 1.

Conclusion. We have proved in the last step that u changes sign. In fact, we have
even proved that u oscillate as jxj ! C1. ut

7 Comments

This note provides some simple results for the model equation (3) with a Kerr
nonlinearity and aims to partially complete the discussion on waveguide solutions
in [13, Section 4.1]. The methods we used are standard. On the other hand, since
radial solutions present oscillations for �2p˛ < ˇ < 2

p
˛, we expect that one

needs new arguments to answer the question whether the least energy solutions are
radial or not in this case. Also uniqueness is a challenging question if we are not in
the asymptotic regime ˇ ! 1 (or equivalently � ! 0).

We also mention that the important question about the decay at infinity of the
least energy solutions will be addressed in a future work. We are only aware of [12]
for a result in that direction. The analysis therein relies on the computation of the
fundamental solution of the fourth-order operator in (3) with ˇ D 0.

The analysis of the decay should also allow to extend the statement of Theo-
rem 1.3 to the case 2 < 2	 C 2 < 2N

N�2 and N � 3. Indeed, the arguments we
used are just fine for the Kerr nonlinearity whereas some technical adjustments are
needed for a general subcritical power. In fact, one checks easily that our arguments
apply in dimension N � 4 if we assume 2 � 2	 C 1 � N

N�2 . The lower inequality
on 	 implies the required C1;1 regularity of the function s 7! jsj2	 s whereas the
upper inequality is used to start the bootstrap with an L2-bound on juj2	u (here u is
a solution).

The same remark holds for Theorem 1.4 which should be true with less restrictive
assumptions. In dimension N � 8, one can deal with 2 � 2	 C 1 � N

N�4 . The other
cases will require more care and will be treated in a forthcoming work.
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1 Introduction

When we teach the first courses in calculus and complex or real analysis, a
great emphasis is given to geometric issues: we plot graphs, enumerate conformal
mappings among special regions, identify homeomorphisms. Alas, this is far
from being enough: mappings become too complicated soon. Still, the geometric
approach, especially combined with numerical arguments, is very fruitful in some
nonlinear contexts.

It is rather surprising that some infinite dimensional maps can be studied in a
similar fashion—one may even think about their graphs! The examples which are
amenable to such approach are very few, and they elicit the same sense of wonder
that (the equally rare) completely integrable systems do: one is left with a feeling of
deep understanding. This text is dedicated to some such examples.

The interested reader could hardly do better than going through the review papers
by Church and Timourian [11, 12], which cover extremely well the material up to
the mid nineties. Their approach is strongly influenced by the original Ambrosetti-
Prodi view of the problem, which we describe in Section 2.2. In a nutshell, the global
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geometry of a proper function F is studied through certain properties of its critical
set C together with its image F.C/, along with the stratification of C in terms of
singularities.

This much less ambitious text is mainly an enumeration of techniques and of
some recent developments, some of which have not been published. We mostly take
the Berger-Podolak route [6] which has been extended by Podolak in [27] and, we
believe, still allows for improvement. Instead of the critical set, we concentrate on
the restriction of F to appropriate low dimensional manifolds (one dimensional, in
the Ambrosetti-Prodi case), the so-called fibers.

Essentially, fibers are appropriate in the presence of finite spectral interaction,
which roughly states that the function F W X ! Y splits into a sum of linear and
nonlinear terms, F D L � N and N deforms L substantially only along a few eigen-
vectors spanning a subspace V � X. The domain splits into orthogonal subspaces,
X D H ˚ V and the hypotheses on the nonlinearities are naturally anisotropic.
Different requests on H and V yield a global Lyapunov-Schmidt decomposition
of F: on affine subspaces obtained by translating H, F is a homeomorphism and
complications due to the nonlinear term manifest on fibers, which are graphs of
functions from V to H.

Fibers are also convenient for the verification of properness of F. In particular,
one may search for folds in nonlinear maps defined on functions with unbounded
domains, which are natural in physical situations. Fibers also provide the conceptual
starting point for algorithms that solve a class of partial differential equations, an
idea originally suggested by Smiley [31, 32] and later implemented for finite spectral
interaction of the Dirichlet Laplacian on rectangles in [7].

An abstract setup in the spirit of the characterization of folds as in [10, 11], or
like the one we present in Section 4, provides a better understanding of the role of
the hypotheses in the fundamental example of Ambrosetti and Prodi. Elliptic theory
seems to be less relevant than one might think, it is just that it provides a context in
which the required hypotheses are satisfied.

In Section 2, we present the seminal examples—the Dolph-Hammerstein home-
omorphisms and the Ambrosetti-Prodi fold—in a manner appropriate for our
arguments. Fibers and sheets are defined and constructed in Section 3. A global
change of coordinates in Section 4 gives rise to adapted coordinates, in which the
description of critical points is especially simple. A characterization of the critical
points strictly in terms of spectral properties of the Jacobian DF is given. Also, the
three natural steps to identify global folds become easy to identify. Further study of
how to implement each step is the content of Sections 5, 6 and 7. The last section is
dedicated to some examples.

The text is written as a guide: we try to convey the merits of a set of techniques,
without providing details. Complete proofs will be presented elsewhere [8, 9].

Alas, we stop at folds. There are scattered results in which local or global
cusps were identified: again, the excellent survey [12] covers the material up to
the mid-nineties. So far, the description of cusps seems rather ad hoc. There are
characterizations [12], but they are hard to verify and new ideas are needed. On the
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other hand, checking that maps are not global folds is rather simple, a matter of
showing, for example, that some points in the image have more than two preimages.
A numerical example is exhibited in Section 5.3.

2 The first examples in infinite dimension

Among the simplest continuous maps between Hilbert spaces are homeomorphisms,
in particular linear isomorphisms. A second class of examples are folds.

2.1 Homeomorphisms: Dolph and Hammerstein

Dolph and Hammerstein [15, 16] obtained a simple condition under which nonlinear
perturbation of linear isomorphisms are still homeomorphisms. A version of their
results is the following.

Start with a real Hilbert space Y and a self-adjoint operator L W X � Y ! Y for a
dense subspace X of Y . Let 	.L/ be the spectrum of L.

Theorem 2.1. Let Œ�c; c
 \ 	.L/ D ; and suppose N W Y ! Y is a Lipschitz map
with Lipschitz constant n < c. Equip X with the graph topology, kxkX D kxkY C
kLxkY . Then the map F D L � N W X ! Y is a Lipschitz homeomorphism.

Indeed, to solve F.x/ D y, search for a fixed point of

Cy W Y ! Y; Cy.z/ D N.L�1.z//C y

which is a contraction because the operator L�1 W Y ! Y has norm less than 1=c
by standard spectral theory and then the map N ı L�1 is Lipschitz with constant less
than n=c < 1 . As usual, the fixed point varies continuously with y. Clearly, F is
Lipschitz. To show the same for F�1, keep track of the Banach iteration.

Notice that the statement allows for differential operators between Sobolev
spaces. Very little is required from the spectrum of L. Clearly, for symmetric
bounded operators one should take X D Y .

2.2 Breaking the barrier: the Ambrosetti-Prodi theorem

What about more complicated functions? Ambrosetti and Prodi [1] obtained an
exquisite example. After refinements by Micheletti and Manes [24], Berger and
Podolak [6] and Berger and Church [5], the result may be stated as follows. Let
˝ � R

n be a connected, open, bounded set with smooth boundary (for nonsmooth
boundaries, see [34]). Let H2.˝/ and H1

0.˝/ be the usual Sobolev spaces and set
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X D H2.˝/ \ H1
0.˝/ and Y D H0.˝/ D L2.˝/. The eigenvalues of the Dirichlet

Laplacian �� W X � Y ! Y are

	.��/ D f0 < �1 < �2 � : : : ! 1g:

Denote by �1 the (L2-normalized, positive) eigenvector associated with �1 and
split X D HX ˚ VX;Y D HY ˚ VY in horizontal and vertical orthogonal subspaces,
where VX D VY D h�1i, the one dimensional (real) vector space spanned by �1.

Theorem 2.2. Let F W X ! Y be F D L � N, where L D ��, N.u/ D f .u/, for a
smooth, strictly convex function f W R ! R satisfying

Ran f 0 D .a; b/ ; a < �1 < b < �2 :

Then there are global homeomorphisms � W X ! HY ˚ R and � W Y ! HY ˚ R

for which QF.z; t/ D � ı F ı ��1.z; t/ D .z;�t2/.

Said differently, the following diagram commutes.

X
F�! Y

� # # �

HY ˚ R
.z;�t2/�! HY ˚ R

Functions which admit such dramatic simplification are called global folds.
The vertical arrows in the diagram above are (global) changes of variables and
sometimes will be C1 maps, but we will not emphasize this point.

The original approach by Ambrosetti and Prodi is very geometric [1]. In a
nutshell, they show that F is a proper map whose critical set C (in the standard
sense of differential geometry, the set of points u 2 X for which the derivative
DF.u/ is not invertible) is topologically a hyperplane, together with its image F.C/.
They then show that F is proper, its restriction to C is injective and F�1.F.C// D C.
Finally, they prove that both connected components of X � C are taken injectively
to the same component of Y � F.C/. Their final result is a counting theorem: the
number of preimages under F can only be 0, 1 or 2.

Berger and Podolak [6], on the other hand, construct a global Lyapunov-Schmidt
decomposition for F. For VX D VY D h�1i, consider affine horizontal (resp.
vertical) subspaces of X (resp. Y), i.e., sets of the form HX C t�1, for a fixed t 2 R

(resp. y C VY , for y 2 HY ). Let P W Y ! HY be the orthogonal projection. The map
PFt W HX ! HY ;PFt.w/ D PF.w C t�1/, is a bi-Lipschitz homeomorphism, as we
shall see below. Thus, the inverse under F of vertical lines y C VY , for y 2 HY are
curves ˛y W R 	 VX � X ! HX , which we call fibers. Fibers stratify the domain
X. Thus, to show that F is a global fold, it suffices to verify that each restriction
F W ˛y ! VY 	 R, essentially a map from R to R, is a fold.
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After such a remarkable example, one is tempted to push forward. This is not
that simple: if the (generic) nonlinearity f is not convex, there are points in Y with
four preimages [8], so the associated map F W X ! Y cannot be a global fold (for a
numerical example, see Section 5.3).

3 Fibers and height functions

Fibers come up in [6] and [32] for C1 maps associated with second order differential
operators and in [21] in the context of first order periodic ordinary differential
equations. Due to the lack of self-adjointness, the construction in [21] is of a very
different nature. We follow [27] and [34], which handle Lipschitz maps, allowing
the use of piecewise linear functions in the Ambrosetti-Prodi scenario, namely f
given by f 0.x/ D a or b, depending if x < 0 or x > 0 [14, 19].

Let X and Y be Hilbert spaces, X densely included in Y . Let L W X � Y ! Y be a
self-adjoint operator with a simple, isolated, eigenvalue �p, with eigenvector �p 2 X
with k�pkY D 1. Notice that �p may be located anywhere in the spectrum 	.L/ of
L. As before, consider horizontal and vertical orthogonal subspaces,

X D HX ˚ VX ; Y D HY ˚ VY ; for VX D VY D h�pi

and the projection P W Y ! HY . Let PFt W HX ! HY be the projection on HY of the
restriction of F to the affine subspace HX C t�p, PFt.w/ D PF.wC t�p/. In the same
fashion, the nonlinearity N W Y ! Y gives rise to maps PNt W HY ! HY , which we
require to be Lipschitz with constant n independent of t 2 R so that

Œ�n; n
 \ 	.L/ D f�pg : (H)

The standard Ambrosetti-Prodi map fits these hypotheses. In this case, X � Y
are Sobolev spaces and the derivative f 0 W R ! R is bounded by a and b. Set

� D .a C b/=2; L D �� � �; N.u/ D f .u/ � �u

and �p D �1, the smallest eigenvalue of ��. Then the Lipschitz constant n of the
maps PNt satisfies n < � � a D b � � < �2 � � , so that �1 � � � n.

Theorem 3.1. Let F W X ! Y satisfy (H) above. Then for each t 2 R, the map PFt

is a bi-Lipschitz homeomorphism, and a Ck diffeomorphism if F is Ck. The Lipschitz
constants for PFt and .PFt/

�1 are independent of t.

Proof. The proof follows Theorem 2.1 once the potentially nasty eigenvalue �p is
ruled out. Let c be the absolute value of the point in 	.L/ n f�pg closest to 0, so that
0 � n < c. The operator L W X ! Y restricts to L W HX ! HY , which is invertible
self-adjoint, and again L�1 W HY ! HY with kL�1k � 1=c. The solutions w 2 HX of
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PFt.w/ D g 2 HY solve PLu � PN.u/ D Lw � PNt.w/ D g for u D w C t�p. The
solutions w correspond to the fixed points of Cg W HY ! HY , where

Cg.z/ D PNt.L
�1z/C g; for Lw D z 2 HY :

The map Cg is a contraction with constant bounded by n=c < 1 (independent of t).
Now follow the proof of Theorem 2.1. ut

The attentive reader may have noticed that the effect of the nonlinearity N along
the vertical direction is irrelevant for the construction of fibers.

The same construction applies when the interval Œ�n; n
 defined by the Lipschitz
constant n of PNt W HX ! HY interacts with an isolated subset I of 	.L/ — more
precisely, I D Œ�n; n
 \ 	.L/ and there is an open neighborhood U of I � R for
which I D U \ 	.L/. In this case P is the orthogonal projection on I, which takes
into account possible multiplicities. In the special situation when I consists of a
finite number of eigenvalues (accounting multiplicity), we refer to finite spectral
interaction between L and N.

We concentrate on the case when I D f�pg consists of a simple eigenvalue.
A more careful inspection of the constants in the Banach iteration in the proof above
yields the following result [7, 34]. The image under F of horizontal affine subspaces
of X are sheets. The inverse under F of vertical lines of Y are fibers.

Proposition 3.2. If F is C1, sheets are graphs of C1 maps from HY to h�pi and
fibers are graphs of C1 maps from h�pi to HX. Sheets are essentially flat, fibers are
essentially steep.

We define what we mean by essential flatness and steepness. Let �.y/ be the
normal at a point y 2 Y of (the tangent space of) a sheet, and �.u/ be the tangent
vector at u 2 X of a fiber. Then there is a constant � 2 .0; �=2/ such that �p makes
an angle less than � (or greater than � � �, due to orientation) with both vectors.

4 Adapted coordinates and a plan

Suppose L and N interact at a simple eigenvalue �p. Write

F.u/ D PF.u/C hF.u/; �pi�p D PF.u/C h.u/�p

where the map h W X ! R is called the height function. In the diagram below,
invertible maps are bi-Lipschitz [34] or Ck diffeomorphisms, depending if PFt is
Lipschitz or Ck. The smoothness of h and ha D h ı ˚ follow accordingly.

X D HX ˚ VX
F�! Y D HY ˚ VY

˚�1D.PFt ;Id/ & % FaDFı˚D.Id;ha/

Y
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The map F has been put in adapted coordinates by the change of variables ˚ :

Fa W Y ! Y ; .z; t/ 7! .z; ha.z; t// :

Notice that fibers of F are taken to vertical lines in the domain of Fa D F ı ˚ .
Explicitly, the vertical lines f.z0; t/ W t 2 Rg parameterized by z0 2 HY correspond
to fibers u.z0; t/ D .PFt/

�1.z0/ C t�p D w.z0; t/ C t�p. Thus Fa is just a rank one
nonlinear perturbation:

Fa.z; t/ D .z; ha.z; t// 	 z C ha.z C t�p/�p :

In a very strict sense, this is also true of F. In order to make F similar to an
Ambrosetti-Prodi map, define G D Fa ı .��/ W X ! Y:

u
��7�! z C t�1

Fa

7�! z C t�1 C .ha.z C t�1/ � t/�1 D ��u C  .u/�1;

for some nonlinear functional  . We generalize slightly.

Proposition 4.1. Let N be a C1 map. Say L and N interact at a simple eigenvalue
�p and L is invertible. Then, after a C1 change of variables, the C1 function F D
L � N W X ! Y becomes G W X ! Y, G D L C  .u/�p, for some  W X ! R.

For Ambrosetti-Prodi operators F.u/ D ��u�f .u/, the nonlinear perturbation is
given by a Nemitskii map u 7! f .u/. It is not surprising that once we enlarge the set
of nonlinearities new global folds arise. For a map F given in adapted coordinates by
Fa.z; t/ D .z; ha.z; t//, appropriate choices of the adapted height function ha yields
all sorts of behavior.

The critical set of F W X ! Y is compatible with fibers as follows [6, 9].

Proposition 4.2. Suppose the C1 map F W X ! Y admits fibers. Then u0 is a critical
point of F if and only if it is a critical point of the height function h along its fiber,
or equivalently of the adapted height function ha.

Isolated local extrema have to alternate between maxima and minima. In
particular, given the appropriate behavior at infinity at each fiber and the fact that
all critical points are of the same type, we learn from a continuity argument that the
full critical set C is connected, with a single point on each fiber [13].

The study of a function F W X ! Y reduces to three steps:

1. Stratify X into fibers.
2. Verify the asymptotic behavior of F along fibers.
3. Classify the critical points of the restriction of F along fibers.

The following result is natural from this point of view [9]. Let F W X ! Y satisfies
(H) of Section 3, so that, by Proposition 3.2, X stratifies in one dimensional fibers
fu.z; t/ W t 2 Rg, one for each z 2 HY .
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Proposition 4.3. Suppose that, on each fiber,

lim
t!˙1hF.u.z; t//; �pi D lim

t!˙1 h.u.z; t// D �1 :

Suppose also that each critical point of h restricted to each fiber is an isolated
local maximum. Then F W X ! Y is a global fold, in the sense that there
are homeomorphisms on domain and image that give rise to a diagram as in
Theorem 2.2.

To verify that such limits exist, one might check hypotheses .V˙/ in Section 6.1,
but there are alternatives. Similarly, there are ways of obtaining fibers which do
not fit the construction presented in Section 3 (this is the case for perturbations of
non-self-adjoint operators, Section 8.4). The upshot is that there is some loss in
formulating the three-step recipe into a clear-cut theorem.

As trivial examples, ha.z; t/ D �t2 is a global fold, whereas ha.z; t/ D t3 � t
has a critical set consisting of two connected components having only (local) folds
(from Section 7.1). More complicated singularities require the dependence on z:
not every fiber of F (equivalently, vertical line in the domain of Fa) has the same
number of critical points close to a cusp, for example. The reader is invited to check
that .z; t/ 7! .z; t3 � hz; Q�it/ is a global cusp, for Q� any fixed vector in HY . Higher
order Morin singularities, considered in Section 7, are obtained in a similar fashion.
From the Proposition 4.1, changes of variables on such maps yield nonlinear rank
one perturbations of the Laplacian which are globally diffeomorphic to the standard
normal forms of Morin singularities.

We consider the standard Ambrosetti-Prodi scenario in the light of this strategy.
For the function F.u/ D ��u�f .u/ defined in Theorem 2.2, elliptic theory yields all
sort of benefits — the smallest eigenvalue of the Jacobian DF.u/ is always simple,
the ground state may be taken to be a positive function in X.

The hypotheses required for the construction of fibers in Theorem 3.1 do not
imply the simplicity of the relevant eigenvalue: there are examples for which there
is no naturally defined C1 functional �p W X ! R because two eigenvalues collide.
One might circumvent this difficulty by forcing the nonlinearity N to be smaller, but
it turns out that this is not necessary. The hypotheses instead imply the simplicity of
�p in an open neighborhood of the critical set C of F, and this is all we need, as we
shall see in Section 7.1.

The positivity of the ground state and the convexity of the nonlinearity f are used
in a combined fashion in the Ambrosetti-Prodi theorem to prove that along fibers
the height function only has local maxima. Clearly, this is a property only of critical
points. On the other hand, the nonlinearity N.u/ D f .u/ is so rigid that the standard
hypothesis of convexity of f is essentially necessary, as shown in [8]. More general
nonlinearities require a better understanding of the singularities.

We now provide more technical details on each of the three steps.
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5 Obtaining fibers in other contexts

For starters, what if L is not self-adjoint, or X is not Hilbert?

5.1 Podolak’s approach

Suppose momentarily that X and Y are Banach spaces. Let L W X ! Y be a Fredholm
operator of index zero with kernel generated by a vector �X and let �Y be a vector not
in RanL. Podolak [27] considered the following scenario, for which she obtained
a lower bound on the number of preimages for a region of Y of vectors with very
negative component along �Y . Split X D HX ˚ VX where VX D h�Xi and HX is
any complement. Also, split Y D HY ˚ VY where HY D RanL and VY D h�Yi. In
particular L W HX ! HY is an isomorphism. Also, define the associated projection
P W Y ! HY . Write u D w C t�X; y D g C s�Y for w 2 HX . The equation
F.u/ D Lu � N.u/ D y becomes

L.w C t�X/ � N.w C t�X/ D Lw � N.w C t�X/ D g C s�Y ;

and, as in Theorem 3.1, we are reduced to solving the map

Cg W HY ! HY ; Cg.z/ D PNt.L
�1z/C g ; for Lw D z 2 HY :

Her hypotheses imply that such maps are contractions.

5.2 Transplanting fibers

The estimates arising from spectral theorem in the Hilbert context are easy to obtain
and possibly more effective. Podolak’s hypotheses are harder to verify. There is a
possibility: getting fibers in Hilbert spaces and transplanting them to Banach spaces.
This happens, for example, when moving from the Ambrosetti-Prodi example as
a map between Sobolev spaces [6] to a map between Hölder spaces [1]. The
classification of singularities is simpler with additional smoothness (Section 7).

Proposition 5.1. Let F D L � N W X ! Y satisfy hypothesis (H) of Section 3.
Consider the densely included Banach spaces A � X and B � Y allowing for the
C1 restriction F W A ! B for which VX D VY � A. Suppose that DF.a/ W A ! B is
a Fredholm operator of index zero for each a 2 A. Then fibers of F W X ! Y either
belong to A or do not intersect A.

Said differently, if a point u 2 X belongs to A then the whole fiber does.
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In the Ambrosetti-Prodi scenario, this proposition seems to be a consequence of
elliptic regularity, which may be used to prove it. Regularity of eigenfunctions is
irrelevant: fibers are the orbits of the vector field of their tangent vectors, which are
inverses of the vertical vector under DF.u/, and necessarily lie in A [9]. Tangent
vectors are indeed eigenfunctions �p.u/ of DF.u/ at critical points u.

The fact that sheets and fibers are uniformly flat and steep (Proposition 3.2)
allows one to modify vertical spaces ever slightly and still obtain space decomposi-
tions for which the Lyapunov-Schmidt decomposition, and hence the construction
of fibers in Theorem 3.1, apply. In particular, transplants may be performed even
when the eigenvector �p originally used to define the vertical spaces VX D VY do
not have regularity, i.e., do not belong to A � X. We only have to require that A is
dense in X, so that �p can be well approximated by a new vertical direction.

5.3 Fibers and Numerics

Finite spectral interaction is a very convenient context for numerics. Any question
related to solving F.u/ D g for some fixed g 2 Y reduces to a finite dimen-
sional problem in situations of finite spectral interaction, irrespective of additional
hypotheses. If the interaction involves a simple eigenvalue �p, one simply has to
look at the restriction of F to the (one dimensional) fiber associated with the affine
vertical line through g.

Smiley and Chun realized the implications of this fact for numerical analysis
[31, 32]. An implementation for functions F.u/ D ��u�f .u/ defined on rectangles
˝ � R

2 was presented in [7]. In the forecoming sections, we will require more
stringent hypotheses with the scope of obtaining very well-behaved functions F—
we will mostly be interested in global folds. Such additional restrictions might
improve on computations, but so far this has not seen to lead to substantial
improvements on the available algorithms.
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We present an example obtained from programs by José Cal Neto [7] and Otavio
Kaminski. For ˝ D Œ0; 1
 � Œ0; 2
, �1 	 12:337 and �2 	 19:739. Consider

�uxx � uyy � f .u/ D g ; .x; y/ 2 ˝ ; u D 0 in @˝ ;

f 0.x/ D �2 � �1
�

�
arctan.

x

10
/ � 2

5
x e�.x=10/2�C �1 ; f .0/ 	 47:12

g.x; y/ D �100�x.x � 1/y2.y � 2/� � 35 sin.�x/ sin.
�y

2
/ :

On the left, we show the graphs of f 0, which interacts only with �1. On the right,
the height function h associated with the fiber obtained by inverting the vertical line
through g. The height value �12:3 is reached by four preimages, displayed below.
Notice the cameo appearance of the maximum principle: the four graphs sit one on
top of the other as one goes up along the fiber (this is very specific of interactions
with �1 of the Laplacian with Dirichlet conditions).

6 Asymptotics of F on fibers and vertical lines

We stick to one dimensional fibers and consider two issues.

1. How does F behave at infinity along fibers?
2. How do fibers look like at infinity ?
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The first question, to say the very least, is tantamount to characterizing the image
of F. The second is not relevant for the theoretical study of the global geometry of F,
since a (global) coordinate system leading to a normal form (like .z; t/ 7! .z;�t2//
is insensitive to the shape of fibers. On the other hand, for numerical purposes, a
uniform behavior at infinity of the fibers is informative.

6.1 F along fibers

The inverse of a vertical line z0 C VY ; z0 2 HY is the fiber u.z0; t/ D w.z0; t/C t�p:

F.u.z0; t// D z0 C ha.z0; t/ �p : (
)

For a fixed z0 2 HY , the C1 map t 7! ha.z0; t/ is the adapted height function of the
fiber associated with z0. Clearly,

ha.z0; t/ D hF.u.z0; t//; �pi D hL.w.z0; t/C t�p/ � N.u.z0; t//; �pi

so that

ha.z0; t/ D �pt � hN.u.z0; t//; �pi:

In order to have

lim
t!˙1hF.u.z0; t//; �pi D lim

t!˙1 ha.z0; t/ D �1

and some uniformity convenient to obtain properness as discussed in Section 6.4,
we require an extra hypothesis:

For each z0 2 X, there is a ball U.z0/ � X and �;T > 0; c˙ such that, for z 2 U.z0/,

hN.u.z; t//; �pi > .�p C �/t C cC ; for t > T ; (VC)

hN.u.z; t//; �pi > .�p � �/t C c� ; for t < �T : (V�)

Notice that the asymptotic behavior on each fiber is the same.

6.2 Asymptotic geometry of fibers

Again, parameterize fibers as u.z; t/ D w.z; t/ C t�p. Under mild hypotheses, the
vectors w.z; t/=t have a limit for t ! ˙1, which is independent of z. A version of
this result was originally obtained by Podolak [27].
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Proposition 6.1. Suppose that F W X ! Y, F D L � N satisfies hypothesis (H) of
Section 3. Suppose also that, for every u 2 X,

lim
t!C1

PN.tu/

t
D N1.u/ 2 Y:

Then there exist wC;w� 2 HX such that, for every fiber u.z; t/ D w.z; t/C t�p,

lim
t!C1 kw.z; t/

t
� wCkX D 0 ; lim

t!�1 kw.z; t/

t
� w�kX D 0

which are, respectively, the unique solutions of the equations

Lw � PN1.w C �p/ D 0 ; Lw C PN1.�w � �p/ D 0:

It turns out that N1 D PN1 satisfies the same Lipschitz bound that the functions
PNt in Theorem 3.1, which is why both equations are (uniquely) solvable.

Fibers are asymptotically vertical if and only if limjtj!1 w.z; t/=t D 0, or
equivalently, PN1.˙�p/ D 0. Indeed, in this case, w D 0 is the unique solution
of both equations. This is what happens in the Ambrosetti-Prodi scenario, where
PN1.u/ D .b � �/PuC � .a � �/Pu� (recall u D uC � u�), since �p D �1 > 0.

6.3 Comparing F on fibers and on vertical lines

One might wish to relate the heights of F along fibers and vertical lines, which are
easier to handle. In [27] Podolak presented a scenario in which this is possible. We
state a version of her result for the case t ! C1.

Theorem 6.2. Let X � Y be Hilbert spaces with X dense in Y. Let L W X ! Y
be a self-adjoint operator with 0 2 	.L/, a simple, isolated eigenvalue, associated
with the normalized kernel vector �p. Set HY D h�pi?. Take N W Y ! Y and
F D L � N W X ! Y so that

1. kN.u/ � N.u0/kY � �ku � u0kY ; limt!C1 N.tu/=t D N1.u/
2. hN1.�p/; �pi D � limt!C1hF.t�p/; �pi=t > 0

3. � k�LjHY

��1k < 1=2 ; �2 k�LjHY

��1k < 1=2 hN1.�p/; �pi .

Then, for each fiber .z0; t/ in adapted coordinates,

ˇ̌
lim

t!C1
ha.z0; t/

t
� hN1.�p/; �piˇ̌ < hN1.�p/; �pi:

The number hN1.�p/; �pi gives the asymptotic behavior of the height of F along
the vertical line through the origin. The theorem implies that F along the upper part
of each fiber converges to the same infinity that F along ft�p; t � 0g.
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A context in which these hypotheses apply is the Ambrosetti-Prodi operator with
a piecewise nonlinearity f .u/ D .�p C c/uC � .�p � c/u� for a sufficiently small
number c > 0. However, for pairs .�p �c1; �p Cc2/; p ¤ 1 in the Fučik spectrum of
the (Dirichlet) negative second derivative, for which necessarily c1 ¤ c2 (near �p),
the condition involving �2 does not hold and indeed the thesis is not true.

6.4 Fibers and the properness of F

From a more theoretical point of view, fibers circumvent the fundamental issue of
deciding if F is proper. For example [21], the map

F W C1.S1/ ! C0.S1/; u 7! u0 C arctan.u/

is a diffeomorphism from the domain to the open region between two parallel planes,

˚
y 2 C0.S1/ ; ��2 <

ˆ 2�

0

y.�/d� < �2
�
:

Indeed, fibers in this case are simply lines parallel to the vertical line of constant
functions, and each is taken to such region.

Perhaps, it would be more appropriate to think of fibers as a tool to show
properness [9]. As far as we know, for the Ambrosetti-Prodi map F W X ! Y in
unbounded domains, the properness has been proved only by making use of fibers
(see Section 8).

Proposition 6.3. The map F W X ! Y satisfying hypotheses (H) of Section 3 and
.V˙/ above is proper if and only if the restriction of F to each fiber is proper.

Points in the Fučik spectrum of the (Dirichlet) second derivative give rise to maps
F which take the half-fiber fu.0; t/; t � 0g to a single point 0 [34], which shows that
F is not proper, although the image of every vertical line has its vertical component
taken to infinity.

A possible definition of a topological degree for F becomes innocuous — the
relevant information is essentially the asymptotic behavior of F along each fiber.

7 Singularities

Generic singularities both of F and of each height function are very special — they
are Morin singularities. Morin classified generic singularities of functions from R

n

to R
n whose derivative at the singularity has one dimensional kernel [26]. This is

sufficient for the study of critical points of height functions on one dimensional
fibers, by Proposition 4.2. In order to do the same for the critical points of the
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whole function F W X ! Y , we need an equivalent classification for singularities
of functions between infinite-dimensional spaces, which is very similar [13, 21, 29]
— this is how we proceed next.

7.1 Morin theory in adapted coordinates

The first step in Morin’s proof makes use of the implicit function theorem to write
such a singularity at a point .z0; t0/ in adapted coordinates, as in Section 4:

Fa W Y D HY ˚ VY ! Y D HY ˚ VY ; .z; t/ 7! .z; ha.z; t//:

Say Fa is CkC1. The point .z0; t0/ is a Morin singularity of order k if and only if

1. Dtha.z0; t0/ D � � � D Dk
t ha.z0; t0/ D 0, DkC1

t ha.z0; t0/ ¤ 0.
2. The Jacobian D.ha;Dtha; : : : ;Dk�1

t ha/.z0; t0/ has maximum rank.

Then, in a neighborhood of .z0; t0/ there is an additional change of variables which
converts Fa to the normal form

.Qz; x; t/ 7! .Qz; x; tkC1 C x1t
k�1 C � � � C xk�1t/ :

Here the coordinates .Qz; x/ correspond to an appropriate splitting of Y D QY ˚ R
k�1.

Morin singularities of order 1, 2, 3, and 4 are called, respectively, folds, cusps,
swallowtails and butterflies.

Thus, the classification of critical points of F boils down to the study of a
family of one dimensional maps, the height functions restricted on fibers. The
first requirement is specific to each fiber (i.e., one checks it for every fixed z near
z0), whereas the second relates nearby fibers, i.e., one has to change z. Folds are
structurally simpler than deeper singularities: the behavior along fibers near a fold
point is always the same — essentially like t 7! �t2, whereas this is not the case for
cusps, where close to t 7! t3 one finds t 7! t3 ˙ �t.

There is something unsatisfying in the fact that the relevant properties of the
critical points of F requires knowledge of some version of the height function. This
is circumvented by the next result [9].

Proposition 7.1. Suppose F W X ! Y is CkC1 and admits one dimensional fibers.
Then there is an open neighborhood U of the critical set C with the properties below.

1. There is a unique Ck map �p W U ! R for which �p D 0 on C and is an
eigenvalue of DF elsewhere.

2. There is a strictly positive Ck function p W U ! R
C such that

�p.u.z; t// D p.u.z; t// Dth.u.z; t// ; u.z; t/ 2 U :
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A point u0 D u.z0; t0/ is a Morin singularity of order k of F if and only if

1. �p.u0/ D � � � D Dk�1
t �p.u0/ D 0 , Dk

t �p.u0/ ¤ 0 ,
2. The image of D.�p; : : : ;Dk�2

t �p/.u0/ together with Dt�p.u0/ span R
n.

There is an analogous characterization in adapted coordinates.

7.2 Critical points of the height function

Consider a critical point u0 2 C � X and the fiber u.z0; t/ through it, u.z0; t0/ D u0.
From Proposition 7.1, u0 is a (topological) fold of the height function h restricted to
the fiber if and only if u0 is a topologically simple root of �p.u/ along the fiber, i.e.,
�p is strictly negative on one side of u0 and strictly positive on the other.

Once we reduce the issue to checking an eigenvalue along a fiber, derivatives are
irrelevant: just study the quadratic form of the Jacobian. Clearly, this only handles
topological equivalence between the function and a fold.

More explicitly, in standard Ambrosetti-Prodi contexts, �1.u0/ is the minimum
value of the quadratic form hDF.u0/v; vi. The derivative Dtu.z0; t0/ of the (C1) fiber
is the eigenfunction �1.u0/ > 0, and it is easy to check that �1 increases with t by
the convexity of the nonlinearity f . This should be compared with differentiability
arguments, which require some estimate on �1.u0/ (say, boundedness).

The fact that all critical points are local maxima for height functions on fibers, as
required in Proposition 4.3, suggests hypotheses to be checked only on the critical
set of F. This is not the case in the original Ambrosetti-Prodi theorem: the statement
of the theorem has the merit that it makes no reference to the critical set at all,
an object which in principle is hard to identify. The convexity of the nonlinearity
handles the difficulty and, rather surprisingly, is essentially necessary [8]. Further
examples yielding local maximality are somewhat contrived.

8 Some examples

8.1 The non-autonomous case

The geometric formulation F D L � N is not sufficient to accommodate situations
of the form F.u.x// D ��u.x/ C f .x; u.x//, the so-called non-autonomous
case. Hammerstein [16] had already considered homeomorphisms of that form.
A possibility is requiring that X and Y are function spaces defined on a domain
˝, so that the variable x makes sense. The formalism above carries over to this
scenario without surprises.
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More precisely, as usual X and Y are Hilbert spaces, X dense in Y . The linear
operator L W X � Y ! Y is self-adjoint with a simple eigenvalue �p associated
with a normalized eigenvector �p. Let P W Y ! HY D h�pi? be the orthogonal
projection.

From the nonlinear term N W ˝�Y ! Y , define as before PNt W HY ! HY ; t 2 R

and require a Lipschitz estimate,

kPNt.x;w1/ � PNt.x;w0/kY � nkw1 � w0kY ; for w0;w1 2 HY ;

so that Œ�n; n
 \ 	.L/ D f�pg, which is the same hypothesis (H) in Section 3. This
obtains fibers for F W X ! Y as in Theorem 3.1, which satisfy the same properties
as those in the autonomous case, in particular, Proposition 3.2.

The hypothesis which obtain appropriate asymptotic behavior of F along fibers
are the obvious counterparts of (VC) and (V�) in Section 6.1. For the classification
of critical points, we simply do not distinguish between the autonomous and non-
autonomous case: the subject has become a geometric issue.

8.2 Schrödinger operators on R
n

As was surely known by Ambrosetti and Prodi (and [2] is an interesting example),
the Laplacian with Dirichlet conditions might be replaced by more general self-
adjoint operators. The approach in this text is flexible enough to handle nonlinear
perturbations of Schrödinger operators on unbounded domains yielding global
folds. In our knowledge there are no similar results in the literature. Tehrani [33]
obtained counting results for Schrödinger operators in R

n in the spirit of those
obtained by Podolak [27], indicated in Section 5.1 .

We state the by now natural hypotheses. Here Y D L2.Rn/.

1. The free operator T D �� C v.x/ W X � Y ! Y is self-adjoint, with simple,
isolated, smallest eigenvalue �1 and positive ground state �1.

2. F W X � Y ! Y;F.u/ D Tu � f .u/ is a C1 map.
3. The function f 2 C2.R/ satisfies f .0/ D 0, M � f 00 > 0, f 0.R/ D .a; b/ and

a < �1 < b < minf	.T/ n f�1gg.
4. The Jacobians DF.u/ W X ! Y are self-adjoint operators with eigenpair
.�1.u/; �1.u// sharing the properties of .�1; �1/.

Theorem 8.1. Under these hypotheses, the map F W X ! Y is a global fold.

Such hypotheses are satisfied for v.x/ D x2=2, the one dimensional quantum har-
monic oscillator, as well as for the hydrogen atom in R

3, for which v.x/ D �1=jxj.
Hypotheses on the potential of a Schrödinger operator in order to obtain such

properties are commonly studied in mathematical physics. The interested reader
might consider [4, 18, 20, 28]. More about this in [9].
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8.3 Perturbations of compact operators

We recall Mandhyan’s second example of a global fold [22, 23], or better, a special
case of the extension given by Church and Timourian [11].

For ˝ � R
n a compact subset, let X D C0.˝/ and define the compact operator

K W X ! X; K.u/.x/ D
ˆ
˝

k.x; y/u.y/dy

where the kernel k 2 C0.˝ � ˝/ is symmetric and positive. Let �1 > �2 be the
largest eigenvalues of K. Now let f W R ! R be a strictly convex C2 function
satisfying

0 < lim
x!�1 f 0.x/ < 1=�1 < lim

x!1 f 0.x/ < 1=j�2j :

Theorem 8.2. Under these hypotheses for K and f , the map

G W X ! X; G.u/.x/ D u.x/ � Kf .u.y//

is a global fold.

This is the kind of nonlinear map obtained if one started from the Ambrosetti-
Prodi original operator F.u/ D ��u � f .u/ and inverted the Laplacian. Actually,
one could take another track: instead of inverting the linear part, one might consider
the inversion of the nonlinear map u 7! f .u/, since f 0 is bounded away from zero.
For maps G.u/ D Ku � f .u/ obtained this way, we handle the case when K is a
general compact symmetric operator K.

More precisely, let ˝ � R
n, B D C0.˝/ and Y D L2.˝/. Let K W B ! B and

K W Y ! Y be compact operators which preserve the cone of positive functions.
Also, K W Y ! Y has simple largest eigenvalue �p D kKk and second largest
eigenvalue �s . Let f W R ! R be a strictly convex C2 function, with f .0/ D 0 if ˝
is unbounded. Suppose

�s < a D lim
t!�1 f 0.t/ < �p < b D lim

t!1 f 0.t/ :

Theorem 8.3. The map F W B ! B ;F.u/ D Ku � f .u/ is a global fold.

The reader should notice that F is Lipschitz but not differentiable as a map from
L2.˝/ to itself. Still, the direct construction of fibers in C0.˝/ is not a simple matter,
because properness of F is not immediate. Transplanting fibers in this example is
convenient, and was also used in Mandhyan’s context.
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8.4 Folds as perturbations of non-self-adjoint operators

McKean and Scovel [11, 25] studied the Riccati-like map on functions

u 2 L2.Œ0; 1
/ 7! u C .D2/
�1f .u/ 2 L2.Œ0; 1
/; f .x/ D x2=2;

where .D2/
�1 is the inverse of the second derivative acting on W1;2.Œ0; 1
/ and

showed that the critical set consists of a countable union of (topological) hyper-
planes. Church and Timourian [7] showed that the restriction of such map to a
neighborhood of one specific critical component is (after global homeomorphic
change of variables) a fold. The techniques employed are in the spirit of the original
Ambrosetti-Prodi paper.

Fibers were relevant in [21], where perturbations of first order differential
equations (clearly, non-self-adjoint operators) were shown to be global folds. An
example is the map on periodic functions with (generic) convex nonlinearities f ,

F W C1.S1/ ! C0.S1/; u 7! u0 C f .u/ :

McKean and Scovel [25] and Kappeler and Topalov [17] considered the same map
among Sobolev spaces, the celebrated Miura map, used as a change of variables
between the Korteweg-deVries equation and its so called modified version.

More recently, a perturbation of a non-self-adjoint elliptic operator (as in [3], but
with Lipschitz boundary) has been shown to yield a global fold [30].
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1 Introduction

We consider the existence of radial singular polytropes, i.e. singular positive radial
singular solutions to

(
�u C �.up � uq/ D 0; kxk < 1;

u.x/ D 1; for kxk D 1;
(1)

for � > 0, N=.N � 2/ < p < .N C 2/=.N � 2/, N > 2, and q < p. A radial singular
solution to (1) is a radially symmetric function u W B WD fx 2 R

N I kxk � 1g ! R

such that u 2 Lp.B/ \ H1;1.B/, u.x/ D 1 for kxk D 1, limx!0 u.x/ D C1, and

ˆ
B

ru.x/ � r'.x/ � �.up.x/ � uq.x//'.x/dx D 0; (2)
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for any function ' W B ! R of class C1 and compact support in B. In particular, u
is a solution to (1) in the sense of distributions.

The reader is referred to [2] for a derivation of (1) in the modeling of a
static configuration in which the transfer of energy takes place entirely by thermal
conduction. The heat diffusion coefficient, heat generation, and heat radiation are
modeled, respectively, by

� D �0v
k ; � D �0v

m, � D �0v
n ; (3)

where �0; k, �0, m, �0, and n are given constants, and v denotes the temperature.
The singular radial solutions to (1) are the functions u W .0; 1
 ! R that satisfy

(2), u.1/ D 1, and limr!0C u.r/ D C1. By elliptic regularity, singular radial
solutions u.r/ are regular solution of (1) in 0 < r � 1.

Motivated by the results in [1] we have the following extensions of the classifi-
cation of regular solutions to (1) obtained in [2].

Theorem 1.1. Let p 2 .N=.N �2/; .N C2/=.N �2// and q � �1. For each positive
integer k there exists a two-parameter family of singular solutions u.�; a; b; �.a; b//
to (1) such that u.�; a; b; �.a; b// � 1 has exactly k zeroes in .0; 1
.

Theorem 1.2. Let p 2 .N=.N �2/; .N C2/=.N �2// and q > �1. For each positive
integer k there exists a three-parameter family of singular solutions u.�; u0; u0

0; r0/
to (1) such that u.�; u0; u0

0; r0; �.u0; u
0
0; r0// � 1 has exactly k zeroes in .0; 1
.

We note that while the singular solutions obtained in Theorem 1.1 are derived
from solutions with large energy near zero for � D 1, the solutions obtained in
Theorem 1.2 come from solutions with negative energy near zero also for � D 1.
See Lemmas 2.5 and 2.7 and Figure 1 where numerical calculations have been used
to infer the oscillations and singularity for the case q > �1.

The reader is referred to [3] for the role of (1) in radiative equilibrium of stars.
See also [5]. For recent studies on related quasilinear equations, see [4].

2 Existence of a two parameter family of singular solutions

For p 2 .N=.N � 2/; .N C 2/=.N � 2//, N > 2, and q < p we consider the existence
of solutions to 8̂̂̂

<
ˆ̂̂:

u00 C N � 1
r

u0 C up � uq D 0; 0 < r � 1;

u.r0/ D u0;

u0.r0/ D u0
0;

(4)

for 0 < r0 � 1, u0 > 0, and u0
0 2 R.
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Fig. 1 Numerical simulation of a singular solution to (4) with N D 3; p D 4; q D 1;

t0 D 0:2; u0 D :1786, and u0
0 D �0:3462

From now on we write

f .t/ D tp � tq; and F.t/ D tpC1

p C 1
� tqC1

q C 1
; (5)

for q C 1 6D 0. If q C 1 D 0, we replace the corresponding fraction by ln.t/. For any
solution u.r/ of (4) we define

E.r/ D .u0.r//2

2
C F.u.r//; (6)

a straightforward calculation shows that

E0.r/ D �N C 1

r
.u0.r//2: (7)

Lemma 2.1. For each .u0; u0
0/, there exists a unique function u W .0; 1
 ! R

satisfying (4). Such a solution depends continuously on .u0; u0
0/, and u.x/ D

u.kxk/ 2 Lp.B/ \ H1;1.B/ and satisfies the partial differential equation in (1) in
the sense of distribution.

Proof. See Lemma 1 in [1]. ut
We base our analysis of singular solutions to (1) on the existence and energy

properties of singular solutions to (4), which are presented in the following lemmas.
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Let � D 2=.1 � p/, Ap�1 D ��.� C N � 2/ D 2..N � 2/.p � 1/ � 2/=.p � 1/2,
�2 2 ��; 2�N

2

�
, and �1 2 .�; �2/. Since p > N=.N � 2/, there exists c > 0 such that

.�A C �2c/2

2
C .A C c/pC1

p C 1
C N � 2

2
.A C c/.�A C �2c/ D 0: (8)

Let I D Œa1; a2
 � .0;1/ be a compact interval, and b0 WD a.�2��/=.�1��/2 .
For a 2 I and b � b0 we denote by u.�; a; b/ the solution of (4) such that

u.Qb; a; b/ D .A C c/Qb� C aQb�1

u0.Qb; a; b/ D .�A C �2c/Qb��1 C �1aQb�1�1;
(9)

with

Qb D b1=.���2/: (10)

For future reference we note if b � b0 and a 2 I then

ab�1 � Qb� : (11)

For now on we denote

Q.r/ D rN�1



rE.r/C N � 2
2

u.r/u0.r/
�
;

�1 D



N

p C 1
� N � 2

2

�
> 0; �2 D



N

q C 1
� N � 2

2

�
;

and � .u/ D �1u
pC1 � �2uqC1

(12)

Let 0 < r1 < r2 � 1. Multiplying (4) by rN�1u0 and integrating on Œr1; r2
, then
multiplying (4) by rN�1u and integrating on Œr1; r2
, and finally combining common
terms one has the following Pohozaev identity

Q.r2/ D Q.r1/C
ˆ r2

r1

sN�1� .u.s// ds: (13)

Lemma 2.2. There exists b1 � b0 such that, for b � b1, lim
r!0

u.r; b; a/ D C1 and

u � 1 has no zero in .0; Qb/.
Proof. See Lemma 2 in [1]. Let m 2 .0; 1/ such that

�m1�N.m � 1/ < 1 and �2 C 2p.1 � m/.A C c C 1/p�1 < 0: (14)
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Suppose that there exists r 2 ŒmQb; Qb/ such that u0.r/ > 0. Since u0.Qb/ < 0, there
exists r1 2 .mQb; Qb/ such that u0.r1/ D 0 and u0.s/ < 0 for s 2 .r1; Qb
.

Let b1 � b0 such that up � uq > 0. For s 2 Œr1; Qb
,

u.s/ � u.Qb/C u0.t/.s � Qb/ � u.Qb/ � u0.t/.1 � m/Qb (15)

Multiplying (4) by rN�1 and integrating one obtain

�u0.t/ � �
 Qb

t

!N�1
u0.Qb/ � �m1�Nu0.Qb/

This, (14), (15), and the fact that Qbu0.Qb/ > �u.Qb/, implies

u.s/ � 2u.Qb/ for all s 2 Œr1; Qb
: (16)

Therefore

0 D rN�1
1 u0.r1/ � QbN�1u0.Qb/C 2pup.Qb/

N
.QbN � rN

1 /

� QbN�1u0.Qb/C 2pup.Qb/
N

.1 � mN/QbN

� QbN�2u.Qb/
" Qbu0.Qb/

u.Qb/ C .1 � m/2p Qb2up�1.Qb/
#

� QbN�2u.Qb/ ��2 C .1 � m/2p.A C c C 1/p�1� < 0:
This contradiction proves that u0 < 0 on ŒmQb; Qb
 and, hence, u.t/ � u.Qb/ for all
t 2 ŒmQb; Qb
.

Also

Q.Qb/ D QbN�1
" Qb
2

u0.Qb/2 C Qb
 

u.Qb/pC1

p C 1
� u.Qb/qC1

q C 1

!
C N � 2

2
u.Qb/u0.Qb/

#
:

It follows that

Qb
2

u0.Qb/2 D .�A C �2c/2

2
Qb2��1 C O.Qb�C�1�2/;

Qb
 

u.Qb/pC1

p C 1
� u.Qb/qC1

q C 1

!
D .A C c/pC1

p C 1
Qb2��1 C O.Qb�C�1�2/;

N � 2
2

u.Qb/u0.Qb/ D N � 2
2

.A C c/.�A C �2c/Qb2��1 C O.Qb�C�1�2/:
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This and (8) imply

Q.Qb/ D O.QbNC�C�1�2/: (17)

Therefore

Q.mQb/ D Q.Qb/ �
ˆ Qb

mQb
sN�1� .u.s// ds � Q.Qb/ � Cu.Qb/pC1 QbN

D O.QbNC�C�1�2/ � O.QbNC2��2/ D �QbNC2��2 �1C O.Qb�1�� /� < 0:
It follows from this and (13) that Q.r/ < 0 for r 2 .0;mQb
. This implies that u0.t/ <
0 for all t 2 .0;mQb
. Hence limr!0 u.r; b; a/ D C1, which proves the lemma. ut
Lemma 2.3. Let K be a positive real number. Let � satisfy

�00.t/C N � 1
t

�0.t/C a.t/�.t/ D 0; t > t0 � 0; �.t0/ > 0: (18)

If �0.t0/ � 0 and a.t/ � K while �.t/ � 0, then �.t/ D 0 for some t 2 Œt0; t0 C �1p
K

:

Proof. See Lemma 1 in [2]. ut
Lemma 2.4. There exists r1 > Qb such that

u.r1; a; b/ D 1;

and u.r; a; b/ > 1 for 0 < r < r1.

Proof. Let d > 1 be such that F.d/ D E.Qb/. It follows from (7) that u.r; a; b/ � d
for r � Qb. Let Id D Œ1; d
.

Since f 0.1/ D p � q > 0, there exists �1 > 0 and ı1 > 0 such that

f 0.x/ > ı1 (19)

for x 2 Œ1; 1C �1
. Hence, if x 2 .1; 1C �1
 � f1g, then by the mean value theorem
we have

f .x/

x � 1 D f 0.�/ > ı1; (20)

where � 2 .1; 1C �1/:

On the other hand, by compactness, f .x/
x�1 is bounded away from zero on Id �

.1; 1C �1/. This and (20) imply that there exists ı > 0 such that

f .x/

x � 1 � ı for all x 2 Id; (21)

where the function f .x/=.x � 1/ is extended to 1 as f 0.1/ D p � q.
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Letting � D u � 1 it follows that �.r/ satisfies the following equation

�00.r/C N � 1
r

�0.r/C f .u.r//

�
�.r/ D 0; r > Qb;

and �0.Qb/ D u0.Qb/ < 0, and for r > Qb with � � 1,

f .u/

�
> ı:

It follows from Lemma 2.3 that �.r1/ D 0 for some r1 2 ŒQb; Qb C �1p
ı

. This proves

the lemma. ut
Lemma 2.5. If q � �1, then there exist positive numbers

s1.a; b/ < s2.a; b/ < � � � < sk.a; b/ < � � � ! 1

such that u.si.a; b/; a; b/ D 1, for i D 1; 2; : : : , and u.�; a; b/ ¤ 1 on .si; siC1/, for
i D 0; 1; : : : where s0 D 0.

Proof. Let Nr > 0 such that u.Nr; a; b/ > 1, and d > 1 such that F.d/ D E.Nr/. From
the definition of F it follows that there exists d0 < 1 such that F.d0/ D F.d/, and
F.t/ � F.d/ if and only if t 2 Id WD Œd0; d
. By (7), for r > Nr, we have

F.u.r// � E.Nr/ � Œu0.r/
2

2
� F.d/:

Thus

u.r/ 2 Id for any r > Nr: (22)

Since f 0.1/ D p � q > 0, there exists �1 > 0 and ı1 > 0 such that

f 0.x/ > ı1 (23)

for x 2 Œ1 � �1; 1C �1
. Hence, if x 2 Œ1 � �1; 1C �1
 � f1g then by the mean value
theorem we have

f .x/

x � 1 D f 0.�/ > ı1; (24)

where � 2 .1 � �1; 1C �1/:
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On the other hand, by compactness, f .x/
x�1 is bounded away from zero on Id � .1�

�1; 1C �1/. This and (24) imply that there exists ı > 0 such that

f .x/

x � 1 � ı for all x 2 Id; (25)

where the function f .x/=.x � 1/ is extended to 1 as f 0.1/ D p � q.
From (22) and (25) letting w.r/ D u.r/ � 1 we see that

f .u.r//

w.r/
> ı; for all r > Nr: (26)

Let �1 < �2 < � � � < �k � � � ! 1 be the radial eigenvalues of the negative
Laplacian operator with zero Dirichlet boundary data on the unit ball in R

N . Thus,
h.r/ WD J.

p
ır/ vanishes at

�1p
ı
;
�2p
ı
; : : :

Therefore, by (26) and the Sturm Comparison Theorem, w.r/ has a zero in�
�kp
ı
;
�kC1p
ı

	
. This establishes the existence of infinitely many zeroes for u.r/ � 1.

Since d 6D 1 and f .1/ D 0 by uniqueness of solutions to initial value problems
if u.r/ D 1 then u0.r/ 6D 0. Thus the zeroes of u.r/ � 1 form a discrete set
fs1 < s2 < : : :g. Since u > 1 on .0; s1/ then u0.s1/ � 0. Since f .1/ D 0 by
uniqueness of solutions to initial value problems u0.s1/ 6D 0. Thus u0.s1/ < 0.
Hence there exists a > 0 such that u < 0 on the interval .s1; s1 C a/. Hence u < 0

on .s1; s2/. This in turn implies that u0.s2/ � 0. Using again uniqueness of solutions
for initial value problems we see that u0.s2/ > 0. Inductively it follows that u < 1

on .si; siC1/ for i odd and u > 1 on .si; siC1/ for i even. ut
Lemma 2.6. If q > �1 there exists b1 D b1.a/ such that for b � b1, u.�; a; b/ � 1

has only one zero.

Proof. Suppose by contradiction that, for large b, u.�; a; b/ � 1 has more than one
zero. We can assume, without loss of generality, that there exists r1 > Qb such that
0 < u.r1/ < 1, u0.r1/ D 0, and u0.r/ < 0 for 0 < r < r1.

By the Pohozaev’s identity

rN
1 F.u.r1// D Q.Qb/C

ˆ r1

Qb
sN�1� .u.s// ds:

Since both F.u/ and � .u/ are bounded below, this implies that there exists a constant
C such that

Q.Qb/ � C:

This is a contradiction, since by (17), limb!1 Q.Qb/ D 1. ut
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Lemma 2.6 shows that there is no oscillatory singular solutions to (4) of the type
u.�; a; b/, these solutions decrease towards zero with unbounded energy as b ! 1.
In the next lemma we will show the existence of oscillatory singular solutions to (4)
with initial negative energy.

If q > �1, there exists Nu 2 .1;C1/ such that F.Nu/ D 0, F.u/ < 0 for u 2 .0; Nu/,
and F.u/ > 0 for u > Nu. In addition, � is bounded from below. Thus we let �min D
minf� .u/I u 2 .0;C1/g.

Lemma 2.7. Let q > �1. If u0 2 .1; Nu/, u0
0 < 0, and r0 > 0 are such that

u02
0

2
C F.u0/ < 0;

N � 2
2

u0u
0
0 � �min

N
r0 < 0; and u0

0 C f .Nu/r0 < 0; (27)

and u is the solution to (4) such that u.r0/ D u0, u0.r0/ D u0
0, then there exist positive

numbers

s1.u0; u
0
0; r0/ < s2.u0; u

0
0; r0/ < � � � < sk.u0; u

0
0; r0/ < � � � ! 1

such that limr!0 u.r/ D 1, u.si/ D 1, for i D 1; 2; : : : , and u.�/ ¤ 1 on .si; siC1/,
for i D 0; 1; : : : where s0 D 0:

Proof. By (27), and (13) we have

Q.Nu0/ D Q.r0/ �
ˆ r0

Nr0
sN�1� .u.s// ds

� rN
0 E.r0/C rN�1

0

N � 2
2

u0u
0
0 � �min

N

�
rN
0 � NuN

0

�
� rN�1

0

N � 2
2

u0u
0
0 � �min

N
rN
0 < 0:

(28)

By (27), for r1 2 .0; r0/ with u.r/ 2 .u0; Nu/ for all r 2 Œr1; r0
 we have

rN�1
1 u0.r1/ D rN�1

0 u0
0 C

ˆ r0

r1

sN�1f .u.s//ds � rN�1
0 .u0

0 C r0f .Nu// < 0: (29)

From (29) we see that u is strictly decreasing on Œu�1.Nu/; r0
, and from (28)
we conclude that u cannot have critical points on .0; u�1.Nu/
. Thus u is strictly
decreasing on .0; r0/. Also from (28) we infer that lim supr!0C Q.r/ < 0. Hence
limr!0C u.r/ D C1. That is, u is a singular solution to (4).

Arguing as the proof of Lemma 2.5, the existence of the sequence fsig follows
from the fact that E.r/ � E.r0/ < 0 for all r 2 Œr0;C1/. ut
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3 Proof of Theorems 1.1 and 1.2

Proof of Theorem 1.1

Proof. Let a 2 I, and b � b1 be as in Lemma 2.2. Taking � D .sk.a; b//2 as in
Lemma 2.5 and v�.r/ D u.�1=2r; a; b/, it is readily verified that v� is a singular
solution to (1) with exactly k nodal sets in NB. ut
Proof of Theorem 1.2

Proof. Let u0; u0
0; r0 be as in (27). Let sk.u0; u0

0; r0/ be as in Lemma 2.7. Taking
� D .sk.a; b//2 as in Lemma 2.5 and v�.r/ D u.�1=2r; a; b/, it is readily verified
that v� is a singular solution to (1) with exactly k nodal sets in NB. ut
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Branches of positive solutions for subcritical
elliptic equations

Alfonso Castro and Rosa Pardo

1 Introduction

In this paper we prove the existence of positive solutions to the boundary-value
problem:

� ��u D �u C g.u/; in ˝;
u D 0; on @˝;

(1)

where ˝ � R
N , N � 2; is a bounded C2 domain, g is a subcritical nonlinearity, and

� is a real parameter. For simplicity we assume N > 2; but our techniques fit well
to the case N D 2:

Let �1, �1 stand for the first eigenvalue, first eigenfunction of the eigenvalue
problem ���1 D �1�1 in˝; �1 D 0 on @˝: In Theorem 2.1, we provide sufficient
conditions guarantying that either for any � < �1 there exists at least a positive
solution to (1), or for any continuum .�; u�/ of positive solution to (1), there exists
a �� < 0 such that �� < � < �1 and

kru�kL2.˝/ ! 1; as � ! ��:
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In case ˝ is convex, we provide sufficient conditions guarantying that for any
� < �1 there exists at least a positive solution to (1), see [2, Theorem 2.4].

In [3, Theorem 1.1], we provide a-priori L1.˝/ bounds for a classical positive
solutions to the boundary-value problem:� ��u D f .u/; in ˝;

u D 0; on @˝;
(2)

where˝ is a bounded C2 domain, and f is a subcritical nonlinearity. Our main result
in [3] is:

Theorem 1.1. Assume that ˝ � R
N is a bounded domain with C2 boundary.

Assume that the nonlinearity f is locally Lipschitzian and satisfies the following
conditions

(H1)
f .s/

s2?�1 is nonincreasing for any s � 0; where 2? D 2N
N�2 ,

(H2) There exists a constant C1 > 0 such that lim sup
s!1

max
Œ0;s


f

f .s/
� C1

(H3) There exists a constant C2 > 0 two constant C2;C3 > 0 and a non-increasing
function H W RC ! R

C such that

(H3.1) lim inf
s!C1

2NF.s/ � .N � 2/sf .s/

sf .s/H.s/
� C2 > 0;

where F.s/ D ´ s
0

f .t/ dt; and

(H3.2) lims!C1

f .s/

s2?�1�
H.s/
� 2

N�2

D 0;

(H4) lim inf
s!1

f .s/

s
> �1; where �1 is the first eigenvalue of �� acting on H1

0.˝/:

Then, there exists a uniform constant C; depending only on ˝ and f ; such that
for every u > 0; classical solution to (2),

kukL1.˝/ � C:

Theorem 1.1 widens the known ranges of subcritical nonlinearities for which
positive solutions to (2) are a priori bounded, see [5] and [6]. We prove that functions
such as f1.s/ D s2

?�1= ln.s C 2/˛ satisfy our hypotheses for ˛ > 2=.N � 2/ with
H.s/ D 1= ln.s C 2/, see [3, Corollary 2.2], but not those of [5] neither of [6].
Moreover, g1.s/ D s2

?�1= ln.s C 2/˛ can be considered as a subcritical nonlinearity
in (1), see Corollary 2.3.
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2 On the a-priori bounds for any regular domain

In this section we state our main result on the existence of positive solutions for the
nonlinear eigenvalue problem (1). We prove that there exists a branch of positive
solutions bifurcating from the trivial solution.

Theorem 2.1. Assume that ˝ � R
N is a bounded domain with C2 boundary.

Assume that the nonlinearity g is locally Lipschitzian and satisfies the conditions
(H1)–(H3). Assume also that g W RC ! R

C satisfies the following conditions

(H5) lim
s!0

g.s/

s
D 0:

(H6) lim
s!1

s

g.s/H.s/
D 0:

(H7) lim
s!1

1

s2H.s/
D 0:

Then, the following holds:

(i) If there exists one positive solution to (1), then � < �1.
(ii) If 0 � � < �1, then there exists at least a positive solution to (1).

(iii) Either there exists at least a positive solution to (1) for any � < �1, or for
any continuum .�; u�/ of positive solution to (1), there exists a �� < 0 such
that �� < � < �1 and kru�kL2.˝/ ! 1; as � ! ��:

Remark 2.2. From hypothesis, H W RC ! R
C is a non-increasing function, then

0 � lims!1 H.s/ < 1 or equivalently 1 � lims!1 1
H.s/ > 0.

Proof (Proof of Theorem 2.1).

(i) Assume there exists a positive solution .�; u/ to (1). Multiplying (1) by �1 > 0;
integrating by parts on ˝, and due to g W RC ! R

C we deduce

.�1 � �/
ˆ
˝

u�1 D
ˆ
˝

g.u/�1 > 0; (3)

and consequently, � < �1, which concludes this part of the proof.
(ii) From the Crandall-Rabinowitz’s Theorem, and thanks to hypothesis (H5),

.�1; 0/ is a bifurcation point of positive solutions, and there exists a continuum
of positive solutions C D f.�; u�/ 2 R � C1;˛.˝/g emanating from .�1; 0/

and solving (1), see [4]. From the Maximum Principle and the Hopf Maximum
Principle, if u � 0; u ¤ 0; is a solution to (1), and thanks to � < �1, then u > 0
in ˝, and @u

@n < 0 on in @˝. Consequently, C � f.�; u�/ 2 R � C1;˛.˝/ W u >
0 in ˝; @u

@n < 0 on @˝g: From Rabinowitz’s global bifurcation theorem, the
continuum of solutions emanating from .�1; 0/ is either unbounded or goes to
another bifurcation point from the trivial solution set, see [7]. Due to � < �1,
the continuum cannot meet another bifurcation point from the trivial solution
and therefore C is unbounded.
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In order to apply Theorem 1.1 to (1) we verify that the nonlinearity
f .s/ D �s C g.s/ satisfy hypotheses (H1)–(H4) for � � 0, assuming that g satisfy
(H1)–(H3) and (H5)–(H7).

(H1) Obviously, hypothesis (H1) holds for f .s/ D �s C g.s/ with � � 0:

(H2) From Remark 2.2, and by (H6) we conclude that lims!1 s
g.s/ D 0: Now,

from definition of f , dividing it by g.s/ up and down, due to lims!1 s
g.s/

and thanks to hypothesis (H2) on g.s/ we can write

lim sup
s!C1

maxŒ0;s
 f

f .s/
� lim sup

s!C1
j�js

�s C g.s/
C lim sup

s!C1
maxŒ0;s
 g

�s C g.s/

D lim sup
s!C1

j�j s
g.s/

� s
g.s/ C 1

C lim sup
s!C1

maxŒ0;s
 g

� s
g.s/ C 1

� C1 > 0:

(H3.1) Let G.s/ D ´ s
0

g.t/ dt; then from definition, dividing by sg.s/H.s/ up and
down, thanks to hypothesis (H6) and due to lims!1 s

g.s/ D 0; we can write

lim inf
s!C1

2NF.s/ � .N � 2/sf .s/

sf .s/H.s/
D lim inf

s!C1
2NG.s/ � .N � 2/sg.s/C 2�s2

�s2H.s/C sg.s/H.s/

D lim inf
s!C1

2NG.s/�.N � 2/sg.s/

sg.s/H.s/
C 2�s

g.s/H.s/
�s

g.s/
C1

D lim inf
s!C1

2NG.s/�.N � 2/sg.s/

sg.s/H.s/
� C2 > 0:

From definition of f , by hypothesis (H7) and (H3.2)

lim
s!C1

f .s/

s2?�1�
H.s/

� 2
N�2

D lim
s!C1

2
664 �

s2
�
H.s/

�1Cı2.N�2/=2� 2
N�2

C
g.s/

s2?�1�
H.s/

� 2
N�2

3
775 D 0:

(H4) By (H6) lims!C1 g.s/H.s/
s D C1. From Remark 2.2 and (H6) we conclude

that lims!1 g.s/
s D 1; and consequently

lim inf
s!1

f .s/

s
D lim inf

s!1
�s C g.s/

s
> �1:

Therefore, hypotheses (H1)–(H4) hold for f .s/ D �s C g.s/ with � � 0.
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From Theorem 1.1, whenever � 2 Œ0; �1/, the positive solutions are a-priori
bounded. Consequently, the projection of C in the parameter space must contain
the whole interval Œ0; �1/, which proves part (ii).

(iii) From the proof of part (ii), we can assert that the continuum of solutions
C � R � C1;˛.˝/ is an unbounded set. We conclude that either for any � < �1
there exists a positive solution to (1), or the projection of C in the parameter space
is bounded, and therefore, C is unbounded in C1;˛.˝/. From elliptic regularity, in
particular ku�kL1.˝/ ! 1; as � ! ��:

We reason by contradiction, assuming that kru�kL2.˝/ � C; as � ! �� < 0:

From Poincaré inequality, ku�kL2.˝/ � C; as � ! ��: Multiplying (1) by u and
integrating by parts on ˝ we can write

ˆ
˝

jruj2 C j�j
ˆ
˝

u2 D
ˆ
˝

ug.u/ � C; (4)

for some constant C independent of u.
Moreover, from hypothesis (H3.3), and Remark 2.2, for any " > 0 there exists a

constant C" such that

g.s/
1

2?�1 � "s C C"; for any s > 0;

therefore
ˆ
˝

g.u/1C 1
2?�1 dx � "

ˆ
˝

ug.u/ dx C C" � C"C C"; (5)

and consequently,

ˆ
˝

ˇ̌
g
�
u.x/

�ˇ̌q
dx �

ˆ
˝

ˇ̌
g
�
u.x/

�ˇ̌1C 1
2?�1

ˇ̌
g
�
u.x/

�ˇ̌q�1� 1
2?�1 dx

� .C"C C"/
��g
�
u.�/���q�1� 1

2?�1

1 ; (6)

for some q > N=2: Assuming for a while that g is non-decreasing, then

ˆ
˝

ˇ̌
g
�
u.x/

�ˇ̌q
dx � .C"C C"/

h
g
�kuk1

�iq�1� 1
2?�1

: (7)

Therefore, from elliptic regularity,

kukW2;q.˝/ � Ck�ukLq.˝/ � .C"C C"/
h
g
�kuk1

�i1� 1
q � 1

.2?�1/q
: (8)

Let us restrict q 2 .N=2;N/: From Sobolev embeddings

kukW1;q�
.˝/ � CkukW2;q.˝/ � .C"C C"/

h
g
�kuk1

�i1� 1
q � 1

.2?�1/q
: (9)
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where 1=q� D 1=q � 1=N and q� > N:
Moreover, from Morrey’s Theorem, see [1, Theorem 9.12]

ju.x1/ � u.x2/j � Cjx1 � x2j1�N=q�krukLq�
.˝/; a.e. x1; x2 2 ˝:

Therefore, for any x1; x2 such that jx1 � x2j � R;

ju.x1/ � u.x2/j � .C"C C"/ R2�
N
q

h
g
�kuk1

�i1� 1
q � 1

.2?�1/q
: (10)

From now on, we shall argue by contradiction. Let fukgk be a sequence of
classical positive solutions to (2) and assume that

lim
k!1 kukk D C1; where kukk WD kukk1: (11)

Let C; ı > 0 be as in [3, Theorem 2.10]. Let xk 2 ˝ı be such that

uk.xk/ D max
˝ı

uk D max
˝

uk:

By taking a subsequence if needed, we may assume that there exists x0 2 ˝ı

such that

lim
k!1 xk D x0 2 ˝ı; and d0 WD dist.x0; @˝/ � ı > 0: (12)

Then, for any x 2 ˝ such that jx � xkj � Rk;

juk.x/ � uk.xk/j � .C"C C"/ R
2� N

q

k

h
g
�kukk

�i1� 1
q � 1

.2?�1/q
: (13)

Let us choose Rk such that Bk D B.xk;Rk/ � ˝, and

uk.x/ � 1

2
kukk for any x 2 B.xk;Rk/:

and there exists yk 2 @B.xk;Rk/ such that

uk.yk/ D 1

2
kukk: (14)

Particularizing x D yk in (14)

.C"C C"/ R
2� N

q

k

h
g
�kukk

�i1� 1
q � 1

.2?�1/q � 1

2
uk.xk/ D 1

2
kukk; (15)
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or equivalently

Rk �

0
BB@ 1

.C"C C"/

kukkh
g
�kukk

�i1� 1
q � 1

.2?�1/q

1
CCA
1=
�
2� N

q

�
: (16)

We define

Rk D

0
BB@ kukkh

g
�kukk

�i1� 1
q � 1

.2?�1/q

1
CCA
1=
�
2� N

q

�
: (17)

Let us choose a constant C such that B.xk;CRk/ � B.x0; d0/ � ˝, see (12). Let us
denote it again by B.xk;Rk/ by redefining Rk if necessary. Therefore,

uk.x/ � 1

2
kukk for any x 2 B.xk;Rk/: (18)

Consequently, and taking into account that g is non-decreasing

ˆ
˝

ukg.uk/ dx � 1

2
kukk

ˆ
B.xk ;Rk/

g.uk/ dx � 1

2
kukkg



1

2
kukk

�
RN

k :

At this moment, let us observe that, from hypothesis (H1),

g
�
1
2
s
�

g.s/
D


1

2

�2?�1
g
�
1
2
s
�

�
1
2
s
�2?�1

g.s/

s2?�1

�


1

2

�2?�1
; for all s � s"; (19)

consequently, for q > N=2;

g

1
2
kukk

� 2
N � 1

q

g
�kukk

� 2
N � 1

q

� C; for all k big enough: (20)

Substituting RN
k , rearranging terms twice, using (20), and finally using hypothesis

(H3.2) and Remark 2.2 to observe that g.s/=s2
?�1 ! 0 as s ! 1; we obtain
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ˆ
˝

ukg.uk/ dx � kukkg



1

2
kukk

�0@ kukk
g
�kukk

�1� 1
q � 1

.2?�1/q

1
A

N
2� N

q

D
0
@"kukkg


kukk
2

�# 2
N � 1

q kukk
g
�kukk

�1� 1
q � 1

.2?�1/q

1
A

N
2� N

q

D

2
664kukk1C

2
N � 1

q g
 kukk

2

� 2
N � 1

q

g
�kukk

�1� 1
q � 1

.2?�1/q

3
775

N
2� N

q

� C

2
4 kukk1C

2
N � 1

q

g
�kukk

�1� 2
N � 1

.2?�1/q

3
5

N
2� N

q

D C

"
kukk2?�1

g
�kukk

�
#1C 2

N � 1
q

�
1

2?�1

 
N

2� N
q

!

! 1 as k ! 1

which contradicts (4), ending this part of the proof, achieved assuming that g is
non-decreasing.

Next, we shall discuss the general case. Let us denote by  .s/ WD g.s/=s2
?�1;

from hypothesis (H1),  .s/ is non-increasing. Therefore, whenever 1
2

kukk �
uk.x/ � kukk; we obtain

g
�
uk.x/

� �  
�
uk.x/

�kukk2?�1 �  


kukk
2

�
kukk2?�1 D 22

?�1g

kukk

2

�
; (21)

and

g
�
uk.x/

� �  
�
uk.x/

� 
kukk
2

�2?�1
�  

�kukk
� 
kukk

2

�2?�1
D


1

2

�2?�1
g
�kukk

�
:

(22)

Choosing Rk such that B.xk;Rk/ � ˝, and (18) is satisfied, from (6) we obtain

ˆ
B.xk ;Rk/

ˇ̌
g
�
uk.x/

�ˇ̌q
dx � .C"C C"/

�
g
1
2

kukk
�	q�1� 1

2?�1

; (23)

and from elliptic regularity

kukkW2;q˝ � .C"C C"/

�
g
1
2

kukk
�	1� 1

q � 1
.2?�1/q

: (24)
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Defining

Rk D

0
BB@ kukk

g

1
2
kukk

�1� 1
q � 1

.2?�1/q

1
CCA

1

2� N
q

Redefining Rk if necessary, we can assert that B.xk;Rk/ � B.x0; d0/ � ˝.
Consequently, taking into account (22),

ˆ
˝

ukg.uk/ dx � C kukkg
�kukk

�
RN

k

Substituting RN
k , and rearranging terms we obtain

ˆ
˝

ukg.uk/ dx � C kukkg
�kukk

�
0
BB@ kukk

g

1
2
kukk

�1� 1
q � 1

.2?�1/q

1
CCA

N
2� N

q

D C

0
BB@
�
kukkg

�kukk
�	 2

N � 1
q kukk

g

1
2
kukk

�1� 1
q � 1

.2?�1/q

1
CCA

N
2� N

q

D C

0
BBB@

kukk1C
2
N � 1

q

�
g
�kukk

�	 2
N � 1

q

g

1
2
kukk

�1� 1
q � 1

.2?�1/q

1
CCCA

N
2� N

q

From hypothesis (H2),

g.s/

g
�
1
2
s
� � C � "; for alls � s"; (25)

consequently, for q > N=2;

g
�kukk

� 2
N � 1

q

g

1
2
kukk

� 2
N � 1

q

� C; for all k big enough. (26)
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Hence, by (H2), (H3.2), and Remark 2.2, and argüing as before, we can assert
that

ˆ
˝

ukg.uk/ dx � C

0
BB@ kukk1C

2
N � 1

q

g

1
2
kukk

�1� 2
N � 1

.2?�1/q

1
CCA

N
2� N

q

� C

0
@ kukk1C

2
N � 1

q

g
�kukk

�1� 2
N � 1

.2?�1/q

1
A

N
2� N

q

! 1

as k ! 1; which contradicts (4), ending the proof. ut
Corollary 2.3. Assume that ˝ � R

N is a bounded domain with C2 boundary. Let
us consider any u > 0; classical solution to

8<
:��u D �u C u2

?�1

ln.2C u/˛
; in ˝;

u D 0; on @˝;
(27)

with ˛ > 2=.N � 2/. Then, the conclusions of Theorem 2.1 hold: if there exists
one positive solution to (27), then � < �1. If 0 � � < �1, then there exists at
least a positive solution to (27). Moreover, either (27) has a positive solution for
any � < �1, or for any continuum .�; u�/ of positive solution to (27), there exists a
�� < 0 such that �� < � < �1 and kru�kL2.˝/ ! 1; as � ! ��:

Proof. We prove that g1.s/ D s2
?�1= ln.s C 2/˛ with ˛ > 2=.N � 2/ satisfy our

hypotheses for H.s/ D 1= ln.s C 2/. Hypotheses (H1)–(H2) and (H4)–(H8) hold
trivially. To prove (H3), see [2, proof of Corollary 2]. ut
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Multiple solutions to anisotropic critical
and supercritical problems in symmetric
domains

Mónica Clapp and Jorge Faya

Para Djairo, em seu aniversário, com grande afeto e admiração.

1 Introduction and statement of results

Consider the anisotropic critical or supercritical problem

.}p/

� �div.a.x/ru/C b.x/u D c.x/jujp�2u in ˝;
u D 0 on @˝;

where˝ is a bounded smooth domain in R
N , N � 3; a 2 C 1;˛.˝/; b; c 2 C 0;˛.˝/;

a and c are strictly positive functions on ˝ and p � 2�; with 2� WD 2N
N�2 the critical

Sobolev exponent.
The remarkable results of Brezis and Nirenberg [5] and Bahri and Coron [2]

in the 1980s triggered numerous investigations on the critical problem, and many
results are available nowadays for .}2�/ with constant coefficients a D c D 1;

b 2 R. Yet, still little is known on the anisotropic case.
Substantially less is known for the supercritical problem p > 2�. A fruitful

approach which has been applied in recent years to treat this problem consists
in reducing it to a critical or subcritical problem of the form .}p/, either by
considering rotational symmetries, or by means of maps which preserve the Laplace
operator, or by a combination of both. This approach has allowed to obtain existence
and multiplicity results in some domains for supercritical problems with constant
coefficients. We refer the reader to the survey [9], and the references therein.
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Bahri and Coron [2] established the existence of at least one positive solution to
the critical problem .}2�/ with a D c D 1; b D 0; in every domain ˝ having
nontrivial reduced homology with Z=2-coefficients. Moreover, if ˝ is invariant
under the action of a group G of linear isometries of R

N and every G-orbit in
˝ is infinite, the critical problem is known to have infinitely many solutions [6].
Neither of these conditions is enough to guarantee existence in the supercritical
case. Passaseo exhibited an example of a domain ˝ having the homotopy type of
a k-dimensional sphere and infinite O.k C 1/-orbits, in which .}p/ has no solution
for p � 2�

N;k WD 2.N�k/
N�k�2 [17, 18]. Examples with richer cohomology were exhibited

in [10]. The exponent 2�
N;k is called the .k C 1/-st critical exponent in dimension N:

Note that 2�
N;0 D 2�:

Here we shall obtain some multiplicity results for the anisotropic problem .}p/

with p D 2�
N;k under some symmetry assumptions.

As usual, we write O.N/ for the group of linear isometries of RN : We denote by
Gx WD fgx W g 2 Gg the G-orbit of x and by #Gx its cardinality. If G is a closed
subgroup of O.N/, a subset X of RN is said to be G-invariant if Gx � X for every
x 2 X and a function u W X ! R is called G-invariant if it is constant on every Gx
with x 2 X:

If ˝; a and b are G-invariant, we set

�G
a;b.˝/ WD inf

u2H1
0 .˝/

G

u¤0

´
˝


a.x/ jruj2 C b.x/u2

�
´
˝

jruj2 ; (1)

where H1
0.˝/

G WD fu 2 H1
0.˝/ W u is G-invariantg:

1.1 The critical problem

Anisotropic critical problems of the form .}p/ have been studied by Egnell [12] and,
more recently, by Hadiji et al. [13, 14]. They obtained existence and multiplicity
results under some assumptions which involve flatness of the coefficient functions
at some local maximum or minimum point in the interior of ˝: Our results involve
only some symmetry assumptions. We shall prove the following results.

Theorem 1.1. If ˝; a; b and c are G-invariant and if #Gx D 1 for every x 2 ˝;

then the critical problem .}2�/ has infinitely many G-invariant solutions.

Next, we fix a closed subgroup � of O.N/ and a nonempty � -invariant bounded
smooth domain D in R

N such that #� x D 1 for every x 2 D: We assume that the
functions a; b and c are � -invariant and that ��a;b.D/ > 0. We prove the following
multiplicity result.

Theorem 1.2. There exists an increasing sequence .`m/ of positive real numbers,
depending only on �; D; a; b and c, with the following property: If ˝ is a bounded
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smooth domain which contains D and if it is invariant under the action of a closed
subgroup G of � for which �G

a;b.˝/ > 0 and the inequality

min
x2˝

a.x/
N
2 #Gx

c.x/
N�2
2

> `m

holds true, then the critical problem .}2�/ has at least m pairs of G-invariant
solutions ˙u1; : : : ;˙um such that u1 is positive, u2; : : : ; um change sign, and

ˆ
˝

c.x/ jukj2� � `kSN=2 for every k D 1; : : : ;m;

where S is the best Sobolev constant for the embedding D1;2.RN/ ,! L2
�

.RN/.

For example, we may fix a bounded smooth domain D0 whose closure is
contained in the half-space .0;1/ � R

N�2 and set

D WD f.y; z/ 2 C � R
N�2 W .jyj ; z/ 2 D0g:

Then D is invariant under the action of the group � WD S
1 of unit complex numbers

on C � R
N�2 given by ei� .y; z/ WD .ei�y; z/. If Gn WD fe2� ik=n W k D 0; : : : ; n � 1g is

the cyclic subgroup of � of order n; then #Gnx D n for every x 2 .CXf0g/�R
N�2:

Therefore, for every Gn-invariant bounded smooth domain ˝ in C � R
N�2 with

D � ˝ � .C X f0g/ � R
N�2 and

 
min
x2˝

a.x/
N
2

c.x/
N�2
2

!
n > `m;

Theorem 1.2 yields at least m pairs of solutions to problem .}2�/ in ˝:
Theorem 1.2 extends a similar result obtained in [7] for a D c D 1 and b D 0:As

in that paper, the proof relies on the fact that symmetries provide an energy threshold
below which the symmetric Palais-Smale condition holds true. We shall prove a
representation theorem for symmetric Palais-Smale sequences of the functional
associated with problem .}2�/; which extends Struwe’s global compactness result
[20] and relates the symmetries of the concentration points to those of the solution
to the limit problem concentrating at those points.

1.2 The supercritical case

Next, we consider problem .}p/with p D 2�
N;k in a domain˝ of the following form:

we write k D k1 C � � � C kd with k1; : : : ; kd 2 N and assume that N � k C d C 2. We
consider domains

˝ WD f.x1; : : : ; xd; x0/ 2 R
k1C1 � � � � � R

kdC1 � R
N�k�d W �ˇ̌x1 ˇ̌ ; : : : ; ˇ̌xd

ˇ̌
; x0� 2 �g;
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where � is a bounded smooth domain in R
N�k whose closure is contained in

.0;1/d � R
N�k�d: We assume that a; b and c are radial in xi; i.e. they can be

written as

a.x1; : : : ; xd; x0/ D ˛
�ˇ̌

x1
ˇ̌
; : : : ;

ˇ̌
xd
ˇ̌
; x0� ;

b.x1; : : : ; xd; x0/ D ˇ
�ˇ̌

x1
ˇ̌
; : : : ;

ˇ̌
xd
ˇ̌
; x0� ;

c.x1; : : : ; xd; x0/ D �
�ˇ̌

x1
ˇ̌
; : : : ;

ˇ̌
xd
ˇ̌
; x0� :

Passaseo showed that if d D 1; � is a ball centered on .0;1/� f0g, b D 0 and a D
c D 1; problem .}2�

N;k
/ does not have a nontrivial solution. Examples of domains

� where .}2�
N;k
/ has multiple or even infinitely many solutions in ˝ have been

exhibited by Wei and Yan [22] and Kim and Pistoia [15].
We consider O.N � k � d/ as a subgroup of O.N � k/ by making it act on the

second factor of Rd � R
N�k�d � R

N�k, i.e. g.x00; x0/ WD .x00; gx0/ for all .x00; x0/ 2
R

d � R
N�k�d; g 2 O.N � k � d/: We shall prove the following results.

Theorem 1.3. Let G be a closed subgroup of O.N � k � d/: If �; ˛; ˇ and
� are G-invariant and #Gx D 1 for every x 2 �; then the supercritical
problem .}2�

N;k
/ has infinitely many solutions in ˝ of the form u.x1; : : : ; xd; x0/ D

v
�ˇ̌

x1
ˇ̌
; : : : ;

ˇ̌
xd
ˇ̌
; x0� ; where v is G-invariant.

Next, we fix a closed subgroup � of O.N � k � d/ and a nonempty � -invariant
bounded smooth domain D contained in .0;1/d � R

N�k�d such that #� y D 1
for every y 2 D: We assume that the functions ˛; ˇ and � are � -invariant and that
��˛;ˇ.�/ > 0. Let % W .0;1/d � R

N�k�d ! R be the function given by

%.y1; : : : ; yd; y
0/ WD yk1

1 � � � ykd
d ; yi 2 .0;1/; y0 2 R

N�k�d: (2)

Under these assumptions, we obtain the following result.

Theorem 1.4. There exists an increasing sequence .`m/ of positive real numbers,
depending only on �; D; a; b and c, with the following property: If � is a bounded
smooth domain in R

N�k such that D � � � .0;1/d �R
N�k�d; and if� is invariant

under the action of a closed subgroup G of � for which �G
˛;ˇ.�/ > 0 and

min
y2�

%.y/˛.y/
N�k
2 #Gy

�.y/
N�k�2

2

> `m;

then the supercritical problem .}2�
N;k
/ has at least m pairs of solutions

˙u1; : : : ;˙um in ˝ of the form

uj.x
1; : : : ; xd; x0/ D vj

�ˇ̌
x1
ˇ̌
; : : : ;

ˇ̌
xd
ˇ̌
; x0� ;
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where u1 is positive, u2; : : : ; um change sign, and vj is G-invariant (in the variable x0)
and satisfies

ˆ
�

%.y/�.y/
ˇ̌
vj

ˇ̌2� � `jS
N=2 for every j D 1; : : : ;m:

Theorem 1.4 is similar to a result obtained in [10] for a D 1 and b D 0 in
domains of a different kind, arising from the Hopf fibrations.

The last two theorems will follow immediately from the former two. We shall
prove these four theorems in the next section. The last section is devoted to the
proof a symmetric global compactness result.

2 Proofs of the main results

2.1 The proof of Theorems 1.1 and 1.2

By the principle of symmetric criticality [16] the G-invariant solutions to problem
.}2�/ are the critical points of the functional

Ja;b;c.u/ WD 1

2

ˆ
˝

h
a.x/ jruj2 C b.x/u2

i
� 1

2�

ˆ
˝

c.x/ juj2�

on the subspace H1
0.˝/

G of G-invariant functions in H1
0.˝/:

Definition 2.1. A G-invariant Palais-Smale sequence for Ja;b;c at the level � is a
sequence .un/ such that

un 2 H1
0.˝/

G; Ja;b;c.un/ ! �; J0
a;b;c.un/ ! 0 in H�1.˝/:

We shall say that Ja;b;c satisfies condition .PS/G� in H1
0.˝/ if every G-invariant

Palais-Smale sequence for Ja;b;c at the level � contains a subsequence which
converges in H1

0.˝/.

In the following section we shall prove that Ja;b;c satisfies condition .PS/G� below
a certain level, see Corollary 3.2.

Proof (Proof of Theorem 1.1). Corollary 3.2 asserts that Ja;b;c satisfies condition
.PS/G� for every � 2 R whenever #Gx D 1 for all x 2 ˝: Arguing as in [19,
Theorem 9.38], it is easy to check that the functional Ja;b;c satisfies all hypotheses
of the symmetric mountain pass theorem [19, Theorem 9.12]. Consequently, it has
an unbounded sequence of critical values. ut
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To prove Theorem 1.2 we need the following result. Note that, if �G
a;b.˝/ > 0;

then

kuk2a;b WD
ˆ
˝

h
a.x/ jruj2 C b.x/u2

i
is a norm in H1

0.˝/
G which is equivalent to the standard one.

Theorem 2.2. Let W be a finite dimensional subspace of H1
0.˝/

G: If �G
a;b.˝/ > 0

and Ja;b;c satisfies condition .PS/G� in H1
0.˝/ for every � � supW Ja;b;c; then Ja;b;c

has at least dimW � 1 pairs of sign changing critical points u 2 H1
0.˝/

G such that
Ja;b;c.u/ � supW Ja;b;c:

Proof. The proof, up to minor modifications, may be found in [8, section 3]. ut
Now the same argument used to prove the main result in [7] yields Theorem 1.2.

We include the proof for the reader’s convenience.

Proof (Proof of Theorem 1.2). We divide the proof into four steps.

STEP 1: We define `m and show that the sequence .`m/ is strictly increasing.
Let P1.D/ be the collection of all nonempty � -invariant bounded smooth
domains contained in D; and define

Pm.D/ WD f.D1; : : :;Dm/ W Di 2 P1.D/, Di \ Dj D ; if i ¤ jg:
Note that Pm.D/ ¤ ; for each m 2 N: Since #� x D 1 for all x 2 Di;

Corollary 3.2 asserts that Ja;b;c satisfies condition .PS/�� in H1
0.Di/ for every

� 2 R: Hence, the mountain pass theorem [1] yields a nontrivial least energy
� -invariant solution !Di to problem .}2�/ in Di which satisfies.

Ja;b;c.!Di/ D max
t�0 Ja;b;c.t!Di/: (3)

Extending !Di by zero outside Di we have that !Di 2 H1
0.˝/

G: Set �1 WD 1
N SN=2

and define

�m WD inf

�
mP

iD1
Ja;b;c.!Di/ W .D1; : : :;Dm/ 2 Pm.D/

�
and `m WD ��11 �m:

Note that Ja;b;c.!Di/ � Ja;b;c.!D/ D �1 > 0: Therefore, for any .D1; : : :;Dm/ 2
Pm.D/ with m � 2 we have that

mP
iD1

Ja;b;c.!Di/ D
m�1P
iD1

Ja;b;c.!Di/C Ja;b;c.!Dm/ � �m�1 C �1 > �m�1:

It follows that �m > �m�1 > 0 for all m � 2: Hence, .`m/ is strictly increasing.
The following steps are devoted to showing that .`m/ has the desired property.
So let us fix m 2 N, a closed subgroup G of � and a bounded smooth domain˝;
such that D � ˝; �G

a;b.˝/ > 0 and

� WD min
x2˝

a.x/N=2#Gx

c.x/.N�2/=2 > `m: (4)



Anisotropic critical and supercritical problems 105

STEP 2: We show that, for any given " > 0; Ja;b;c has m pairs of critical points
˙v1; : : : ;˙vm in H1

0.˝/
G such that v1 is positive, v2; : : : ; vm change sign,

Ja;b;c.vk/ < �m if k D 1; : : : ;m � 1; and Ja;b;c.vm/ � �m C ":

Inequality (4) implies that �m < � �1: Hence, we may assume that " 2 .0; �1/

and �m C " < � �1: We choose .D1; : : :;Dm/ 2 Pm.D/ such that

�m �
mP

iD1
Ja;b;c.!Di/ < �m C "

and, for each k D 1; : : : ;m; we consider the subspace Wk of H1
0.˝/

G generated
by f!D1 ; : : : ; !Dk g: Since Di \ Dj D ; for i ¤ j; the functions !Di and !Dj are
orthogonal in H1

0.˝/
G: Therefore, dim Wk D k; and identity (3) implies that

	k WD sup
Wk

Ja;b;c �
kP

iD1
Ja;b;c.!Di/ < � �1:

By Corollary 3.2, Ja;b;c satisfies .PS/G� in H1
0.˝/ for all � � 	k: Hence, the

mountain pass theorem [1] yields a positive critical point v1 2 H1
0.˝/

G of Ja;b;c

such that Ja;b;c.v1/ � 	1 and, applying Theorem 2.2 to each Wk with k � 2, we
obtain k � 1 pairs of sign changing critical points ˙vk;2; : : : ;˙vk;k 2 H1

0.˝/
G

such that

Ja;b;c.vk;i/ � 	k for every i D 2; : : : ;m:

Now, for each k � 2; we inductively choose vk 2 fvk;2; : : : ; vk;kg such that vk ¤
vj for all 1 � j < k: Note that

	k C .m � k/�1 �
kP

iD1
Ja;b;c.!Di/C

mP
iDkC1

Ja;b;c.!Di/ < �m C ":

Since " 2 .0; �1/; this implies that

Ja;b;c.vk/ � 	k < �m if k < m; and Ja;b;c.vm/ � 	m < �m C ";

as claimed.

STEP 3: We show that Ja;b;c has m pairs of critical points ˙v1; : : : ;˙vm in
H1
0.˝/

G such that v1 is positive, v2; : : : ; vm change sign, and

Ja;b;c.vk/ � �m for all k D 1; : : : ;m:

Let "n > 0 be such that "n ! 0: By Step 2, for each n 2 N; there are m
pairs of critical points ˙wn;1; : : : ;˙wn;m of Ja;b;c in H1

0.˝/
G such that wn;1 is
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positive, wn;2; : : : ;wn;m are sign changing, Ja;b;c.wn;k/ < �m if k D 1; : : : ;m � 1;

and Ja;b;c.wn;m/ < �m C "n: Now, if for some n0 we have that Ja;b;c.wn0;m/ �
�m; then the functions vk WD wn0;k verify the statement. If, on the other hand,
Ja;b;c.wn;m/ > �m for all n, then Ja;b;c.wn;m/ ! �m: Since J0

a;b;c.wn;m/ D 0 and
Ja;b;c satisfies .PS/G�m

; there exists a vm 2 H1
0.˝/

G such that, after passing to
a subsequence, wn;m ! vm as n ! 1: It follows that vm is a critical point
of Ja;b;c with Ja;b;c.vm/ D �m: Note that vm is positive if m D 1 and it is sign
changing if m � 2: Moreover, since Ja;b;c.w1;k/ < �m for all k D 1; : : : ;m � 1;

setting vk WD w1;k for k D 1; : : : ;m � 1; we have that vm ¤ ˙vk for every
k D 1; : : : ;m � 1 and the statement is proved.

STEP 4: We show that Ja;b;c has m pairs of critical points ˙u1; : : : ;˙um in
H1
0.˝/

G such that u1 is positive, u2; : : : ; um change sign, and

Ja;b;c.uk/ � �k for each k D 1; : : : ;m:

Since � > `m we have that � > `k for k D 1; : : : ;m:Applying Step 3 to each k D
1; : : : ;m; we obtain k pairs of critical points ˙vk;1; : : : ;˙vk;k of Ja;b;c in H1

0.˝/
G

such that vk;1 is positive, vk;2; : : : ; vk;k change sign, and Ja;b;c.vk;i/ � �k for all
i D 1; : : : ; k: Set u1 WD v1;1 and, for 2 � k � m; choose uk 2 fvk;2; : : : ; vk;kg
inductively, such that uk ¤ ui for every i D 2; : : : ; k � 1: These uk’s have the
desired properties.

Finally, note that
ˆ
˝

c.x/ jukj2� D NJa;b;c.uk/ � N�k D N`k�1 D `kSN=2 for all k D 1; : : : ;m:

This concludes the proof of Theorem 1.2. ut

2.2 The proof of Theorems 1.3 and 1.4

If u.x1; : : : ; xd; x0/ D v
�ˇ̌

x1
ˇ̌
; : : : ;

ˇ̌
xd
ˇ̌
; x0� with v 2 C 2.�/; a straightforward

computation shows that

div.a.x/ru/ D 1

%.y/
div.%.y/a.y/rv/

where x D .x1; : : : ; xd; x0/; y D �ˇ̌
x1
ˇ̌
; : : : ;

ˇ̌
xd
ˇ̌
; x0� and % is the function defined

in (2). Consequently, u satisfies

�div.a.x/ru/C b.x/u D c.x/jujp�2u in ˝

if and only if v satisfies

� div.%.y/˛.y/rv/C %.y/ˇ.y/v D %.y/�.y/jvjp�2v in �: (5)
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Note that p D 2�
N;k WD 2.N�k/

N�k�2 is the critical exponent in dimension N � k D dim�:

With these remarks, Theorems 1.3 and 1.4 follow immediately from Theorem 1.1
and 1.2, respectively.

Note that, in the special case when a; b; c are constant, the functions %˛; %ˇ; %�
do not have local maxima nor minima in ˝ W their extrema are attained on the
boundary of ˝: Hence, Egnell’s results [12] do not yield solutions to problem
.}2�

N;k
/ in this case.

3 Representation of G-invariant Palais-Smale sequences

Throughout this section we assume that˝ is a G-invariant bounded smooth domain
in R

N , N � 3; and that a; b; c 2 C 0.˝/ are G-invariant functions, such that a and c
are positive on ˝. We consider the functional

Ja;b;c.u/ WD 1

2

ˆ
˝

h
a.x/ jruj2 C b.x/u2

i
� 1

2�

ˆ
˝

c.x/ juj2�

defined in H1
0.˝/

G.
When G is the trivial group and a D b D c � 1; Struwe [20] gave a complete

description of the Palais-Smale sequences for Ja;b;c in terms of the solutions to the
limit problem

.}1/ ��u D juj2��2u; u 2 D1;2.RN/:

Roughly speaking, he showed that the Palais-Smale sequences which do not
converge approach a sum of a (possibly trivial) solution to problem .}2�/ plus
nontrivial solutions to the limit problem .}1/ which concentrate at certain points
of the domain. In the symmetric case the concentration will occur at G-orbits of ˝.
The aim of this section is to give a precise description of the relation between the
symmetries of the concentration points and those of the corresponding solution to
the limit problem.

Recall that the G-isotropy subgroup of a point x 2 R
N is defined as

Gx WD fg 2 G W gx D xg:

The G-orbit Gx of x is G-homeomorphic to the homogeneous space G=Gx,
see [3, 11]. In particular, if we denote by jG=Gxj the index of Gx in G; then
jG=Gxj D #Gx:

We write J1 W D1;2.RN/ ! R for the energy functional associated with problem
.}1/, given by

J1.u/ WD 1

2
kuk2 � 1

2� juj2�

2� ;
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where

kuk2 WD
ˆ
RN

jruj2 and juj2�

2� WD
ˆ
RN

juj2�

:

We shall prove the following result.

Theorem 3.1. Let .un/ be a G-invariant Palais-Smale sequence for Ja;b;c at the
level � . Then, after passing to a subsequence, there exist a (possibly trivial)
G-invariant solution u to problem .}2�/, an integer m � 0, m closed subgroups
G1; : : : ;Gm of finite index in G, m sequences .y1;n/; : : : ; .ym;n/ in ˝, m sequences
."1;n/; : : : ; ."m;n/ in .0;1/; and m nontrivial solutions Ou1; : : : ; Oum to problem .}1/,
with the following properties:

(i) Gyi;n D Gi for all n 2 N, and yi;n ! yi in˝ as n ! 1 for each i D 1; : : : ;m.
(ii) "�1

i;n dist.yi;n; @˝/ ! 1 and "�1
i;n jgyi;n � g0yi;nj ! 1 as n ! 1 for all

Œg0
 ¤ Œg
 in G=Gi and i D 1; : : : ;m.
(iii) Oui is Gi-invariant for each i D 1 : : :m.

(iv) lim
n!1

�����un � u �
mP

iD1
P

Œg
2G=Gi


a.yi/

c.yi/

� N�2
4
"
2�N
2

i;n Oui


g�1

 � �gyi;n
"i;n

������� D 0:

(v) Ja;b;c.u/C
mP

iD1
jG=Gij


a.yi/

N=2

c.yi/.N�2/=2

�
J1.Oui/ D �:

Since Ja;b;c.u/ � 0 for every solution u to problem .}2�/ and J1.Ou/ � 1
N S

N
2 for

every nontrivial solution Ou to problem .}1/; the next statement is an immediate
consequence of Theorem 3.1.

Corollary 3.2. The functional Ja;b;c satisfies condition .PS/G� for every

� <

 
min
x2˝

a.x/
N
2 #Gx

c.x/
N�2
2

!
1

N
S

N
2 ; (6)

In particular, if #Gx D 1 for all x 2 ˝, then Ja;b;c satisfies condition .PS/G� for
every � 2 R.

Theorem 1 in [6] is a special case of Theorem 3.1, but there is a gap in the proof
of Proposition 4 in [6]. The argument given here fills that gap. The key to do this is
given by Lemma 3.3 below.

We recall some basic facts about G-actions, which may be found, for instance, in
[3, 11], and introduce some notation. Isotropy groups satisfy Ggx D gGxg�1. Thus,
every subgroup K of G which is conjugate to the isotropy group of a point x 2 R

N

satisfies that K D Ggx for some g 2 G: The conjugacy class .Gx/ of an isotropy
group Gx is called a G-isotropy class of RN . The set of G-isotropy classes of RN is
finite. Conjugacy classes of subgroups of G are partially ordered as follows:

.K1/ � .K2/ ” there exists g 2 G such that gK1g
�1 � K2: (7)
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We write

.RN/K WD fx 2 R
N W gx D x for all g 2 Kg

for the K-fixed point set of RN :

Lemma 3.3. Given sequences ."n/ in .0;1/ and .�n/ in R
N ; there exist a sequence

.yn/ in R
N and a closed subgroup K of G such that, after passing to a subsequence,

the following statements hold true:

(s1) The sequence ."�1
n dist.G�n; yn// is bounded.

(s2) Gyn D K for all n 2 N.
(s3) If jG=Kj < 1, then "�1

n jgyn � g0ynj ! 1 for any g; g0 2 G with g0g�1 … K.
(s4) If jG=Kj D 1, then there is a closed subgroup K0 of G such that K � K0,

jG=K0j D 1 and "�1
n jgyn � g0ynj ! 1 for any g; g0 2 G with g0g�1 … K0.

Proof. Set

V WD fx 2 R
N W #Gx < 1g:

Note that V is a G-invariant linear subspace of RN . There are two cases:

CASE 1: The sequence ."�1
n dist.�n;V// is unbounded.

Passing to a subsequence we may assume that "�1
n dist.�n;V/ ! 1. Since the

set of G-isotropy classes of R
N is finite, we may also assume that there exists a

subgroup K of G and an element yn 2 G�n such that Gyn D K for every n 2 N. So,
clearly, (s1) and (s2) are satisfied. Since �n … V; we have that jG=Kj D #G�n D 1:

Thus, it remains to prove (s4).
To this end, let V? the orthogonal complement of V in R

N and y?
n be the

orthogonal projection of yn onto V?. Since yn 62 V we have that y?
n ¤ 0 and,

after passing to a subsequence,

%n WD y?
n

jy?
n j ! % 2 V?:

Define K0 WD G%. Since V and V? are G-invariant, we have that K � K0 and, since
% 62 V; we have that jG=K0j D #G% D 1: Now, let g; g0 2 G be such that Œg
 ¤ Œg0

in G=K0. Then jg% � g0%j > 0; and may choose n0 2 N such that

j%n � %j < 1

4

ˇ̌
g% � g0%

ˇ̌ 8n � n0:

It follows that

ˇ̌
g% � g0%

ˇ̌ � jg% � g%nj C ˇ̌
g%n � g0%n

ˇ̌C ˇ̌
g0%n � g0%

ˇ̌
D ˇ̌

g%n � g0%n

ˇ̌C 2 j%n � %j � ˇ̌
g%n � g0%n

ˇ̌C 1

2
jg% � g0%j 8n � n0:
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Therefore

1

2

ˇ̌
g% � g0%

ˇ̌ ˇ̌
y?

n

ˇ̌ � ˇ̌
gy?

n � g0y?
n

ˇ̌ � ˇ̌
gyn � g0yn

ˇ̌ 8n � n0:

Multiplying this inequality by "�1
n we obtain

1

2

ˇ̌
g% � g0%

ˇ̌
"�1

n dist.yn;V/ � "�1
n

ˇ̌
gyn � g0yn

ˇ̌ 8n � n0

and, since "�1
n dist.yn;V/ D "�1

n dist.�n;V/ ! 1, statement (s4) follows.

CASE 2: The sequence ."�1
n dist.�n;V// is bounded.

Let F be the set of G-isotropy classes .Gx/ with x 2 V such that the sequence
."�1

n dist.G�n; .R
N/Gx// contains a bounded subsequence.

We claim that F ¤ ;. To prove this, let xn 2 V be the orthogonal projection of
�n onto V . Since the set of G-isotropy classes in V is finite and every G-orbit in V
is finite, after passing to a subsequence, we may assume that there exists a closed
subgroup L of G such that Gxn D L for every n 2 N. Observe that .RN/L � V;
because L � Gx for every x 2 .RN/L and #Gx D jG=Gxj � jG=Lj D #Gxn < 1: It
follows that

"�1
n dist.�n; .R

N/L/ � "�1
n j�n � xnj D "�1

n dist.�n;V/

and, since the right-hand side is bounded, we conclude that .L/ 2 F.
Since F is finite and nonempty, we may choose an element .K/ 2 F which

is maximal with respect to the partial order defined in (7). After passing to a
subsequence, there exist �n 2 G�n and c > 0 such that

"�1
n dist.�n; .R

N/K/ < c 8n 2 N:

We define yn to be the orthogonal projection of �n onto .RN/K : Then (s1) is trivially
satisfied, because

"�1
n dist.G�n; yn/ � "�1

n j�n � ynj D "�1
n dist.�n; .R

N/K/ < c 8n 2 N: (8)

To prove (s2) note that yn 2 .RN/K � V: Hence, K � Gyn . The previous inequality
implies that .Gyn/ 2 F and, since .K/ is maximal, we conclude that Gyn D K:

Since jG=Kj < 1, we are left with proving (s3). Arguing by contradiction,
assume there exist g; g0 2 K such that Œg
 ¤ Œg0
 in G=K and ."�1

n jgyn � g0ynj/ is
bounded. Let Og WD g�1g0, L be the subgroup of G generated by K[fOgg, W1 WD .RN/L

and W2 be the orthogonal complement of W1 in .RN/K . Write

yn D y1n C y2n with yi
n 2 Wi; i D 1; 2:
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Since Og 62 K D Gyn , we have that Ogyn ¤ yn for all n 2 N. Therefore yn … W1 and,
hence, y2n ¤ 0 for all n 2 N. After passing to a subsequence we have that

y2n
jy2nj ! y 2 W2 X W1:

If the sequence ."�1
n y2n/ were unbounded, since we are assuming that ."�1

n jgyn �
g0ynj/ is bounded, we would have—after passing to a subsequence—that

ˇ̌̌
ˇ Ogy2n
jy2nj � y2n

jy2nj
ˇ̌̌
ˇ D "�1

n jOgyn � ynj
"�1

n jy2nj D "�1
n jgyn � g0ynj
"�1

n jy2nj ! 0

and, hence, that Ogy D y. This means that y 2 .RN/L D W1, which is not true.
Therefore, ."�1

n y2n/ must be bounded. After passing to a subsequence, we may
assume that there exists a closed subgroup L1 of G such that Gy1n

D L1 for all n 2 N.
Since y1n 2 W1 we have that K � L � L1. Moreover, inequality (8) yields that

"�1
n dist.G�n; .R

N/L1 / � "�1
n

ˇ̌
�n � y1n

ˇ̌ � "�1
n j�n � ynj C "�1

n

ˇ̌
y2n
ˇ̌
< c1;

for some constant c1 > 0. This shows that .L1/ 2 F. Using again that .K/ is a
maximal element in F; we conclude that K D L D L1; which contradicts the fact
that Og 62 K. This proves (s3) and concludes the proof of the lemma. ut

The proof of the following result is similar to that of the Brezis-Lieb lemma [4].

Lemma 3.4. Let p 2 Œ1;1/; .cn/ be a bounded sequence in L1.RN/ and .un/ be a
bounded sequence in Lp.RN/; such that cn.x/ ! c.x/ and un.x/ ! u.x/ a.e. in R

N.
Then u 2 Lp.RN/ and

lim
n!1


ˆ
RN

cn junjp � cn jun � ujp
�

D
ˆ
RN

c jujp :

Proof. By Fatou’s lemma, u 2 Lp.RN/. Let " > 0: Then there exists C > 0 such
that

jjun.x/jp � jun.x/ � u.x/jpj � " jun.x/ � u.x/jp � Cju.x/jp 8x 2 R
N :

Set M WD supfkcnk1 ; kck1 W n 2 Ng: It follows that

vn.x/ W D jcn.x/ jun.x/jp � cn.x/ jun.x/ � u.x/jp � c.x/ ju.x/jpj � " jcn.x/j jun.x/ � u.x/jp

� jcn.x/j .jjun.x/jp � jun.x/ � u.x/jpj � " jun.x/ � u.x/jp/C jc.x/j ju.x/jp

� M.C C 1/ju.x/jp a.e. in R
N :
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Hence, vC
n WD maxfvn; 0g satisfies

ˇ̌
vC

n .x/
ˇ̌ � M.C C 1/ju.x/jp a.e. in R

N and
Lebesque’s dominated convergence theorem yields

lim
n!1

ˆ
RN
vC

n D 0:

Since .un/ is bounded in Lp.RN/; we have that

ˆ
RN

jcn junjp � cn jun � ujp � c jujpj 5 M"
ˆ
RN

jun � ujp C
ˆ
RN
vC

n 5 C0"C
ˆ
RN
vC

n

for some positive constant C0: Letting n ! 1 we conclude that

lim
n!1

ˆ
RN

jcn junjp � cn jun � ujp � c jujpj 5 C0" for every " > 0:

Hence,

lim
n!1

ˇ̌̌
ˇ
ˆ
RN

cn junjp � cn jun � ujp � c jujp
ˇ̌̌
ˇ D 0;

as claimed. ut
Lemma 3.5. Let .an/ be a bounded sequence in L1.RN/ and a 2 L1.RN/ be such
that an ! a in L1

loc.R
N/; and let .un/ be a sequence in D1;2.RN/ such that un * u

weakly in D1;2.RN/: Then

lim
n!1


ˆ
RN

an jrunj2 � an jr .un � u/j2
�

D
ˆ
RN

a jruj2 :

Proof. We write

an jrunj2 � an jr .un � u/j2 � a jruj2 D anr .2un � u/ru � a jruj2 (9)

D .an � a/r .2un � u/ru C 2ar .un � u/ru:

Fix R > 0: Then, there is a positive constant C such that

ˇ̌̌
ˇ
ˆ
RN
.an � a/r .2un � u/ru

ˇ̌̌
ˇ �

ˇ̌̌
ˇ
ˆ

BR.0/

.an � a/r .2un � u/ru

ˇ̌̌
ˇ

C
ˇ̌̌
ˇ
ˆ
RNXBR.0/

.an � a/r .2un � u/ru

ˇ̌̌
ˇ

� C jan � ajL1.BR.0//
C C

ˆ
RNXBR.0/

jruj2 :
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It follows that

lim sup
n!1

ˇ̌̌
ˇ
ˆ
RN
.an � a/r .2un � u/ru

ˇ̌̌
ˇ � C

ˆ
RNXBR.0/

jruj2

and, letting R ! 1; we conclude that

lim
n!1

ˆ
RN
.an � a/r .2un � u/ru D 0: (10)

On the other hand, since un � u * 0 weakly in D1;2.RN/; we have that

lim
n!1

ˆ
RN

ar .un � u/ru D 0: (11)

Equations (9), (10) and (11) yield

lim
n!1

ˆ
RN


an jrunj2 � an jr .un � u/j2 � a jruj2

�

D lim
n!1

ˆ
RN
.an � a/r .2un � u/ru C lim

n!1

ˆ
RN

ar .un � u/ru D 0;

as claimed. ut
Lemma 3.6. Let .cn/ be a bounded sequence in L1.RN/ and c 2 L1.RN/ be such
that cn ! c in L1

loc.R
N/: Let .un/ be a sequence in D1;2.RN/ such that un * u

weakly in D1;2.RN/ with u 2 L1
loc.R

N/: Then

cn junj2��2 un � cn jun � uj2��2 .un � u/ �! c juj2��2 u in .D1;2.RN//0:

Proof. The proof is similar to that of Lemma 8.9 in [23]. ut
If b � 0; to simplify notation we write

J0 WD Ja;0;c:

We use the previous lemmas to prove the following result.

Proposition 3.7. Let .un/ be a G-invariant Palais-Smale sequence for J0 at the level
� > 0 such that un * 0 weakly in H1

0.˝/
G. Then, after passing to a subsequence,

there exist a closed subgroup K of finite index in G, a sequence .yn/ in˝, a sequence
."n/ in .0;1/, a nontrivial solution Ou to the limit problem .}1/ and a G-invariant
Palais-Smale sequence .vn/ for J0 with the following properties:

(i) Gyn D K for all n 2 N; and yn ! y0 in ˝ as n ! 1:

(ii) "�1
n dist.yn; @˝/ ! 1 and "�1

n jgyn � g0ynj ! 1 as n ! 1 if Œg0
 ¤ Œg
 in
G=K :
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(iii) Ou is K-invariant.

(iv) lim
n!1

�����un � vn � P
Œg
2G=K


a.y0/
c.y0/

� N�2
4
"
2�N
2

n Ou


g�1
 � �gyn

"n

������� D 0:

(v) lim
n!1 J0.un/ D lim

n!1 J0.vn/C jG=Kj


a.y0/N=2

c.y0/.N�2/=2

�
J1.Ou/:

Proof. Let .un/ be a G-invariant Palais-Smale sequence for J0 at the level � > 0.
As usual, we consider H1

0.˝/ as a subspace of D1;2.RN/ by defining u 2 H1
0.˝/ as

cero outside ˝: We subdivide the proof into three steps.

STEP 1: We define sequences ."n/ in .0;1/ and .yn/ in R
N ; and a subgroup K of

finite index in G such that Gyn D K:

Since .un/ is a Palais-Smale sequence, .un/ is bounded in H1
0.˝/ and

ˆ
˝

c junj2� D N



J0.un/ � 1

2
J0
0.un/un

�
! N� > 0:

Set

ı WD min

8̂<
:̂

N�

2
;

0
@ S minx2˝ a.x/

2
�
maxx2˝ c.x/

� N�2
N

1
A

N
2

9>=
>; : (12)

Since ı � N�
2
; there are bounded sequences ."n/ in .0;1/ and .�n/ in R

N such that,
after passing to a subsequence,

sup
x2RN

ˆ
B"n .x/

cjunj2� D
ˆ

B"n .�n/

cjunj2� D ı:

For these sequences we choose K and .yn/ as in Lemma 3.3. Then, Gyn D K and
there exists a positive constant C1 such that

"�1
n dist.G�n; yn/ < C1

for all n 2 N. Therefore, .yn/ is bounded and there exists gn 2 G such that
B"n.gn�n/ � BC"n.yn/with C WD C1C1. Since c and un are G-invariant, we conclude
that

ı D
ˆ

B"n .�n/

cjunj2� D
ˆ

B"n .gn�n/

cjunj2� �
ˆ

BC"n .yn/

cjunj2�

: (13)

Next, we will show that jG=Kj < 1. Arguing by contradiction, if we assume that
jG=Kj D 1, then property (s4) of Lemma 3.3 asserts that there exists a closed
subgroup K0 of G such that K � K0, jG=K0j D 1 and "�1

n jgyn � g0ynj ! 1
for any Œg
; Œg0
 2 G=K0 with Œg
 ¤ Œg0
. Hence, for each m 2 N, we may choose
g1; : : : ; gm 2 G such that Œgi
 ¤ Œgj
 in G=K0 and

BC"n.giyn/ \ BC"n.gjyn/ D ; for i ¤ j and n sufficiently large:
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Using again that the functions c and un are G-invariant, from inequality (13) we
obtain that

mı �
mX

iD1

ˆ
BC"n .giyn/

cjunj2� �
ˆ
˝

cjunj2� D N� C o.1/;

for every m 2 N. This is a contradiction. We conclude that jG=Kj < 1.

STEP 2: We show that "�1
n dist.yn; @˝/ ! 1 and that yn 2 ˝; and we define a

nontrivial K-invariant solution Ou 2 D1;2.RN/ to problem .}1/.
For z 2 ˝n WD fz 2 R

N W "nz C yn 2 ˝g set

Qun.z/ WD "
N�2
2

n un."nz C yn/; an.z/ WD a."nz C yn/; cn.z/ WD c."nz C yn/:

Since Gyn D K and un; a and c are G-invariant, we have that Qun; an and cn are
K-invariant. Note also thatˆ

˝

ajrunj2 D
ˆ
˝n

anjr Qunj2 and
ˆ
˝

cjunj2� D
ˆ
˝n

cnjQunj2�

:

Hence, .Qun/ is bounded in D1;2.RN/ and, therefore, a subsequence satisfies that
Qun * Qu weakly in D1;2.RN/; Qun ! Qu strongly in L2loc.R

N/; and Qun ! Qu a.e.
in R

N : It follows that Qu is K-invariant. A standard argument, using definition (12)
and inequality (13), shows that Qu ¤ 0, see, e.g., [6, 20, 21, 23].

Since .yn/ and ."n/ are bounded, passing to a subsequence, we have that yn ! y0
in R

N and "n ! " in Œ0;1/. If we suppose that " ¤ 0 then, since un * 0 weakly
in H1

0.˝/, we would have that Qu D 0, which is a contradiction. Therefore, " D 0. It
follows that

an ! a0 WD a.y0/ and cn ! c0 WD c.y0/ in L1
loc.R

N/:

Let ' 2 C1
c .RN/ be such that supp.'/ � ˝n for all n sufficiently large. Then,

setting 'n.x/ WD '."�1
n .x � yn//; we have that

ˆ
˝n

anr Qun � r' �
ˆ
˝n

cnjQunj2��2 Qun' D J0
0.un/'n D o.1/;

because .'n/ is bounded in H1
0.˝/: Since

ˇ̌̌
ˇ
ˆ
RN

anr Qun � r' �
ˆ
RN

a0r Qu � r'
ˇ̌̌
ˇ

�
ˇ̌̌
ˇ
ˆ
RN
.an � a0/r Qun � r'

ˇ̌̌
ˇC

ˇ̌̌
ˇ
ˆ
RN

a0.r Qun � r' � r Qu � r'/
ˇ̌̌
ˇ

� C jan � a0jL1.supp.'// C a0

ˇ̌̌
ˇ
ˆ
RN
.r Qun � r' � r Qu � r'/

ˇ̌̌
ˇ D o.1/
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and, similarly,

ˇ̌̌
ˇ
ˆ
RN

cnjQunj2��2 Qun' �
ˆ
RN

c0jQuj2��2 Qu'
ˇ̌̌
ˇ D o.1/;

we conclude that
ˆ
RN

a0r Qu � r' �
ˆ
RN

c0jQuj2��2 Qu' D 0

for every ' 2 C1
c .RN/ such that supp.'/ � ˝n for n sufficiently large. Arguing as

in [20, 21, 23] one shows that, if the sequence ."�1
n dist.yn; ˝// were bounded, then

Qu would be a solution to problem

��u D c0
a0

juj2��2u; u 2 D1;2
0 .H/;

in some half-space H contained in R
N ; contradicting the fact that this problem does

not have a nontrivial solution in a strictly starshaped proper subdomain of RN , see
[21, Theorem 1.3]. Hence "�1

n dist.yn; @˝/ ! 1. This implies that yn 2 ˝; for
otherwise BC"n.yn/ � R

N X˝; contradicting (13). It also implies that Qu is a solution
to problem

��u D c0
a0

juj2��2u; u 2 D1;2.RN/: (14)

Therefore,

Ou WD



c0
a0

� N�2
4

Qu

is a nontrivial, K-invariant solution to problem .}1/.

STEP 3: We define a sequence .vn/ which satisfies (iv) and (v) and is a
G-invariant Palais-Smale sequence for J0.

Let G=K WD fŒg1
 ; : : : ; Œgm
g. Set

rn WD 1

4
minfdist.yn; @˝/;

ˇ̌
gi.yn/ � gj.yn/

ˇ̌ W i; j D 1; : : : ;m; i ¤ jg:

Choose a radially symmetric function � 2 C1
c .RN/ such that 0 � � � 1, �.x/ D 1

if jxj � 1 and �.x/ D 0 if jxj � 2 and define

vn.x/ WD un.x/ �
mX

iD1
"
2�N
2

n Qu



g�1
i



x � giyn

"n

��
�.r�1

n .x � giyn//:
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Since Qu is K-invariant and Gyn D K for all n 2 N, we have that vn is G-invariant and
vn 2 H1

0.˝/. Similarly, the functions

wj
n.x/ WD un.x/ �

mX
iDj

"
2�N
2

n Qu



g�1
i



x � giyn

"n

��
; j D 1; : : : ;m;

are G-invariant functions in D1;2.RN/: Note that rn"
�1
n ! 1. Using this fact, an

easy computation shows that

�����un � vn �
mX

iD1
"
2�N
2

n eu
g�1
i


 � � giyn

"n

������� D ��w1n � vn

�� ! 0; (15)

i.e. .vn/ satisfies (iv).
Next, we rescale wj

n and use the G-invariance of un to obtain

Qwj
n.z/ W D "

N�2
2

n wj
n."nz C gjyn/

D "
N�2
2

n un."nz C gjyn/ �
mX

iDjC1
Qu



g�1
i



z C gjyn � giyn

"n

��
� Qu.g�1

j z/

D Qun.g
�1
j z/ �

mX
iDjC1

Qu



g�1
i



z C gjyn � giyn

"n

��
� Qu.g�1

j z/:

Since Qun * Qu weakly in D1;2.RN/ and "�1
n

ˇ̌
gjyn � giyn

ˇ̌ ! 1 for every i ¤ j , we
have that

Qun ı g�1
j �

mX
iDjC1

Qu



g�1
i



z C gjyn � giyn

"n

��
* Qu ı g�1

j weakly in D1;2.RN/:

Without loss of generality we may assume that a; c 2 C 0.RN/ \ L1.RN/: Using
Lemma 3.5 we obtain that
ˆ
RN

ajrwj
nj2 D

ˆ
RN

anjr Qwj
nj2

D
ˆ
RN

an

ˇ̌̌
ˇ̌̌r
0
@Qun ı g�1

j �
mX

iDjC1
Qu



g�1
i



� C gjyn � giyn

"n

��1A
ˇ̌̌
ˇ̌̌
2

�
ˆ
RN

a0
ˇ̌r.Qu ı g�1

j /
ˇ̌2 C o.1/
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D
ˆ
RN

a

ˇ̌̌
ˇ̌̌r
0
@un �

mX
iDjC1

"
2�N
2

n Qu



g�1
i


 � � giyn

"n

��1A
ˇ̌̌
ˇ̌̌
2

�
ˆ
RN

a0 jr Quj2 C o.1/

D
ˆ
RN

ajrwjC1
n j2 �

ˆ
RN

a0 jr Quj2 C o.1/:

These identities for j D 1; : : : ;m, together with (15), yield

ˆ
˝

ajrvnj2 D
ˆ
RN

ajrw1nj2 D
ˆ
˝

ajrunj2 � m
ˆ
RN

a0 jr Quj2 C o.1/:

Similarly, using Lemma 3.4, we conclude that
ˆ
˝

cjvnj2� D
ˆ
˝

cjunj2� � m
ˆ
RN

c0 jQuj2� C o.1/:

These last two identities yield

J0.un/ D J0.vn/C m



1

2

ˆ
RN

a0 jr Quj2 � 1

2�

ˆ
RN

c0 jQuj2�

�
C o.1/

D J0.vn/C jG=Kj aN=2
0

c.N�2/=2
0

J1.Ou/C o.1/:

This proves (v).
Since J01.Ou/ D 0; a similar argument using Lemma 3.6 shows that

o.1/ D J0
0.un/ D J0

0.vn/C o.1/ in .D1;2.RN//0:

This proves that .vn/ is a G-invariant Palais-Smale sequence for J0 and concludes
the proof of Proposition 3.7. ut
Proof (Proof of Theorem 3.1). Let .un/ be a G-invariant Palais-Smale sequence for
Ja;b;c at the level � . Since a and c are continuous and positive on ˝;

kuk2a WD
ˆ
˝

a.x/ jruj2 and juj2�

c;2� WD
ˆ
˝

c.x/ juj2�

are norms in H1
0.˝/ and L2

�

.˝/, respectively, which are equivalent to the standard
ones. So, for some positive constants Ci,

C1 C o.1/ kunka � 2Ja;b;c.un/ � J0
a;b;c.un/un D .1 � 2

2� / junj2�

c;2� � C2.junj22/2
�=2

and, hence,

kunk2a D 2Ja;b;c.un/ �
ˆ
˝

b.x/junj2 C 2

2� juj2�

c;2� � C3 C o.1/ kunka :
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This proves that the sequence .un/ is bounded in H1
0.˝/

G. After passing to a
subsequence, we have that un * u weakly in H1

0.˝/
G; un ! u strongly in L2.˝/;

and un ! u a.e. in ˝: Set u1n WD un � u: A standard argument shows that u is a
solution to problem .}2�/ and that

Ja;b;c.un/ D Ja;b;c.u/C J0.u
1
n/C o.1/ and

J0
a;b;c.un/ D J0

a;b;c.u/C J0
0.u

1
n/C o.1/ D J0

0.u
1
n/C o.1/:

Therefore, .u1n/ is a G-invariant Palais-Smale sequence for J0 at the level ��Ja;b;c.u/
and u1n * u weakly in H1

0.˝/
G. So, we may apply Proposition 3.7 to .u1n/: As in

[20], the conclusion of Theorem 3.1 follows after applying that proposition a finite
number of times, because 0 is the smallest level at which there is a G-invariant
Palais-Smale sequence. ut
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Compactness and non-compactness
for Yamabe-type problems

Fernando Codá Marques

Dedicated to the 80th birthday of Prof. Djairo de Figueiredo

1 Introduction

Let .Mn; g/ be a smooth compact Riemannian manifold of dimension n � 3. The
classical Yamabe Problem consists in finding metrics of constant scalar curvature
in the conformal class of g. The corresponding question in dimension two is known
as the Uniformization Theorem. The existence of a solution is one of the greatest
achievements of geometric analysis, and follows from the works of Yamabe [54],
Trudinger [50], Aubin [5], and Schoen [45]. We refer the reader to [31] for an
account of these results.

The Yamabe problem can be also formulated for other curvature quantities
leading to interesting fully nonlinear or higher-order elliptic equations. This is a very
active field. We refer the reader to the survey articles of A. Chang [11] and of Chang
and Yang [12] for a discussion of the partial differential equations of conformal
geometry. There are Yamabe-type problems also for manifolds with boundary and
for coupled systems of equations. We will discuss compactness results in these
different settings after reviewing what is known in the classical Yamabe problem.

The conformal class of g is defined to be

Œg
 D fQg D u
4

n�2 g W u 2 C1.M/; u > 0g:

If Qg D u
4

n�2 g, u > 0, we can compute the scalar curvature as

RQg D �4.n � 1/
n � 2 u� nC2

n�2


�gu � n � 2

4.n � 1/Rgu
�
:
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Here Rg and RQg denote the scalar curvatures of g and Qg, respectively, and �g is
the Laplace-Beltrami operator associated with g. The linear operator Lg D �g �

n�2
4.n�1/Rg is usually called the conformal Laplacian of g.

It follows that in order to find a constant scalar curvature metric in Œg
 one needs
to prove the existence of a positive solution u to the partial differential equation

Lg.u/C c.n/Ku
nC2
n�2 D 0 (1)

for some constant K, where c.n/ D n�2
4.n�1/ .

A nice feature of the problem is that it is variational. The constant scalar curvature
metrics Qg 2 Œg
 are the critical points of the functional

Q.Qg/ D
´

M RQg dvQg ´
M dvQg

� n�2
n

;

called the normalized total scalar curvature functional, when restricted to the
conformal class Œg
. Equivalently, the conformal factor u is a critical point of the
energy

Q.u
4

n�2 g/ D c.n/�1
´

M


jrguj2 C c.n/Rgu2

�
dvg ´

M u
2n

n�2 dvg

� n�2
n

:

The number

Q.M; g/ D inf
Qg2Œg


Q.Qg/:

is called the Yamabe quotient of M and it is always achieved as the energy of a
minimizing metric. If the Yamabe quotient is negative, the Maximum Principle
applied to equation (1) implies that the solution (of negative constant scalar
curvature) is unique, while if it is zero, the solution (of zero scalar curvature)
is unique up to a constant factor. For manifolds of positive Yamabe quotient the
uniqueness fails in general, and a significant part of the research work after the
existence was settled is dedicated to understand the structure of the set of solutions.
When the Yamabe quotient is positive, the constant K in (1) must be positive also
and we normalize it to be n.n � 1/.

2 Compactness and noncompactness

In his 1988 topics course at Stanford (see also [46] and [47]), R. Schoen proposed
the Compactness Conjecture:

The set

Mg D fQg 2 Œg
 W RQg D n.n � 1/g
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of solutions to the Yamabe Problem, in the positive Yamabe quotient case, is compact
(in any Ck topology) unless the manifold is conformally equivalent to the standard
sphere.

By the Harnack inequality and standard elliptic estimates this is equivalent
to establishing a priori estimates for solutions of the equation (1). Note that for
the standard sphere the set of solutions must be noncompact, since the group of
conformal transformations of Sn is noncompact itself.

The program Schoen outlined to prove this conjecture made essential use of the
Positive Mass Theorem of General Relativity. The Positive Mass Theorem is known
to hold in dimensions n � 7 (Schoen and Yau [48]), and in any dimension for
spin manifolds (Witten [53]). Despite recent attempts, the Positive Mass Conjecture
remains an open problem for nonspin high-dimensional manifolds.

Schoen proved the conjecture in the locally conformally flat case [46] and in the
three-dimensional case (the argument can be found in [49]). In dimensions 4 and 5,
the conjecture was proved by O. Druet (see [15]).

Basic blow-up analysis implies that a sequence of solutions that blows-up must
concentrate at some points of the manifold. These are the blow-up points. In
appropriate coordinates around these points the solution (up to a dimensional factor)
can be well approximated by a bubble:

u".x/ D
 "

"2 C jxj2
� n�2

2
;

for some small " > 0. The term bubble comes from the fact that these functions
appear as conformal factors when we write the spherical metric (after a dilation) as
a conformal deformation of the Euclidean metric.

Schoen formulated the Weyl Vanishing Conjecture, that predicts the location of
possible blow-up points:

If x 2 M is a blow-up point of a sequence of solutions Qgk D u
4

n�2

k g to the Yamabe
Problem, then the Weyl tensor of the metric g should satisfy

r iWg.x/ D 0

for all 0 � i � Œ n�6
2

.

There have been many contributions to these problems (see [36, 37, 39]). For
arbitrary n, it follows from the works of the author [39] and Y. Y. Li and L. Zhang
[36] that compactness holds under the assumption that the Weyl tensor vanishes
nowhere to second order.

For general manifolds the story turned out to be very different. In a paper of
the author with Khuri and Schoen [30], the Compactness and the Weyl Vanishing
Conjectures are proved for spin manifolds of dimension n � 24 (the spin assumption
is here only to make sure that the Positive Mass Theorem is valid). The dimension
24 comes from the behavior of a quadratic form discovered in [30]. It is sharp
in light of the counterexamples constructed in higher dimensions: Brendle [7] for
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n � 52, Brendle and the author [9] for 25 � n � 52. The underlying manifold in
these examples is the sphere Sn, that is spin in any dimension. Non-smooth blow-up
examples had been obtained before by A. Ambrosetti and A. Malchiodi in [4], and
by M. Berti and Malchiodi in [6]. In [16], O. Druet and E. Hebey have also obtained
blow-up examples for Yamabe-type equations. We refer the reader to [10] for an
account of these results.

For any p 2 Œ1; nC2
n�2 
 we define

˚p D fu > 0; u 2 C1.M/ W Lgu C Kup D 0 on Mg:

Although the geometric problem corresponds to the critical exponent p D nC2
n�2 , the

consideration of the subcritical equations is useful for other purposes like computing
the total Leray-Schauder degree of the problem.

In [30], the following theorem is proved (again the spin assumption can be
dropped if the positive mass conjecture is valid in full generality):

Theorem 2.1. Suppose 3 � n � 24. If .Mn; g/ is spin and is not conformally
diffeomorphic to .Sn; g0/, then for any " > 0 there exists a constant C > 0 depending
only on g and " such that

C�1 � u � C and k u kC2;˛� C;

for all u 2 [
1C"�p� nC2

n�2
˚p, where 0 < ˛ < 1.

The basic tool in trying to rule out blow-up is a general Pohozaev identity that
can be written in geometric form as:

Proposition 2.2 (Pohozaev Identity). Let .˝n; g/ be a Riemannian domain,
n � 3. If X is a vector field on ˝, then

n � 2
2n

ˆ
˝

X.Rg/ dvg C
ˆ
˝

hDgX;Tgi dvg D
ˆ
@˝

Tg.X; g/ d	g:

Here Tg D Ricg � Rg

n g is the traceless Ricci tensor, .DgX/ij D XiIj CXjIi � 2
n divgX gij

is the conformal Killing operator, and g is the outward unit normal to div˝.

The idea is to apply this identity with the radial vector field X D r @
@r to the

constant scalar curvature metrics in a neighborhood of the blow-up points. The left-
hand side gives information about the local geometry, in particular about the Weyl
tensor, while the right-hand side is linked to the mass of a certain asymptotically
flat manifold (obtained by multiplying the original metric by a Green’s function of
the conformal Laplacian). The proof is by contradiction and uses that this mass is
positive, but it only works when the leading order term coming from the left-hand
side has a definite sign.

It turns out that this is encoded in a canonical quadratic form Pn defined in some
vector space Vn (a subspace of the space of symmetric matrices with polynomial
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entries), depending only on the dimension. This was discovered in [30], where it
is proved that the quadratic form is positive definite if and only if n � 24 thereby
explaining the dimensional phenomenon.

The main theorems of [7] and [9] put together give:

Theorem 2.3. Suppose n � 25. There exists a smooth Riemannian metric g on
Sn and a sequence of positive functions uk 2 C1.Sn/ (k 2 N) with the following
properties:

(i) g is not conformally flat,
(ii) uk is a solution of the Yamabe equation (1) for all k 2 N,

(iii) Q.u
4

n�2

k g/ % Q.Sn; g0/ as k ! 1,
(iv) supSn uk ! 1 as k ! 1.

Here g0 denotes the standard metric on Sn. The metric g can be chosen arbitrarily
close to g0.

The proof uses Lyapunov-Schmidt reduction to reduce the construction to solv-
ing a finite dimensional variational problem, and a glueing procedure to construct
the metric g. This can only work because the quadratic form Pn fails to have a sign
when n � 25.

3 Manifolds with boundary

Compactness questions can be studied in a variety of settings, for instance for
manifolds with boundary. In that setting one looks for conformal metrics with
constant scalar curvature and constant mean curvature at the boundary. The case of
zero scalar curvature is particularly interesting because it leads to a linear equation
in the interior with a critical Neumann-type nonlinear boundary condition:

(
�gu � c.n/Rgu D 0 in M;
@u
@

� dnHgu C Ku
n

n�2 D 0 on @M;
(2)

where  is the inward pointing unit normal to @M, Hg is the boundary mean
curvature with respect to g, dn D n�2

2
and K is a constant.

The study of this and of the analogous problem of constant scalar curvature and
zero mean curvature were initiated by Escobar in 1992 [21, 22]. He solved almost
all cases while the remaining ones were the subject of subsequent papers [1, 8, 14,
38, 40]. Similarly one defines a Yamabe quotient:

Q.M; @M/ D inf
u¤0 on @M

´
M jrguj2 C n�2

4.n�1/Rgu2dvg C n�2
2

´
@M Hgu2d	g ´

@M juj 2.n�1/
n�2 d	g

� n�2
n�1
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The problem of compactness was studied by many people, including V. Felli and
M. Ould Ahmedou in [24, 25] and Han and Li in [27]. Under a generic condition it
was proved by Almaraz [3]. Almaraz showed that the trace-free part of the second
fundamental form must vanish at a boundary blow-up point if n � 7. Hence he is
able to prove compactness for the set of metrics such that this quantity is nonzero
everywhere:

Theorem 3.1 ([3]). Let .Mn; g/ be a compact Riemannian manifold with boundary,
n � 7. Suppose Q.M; @M/ > 0 and that the trace-free 2nd fundamental form of @M
is nonzero everywhere. Then, given a small �0 > 0, there exists a constant C > 0

such that for any solution of

(
�gu � c.n/Rgu D 0 in M;
@u
@

� dnHgu C Kup D 0 on @M;
(3)

with p 2 Œ1C �0;
n

n�2 
 satisfies

C�1 � u � C; jjujjC2;˛.M/ � C:

The proof of this result is based on a local argument with a Pohozaev-type
identity and avoids the use of any positive mass assumption. The trace-free second
fundamental form plays the role of the Weyl tensor as the first nontrivial obstruction
to blow-up in high dimensions.

Inspired by the case of manifolds without boundary, we expect that there should
be a critical dimension n0 such that compactness holds for problem (2) if n < n0
(at least under the spin assumption) and fails when n � n0.

In [2], Almaraz constructed blow-up examples when n � 25 (hence the critical
dimension must satisfy n0 � 25):

Theorem 3.2 ([2]). Let n � 25. There exists a Riemannian metric on the unit ball
M D Bn and a sequence of positive solutions uk of equations (2), with K > 0, and
with the following properties:

• g is not conformally flat,
• @Bn is umbilic with respect to g,
• supBn uk ! 1 as k ! 1.

It should be an interesting problem to try to prove compactness for n � 24.
Another problem is to understand the compactness/noncompactness phenomenon
for the equivariant Yamabe problem of Hebey-Vaugon [28]. It should share some
similarities with the boundary case.
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4 Stability question and systems

There has been considerable interest in recent years in proving compactness
results for Yamabe-type systems [17, 18, 20]. For instance, a priori estimates for
electrostatic Klein-Gordon-Maxwell systems in three dimensions were obtained
in [18]. Recently, stability for the Einstein-Lichnerowicz constraints system with
respect to the physics data was proved on the three-sphere [19]. A general reference
is Hebey [29].

We discuss a result of Druet and Hebey [17], about systems of the form

�gui �
pX

jD1
Aij.x/ui C jUj 4

n�2 ui D 0 (4)

on a compact Riemannian manifold .Mn; g/. Here U D .u1; : : : ; up/ and jUj2 DPp
iD1 u2i . More generally they consider the stability problem where one is allowed

to vary the matrix potential A. The system is called analytically stable if for every
sequence of C1 symmetric matrix functions A˛ W M ! Sym.Rp;Rp/ converging in
C1 to a map A W M ! Sym.Rp;Rp/, and for any sequence of associated nonnegative
nontrivial solutions U˛ bounded in W1;2, there is a subsequence Uˇ that converges
in C2 to a solution U of the system (4). If C2 convergence is replaced by weak
convergence in W1;2, then the system is called weakly stable.

The interesting feature that relates to the geometric Yamabe problem is that the
behavior is dictated by the difference An D A � .n�2/

4.n�1/RgId, where Id denotes the
identity matrix. This kind of perturbation goes back at least to the work of Aubin [5].
The theorem of Druet and Hebey applies to the case where the matrix An is either
positive definite or negative definite everywhere. More generally, they make the
following assumption (H’): for any x 2 M and any k 2 f1; : : : ; pg, there does not
exist an orthonormal frame .e1; : : : ; ek/ of An.x/-isotropic vectors (hAn.x/ � ei; eii D
0) in VectC.Rp/ spanning a subspace V with An.x/ �V � V . Here VectC.Rp/ denotes
the space of vectors in R

p with nonnegative coordinates.
Druet and Hebey prove the following result:

Theorem 4.1 ([17]). Assume n � 4, the assumption .H0/ and

Ker.�g � A/ \ L2.M;VectC.Rp// D f0g:

The system (4) is analytically stable if n ¤ 6 and weakly stable if n D 6. If n D 6,
there are examples that are analytically unstable.

The situation when one does not assume an energy bound for the sequence of
solutions and also the three-dimensional case were studied in [20] under the
assumption that An is negative definite. The consideration of such strongly coupled
elliptic systems provides a natural background for the interplay between geometry
and asymptotic analysis.
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Even in the scalar case the issue of understanding the effect on compactness of
perturbing the geometric Yamabe equation is nontrivial [23, 41]. In [23], Esposito,
Pistoia, and Vétois prove that the a priori estimates fail for perturbations of the linear
potential �c.n/Rg if n � 4. Sign-changing solutions that blow-up are constructed
in [43] and [44], while blow-up constructions for the prescribed scalar curvature
problem are done in [32, 33]. The constructions of blow-up examples are again
based on finite-dimensional Lyapunov-Schmidt reduction.

5 Higher order Yamabe problems

There are other linear operators that satisfy conformal covariance besides the
conformal Laplacian. The literature is vast, and we refer the reader to the surveys of
A. Chang [11] and of Chang and Yang [12] for a discussion of conformally covariant
partial differential equations.

An example is the fourth-order Paneitz operator discovered in 1983 [42]:

Pg D �2
g � divg.anRgg C bnRicg/d C n � 4

2
Qg;

where an D .n�2/2C4
2.n�1/.n�2/ , bn D � 4

n�2 and

Qg D � 1

2.n � 1/�gRg C n3 � 4n2 C 16n � 16
8.n � 1/2.n � 2/2 R2g � 2

.n � 2/2 jRicgj2

is the Q-curvature.
The problem of finding conformal metrics with constant Q-curvature is equiva-

lent to finding positive solutions of the fourth-order equation:

Pgu D cu
nC4
n�4 : (5)

In [52], Wei and Zhao proved that compactness fails for this problem in
dimensions n � 25:

Theorem 5.1. Suppose n � 25. There exists a smooth Riemannian metric g on
Sn and a sequence of positive functions uk 2 C1.Sn/ (k 2 N) with the following
properties:

(i) g is not conformally flat,
(ii) uk is a solution of the equation (5) with c D n�4

2
for all k 2 N,

(iii) supSn uk ! 1 as k ! 1.

Remarkably, the dimension is the same as in the classical Yamabe problem.
There are several important equations that lead to interesting Yamabe-type

problems. The equations are typically either fully nonlinear or of higher order,



Compactness and non-compactness for Yamabe-type problems 129

and their study is analytically challenging. Several compactness results for fully
nonlinear Yamabe problems have been obtained (for instance, [13, 26, 34, 35, 51]).
There have been many important advances but the general picture of compact-
ness/noncompactness is yet to be understood.
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8̂̂̂
ˆ̂̂̂̂̂
<
ˆ̂̂̂̂
ˆ̂̂̂:

.��/su D 2p

p C q
jxj˛up�1vq in B,

.��/sv D 2q

p C q
jxj˛upvq�1 in B,

u > 0; v > 0 in B,

u D v D 0 in @B,

(1)

where .��/s stands for the fractional Laplacian. Recently, a great attention has
been focused on the study of nonlinear problems involving the fractional Laplacian,
in view of concrete real-world applications. For instance, this type of operators
arises in the thin obstacle problem, optimization, finance, phase transitions, stratified
materials, crystal dislocation, soft thin films, semipermeable membranes, flame
propagation, conservation laws, ultra-relativistic limits of quantum mechanics,
quasi-geostrophic flows, multiple scattering, minimal surfaces, materials science
and water waves, see, e.g., [1, 3, 11, 26, 28, 30]. See also [20] and the references
therein. In a smooth bounded domain B � R

N , the operator .��/s can be defined
by using the eigenvalues f�kg and corresponding eigenfunctions f'kg of the Laplace
operator �� in B with zero Dirichlet boundary values, normalized by k'kkL2.B/ D 1,
for all k 2 N, that is,

��'k D �k'k in B; 'k D 0 on @B:

We define the space Hs
0.B/ by

Hs
0.B/ WD

n
u D

1X
kD1

uk'k in L2.B/ W
1X

kD1
u2k�

s
k < 1

o
;

equipped with the norm

kukHs
0.B/ WD

 1X
kD1

u2k�
s
k

�1=2
:

Thus, for all u 2 Hs
0.B/, the fractional Laplacian .��/s can be defined as

.��/su.x/ WD
1X

kD1
uk�

s
k'k.x/; x 2 B:

We wish to point out that a different notion of fractional Laplacian, available in the
literature, is given by .��/su D F�1.j�j2sF .u/.�//; where F denotes the Fourier
transform. This is also called the integral fractional Laplacian. This definition,
in bounded domains, is really different from the spectral one. In the case of the
integral notion, due to the strong nonlocal character of the operator, the Dirichlet
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datum is given in R
N n B and not simply on @B: Recently, Caffarelli and Silvestre

[12] developed a local interpretation of the fractional Laplacian given in R
N by

considering a Dirichlet to Neumann type operator in the domain f.x; t/ 2 R
NC1 W

t > 0g: A similar extension, in a bounded domain with zero Dirichlet boundary
condition, was established, for instance, by Cabrè and Tan in [10], Tan [32], Capella,
Dàvila, Dupaigne, and Sire [14], and by BrRandle, Colorado, de Pablo, and Sànchez
[7]. For any u 2 Hs

0.B/; the solution w 2 H1
0;L.CB/ of

8<
:

�div.y1�2srw/ D 0 in CB WD B � .0;1/;

w D 0 on @LCB WD @B � .0;1/;

w D u on B � f0g;
(2)

is called the s-harmonic extension w D Es.u/ of u, and it belongs to the space

H1
0;L.CB/ D

n
w 2 L2.CB/ W w D 0 on @LCB W

ˆ
CB

y1�2sjrwj2dxdy < 1
o
:

It is proved (see [7, Section 4.1–4.2]) that

�ks lim
y!0C

y1�2s @w

@y
D .��/su;

where ks D 21�2s� .1� s/=� .s/. Here H1
0;L.CB/ is a Hilbert space endowed with the

norm

kukH1
0;L.CB/

D


ks

ˆ
CB

y1�2sjrwj2dxdy
�1=2

:

In the local case, the so-called Hénon problem

.HP/

8̂̂<
ˆ̂:

��u D jxj˛up�1 in B,

u > 0 in B,

u D 0 on @B,

was first studied in [29] after being introduced by Hénon in [24] in connection
with the research of rotating stellar structures. This problem has been studied
by several authors, e.g. [4, 13, 31] and the references therein. For this class of
problems, moving plane methods [22] cannot be applied, and numerical calculations
[15] suggest that the existence of non-radial solutions is in fact possible. In [13]
the authors have shown that the maximum point xp of a ground state solution
for the Hénon equation .HP/ approaches a point x0 2 @B as p ! 2�, where
2� D 2N=.N �2/. This result was extended to local Hénon type variational systems
in [33], as well as for scalar nonlocal Hénon type equations in [18]. The main
goal of this paper is to get a similar result for the nonlocal Hénon system (1).
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We reformulate the nonlocal systems (1) into a local system, by using the local
reduction, that is, we set

.LS/

8̂̂̂
ˆ̂̂̂̂
<̂
ˆ̂̂̂̂
ˆ̂̂̂:

�div.y1�2srw1/ D 0 in CB D B � .0;1/;

�div.y1�2srw2/ D 0 in CB D B � .0;1/;

w1 D w2 D 0 on @LCB D @B � .0;1/;

w1 D u � 0 on B � f0g;
w2 D v � 0 on B � f0g;

ksy1�2s @w1
@�

D 2p
pCq jxj˛up�1vq on B � f0g;

ksy1�2s @w2
@�

D 2q
pCq jxj˛upvq�1 on B � f0g:

Here u.x/ D w1.x; 0/, v.x/ D w2.x; 0/, and the outward normal derivative should
be understood as

y1�2s @w

@�
D � lim

y!0C
y1�2s @w

@y
:

Let us define the space H WD H1
0;L.CB/ � H1

0;L.CB/ and the functional I W H ! R,

I.w1;w2/ D ks

2

ˆ
CB

y1�2s.jrw1j2Cjrw2j2/dxdy� 2

p C q

ˆ
B

jxj˛w1.x; 0/
pw2.x; 0/

qdx:

A weak solution to system .LS/ is a vector .w1;w2/ 2 H verifying I0.w1;w2/.h; k/ D
0 for all .h; k/ 2 H,

I0.w1;w2/.h; k/ D ks

ˆ
CB

y1�2s.rw1 � rh C rw2 � rk/ dxdy

� 2p

p C q

ˆ
B

jxj˛w1.x; 0/
p�1w2.x; 0/qhdx � 2q

p C q

ˆ
B

jxj˛w1.x; 0/
pw2.x; 0/

q�1kdx:

For the nonlocal scalar problem

8̂̂<
ˆ̂:
.��/su D jxj˛up in B,

u > 0 in B,

u D 0 in @B,

(3)

we have

.LE/

8<
:

�div.y1�2srw/ D 0 in CB D B � .0;1/;

w D 0 on @LCB D @B � .0;1/;

ksy1�2s @w
@�

D jxj˛up�1 on B � f0g:
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For this problem consider the associated minimization problem

S ˛
s;p.CB/ D inf

w2H1
0;L.CB/

ks

ˆ
CB

y1�2sjrwj2dxdy

ˆ
B

jxj˛jw.x; 0/jpdx
�2=p

:

Then S 0
s;2�

s
.CB/, where 2�

s WD 2N=.N � 2s/, is never achieved [7] and S 0
s;2�

s
.RNC1

C /

is attained by the w which are the s-harmonic extensions of

u".x/ D "
N�2s
4

."C jxj2/ N�2s
2

; " > 0; x 2 R
N :

Let U.x/ D .1C jxj2/ 2s�N
2 and let W be the extension of U, namely

W .x; y/ D Es.U/ D cy2s
ˆ
RN

U.z/

.jx � zj2 C y2/
NC2s
2

dz:

For the system .LS/ consider the following minimization problem

S ˛
s;p;q.CB/ D inf

w1;w22H1
0;L.CB/

ks

ˆ
CB

y1�2s.jrw1j2 C jrw2j2/dxdy

 ˆ
B

jxj˛jw1.x; 0/jpjw2.x; 0/jqdx
� 2

pCq

(4)

Theorem 1.1. For any ˛ > 0, S ˛
s;p;q.CB/ is achieved if 2 < p C q < 2�

s .

Proof. Since B is bounded and ˛ > 0 we have jxj˛jujr � Cjujr. The trace operator
from H1

0;L.CB/ to Lr.B/ is continuous if 1=r � 1=2 � s=N; and compact if strict
inequality holds, see [7, Theorem 4.4] see also [5, 10]. Then the trace operator tr W
H1
0;L.CB/ ! Lr.jxj˛;B/ is compact for r < 2N=.N � 2s/: Taking a minimizing

sequence .w1;n;w2;n/, there is .w1;w2/ 2 H with wi;n * wi, as n ! 1: Then

w1;n ! w1 in LpCq.jxj˛;B/; p C q < 2�
s ;

w2;n ! w2 in LpCq.jxj˛;B/; p C q < 2�
s :

By Young inequality we conclude that

ˆ
B

jxj˛jw1;n.x; 0/jpjw2;n.x; 0/jqdx !
ˆ

B
jxj˛jw1.x; 0/jpjw2.x; 0/jqdx; as n ! 1:

This implies that S ˛
s;p;q.CB/ is achieved if 2 < p C q < 2�

s : ut
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Remark 1.2. If .w1;n;w2;n/ is a minimizing sequence to S˛s;p;q.CB/, then it is readily
seen that the sequence .jw1;nj; jw2;nj/ is minimizing too. Thus, we can assume
that the minimizer .w1;w2/ is nonnegative, that is, w1;n;w2;n � 0: By maximum
principle we have w1;n;w2;n > 0: Finally, invoking the regularity theory we infer that
w1;n;w2;n 2 C� .CB/, for some � 2 .0; 1/: Notice that .w1;w2/ is a weak solution for
.LS/. Indeed, by Lagrange multiplier theorem, considering the constraint

M WD
n
.w1;w2/ 2 H W

ˆ
B

jxj˛w1.x; 0/
pw2.x; 0/

qdx D 1
o
;

there exists � 2 R such

F0.w1;w2/.h; k/ D �G0.w1;w2/.h; k/; 8.h; k/ 2 H;

where

F.w1;w2/ D ks

2

ˆ
CB

y1�2s.jrw1j2 C jrw2j2/dxdy;

G.w1;w2/ D
ˆ

B
jxj˛w1.x; 0/

pw2.x; 0/
qdx � 1:

Then, for all .h; k/ 2 H; we have

ks

ˆ
CB

y1�2s.rw1 � rh C rw2 � rk/dxdy

D �p
ˆ

B
jxj˛w1.x; 0/

p�1w2.x; 0/qhdx C �q
ˆ

B
jxj˛w1.x; 0/

pw2.x; 0/
q�1kdx:

By choosing .h; k/ D .w1;w2/, we get

ks

ˆ
CB

y1�2s.jrw1j2 C jrw2j2/dxdy D �.p C q/
ˆ

B
jxj˛w1.x; 0/

pw2.x; 0/
qhdx

D �.p C q/:

Therefore � > 0 and . Ow1; Ow2/ D .ˇw1; ˇw2/ with ˇ D �
�.pCq/
2

� 1
pCq�2 is a weak

solution of .LS/:

Now, we state the asymptotic behavior of ground states when p C q ! 2�
s :

Theorem 1.3. Let ˛ > 0, p", q > 1 with p" C q < 2�
s , p" ! p as " ! 0 and

p C q D 2�
s : Let .w1;";w2;"/ 2 H be a solution to the minimization problem (4).

Then there exists x0 2 @B such that

i) ksy1�2s.jrw1;"j2 C jrw2;"j2/ * �ı.x0;0/ in the sense of measure,
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ii) ju1;"jp" ju2;"jq * �ıx0 in the sense of measure,

where � > 0; � > 0 satisfy � � S�2=2
�
s and ıx0 is the Dirac mass at x0:

Let .w1;";w2;"/ be a minimizer of S ˛
s;p";q.CB/which exists because 2 < p"Cq < 2�

s :

By regularity results (see, e.g., [7, 9, 14]), .w1;";w2;"/ is Hölder continuous. We will
show that there exists x"; y" 2 B with

Mi;" D wi;".x"; 0/ D max
.x;y/2B�.0;1/

wi;".x; y/:

Let �" > 0 and N�" > 0 be such that �
N�2s
2

" M1;" D 1 and N� N�2s
2

" M2;" D 1, where

�"; N�" ! 0; as p" C q ! 2�
s :

We state another description of the phenomenon exhibited in Theorem 1.3.

Theorem 1.4. There hold

i) M1;" D O".1/M2;" as " ! 0, hence, �" D O".1/ N�" as " ! 0.

ii) dist.x"; @B/ ! 0 and
dist.x"; @B/

�"
! 1 as p" C q ! 2�

s ;

iii) lim
p"Cq!2�

s

ks

ˆ
CB

y1�2s.jrT1;"j2 C jrT2;"j2/dxdy D 0,

where we have set Ti;".x; y/ WD w1;".x; y/ � �2s�N
2

" W
� x�x"
�"
; y
�"

�
; for i D 1; 2.

2 Preliminaries

For any ui 2 Hs
0.B/, there is a unique extension wi D Es.ui/ 2 H1

0;L.CB/ of ui. The
extension operator is an isometry between Hs

0.B/ and H1
0;L.CB/, that is (see [5, 7, 18])

kEs.ui/kH1
0;L.CB/

D kuikHs
0.B/; i D 1; 2:

Let us set

x0 WD

1 � 1

j ln "j ; 0; : : : ; 0
�

2 R
N ; z0 WD .x0; 0/ 2 R

NC1:

Let us denote B� WD fx 2 R
N W jx � x0j < �g and

A� WD f.x; y/ 2 R
NC1 W j.x; y/ � z0j < �g; B� WD f.x; y/ 2 R

NC1 W j.x; y/j < �g:
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Let ' 2 C1
0 .CB/ be a cut-off function satisfying

'.x; y/ WD
(
1 if .x; y/ 2 A 1

2j ln "j

0 if .x; y/ 62 A 1
j ln "j
;

with 0 � '.x; y/ � 1 and jr'.x; y/j � Cj ln "j; for .x; y/ 2 CB: If W is the
extension of the function U previously introduced, we have (see [5]) jrW .x; y/j �
Cy�1W .x; y/, for .x; y/ 2 R

NC1
C : The extension of U".x/ D ." C jxj2/.2s�N/=2 has

the form

W".x; y/ D "
2s�N
2 W

x � x0p
"
;

yp
"

�
; " > 0:

Notice that 'W" 2 H1
0;L.CB/ for " small enough. The following lemma is proved in

[18, Lemma 3.1]

Lemma 2.1. There holds
ˆ

CB

ksy
1�2sjr.'W"/j2dxdy

ˆ
B

jxj˛j'.x; 0/W".x; 0/jpdx
�2=p

D S 0
s;2�

s
.CB/C o".1/;

as p ! 2�
s ; and " ! 0:

A minimizer of S ˛
s;p;q.CB/ exists as 2 < pCq < 2�

s and arguing as in [2, Theorem 5]
we have

S ˛
s;p;q.CB/ D Cp;q S

˛
s;pCq.CB/; Cp;q WD

hp

q

� q
pCq C

p

q

�� p
pCq
i
; (5)

where we have set

S ˛
s;pCq.CB/ WD inf

w2H1
0;L.CB/

ˆ
CB

ksy
1�2sjrwj2dxdy

 ˆ
B

jxj˛jw.x; 0/jpCqdx
�2=.pCq/

:

In particular

Ss;p;q.CB/ WD S 0
s;p;q.CB/ D Cp;qS

0
s;pCq.CB/ D Cp;qSpCq.CB/:

Furthermore, if w0 realizes S ˛
s;pCq.CB/, then .u0; v0/ D .Bw0;Cw0/ realizes

S ˛
s;p;q.CB/; for

B;C > 0; B D
p

p=q C:
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Setting Ou" D p
p"'W" and Ov" D p

q'W" and applying identity (5), we have

ˆ
CB

ksy
1�2s.jr Ou"j2 C jr Ov"j2/dxdy

 ˆ
B

jxj˛jOu".x; 0/jp" j Ov".x; 0/jqdx
�2=.p"Cq/

D Cp";q

ˆ
CB

ksy
1�2sjr.'W"/j2dxdy

 ˆ
B

jxj˛j'.x; 0/W".x; 0/jp"Cqdx
�2=.p"Cq/

D Cp";qS
0

s;2�
s
.CB/C o".1/;

as p" C q ! 2�
s for " ! 0: Following [18, Lemma 3.2], we have

Lemma 2.2. Let .u"; v"/ be a minimizer of S ˛
s;p";q.CB/ and p"Cq ! 2�

s for " ! 0.
Then we have

lim
"!0

ˆ
CB

ksy
1�2s.jru"j2 C jrv"j2/dxdy

ˆ
B

jxj˛ ju".x; 0/jp" jv".x; 0/jqdx
�2=.p"Cq/

D Cp;qS
0
s;2�

s
.CB/ D Cp;qS

0
s;2�

s
.RNC1C /;

lim
"!0

ˆ
CB

ksy
1�2s.jru"j2 C jrv"j2/dxdy

ˆ
B

ju".x; 0/jp" jv".x; 0/jqdx
�2=.p"Cq/

D Cp;qS
0
s;2�

s
.CB/ D Cp;qS

0
s;2�

s
.RNC1C /:

Proof. We already know that S 0
s;2�

s
.CB/ D S 0

s;2�
s
.RNC1

C /. Notice that, by (5), we get
by Lemma 2.1

ˆ
CB

ksy
1�2s.jru"j2 C jrv"j2/dxdy

 ˆ
B

ju".x; 0/jp" jv".x; 0/jqdx
�2=.p"Cq/

�

ˆ
CB

ksy
1�2s.jru"j2 C jrv"j2/dxdy

ˆ
B

jxj˛ju".x; 0/jp" jv".x; 0/jqdx
�2=.p"Cq/

� Cp";q

ˆ
CB

ksy
1�2sjr.'W"/j2dxdy

 ˆ
B

jxj˛j'.x; 0/W".x; 0/jp"Cqdx
�2=.p"Cq/

D Cp";qS
0

s;2�
s
.CB/C o."/;
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as p" C q ! 2�
s ; for " ! 0: On the other hand, we infer that

ˆ
CB

ksy
1�2s.jru"j2 C jrv"j2/dxdy

 ˆ
B

ju".x; 0/jp" jv".x; 0/jqdx
�2=.p"Cq/

� S 0
s;p";q.CB/

D Cp";qS
0

s;p"Cq.CB/ � Cp";qS
0

s;2�
s
.CB/:

The last inequality is due to Hölder inequality. This concludes the proof. ut
Corollary 2.3. Let p C q D 2�

s . Then the infimum S ˛
s;p;q.CB/ cannot be achieved.

Proof. Observe that, for all ˛ � 0, there holds S ˛
s;p;q.CB/ D Cp;q S

˛
s;2�

s
.CB/.

Suppose, by contradiction, that S ˛
s;p;q.CB/ is achieved by a function .w1;w2/ 2 H:

Without loss of generality, we may assume that w1 � 0 and w2 � 0. By Lemma 2.2,
we get

Cp;qS
0
s;2�

s
.CB/ D S ˛

s;p;q.CB/ D

ˆ
CB

ksy
1�2s.jrw1j2 C jrw2j2/dxdy

ˆ
B

jxj˛w1.x; 0/
pw2.x; 0/

qdx
�2=.pCq/

�

ˆ
CB

ksy
1�2s.jrw1j2 C jrw2j2/dxdy

ˆ
B

w1.x; 0/
pw2.x; 0/

qdx
�2=.pCq/

� S 0
s;p;q.CB/ D Cp;qS

0
s;2�

s
.CB/;

so that S 0
s;2�

s
.CB/ is achieved at .w1;w2/ 2 H, being

Cp;qS
0

s;2�
s
.CB/ D

ˆ
CB

ksy
1�2s.jrw1j2 C jrw2j2/dxdy

 ˆ
B

w1.x; 0/
pw2.x; 0/

qdx
�2=.pCq/

:

By setting Qwi.x; t/ WD wi.x; t/ for .x; t/ 2 B � .0;1/ and Qwi.x; t/ WD 0 for .x; t/ 2
R

N nB�.0;1/we get the minimizer . Qw1; Qw2/ 2 S 0
2�

s
.RNC1

C /. A contradiction, since
wi > 0, by the maximum principle. ut
Definition 2.4. A sequence .w1;n;w2;n/ � H is said to be tight if, for all  > 0,
there is �0 > 0 with

sup
n2N

ˆ
fy>�0g

ˆ
B

ksy
1�2s.jrw1;nj2 C jrw2;nj2/dxdy � :

The following concentration compactness principle [27] can be adapted from
[5, Theorem 5.1]
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Proposition 2.5. Let .w1;n;w2;n/ � H be tight and weakly convergent to .w1;w2/
in H. Let us denote ui;n D Tr.wi;n/ and ui D Tr.wi/, p C q D 2�

s : Let �; � be two
nonnegative measures such that

i) ksy1�2s.jrw1;nj2 C jrw2;nj2/ * � in the sense of measure,
ii) ju1;njpju2;njq * � in the sense of measure.

Then there exist an at most countable set I and points fxigi2I � B such that

� � ksy
1�2s.jrw1j2Cjrw2j2/C

X
k2I

�kı.xk ;0/; � D ju1jpju2jqC
X
k2I

�kıxk ; (6)

with �k > 0; �k > 0 and �k � Cp;qS
0

s;2�
s
�
2=2�

s
k :

Finally, we give an explicit form to the solutions of the problem

8̂̂̂
ˆ̂̂<
ˆ̂̂̂̂̂
:

.��/su D 2p

p C q
up�1vq in R

N ;

.��/sv D 2q

p C q
upvq�1 in R

N ;

u > 0; v > 0 in R
N ;

(7)

where p C q D 2�
s . Let u; v 2 L2

�
s .RN/ be solutions of the following problem

8̂̂̂
ˆ̂̂<
ˆ̂̂̂̂
:̂

u D 2p

p C q

ˆ
RN

up�1.y/vq.y/

jx � yjN�2s
dy;

v D 2q

p C q

ˆ
RN

up.y/vq�1.y/
jx � yjN�2s

dy:

u > 0; v > 0 in R
N :

(8)

Denote by

Qu.x/ WD 1

jxjN�2s
u
� x

jxj2
�
; Qv.x/ WD 1

jxjN�2s
v
� x

jxj2
�
;

the Kelvin transform of u and v, respectively. Hence, .Qu; Qv/ is also a solution of (8).
We may prove as in [16, Theorem 4.5] that problems (7) and (8) are equivalent, that
is if .u; v/ with u; v 2 Hs.RN/ is a weak solution of (7), then .u; v/ is a solution of
(8), while if .u; v/ with u; v 2 L

2N
N�2s .RN/ solves (8), then .u; v/ is a solution of (7).
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Now we show that L
2N

N�2s .RN/ solution .u; v/ of the following problem is radially
symmetric.

8̂̂̂
ˆ̂̂<
ˆ̂̂̂̂̂
:

u.x/ D
ˆ
RN

up�1.y/vq.y/

jx � yjN�2s
dy;

v.x/ D
ˆ
RN

up.y/vq�1.y/
jx � yjN�2s

dy:

u > 0; v > 0 in R
N :

(9)

Let ˙� D fx D .x1; � � � ; xN/ W x1 > �g, x� D .2� � x1; x2; � � � ; xN/ and u�.x/ D
u.x�/.

Lemma 2.6. Let .u; v/ be a solution of (9). Then .u; v/ is radially symmetric with
respect to some point.

Proof. The result is proved by the moving plane methods developed for integral
equations, see [17]. The argument is now standard, we sketch the proof. For details,
we refer to similar arguments in [35]. We have

u�.x/� u.x/ D
ˆ
˙�

 1

jx � yjN�2s
� 1

jx� � yjN�2s

�
up�1
� .y/vq

�.y/� up�1.y/vq.y/
�

dy

and

v�.x/�v.x/ D
ˆ
˙�

 1

jx � yjN�2s
� 1

jx� � yjN�2s

�
up
�.y/v

q�1
� .y/�up.y/vq�1.y/

�
dy:

Next, we claim that there exist K � 0, such that if � < �K, there holds

u.x/ � u�.x/ and v.x/ � v�.x/:

Indeed, define

˙u
� D fx 2 ˙� W u.x/ � u�.x/g; ˙v

� D fx 2 ˙� W v.x/ � v�.x/g

and ˙�
� D ˙� n �˙u

� [˙v
�

�
, we can deduce as [35] that

u�.x/ � u.x/ �
ˆ
˙v
�

1

jx � yjN�2s
up�1
� .y/


v

q
�.y/ � vq.y/

�
dy

C
ˆ
˙u
�

1

jx � yjN�2s
v

q
�.y/


up�1
� .y/ � up�1.y/

�
dy:
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By the Hardy-Littlewood-Sobolev inequality,

ku�.x/ � u.x/kL2
�
s .˙u

�/
� Ckup�1

� v
q�1
� .v� � v/k

L
2�s N

NC2s2�s .˙v
� /

C Ckup�2
� v

q
�.u� � u/k

L
2�s N

NC2s2�s .˙u
�/

:

By Hölder’s inequality,

ku�.x/ � u.x/kL2
�
s .˙u

�/
� Cku�kp�1

L2
�
s .˙v

� /
kv�kq�1

L2
�
s .˙v

� /
k.v� � v/kL2

�
s .˙v

� /

C Cku�kp�2
L2

�
s .˙u

�/
kv�kq

L2
�
s .˙u

�/
k.u� � u/kL2

�
s .˙u

�/
:

Choose K > 0 large and for � < �K, we have

ku�.x/ � u.x/kL2
�
s .˙u

�/
� 1

4
ku�.x/ � u.x/kL2

�
s .˙u

�/
C 1

4
kv�.x/ � v.x/kL2

�
s .˙v

� /
:

Similarly,

kv�.x/ � v.x/kL2
�
s .˙u

�/
� 1

4
ku�.x/ � u.x/kL2

�
s .˙u

�/
C 1

4
kv�.x/ � v.x/kL2

�
s .˙v

� /
:

The claim follows easily. Now, we may proceed as the proof of
[35, Theorem 1.1]. ut
It is known [16] that a positive solution U 2 L2

�
s .RN/ of the problem

.��/su D u
NC2s
N�2s in R

N , (10)

is given by

U.x/ D C
 t

t2 C jx � x0j2
� N�2s

2
;

for some constant C D C.N; s/ > 0, some t > 0 and x0 2 R
N .

Lemma 2.7. Let .u; v/ be a nontrivial weak solution of problem (7). There exist
A;B > 0 such that u D AU and v D BU.

Proof. We known that the solutions .u; v/ of (7) are solutions of (8). By Lemma 2.6,
any solution .u; v/ of (8) is radially symmetric and monotone decreasing about some
point. Let .Qu; Qv/ be the Kelvin transform of .u; v/ with the pole p 6D 0
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Qu.x/ D 1

jx � pjN�2s
u
 x � p

jx � pj2 C p
�
; Qv.x/ D 1

jx � pjN�2s
v
 x � p

jx � pj2 C p
�
:

We remark that .Qu; Qv/ is a solution of (8) too, and then .Qu; Qv/ is radially symmetric
with respect to some point q. Following the argument on page 280 in [23], we can
see that if p D q, then .u; v/ is constant, which is not true in our case. Hence, p 6D q.
Now, using the Kelvin transform

K.f /.x/ D 1

jxjN�2s
f
 x

jxj2
�
;

we deduce as in [6, proof of Lemma 7] that u D AU and v D BU. ut

3 Proof of Theorem 1.3

Choose pk such that pk C q ! 2�
s ; as k ! 1. Let .w1;k;w2;k/ 2 H be a nonnegative

solution to

S ˛
s;pk ;q.CB/ D

ks

ˆ
CB

y1�2s.jrw1;kj2 C jrw2;kj2/dxdy

ˆ
B

jxj˛jw1;k.x; 0/jpk jw2;k.x; 0/jqdx
� 2

pkCq

: (11)

Up to the factor ..pk C q/�k=2/
1=.pkCq�2/ depending upon the Lagrange multiplier

�k, .w1;k;w2;k/ solves

8̂̂̂
<
ˆ̂̂:

�div.y1�2srw1;k/ D 0; �div.y1�2srw2;k/ D 0; in CB;

ksy1�2s @w1;k
@�

D 2pk
pkCq jxj˛w1;k.x; 0/pk�1w2;k.x; 0/q; on B � f0g;

ksy1�2s @w2;k
@�

D 2q
p"Cq jxj˛w1;k.x; 0/pk w2;k.x; 0/q�1; on B � f0g;

w1;k D w2;k D 0; on @LCB:

(12)

In particular, we get

ˆ
CB

ksy
1�2s.jrw1;kj2 C jrw2;kj2/dxdy D 2

ˆ
B

jxj˛w1;k.x; 0/
pk w2;k.x; 0/

qdx: (13)

One may now set, for every x 2 B and y > 0,

Qwi;k.x; y/ WD Ckwi;k.x; y/; Ck D
 ˆ

B
w1;k.x; 0/

pk w2;k.x; 0/
qdx
�� 1

pkCq
; i D 1; 2:

(14)
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We have
ˆ

B
Qw1;k.x; 0/pk Qw2;k.x; 0/qdx D 1; for all k 2 N;

and by (11) and Lemma 2.2, we have

ˆ
CB

ksy
1�2s.jr Qw1;kj2 C jr Qw2;kj2/dxdy D Cp;qS

0
s;2�

s
C ok.1/; as k ! 1.

The sequence Ck converges to some C > 0, whenever k ! 1. This can be proved
by comparison with the term

´
B jxj˛w1;k.x; 0/pk w2;k.x; 0/qdx; which converges to a

constant in view of formulas (11), (13) and Lemma 2.2. In fact, taking into account
the Sobolev trace inequality, we have

0 < 	 �
ˆ

B
jxj˛w1;k.x; 0/

pk w2;k.x; 0/
qdx � C�pk�q

k � Ckw1;kkpk

L2
�
s .B/

kw2;kkq

L2
�
s .B/

� C:

The sequence . Qw1;k; Qw2;k/ is bounded in H. Furthermore, it is tight. This fact can be
proved by arguing as in [5, Lemma 3.6]. By Proposition 2.5, there exist nonnegative
measures �; �; a pair of functions .w1;w2/ 2 H; an at most countable set J and
points with fxigi2J � B such that

i) Qwi;k * wi, i D 1; 2;

ii) ksy1�2s.jr Qw1;kj2 C jr Qw2;kj2/ * � in the sense of measure,
iii) j Qw1;k.x; 0/jpj Qw2;k.x; 0/jq * � in the sense of measure,

and (6) holds with �k > 0 and �k � Cp;qS
0

s;2�
s
�
2=2�

s
k : It follows that

lim
k

ˆ
R

NC1
C

ksy
1�2s.jr Qw1;kj2 C jr Qw2;kj2/'dxdy D

ˆ
R

NC1
C

' d�; 8' 2 L1 \ C.RNC1C /;

lim
k

ˆ
RN

j Qw1;k.x; 0/jpj Qw2;k.x; 0/jq'dx D
ˆ
RN
' d�; 8' 2 L1 \ C.RN/:

In particular, we infer that

lim
k

ˆ
R

NC1
C

ksy
1�2s.jr Qw1;kj2 C jr Qw2;kj2/dxdy D �.RNC1

C /;

lim
k

ˆ
RN

j Qw1;k.x; 0/jpj Qw2;k.x; 0/jqdx D �.RN/:

Claim: I 6D ;.
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Verification: If I D ;, we would have
´

B jw1.x; 0/jpjw2.x; 0/jqdx D 1 and

Cp;qS
0

s;2�
s

D lim
k

ˆ
CB

ksy
1�2s.jr Qw1;kj2 C jr Qw2;kj2/dxdy

�
ˆ

CB

.ksy
1�2s.jrw1j2 C jrw2j2//dxdy;

yielding Cp;qS
0

s;2�
s

D ´
CB

ksy1�2s.jrw1j2 C jrw2j2/dxdy; namely a contradiction to
Corollary 2.3.

Claim: I contains only one point and w1 D w2 D 0:

Verification: We argue by contradiction and consider the following three cases:

i) w1 ¤ 0 and w2 ¤ 0;
ii) w1 ¤ 0 and w2 D 0;

iii) w1 D 0 and w2 ¤ 0:

In the case i), we have
P

j2J �j 2 .0; 1/: Notice that

Cp;qS
0

s;2�
s

D lim
k

ˆ
CB

ksy
1�2s.jr Qw1;kj2 C jr Qw2;kj2/dxdy

�
ˆ

CB

.ksy
1�2s.jrw1j2 C jrw2j2//dxdy C Cp;qS

0
s;2�

s

X
j2I

�
2=2�

s
j ;

as well as

1 D �.RN/ D
ˆ

B
jw1.x; 0/jpjw2.x; 0/jqdx C

X
j2I

�j:

These facts imply that

ˆ
CB

ksy
1�2s.jrw1j2 C jrw2j2/dxdy � Cp;qS

0
s;2�

s


1 �

X
j2I

�
2=2�

s
j

�

� Cp;qS
0

s;2�
s


1 �

X
j2I

�j

�2=2�
s

D S 0
s;p;q

 ˆ
B

jw1.x; 0/jpjw2.x; 0/jqdx
�2=2�

s
;

which is a contradiction. In the case ii) or iii), we have
P

j2J �j D 1: Notice that

Cp;qS
0

s;2�
s

�
ˆ

CB

.ksy
1�2s.jrw1j2 C jrw2j2//dxdy C Cp;qS

0
s;2�

s

X
j2I

�
2=2�

s
j :
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This implies, as above, that

ˆ
CB

ksy
1�2s.jrw1j2 C jrw2j2/dxdy � Cp;qS

0
s;2�

s


1 �

X
j2I

�j

�2=2�
s D 0;

which is a contradiction. Then w1 D w2 D 0: We claim that J is singleton. Notice
again

1 �
X
j2I

�
2=2�

s
j �

X
j2I

�j

�2=2�
s D 1;

so there is at most one j� 2 I such that �j� ¤ 0; proving the claim. Hence there
exists x0 2 B with

ksy
1�2s.jr Qw1;kj2Cjr Qw2;kj2/ * �0ıx0 ; j Qw1;k.x; 0/jpj Qw2;k.x; 0/jq * �0ıx0 ; (15)

in the sense of measure with �0 � Cp;qS
0

s;2�
s
�
2=2�

s
0 : Taking into account the relation

(14) between Qwi;k and wi;k the same conclusion follows for the wi;k.
Assume by contradiction that x0 2 B. Then it follows dist.x0; @B/ D 	 , for

	 2 .0; 1/. Notice that jw1;k.x; 0/jpk � jw1;k.x; 0/jp C ok.1/. By the concentration
behavior of the sequence jw1;k.x; 0/jpjw2;k.x; 0/jq stated in (15), there exists ' 2
L1 \ C.RN/ with '.x0/ D 0 and

ˆ
RN

jw1;k.x; 0/jpjw2;k.x; 0/jq�BnB.x0;	=2/.x/dx

�
ˆ
RN

jw1;k.x; 0/jpjw2;k.x; 0/jq'.x/dx D ok.1/:

Since
´

B jw2;k.x; 0/jqdx � C by the Sobolev inequality [5, formula (2.11)], then we
conclude

ˆ
B

jxj˛jw1;k.x; 0/jpk jw2;k.x; 0/jqdx D
ˆ

B.x0;	=2/
jxj˛jw1;k.x; 0/jpk jw2;k.x; 0/jqdx

C
ˆ
RN

jxj˛jw1;k.x; 0/jpk jw2;k.x; 0/jq�BnB.x0;	=2/.x/dx

� .1 � 	=2/˛
ˆ

B.x0;	=2/
jw1;k.x; 0/jpk jw2;k.x; 0/jqdx

C
ˆ
RN

jw1;k.x; 0/jpjw2;k.x; 0/jq�BnB.x0;	=2/.x/dx C ok.1/

� �.	/2
�
s =2
ˆ

B
jw1;k.x; 0/jpk jw2;k.x; 0/jqdx C ok.1/

�
; (16)
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where �.	/ WD .1 � 	=2/2˛=2
�
s 2 .0; 1/. By formula (16), on account of by

Lemma 2.2, it follows that

Cp;qS
0

s;2�
s

D lim
k

ˆ
CB

ksy
1�2s.jrw1;kj2 C jrw2;kj2/dxdy

 ˆ
B

jxj˛jw1;k.x; 0/jpk jw2;k.x; 0/jqdx
�2=.pkCq/

� 1

�.	/
lim

k

ˆ
CB

ksy
1�2s.jrw1;kj2 C jrw2;kj2/dxdy

ˆ
B

jw1;k.x; 0/jpk jw2;k.x; 0/jqdx
�2=.pkCq/

> Cp;qS
0

s;2�
s
;

which is a contradiction, since ��1.	/ > 1. The proof of Theorem 1.3 is complete.

4 Proof of Theorem 1.4

Let .w1;";w2;"/ 2 H be a nonnegative solution to (11). Then, up to a multiplicative
constant depending upon the Lagrange multiplier, we may assume that .w1;";w2;"/
solves the system (12). In particular, identity (13) follows. Hence, from Lemma 2.2,
we infer

lim
"!0

ˆ
CB

ksy
1�2s.jrw1;"j2 C jrw2;"j2/dxdy D .S 0

s;p;q.CB//
N
2s

2
N�2s
2s

D .S 0
s;p;q.R

NC1
C //

N
2s

2
N�2s
2s

:

(17)
We know that .w1;";w2;"/ is a solution of the system

8̂̂
<̂
ˆ̂̂:

�div.y1�2srw1;"/ D 0; �div.y1�2srw2;"/ D 0; x 2 CB;

ksy1�2s @w1;"
@�

D 2p"
p"Cq jxj˛w1;".x; 0/p"�1w2;".x; 0/q; x 2 B;

ksy1�2s @w2;"
@�

D 2q
p"Cq jxj˛w1;".x; 0/p"w2;".x; 0/q�1; x 2 B;

w1;" D w2;" D 0; x 2 @LCB:

Then, we can assume wi;" 2 C� .B/; for some � 2 .0; 1/. There exist x1;"; x2;" 2 B
such that

Mi;" D wi;".xi;"; 0/ D sup
.x;y/2B�.0;1/

wi;".x; y/; i D 1; 2: (18)

In fact, let x1;"; x2;" 2 B be such that

Mi;" WD sup
x2B

wi;".x; 0/ D wi;".xi;"; 0/; i D 1; 2:
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Then the second equality in (18) holds, since we have the following maximum
principle

Lemma 4.1. wi;".x; y/ � Mi;" for a.e. .x; y/ 2 B � .0;1/, for i D 1; 2.

Proof. Define �i.x; y/ WD .wi;".x; y/ � Mi;"/
C for .x; y/ 2 B � .0;1/: Then, testing

in .LS/, we obtain

ks

ˆ
CB

y1�2sjr�1.x; y/j2dxdy D 2p"
p" C q

ˆ
B

jxj˛w1;".x; 0/
p"�1w2;".x; 0/q�1.x; 0/dx D 0;

ks

ˆ
CB

y1�2sjr�2.x; y/j2dxdy D 2q

p" C q

ˆ
B

jxj˛w1;".x; 0/
p"w2;".x; 0/

q�1�2.x; 0/dx D 0:

Then �i � 0 for i D 1; 2, yielding he conclusion. ut
Lemma 4.2. For all i D 1; 2, we have Mi;" ! C1 as p" C q ! 2�

s .

Proof. Suppose by contradiction that there exist C > 0 and a sequence f"ng � R
C

such that p"n C q ! 2�
s and M2;"n � C, for all n 2 N. Since .wi;"n/ is bounded in

H1
0;L.CB/, up to a subsequence, by the conclusions of Theorem 1.3 we get wi;"n * 0

weakly in H1
0;L.CB/ and wi;"n ! 0 in Lr.B/, for every r < 2�

s . Then, from identity
(13) and formula (17), there exists a positive constant 	 independent of "n such that

0 < 	 �
ˆ

B
jxj˛jw1;"n.x; 0/jp" jw2;"n.x; 0/jqdx

� kw2;"n.x; 0/kq1kw1;"n.x; 0/kp"n
Lp"n .B/ � Con.1/;

which yields a contradiction. ut
Now we want to recall some general Pohožaev type identity. Consider the following
system

.LG/

8̂̂̂
ˆ̂<
ˆ̂̂̂̂:

�div.y1�2srw1/ D 0; in CB D B � .0;1/;

�div.y1�2srw2/ D 0; in CB D B � .0;1/;

w1 D w2 D 0; on @LCB D @B � .0;1/;

ksy1�2s @w1
@�

D C1w1.x; 0/p�1w2.x; 0/q; on B � f0g;
ksy1�2s @w2

@�
D C2w1.x; 0/pw2.x; 0/q�1; on B � f0g;

where @
@�

denotes the outward normal derivative, and � is exterior normal vector to
@B: For the scalar case, the next result was obtained in [7], while for the system we
refer to [19].

Theorem 4.3. Let p C q D 2�
s . Then system .LG/ does not admit any nontrivial

nonnegative solution.

The following nonexistence result is crucial for our argument. Consider the
following problem
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.LS/

8̂̂̂
ˆ̂<
ˆ̂̂̂̂:

�div.y1�2srw1/ D 0; in R
NC1
CC ;

�div.y1�2srw2/ D 0; in R
NC1
CC ;

w1 D w2 D 0; on fxN D 0; y > 0g;
ksy1�2s @w1

@�
D C1w1.x; 0/p�1w2.x; 0/q; on fxN > 0; y D 0g;

ksy1�2s @w2
@�

D C2w1.x; 0/pw2.x; 0/q�1; on fxN > 0; y D 0g;

where C1;C2 > 0;
@
@�

denotes the outward normal derivative, p C q D 2�
s and

R
NC1
CC WD f.x1; x2; : : : ; xN�1; xN ; y/ 2 R

NC1 W xN > 0; y > 0g:

Proposition 4.4. Let w1;w2 2 H1
0;L.R

NC1
CC / be a bounded solution of .LS/: Then

.w1;w2/ D .0; 0/.

Proof. Since .x; y/ �� D 0 on @RNC1
CC ; one cannot apply directly Pohožaev identities.

Whence, we use the Kelvin transformation as in [19, 21] to study a new system set
in a ball. Let wi 2 H1

0;L.R
NC1
CC / be a solution to system .LS/. Then, the Kelvin

transformation of wi is defined by

ewi.z/ D jzj2s�Nwi
� z

jzj2
�
; z 2 R

NC1
CC :

and from [21, Proposition 2.6] we infer that ewi is also a solution to .LS/. By [25,
Corollary 2.1, Proposition 2.4], there exists � 2 .0; 1/ with ewi.z/ � Cjzj� , for
z 2 B1.0/. Then there exists C > 0 such that

jwi.z/j � C.1C jzj2/� N�2sC�
2 ; for all z 2 R

NC1
CC : (19)

Arguing as in [18], denote by B 1
2
. eN
2
/ � R

N the ball centered at eN
2

with radius 1
2
:

Define

vi.z/ WD jzj2s�Nwi
� � .eN ; 0/C z

jzj2
�
; for all z 2 CB 1

2
.

eN
2 /

n f0g:

By means of (19), for a positive constant C and for jzj small enough, we have

vi.z/ � Cjzj� ; for all z 2 R
NC1
CC n f0g:

Therefore, we may extend vi by 0 at 0: Then, as above, .v1; v2/ is a weak solution
of the system
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.LSB/

8̂̂̂
ˆ̂̂̂<
ˆ̂̂̂̂
ˆ̂:

�div.y1�2srv1/ D 0; in CB 1
2
.

eN
2 /
;

�div.y1�2srv2/ D 0; in CB 1
2
.

eN
2 /
;

v1 D v2 D 0; on @LCB 1
2
.

eN
2 /
;

ksy1�2s @v1
@�

D C1v1.x; 0/p�1v2.x; 0/q; on B 1
2
. eN
2
/ � f0g;

ksy1�2s @v2
@�

D C2v1.x; 0/pv2.x; 0/q�1; on B 1
2
. eN
2
/ � f0g:

Now, applying Theorem 4.3 to system .LSB/ we infer that vi D 0; i D 1; 2; that is,
wi D 0; i D 1; 2. ut
We are now ready to complete the proof. By Lemma 4.2, we may assume

M1;" D w1;".x1;"; 0/ D sup
.x;y/2B�.0;1/

w1;".x; y/ ! C1;

We may assume M1;" � M2;". Let �" > 0 be such that

�
N�2s
2

" M1;" D 1; 0 � �
N�2s
2

" M2;" � 1;

where �" ! 0; as p" C q ! 2�
s : Define the scaled functions

Qw1;".x; y/ WD �
N�2s
2

" w1;".�"x C x1;"; �"y/;

Qw2;".x; y/ WD �
N�2s
2

" w2;".�"x C x1;"; �"y/;

B" WD fx 2 R
N W �"x C x1;" 2 B1.0/g and CB" WD B" � .0;1/: Then

. Qw1;".x; y/; Qw1;".x; y// satisfies

8̂̂̂
ˆ̂̂<
ˆ̂̂̂̂
:̂

�div.y1�2sr Qw1;"/ D 0; �div.y1�2sr Qw2;"/ D 0; x 2 CB"

0 < Qw1;" � 1; 0 < Qw2;" � 1; Qw1;".0; 0/ D 1; x 2 CB"

ksy1�2s @Qw1;"
@�

D 2p"
p"Cq j�"x C x1;"j˛�N� N�2s

2 .p"Cq/
" Qw1;".x; 0/p"�1 Qw2;".x; 0/q; x 2 B";

ksy1�2s @Qw2;"
@�

D 2q
p"Cq j�"x C x1;"j˛�N� N�2s

2 .p"Cq/
" Qw1;".x; 0/p" Qw2;".x; 0/q�1; x 2 B";

Qw1;" D 0; Qw2;" D 0; x 2 @B" \ @LCB" :

Suppose x1;" ! x0 for some x0 2 NB1.0/. We claim that x0 2 @B1.0/. By
contradiction, assume that x0 2 B1.0/ and let d WD 1

2
dist.x0; @B1.0//. Denote

B.0; r/ D fz 2 R
NC1 W jzj < rg: For " > 0 small, both Qw1;" and Qw2;" are well

defined in B.0; d=�"/ \ R
NC1
C ; and

sup
.x;y/2B.0; d

�"
/\R

NC1
C

Qw1;".x; y/ D Qw1;".0; 0/ D 1; sup
.x;y/2B.0; d

�"
/\R

NC1
C

Qw2;".x; y/ 2 .0; 1
:
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Since M1;" ! C1, we have 0 � �" � 1, for " > 0 small. Let

h."/ WD �
N� N�2s

2 .p"Cq/
" and h.0/ WD lim

p"Cq!2�
s

h."/:

Hence, 0 � h."/ � 1. Three possibilities may occur, namely

(1) h.0/ D 0,
(2) h.0/ D ˇ 2 .0; 1/,
(3) h.0/ D 1.

We show that any of these cases yields a contradiction. We observe that, for any R >
0, BR.0/ � Bd=�".0/ for " > 0 small enough. By Schauder estimates [7, 12, 14, 25]
there are C > 0 and 0 < # < 1 with

k Qw1;"kC0;# .B.0;2R/\R
NC1
C

/
� C; k Qw2;"kC0;# .B.0;2R/\R

NC1
C

/
� C

for " small enough. By Arzelà-Ascoli’s Theorem, there exist subsequences f Qwi;"k g
such that Qwi;"k ! wi as k ! 1, for i D 1; 2; in C0;#0

loc for some #0 2 .0; #/. Then,
we derive that .w1;w2/ satisfies

8̂̂<
ˆ̂:

�div.y1�2srw1/ D 0; �div.y1�2srw2/ D 0; in R
NC1
C ;

ksy1�2s @w1
@�

D 2p
2�

s
jx0j˛h.0/wp�1

1 .x; 0/wq
2.x; 0/; on R

N � f0g;
ksy1�2s @w2

@�
D 2q

2�
s

jx0j˛h.0/wp
1.x; 0/w

q�1
2 .x; 0/; on R

N � f0g;
(20)

and w1.0; 0/ D 1; 0 � w2 � 1. Moreover, wi 2 H1
0;L.R

NC1
C /. If x0 D 0 or h.0/ D 0

or w2 D 0, we have w1 � 0, which is impossible since w1.0; 0/ D 1. Suppose
x0 6D 0, w2 6� 0 and h.0/ D ˇ 2 .0; 1
. Then

8̂̂
<
ˆ̂:

�div.y1�2srw1/ D 0; �div.y1�2srw2/ D 0; in R
NC1
C ;

ksy1�2s @w1
@�

D 2p
2�

s
�wp�1

1 .x; 0/wq
2.x; 0/; on R

N � f0g;
ksy1�2s @w2

@�
D 2q

2�
s
�wp

1.x; 0/w
q�1
2 .x; 0/; on R

N � f0g;
(21)

where � D jx0j˛ˇ 2 .0; 1/. Setting

Nw1 WD �
1

2�s �2 w1; Nw2 WD �
1

2�s �2 w2;

we have 0 < Nw1 � �
1

2�s �2 , 0 < Nw2 � �
1

2�s �2 ; Nw1.0; 0/ D �
1

2�s �2 and . Nw1; Nw2/
satisfies
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8̂̂<
ˆ̂:

�div.y1�2sr Nw1/ D 0; �div.y1�2sr Nw2/ D 0; in R
NC1
C ;

ksy1�2s @ Nw1
@�

D 2p
2�

s
Nwp�1
1 .x; 0/ Nwq

2.x; 0/; on R
N � f0g;

ksy1�2s @ Nw2
@�

D 2q
2�

s
Nwp
1.x; 0/ Nwq�1

2 .x; 0/; on R
N � f0g;

(22)

Define S WD S 0
s;p;q.R

NC1
C / and observe that

ˆ
R

NC1
C

ksy
1�2s.jr Nw1j2 C jr Nw2j2/dxdy D 2

ˆ
RN

Nwp
1.x; 0/ Nwq

2.x; 0/dx:

Then, by formula (17), we have

S
N
2s � 2

N�2s
2s

ˆ
R

NC1
C

ksy
1�2s.jr Nw1j2 C jr Nw2j2/dxdy

D �
N�2s
2s 2

N�2s
2s

ˆ
R

NC1
C

ksy
1�2s.jrw1j2 C jrw2j2/dxdy

� �
N�2s
2s lim inf

"!0
2

N�2s
2s

ˆ
CB"

ksy
1�2s.jr Qw1;"j2 C jr Qw2;"j2/dxdy (23)

D �
N�2s
2s lim inf

"!0
2

N�2s
2s

ˆ
CB

ksy
1�2s.jrw1;"j2 C jrw2;"j2/dxdy

D �
N�2s
2s S

N
2s < S

N
2s ;

a contradiction. Then x0 2 @B1.0/: We can straighten @B in a neighborhood of x0
by a non-singular C1 change of coordinates. Let xN D  .x0/ be the equation of @B,
where x0 D .x1; x2; : : : ; xN�1/;  2 C1: Define new coordinate system given by
zi D xi for i D 1; : : : ;N � 1, zN D xN �  .x0/ and zNC1 D y. Let d" D dist.x"; @B/:
For p" C q ! 2�

s as " ! 0; Qwi;" are well defined in B.0; ı
�"
/ \ R

NC1
C \ fzN > � d"

�"
g

for some ı > 0 small enough. Moreover

sup
B.0; ı�" /\R

NC1
C

\fzN>� d"
�"

g
Qw1;".x; y/ D Qw1;".0; 0/ D 1;

sup
B.0; ı�" /\R

NC1
C

\fzN>� d"
�"

g
Qw2;".x; y/ 2 .0; 1
:

We now have the following

Claim: d"=�" ! C1 as " ! 0:

Verification: Suppose by contradiction that d"=�" remains bounded and d"=�" ! s
for some s � 0: By the previous argument, since jx0j D 1; we get Qwi;" ! Qwi in C0;�

loc ;

Qw1.0; 0/ D 1 and
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8̂̂
ˆ̂̂̂̂̂
ˆ̂<
ˆ̂̂̂̂
ˆ̂̂̂̂:

div.y1�2sr Qw1/ D 0; in f.z1; : : : ; zN ; zNC1/ W zN > �s; zNC1 > 0g;
div.y1�2sr Qw2/ D 0; in f.z1; : : : ; zN ; zNC1/ W zN > �s; zNC1 > 0g;
ksy1�2s @Qw1

@�
D � 2p

2�
s

Qwp�1
1 .x; 0/ Qwq

2.x; 0/; on f.z1; : : : ; zNC1/ W zN > �s; zNC1 D 0g;
ksy1�2s @Qw2

@�
D � 2p

2�
s

Qwp
1.x; 0/ Qwq�1

2 .x; 0/; on f.z1; : : : ; zNC1/ W zN > �s; zNC1 D 0g;
Qw1.z/ D Qw2.z/ D 0; on f.z1; : : : ; zN ; zNC1/ W zN D �s; zNC1 > 0g;
Qw1.z/; Qw2.z/ 2 .0; 1
; in f.z1; : : : ; zN ; zNC1/ W zN > �s; zNC1 > 0g:

(24)
By a translation, . Qw1; Qw2/ verifies

8̂̂̂
ˆ̂̂̂̂
<
ˆ̂̂̂̂̂
ˆ̂:

div.y1�2sr Qw1/ D 0; div.y1�2sr Qw2/ D 0; in R
NC1CC ;

ksy1�2s @Qw1
@�

D �
2p
2�

s
Qwp�1
1 .x; 0/ Qwq

2.x; 0/; on f.z1; : : : ; zN ; zNC1/ W zN > 0; zNC1 D 0g;
ksy1�2s @Qw2

@�
D �

2p
2�

s
Qwp
1.x; 0/ Qwq�1

2 .x; 0/; on f.z1; : : : ; zN ; zNC1/ W zN > 0; zNC1 D 0g;
Qw1.z/ D Qw2.z/ D 0; onf.z1; : : : ; zN ; zNC1/ W zN D 0; zNC1 > 0g;
Qw2.z/ 2 .0; 1
; Qw1.0; : : : ; s; 0/ D 1; inRNC1CC :

(25)
Since Qwi 2 H1

0;L.R
NC1
CC /, by Proposition 4.4, . Qw1; Qw2/ D .0; 0/, which violates

Qw1.0; : : : ; s; 0/ D 1. Then the claim follows and CB" converges to the entire R
NC1
CC

as " ! 0:

Claim. � D jx0jh.0/ D h.0/ D 1: We can assume . Qw1;"; Qw2;"/ ! . Qw1; Qw2/;
as " ! 0; and . Qw1; Qw2/ satisfies

8̂̂
ˆ̂̂̂̂<
ˆ̂̂̂̂̂
:̂

div.y1�2sr Qw1/ D 0; div.y1�2sr Qw2/ D 0; in R
NC1
CC ;

ksy1�2s @Qw1
@�

D � 2p
2�

s
Qwp�1
1 .x; 0/ Qwq

2.x; 0/; on R
N � f0g;

ksy1�2s @Qw2
@�

D � 2p
2�

s
Qwp
1.x; 0/ Qwq�1

2 .x; 0/; on R
N � f0g;

Qw1.z/ D Qw2.z/ D 0; on f0g � .0;1/;

Qwi.z/ 2 .0; 1
; Qwi.0; 0/ D 1; in R
NC1
CC :

(26)

If Qw2 � 0 or 0 � � < 1; we reach the contradiction either as in (23) or by
Proposition 4.4. Hence, � D 1 and Qw2 6� 0. This implies M�1

1;" Qw2;".�"x C x"/ !
v.x/ 6D 0; and then 1 � M�1

1;"M2;" ! 	 > 0 as " ! 0, that is M1;" D O.1/M2;".
This is .i/ of Theorem 1.4.

Let y" 2 B1.0/ be such that w2;".y"/ D maxB1.0/ w2;".y/: We define Qw2;".x/ D
. N�"/.N�2s/=2w2;". N�"x C y"/; where N�.N�2s/=2

" w2;".y"/ D 1. Suppose y" ! y0. Again,
using a blow-up argument, we get y0 2 @B1.0/. Then, in light of Lemma 2.7, we
have

Qw1.x; y/ D aW1.x; y/; Qw2.x; y/ D bW1.x; y/
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for some positive numbers a; b such that a=b D p
p=q. Let Qvi;" D Qwi;" � Qwi: Then

Qvi;" * 0 weakly in H1
0;L.C!/ for any ! � R

NC1
C and

8̂̂
ˆ̂̂<
ˆ̂̂̂̂
:

div.y1�2sr Qv1;"/ D 0; div.y1�2sr Qv2;"/ D 0; in CB" ;

�2sy1�2s @Qv1;"
@�

D 2p"
p"Cq Q" Qwp"�1

1;" .x; 0/ Qwq
2;".x; 0/ � p.N�2s/

N wp�1
1 wq

2 on B" � f0g
�2sy1�2s @Qv2;"

@�
D 2q

p"Cq Q" Qwp"
1;".x; 0/ Qwq�1

2;" .x; 0/ � q.N�2s/
N wp

1w
q�1
2 on B" � f0g

Qvi;" D � Qwi; on @LCB" ;

(27)
where we have set Q" WD j�"x C x1;"j˛h."/:Multiplying the first equation in (27) by
Qv1;" and Qv2;", respectively, integrating by parts, and applying Brézis-Lieb Lemma, as
p" C q ! 2�

s ; we have

ks

ˆ
CB"

y1�2s.jr Qv1;"j2 C jr Qv2;"j2/dxdy

D
ˆ

B"

 2p"
p" C q

Q" Qwp"�1
1;" .x; 0/ Qwq

2;".x; 0/ � p.N � 2s/

N
Qwp�1
1 .x; 0/ Qwq

2.x; 0/
�

Qv1;".x; 0/dx

� ks

ˆ
@LB"

y1�2s @ Qv1;"
@�

w1dS

C
ˆ

B"

 2q

p" C q
Q" Qwp"

1;".x; 0/ Qwq�1
2;" .x; 0/ � q.N � 2s/

N
Qwp
1.x; 0/ Qwq�1

2 .x; 0/
�

Qv2;".x; 0/dx

� ks

ˆ
@LB"

y1�2s @ Qv2;"
@�

w2dS

D p.N � 2s/

N

ˆ
B"

Q"


Qwp"�1
1;" .x; 0/ Qwq

2;".x; 0/ � Qwp�1
1 .x; 0/ Qwq

2.x; 0/
�

Qv1;".x; 0/dx

� ks

ˆ
@LB"

y1�2s @ Qv1;"
@�

Qw1dS C p.N � 2s/

N

ˆ
B"

.Q" � 1/ Qwp�1
1 .x; 0/ Qwq

2.x; 0/dx

C q.N � 2s/

N

ˆ
B"

Q"


Qwp"
1;".x; 0/ Qwq�1

2;" .x; 0/ � Qwp
1.x; 0/ Qwq�1

2 .x; 0/
�

Qv2;".x; 0/dx

� ks

ˆ
@LB"

y1�2s @ Qv2;"
@�

Qw2dS C q.N � 2s/

N

ˆ
B"

.Q" � 1/ Qwp
1.x; 0/ Qwq�1

2 .x; 0/dx C o".1/;

since Q" ! 1 as " ! 0. Recalling that W" decay at infinity, we obtain

ks

ˆ
CB"

y1�2s.jr Qv1;"j2 C jr Qv2;"j2/dxdy

D p.N � 2s/

N

ˆ
B"

Q"


. Qv1;" C Qw1/p"�1.x; 0/. Qv2;" C Qw2/q.x; 0/
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� Qwp�1
1 .x; 0/ Qwq

2.x; 0/
�

Qv1;".x; 0/dx

C q.N � 2s/

N

ˆ
B"

Q"


. Qv1;" C Qw1/p" .x; 0/. Qv2;" C Qw2/q�1.x; 0/

� Qwp
1.x; 0/ Qwq�1

2 .x; 0/
�

Qv2;".x; 0/dx C o".1/:

Inserting Qwi;" D Qvi;" D Qwi; and using the following inequalities (cf. [8, 34])

jja C bjp � jajp � jbjp � pab.jajp�2 C jbjp�2j/j � C

8̂<
:̂

jajjbjp�1 if jaj � jbj;
jajp�1jbj if jaj � jbj;

1 � p � 3;

jja C bjp � jajp � jbjp � pab.jajp�2 C jbjp�2j/j � C.jajp�2jbj2 C jaj2jbjp�2/; p � 3;

we infer that

ks

ˆ
CB"

y1�2s.jr Qv1;"j2 C jr Qv2;"j2/dxdy D p.N � 2s/

N

ˆ
B"

Q" Qvp
1;".x; 0/ Qvq

2;".x; 0/dx

C q.N � 2s/

N

ˆ
B"

Q" Qvp
1;".x; 0/ Qvq

2;".x; 0/dxCo".1/ D 2

ˆ
B"

Q" Qvp
1;".x; 0/ Qvq

2;".x; 0/dxCo".1/:

(28)

By definition of S ˛
s;p";q and recalling that S ˛

s;p";q D S C o".1/; we get

ks

ˆ
CB"

y1�2s.jr Qv1;"j2 C jr Qv2;"j2/dxdy

� S
 ˆ

B"

Q" Qvp
1;".x; 0/ Qvq

2;".x; 0/dx
� 2

p"Cq C o".1/:

Assume by contradiction that

lim
"!0

ks

ˆ
CB"

y1�2s.jr Qv1;"j2 C jr Qv2;"j2/dxdy D � > 0:

Then, we have

ks

ˆ
CB"

y1�2s.jr Qv1;"j2 C jr Qv2;"j2/dxdy

D 2

ˆ
B"

Q" Qvp
1;".x; 0/ Qvq

2;".x; 0/dx C o.1/ � S
N
2s

2
N�2s
2s

C o".1/:
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By using a Brézis-Lieb type Lemma and arguments similar to the ones above, we get

I. Qw1;"; Qw2;"/ D
ˆ

CB"

ks

2
y1�2s.jr Qv1;"j2 C jr Qv2;"j2/dxdy

� 2

p" C q

ˆ
B"

Q" Qv1;".x; 0/p Qv2;".x; 0/qdx C
ˆ
R

NC1
C

ks

2
y1�2s.a2 C b2/jrW1j2dxdy

� 2

p" C q

ˆ
RN

jaW1.x; 0/jp" jbW1.x; 0/jqdx C o".1/ � 2s

N

S
N
2s

2
N�2s
2s

C o".1/:

On the other hand,

I. Qw1;"; Qw2;"/ WD ks

2

ˆ
CB"

y1�2s.jr Qw1;"j2 C jr Qw2;"j2/dxdy

� 2

p C q

ˆ
B"

Q" Qwp
1;".x; 0/ Qwq

2;".x; 0/dx D s

N

S
N
2s

2
N�2s
2s

C o".1/;

a contradiction. Hence � D 0, proving also Theorem 1.4(ii).
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1 Introduction

In this article we study the existence of positive solutions for the following system
involving fourth-order ordinary differential equations

J.M. do Ó (�)
Departamento de Matemática, Universidade Federal da Paraíba, 58059-900, João Pessoa, Brazil
e-mail: jmbo@pq.cnpq.br

S. Lorca
Instituto de Alta Investigación, Universidad de Tarapacá, Casilla 7-D, Arica, Chile
e-mail: slorca@uta.cl

J. Sánchez
Departamento de Matemáticas, Universidad de La Serena, Avda. Cisternas 1200,
La Serena, Chile
e-mail: jsanchez@userena.cl

P. Ubilla
Departamento de Matemática y C.C., Universidad de Santiago de Chile, Casilla 307,
Correo 2, Santiago, Chile
e-mail: pedro.ubilla@usach.cl

© Springer International Publishing Switzerland 2015
A.N. Carvalho et al. (eds.), Contributions to Nonlinear Elliptic Equations and
Systems, Progress in Nonlinear Differential Equations and Their Applications 86,
DOI 10.1007/978-3-319-19902-3_11

163

mailto:jmbo@pq.cnpq.br
mailto:slorca@uta.cl
mailto:jsanchez@userena.cl
mailto:pedro.ubilla@usach.cl


164 J.M. do Ó et al.

8̂̂<
ˆ̂:

u.4/.t/ D f .t; u.t/; v.t// for 0 < t < 1;
v.4/.t/ D g.t; u.t/; v.t// for 0 < t < 1;

u.0/ D v.0/ D u.1/ D v.1/ D 0;

u00.0/ D v00.0/ D u00.1/ D v00.1/ D 0

(1)

where the nonlinearities f and g are continuous and may, in some sense, even be
singular in the first variable at t D 0 and/or at t D 1. By applying well-known
fixed point theorems in cones, we will establish the existence of positive solutions
of (1) under the following two basic hypotheses on the nonlinearities f ; g W .0; 1/ �
Œ0;C1/2 ! Œ0;C1/,

.h1/ (behaviour at zero)

lim
uCv!0C

f .s; u; v/

u C v
D lim

uCv!0C

g.s; u; v/

u C v
D 0 uniformly for s 2 .0; 1/:

.h2/ (super-linearity) There exist constants 0 < ˛0
1 < ˇ0

1 < 1 and 0 < ˛0
2 <

ˇ0
2 < 1 such that

lim
uCv!C1

f .s; u; v/

u C v
D C1 uniformly for s 2 .˛0

1; ˇ
0
1/

or

lim
uCv!C1

g.s; u; v/

u C v
D C1 uniformly for s 2 .˛0

2; ˇ
0
2/:

Note that assumption .h1/ is the classical super-linearity condition at zero and
the hypothesis .h2/ is a type of local super-linearity at C1.

Now we state the main result for (1).

Theorem 1.1. Suppose f and g satisfy .h1/ � .h2/. Then system (1) possesses at
least one positive solution.

The main purpose of this paper is two-fold. Firstly, we will perform an
appropriated change of variables such that system (1) becomes a functional second
order elliptic system. A second purpose is that with the help of this approach in
combination with fixed point techniques we prove the existence of solution of
system (1). We stress that this approach can be also applied to study the existence
radial solutions for several classes of nonlocal elliptic systems defined on bounded
annular domains or exterior domains.

For a study of fourth-order elliptic problems, see, for example, [1, 2, 7–11] and
the references therein. We mention that scalar fourth-order boundary value problems
describe the equilibrium state of an elastic beam which is supported simply at both
ends.

We now give a brief description of the paper. In Section 2 we introduce the
associated functional differential equations. Section 3 deals with the superlinear
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problems. Section 4 contains a well-known theorem used in Sections 5 to prove
Theorem 1.1, which is our main result. In Section 6 we show the application to the
systems involving fourth-order ordinary differential equations.

2 The associate functional differential equations

Now we show how a system such as (1) can be transformed into a class of systems
of second-order ordinary functional differential equations. In fact, suppose .u; v/
is a positive solution of system (1), and let w D �u00 and z D �v00 : Using the
Green’s function

G.t; s/ D
(

s.1 � t/ for 0 � s � t � 1 ;

t.1 � s/ for 0 � t � s � 1 :
(2)

we can write

u.t/ D �
ˆ 1

0

G.t; s/ u00.s/ds and v.t/ D �
ˆ 1

0

G.t; s/ v00.s/ds;

and so, we may define the functional operators L1 and L2 given by

L1.w; z/.t/ D f



t;
ˆ 1

0

G.t; s/w.s/ds;
ˆ 1

0

G.t; s/z.s/ds

�
and

L2.w; z/.t/ D g



t;
ˆ 1

0

G.t; s/w.s/ds;
ˆ 1

0

G.t; s/z.s/ds

�
:

Thus .w; z/ satisfies the following functional system:8<
:

�w00.t/ D L1.w; z/.t/ in .0; 1/;

�z00.t/ D L2.w; z/.t/ in .0; 1/;

w.0/ D z.0/ D w.1/ D z.1/ D 0

(S)

where the functionals L1; L2 W .0; 1/ � C .Œ0; 1
/ � C .Œ0; 1
/ �! Œ0;C1/ are
continuous and may, in some sense, even be singular at t D 0 and/or at t D 1.
Thus, in the sections 3–6 we will concentrate studying systems like (S).

3 Locally superlinear nonlinearities

Consider E WD C .Œ0; 1
/, the Banach space of continuous functions equipped with
the usual norm

kwk1 D max
t2Œ0;1
 jw.t/j :
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Next we use the following notation

X WD E � E:

K WD fw 2 E W w is concave and w.0/ D w.1/ D 0g:
C WD K � K

H WD
�

h 2 C ..0; 1/ ; Œ0;C1// W
ˆ 1

0

s .1 � s/h.s/ ds < C1
�

Note that K and C are cones, and X equipped with the norm jj.w; z/jj1 D kwk1 C
kzk1 is a Banach space. In what follows we assume that .w; z/ 2 C.

Suppose that the functionals L1; L2 W .0; 1/� E � E �! Œ0;C1/ are continuous
and assume also that the following three hypotheses hold:

.H1/ For all M > 0 ; there exist h1;M; h2;M 2 H , such that

Li.w; z/.s/ � hi;M.s/; for all .w; z/ 2 C with k.w; z/k1 � M and s 2 .0; 1/;

where i D 1; 2.
.H2/ For i D 1; 2, we have

Li.w; z/.s/

k.w; z/k1
! 0 as

� k.w; z/k1 ! 0

.w; z/ 2 C
uniformly for s 2 .0; 1/:

.H3/ For some i 2 f1; 2g, there exist constants 0 < ˛i < ˇi < 1 such that

Li.w; z/.s/

k.w; z/k1
! C1 as

� k.w; z/k1 ! C1
.w; z/ 2 C

uniformly for s 2 .˛i; ˇi/:

We now state a result for the existence of a solution of system (S) under
superlinear hypothesis at zero and a local superlinear hypothesis at C1.

Theorem 3.1. Suppose L1 and L2 satisfy hypotheses .H1/ through .H3/. Then there
exists a positive solution .w; z/ 2 C of system (S).

4 A fixed-point technique

Our approach is based on the following fixed-point theorem of cone expan-
sion/compression type. We omit its proof. Readers who are interested in fixed-point
theory in cones may consult, e.g., [3–6].

Theorem A. Let X be a Banach space endowed with norm k�k , and let C � X be
a cone in X. For R > 0, define CR D C \ BŒ0;R
, where BŒ0;R
 denotes the closed
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ball of radius R centered at the origin of X. Let r and R be real numbers satisfying
0 < r < R : Assume that T W C ! C is a completely continuous operator such that

kTuk < kuk; for all u 2 @Cr ; and kTuk > kuk; for all u 2 @CR; or

kTuk > kuk; for all u 2 @Cr ; and kTuk < kuk; for all u 2 @CR

where @CR D fu 2 C W kuk D Rg. Then T has a fixed point u 2 C, with
r < kuk < R.

Define the operator T W X ! X by

T.w; z/.t/ D .A.w; z/.t/;B.w; z/.t// ; for 0 < t < 1

where

A.w; z/.t/ D
ˆ 1

0

G.t; s/L1.w; z/.s/ ds

and

B.w; z/.t/ D
ˆ 1

0

G.t; s/L2.w; z/.s/ ds :

Here G.t; s/ denotes the associated Green’s function defined in (2). Observe that
this function satisfies

G.t; s/ � s.1 � s/ ; for all t; s 2 Œ0; 1
 : (3)

It is not difficult to see that system (S) is equivalent to the fixed-point equation

T.w; z/ D .w; z/ :

Thus the fixed points of the operator T correspond to the positive solutions of
system (S). It follows from hypothesis .H1/ and inequality (3) that T is well defined.

Lemma 4.1. T is completely continuous and T.C/ � C.

Proof. First, we show that A is continuous. In fact, let .�n;  n/ � X be such that

k.�n;  n/ � .�;  /k1 ! 0 as n ! 1 : (4)

Define the function

�n.�/ Dj L1.�n;  n/.�/ � L1.�;  /.�/ j :
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For � 2 .0; 1/ and n sufficiently large, we have �n.�/ ! 0 and 0 � �n.�/ �
2hi;M.�/ ; where M D maxfk�k1 C k k1;maxnfk�nk1 C k nk1gg. By (4), M
is independent of n. Therefore,

jA.�n;  n/.t/ � A.�;  /.t/j �
ˆ 1

0

�.1 � �/�n.�/ d�: (5)

According to the Lebesgue dominated convergence theorem, we have

kA.�n;  n/ � A.�;  /k1 ! 0 as n ! 1

which implies that A is continuous. The proof for the operator B is analogous.
We next show that T.C/ � C: Observe that

A.�;  /.t/ D .1 � t/
ˆ t

0

� L1.�;  /.�/ d� C t
ˆ 1

t
.1 � �/L1.�;  /.�/ d�: (6)

For t 2 .0; 1/ , we have

.1� t/
ˆ t

0

� L1.�;  /.�/ d� D
ˆ t

0

.1� t/�L1.�;  /.�/ d� �
ˆ 1

0

�.1��/h1;M.�/ d�:

Here M depends on both k�k1 and k k1.
Let ftng be a sequence such that tn ! 0C: For all n � 1, we have

ˆ tn

0

.1 � tn/� L1.�;  /.�/ d� D
ˆ 1

0

�Œ0;tn
.1 � tn/� L1.�;  /.�/ d�:

Define the function ln.�/ D �Œ0;tn
.1 � tn/� L1.�;  /.�/ : It is not difficult to see
that ln.�/ ! 0 a. e. for � 2 .0; 1/ and that 0 � ln.�/ � �.1 � �/hi;M.�/ . Again,
we have that M depends on both k�k1 and k k1. According to the Lebesgue
dominated convergence theorem, we have

lim
n!C1

ˆ tn

0

.1 � tn/ � L1.�;  /.�/ d� D 0 :

Similarly,

lim
n!C1

ˆ 1

tn

tn .1 � �/L1.�;  /.�/ d� D 0 :

Taking the right-hand limit in (6) we obtain A.�;  /.0/ D 0 : Similarly,
A.�;  /.1/ D 0 when tn ! 1�.
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A direct calculation shows that, for .�;  / 2 C; the function A.�;  /.s/ is
twice differentiable in (0,1), with the second derivative negative. The same holds
for the function B.�;  /.s/ : Hence, T.C/ � C.

It remains to show that T is a completely continuous operator. Let .�n;  n/ � X
be such that k.�n;  n/k � M: It follows that

max
t2Œ0;1
 fA.�n;  n/.t/;B.�n;  n/.t/g � max

iD1;2

�ˆ 1

0

�.1 � �/hi;M.�/ d�

�
< 1 :

Then .T.�n;  n// is equibounded in X.
Let .tk/ � Œ0; 1
 be a sequence such that tk ! tC0 (the case tk ! t�0 is similar) .

By definition,

j A.�n;  n/.tk/ � A.�n;  n/.t0/ j �
ˆ tk

t0

Gk.�/hi;M.�/ d�

where Gk.�/ Dj G.tk; �/ � G.t0; �/j : According to the Lebesgue dominated
convergence theorem, A.�n;  n/.tk/ converges to A.�n;  n/.t0/ uniformly in n as
k tends to infinity. Therefore, .A.�n;  n// is equicontinuous in Œ0; 1
. Analogously,
.B.�n;  n// is equicontinuous in Œ0; 1
.

Finally, using Ascoli-Arzelà theorem, we see that the operator T W X ! X is
completely continuous. ut

We next state an elementary property of concave functions that will be used in
Section 6.

Lemma 4.2. Suppose w 2 K . Then, for all 0 < ˛ < ˇ < 1 ; we have

min
t2Œt0;t1


w.t/ � ˛.1 � ˇ/ jjwjj1 :

For any 0 < ˛ < ˇ < 1 ; we define the constant

c˛;ˇ WD ˛.1 � ˇ/

5 Proof of Theorem 3.1

Theorem 3.1 is an immediate consequence of Theorem A and the following two
lemmas.

Lemma 5.1. Suppose hypotheses .H1/ and .H3/ hold. Then there exists a � > 0

so that, for all .w; z/ 2 @C� D f.w; z/ 2 C W k.w; z/k D �g, we have

jjT.w; z/jj1 > jj.w; z/jj1 :
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Proof. Without loss of generality, in .H3/ we may suppose that there exist constants
0 < ˛1 < ˇ1 < 1 such that

L1.w; z/.s/

k.w; z/k1
! C1 as k.w; z/k1 ! C1 with .w; v/ 2 C;

uniformly for s 2 .˛1; ˇ1/. Thus for k.w; z/k1 D � ; with � sufficiently large, we
may choose � > 0 so that �

´ ˇ1
˛1

G. 1
2
; s/ds > 1 and L1.w; z/.s/ > �� : Then

A.w; z/.1=2/ �
ˆ ˇ1

˛1

G. 1
2
; s/L1.w; z/.s/

k.w; z/k1
k.w; z/k1 ds

� � k.w; z/k1
ˆ ˇ1

˛1

G



1

2
; s

�
ds > k.w; z/k1 :

Therefore,

kT.w; z/k1 � A.w; z/.1=2/C B.w; z/.1=2/ � A.w; z/.1=2/ > k.w; z/k1 ;

for k.w; z/k1 D � and the proof is complete. ut
Lemma 5.2. Suppose that hypotheses .H1/ and .H2/ hold. Then there exists 0 <
� < � so that, for all .w; z/ 2 @C� , we have

jjT.w; z/jj1 < jj.w; z/jj1 :

Proof. By hypothesis .H2/, for .w; z/ 2 C with k.w; z/k D � sufficiently small, we
may choose a � > 0 such that 2�

´ 1
0

s.1 � s/ ds < 1 and L1.w; z/.s/ < � � . Then

A.w; z/.t/ D
ˆ 1

0

G.t; s/L1.w; z/.s/ ds

�
ˆ 1

0

s.1 � s/
L1.w; z/.s/

k.w; z/k1
k.w; z/k1 ds � k.w; z/k1 �

ˆ 1

0

s.1 � s/ ds

which implies that A.w; z/.t/ < k.w;z/k1

2
� Analogously, B.w; z/.t/ < k.w;z/k1

2
�

Therefore,

kT.w; z/k1 D kA.w; z/k1 C kB.w; z/k1 < k.w; z/k1 for k.w; z/k1 D �;

and the lemma follows. ut
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6 Proof of Theorem 1.1

This will be an application of Theorem 3.1. For this purpose we will verify that
assumptions .h1/� .h2/ imply that .H1/� .H3/ of Theorem 3.1 hold. Indeed, let us
verify .H3/. We have

L1.w; z/.t/

k.w; z/k1
D

f


t;
´ 1
0

G.t; s/w.s/ds;
´ 1
0

G.t; s/z.s/ds
�

´ 1
0

G.t; s/w.s/ds C ´ 1
0

G.t; s/z.s/ds

´ 1
0

G.t; s/w.s/ds C ´ 1
0

G.t; s/z.s/ds

k.w; z/k1
�

f


t;
´ 1
0

G.t; s/w.s/ds;
´ 1
0

G.t; s/z.s/ds
�

´ 1
0

G.t; s/w.s/ds C ´ 1
0

G.t; s/z.s/ds
c˛0

1; ˇ
0
1

ˆ ˇ0
1

˛0
1

G.t; s/ds

by Lemma 4.2. It follows from hypothesis .h2/ that L1 satisfies hypothesis .H3/.
Analogously, L1 satisfies hypothesis .H2/. Finally, it is easy to check that .H1/ is
satisfied. Hence, we have a solution of system (1).
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Remarks on the behavior of the best Sobolev
constants

Grey Ercole

1 Introduction

Let ˝ be a bounded domain of R
N ; N � 2: It is well known that the Sobolev

immersion W1;p
0 .˝/ ,! Lq.˝/ is compact if 1 � q < p?; where p? D Np=.N � p/

if 1 < p < N and p? D 1 if p � N: As a consequence of this fact, the infimum

�q.˝/ WD inf

�ˆ
˝

jrujp dx W u 2 W1;p
0 .˝/ and

ˆ
˝

jujq dx D 1

�
(1)

is achieved by at least one extremal function uq 2 W1;p
0 .˝/; which can be chosen

nonnegative in ˝:
In the critical case, q D p?; the immersion W1;p

0 .˝/ ,! Lp?.˝/ remains
continuous but no longer compact. Moreover, if 1 < p < N, then �p?.˝/ coincides
with the Sobolev constant:

�p?.˝/ D Sp WD inf

�ˆ
RN

jrujp dx W u 2 W1;p
0 .RN/ and

ˆ
RN

jujp? dx D 1

�
:

(2)
It is also well known (see [6, 33]) that the Sobolev constant is explicitly given by

Sp WD N�
p
2



N � p

p � 1
�p�1 


� .N=p/� .1C N � N=p/

� .1C N=2/� .N/

� p
N
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(� .t/ D ´ 1
0

st�1e�sds is the Gamma Function) and it is achieved only at the
functions of the form

w.x/ D a

1C b jx � x0j

p
p�1

�� N�p
p
; x 2 R

N (3)

for any a ¤ 0; b > 0 and x0 2 R
N : This means that �p?.˝/ is not reached if ˝ is a

proper subset of RN :

The Euler–Lagrange equation associated with the minimization problem (1) is

��pu D �q.˝/ jujq�2 u; (4)

where �pu WD div.jrujp�2 ru/. Thus, any extremal function of (1) must be a weak
solution of this equation in W1;p

0 .˝/: Consequently, standard results imply that an
extremal function of (1) does not change sign in˝ and also belongs to C1;˛.˝/; for
some 0 < ˛ < 1: From now on, uq denotes any positive extremal function. Thus,
uq 2 W1;p

0 .˝/ \ C1;˛.˝/ and satisfies

��uq

��
q D 1; �q.˝/ D ��ruq

��p

p and

8<
:

��puq D �q.˝/uq�1
q in ˝

uq > 0 in ˝
uq D 0 on @˝;

(5)

where k�ks stands for the standard norm of Ls.˝/; s � 1 (this notation is used
through the text).

The particular values �1.˝/ and �p.˝/ have received much attention in the

literature: �1.˝/ D ���p

��1�p

1
;where �p is the p-torsion function, that is, the solution

of the p-torsional creep problem (see [23])

� ��pu D 1 in ˝
u D 0 on @˝;

whereas �p.˝/ is the first eigenvalue of the Dirichlet p-Laplacian, that is, the least
� such that the following Dirichlet problem

� ��pu D � jujp�2 u in ˝
u D 0 on @˝

(6)

has a nontrivial weak solution.
It is interesting to notice that, as p is near to 1; they are closely related with the

Cheeger constant h.˝/ by

lim
p!1C

�p.˝/ D h.˝/ D lim
p!1C

�1.˝/: (7)



Remarks on the behavior of the best Sobolev constants 175

We recall that the Cheeger constant of ˝ is h.˝/ WD minE�˝.j@Ej = jEj/; where
j@Ej and jEj denote, respectively, the .N �1/-dimensional Lebesgue perimeter of @E
in R

N and the N-dimensional Lebesgue volume of E, the quotients being evaluated
among all smooth subsets E � ˝. The first equality in (7) was proved in [25] and
the second in [9].

The first eigenvalue �p.˝/ is well studied in the literature and its properties are
well known. Some of them are inherited by �q.˝/ depending on whether 1 < q < p
or p < q < p?: For example, positive extremals functions of �q.˝/ are unique if
1 < q < p (see [21]): This property is not generically valid if p < q < p? W it is
valid when ˝ is a ball (see [2, 16, 24]), but not when ˝ is an annulus (see [28]).

We find in the literature studies on the behavior of �q.˝/ when q D p and p
varies (see [20, 22, 25]) and also when p is fixed and q goes to p? (see [1, 7, 29–31])
or to p (see [3, 12, 17]).

In the case p D N > 1; so that p? D 1; the following asymptotic behavior, in
which !N denotes the volume of the unit ball in R

N ; was proved in [31]

lim
q!1 qN�1�q.˝/ D N2N�1!N

.N � 1/N�1 eN�1; (8)

generalizing the result previously obtained by the same authors in [30], for p D
N D 2: We note that (8) does not depend on ˝ and also that it implies that
limq!1 �q.˝/ D 0:

As regards to the case p > N > 1; we refer to [14] where the following result is
proved for a ball BR of radius R > 0

lim
q!1�q.BR/ D N!N

Rp�N



p � N

p � 1
�p�1

: (9)

We could not find in the literature any other result on the asymptotic behavior of
�q.˝/ as q ! 1 (and p > N > 1).

However, papers dealing with the behavior of the function q 2 Œ1; p?/ 7! �q.˝/

are quite rare. Let us refer to this function as the Best–Sobolev–Constant function,
or simply, BSC function. As far as we are aware, the first paper dealing with the BSC
function is [19], where the author proves that this function is continuous in the open
interval .1; p/ and upper semi-continuous in the open interval .p; p?/ and still reports
that it is decreasing provided that j˝j � 1: We remark that this monotonicity is a

particular case of the following fact: the function q 7! j˝j p
q �q.˝/ is decreasing

in the interval Œ1; p?
 if 1 < p < N; and in the interval Œ1;1/ if p � N: This
can be proved as a simple application of the Hölder inequality (see [12, Lemma
4.2]) and immediately implies that this function is of bounded variation in Œ1; p?
;
if 1 < p < N; and in closed intervals contained in Œ1;1/; if p � N: Of course, the
same holds for the BSC function and

0 � lim
q!p?

�q.˝/ D lim
q!p?

j˝j� p
q inf
1�q<p?

j˝j p
q �q.˝/ < 1:
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We have started a study on the BSC function in [11]. In that paper we improved
the results of [19] in the case 1 < p < N; by arguing that the BSC function is of
bounded variation in Œ1; p?
 and then proving that it is Lipschitz continuous in closed
intervals contained in Œ1; p?/ and also that

lim
q!p?

�q.˝/ D �p?.˝/ ( D Sp). (10)

Thus, by gathering these properties we concluded in [11] that the BSC function is
absolutely continuous in the whole interval Œ1; p?
: We emphasize that our proofs
given in that paper generalize easily for p � N; since in this case

��uq

��1 is bounded
from above by a uniform constant with respect to q (see Lemma 3.1 in the next
section). This fact does not occur if 1 < p < N and q approaches p?, what led us to
derive suitable estimates to

��uq

��1 in [11] in order to extend the absolute continuity
to the whole interval Œ1; p?
:

In [4] the authors extended the BSC function to the interval .0; 1/ and also proved
Lipschitz continuity in compacts of .0; p?
 if 1 < p < N and of .0; p?/ if p � N.

More recently, in [13], by assuming 1 < p < N; we have proved that the BSC
function is continuously differentiable in the interval Œ1; p
 and, moreover, that it is
˛-Hölder continuous in Œ1; p?
; for any ˛ 2 .0; 1/; provided that

lim sup
q!p?

.p? � q/
��uq

���1 < 1; for some � > 0: (11)

In the case where ˝ is a ball the asymptotic behavior (11) was proved in [26],
with � D p

p�1 ; extending for 1 < p 6D 2 a result already known for p D 2 < N
(see [5, 8] for balls and [18, 32] for a general bounded domain). The validity of an
asymptotic behavior as (11) for a general bounded domain and 1 < p 6D 2 appears
to be still an open problem.

Thus, if p D 2 and˝ is a general bounded domain or if 1 < p < N and˝ is ball,
our results in [13] guarantee that the BSC function belongs to C1.Œ1; p
/\C˛.Œ1; p?
/
for any ˛ 2 .0; 1/: Moreover, as we will see, our results also imply that the BSC
function is continuously differentiable whenever uniqueness of positive extremal
function holds. In particular, when ˝ is ball and p > 1 the BSC function belongs to
C1.Œ1; p?//:

In this paper we present and improve some of our results on the BSC function
obtained in [13], by considering p;N > 1:

In Section 2 we make some definitions and fix the notation to be used in the
sequel.

Then we prove, in Section 3, our main result: the BSC function satisfies
an ordinary differential equation of first order in the Carathéodory sense. As a
consequence we show that the derivative �0

q of the BSC function at point q 2 Œ1; p?/
exists if, and only if, a suitable functional Iq W W1;p

0 .˝/ 7! R, defined in Section 2, is
constant on the set Eq of the positive extremal functions associated with q. We also
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show in Section 3 that the BSC function is semi-differentiable and that its one-sided
derivatives �0

q� and �0
qC are given in terms of the extremal values of Iq on Eq; so

that �0
qC � �0

q� : This result is new.
In Section 4 we use the results of the Section 3 to show that the BSC function is

globally Lipschitz continuous, if p � N > 1 (which is also a new observation) and
˛-Hölder continuous, for any ˛ 2 .0; 1/; if 1 < p < N: Some proofs given in [13]
are slightly simplified in this paper.

2 Preliminaries

We recall that the BSC function is defined by

q 2 Œ1; p?/ 7! �q.˝/ D min
n
krukp

p W u 2 W1;p
0 .˝/ and kukq D 1

o
(BSC)

and that it is differentiable almost everywhere. For the sake of simplicity we write
�q instead of �q.˝/ and denote by �0

q the derivative of the BSC function at a point
q 2 Œ1; p?/ where this function is differentiable.

We also define, for each q 2 Œ1; p?/; the set

Eq WD
n
u 2 W1;p

0 .˝/ W u > 0 in ˝; kukq D 1 and krukp
p D �q.˝/

o

and the functional Iq W W1;p
0 .˝/ ! R by

Iq.u/ WD
ˆ
˝

jujq log juj dx: (13)

We remark that Eq is precisely the set of positive extremal functions of (1). Thus,
Eq is unitary if 1 � q � p; but in the case p < q < p? this set might have more
than one element. As we have mentioned in the Introduction, for some particular
bounded domains, as balls, the set Eq remains unitary when p < q < p?:

3 Differentiability

The following lemma follows from known estimates on positive solutions of the
Lane-Emden problem

� ��pu D �q jujq�2 u in ˝
u D 0 on @˝

(14)
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combined with estimates of �q: We refer to [11, Lemma 5] for the case 1 < p < N
and to [31, Theorem 1.1] to the case p D N: For the case p > N this lemma follows
immediately from Morrey’s inequality

kukC0;˛.˝/ � C krukLp.˝/ ;

valid for all u 2 W1;p.˝/; where ˛ WD 1 � p
N and the constant C depends only on

N; p and ˝:

Lemma 3.1. There exists a positive constant C; depending only on N; p and ˝;
such that

(a) kukp?�q
1 � C; for all q 2 Œ1; p?/ and u 2 Eq; if 1 < p < N;

(b) kuk1 � C; for all q 2 Œ1;1/ and u 2 Eq; if p � N > 1:

Let us define the functions f W Œ1; p?/ ! R and f W Œ1; p?/ ! R; respectively, by

f .q/ D inf
u2Eq

Iq.u/ and f .q/ D sup
u2Eq

Iq.u/:

Proposition 3.2. Let q 2 Œ1; p?/: There exist uq; uq 2 Eq such that

f .q/ D Iq.uq/ and f .q/ D Iq.uq/: (15)

Moreover, f is lower semi-continuous and f is upper semi-continuous.

Proof. Let q 2 Œ1; p?/: If Eq has a finite number of elements, then (15) follows
trivially. If not, let fung � Eq be a sequence such that Iq.un/ ! f .q/: It follows from
Lemma 3.1 that kunk1 � C for all n 2 N; where the positive constant C is uniform
with respect to n: By applying standard regularity results (see [27]) we conclude
that there exists a subsequence funk g and a nonnegative function uq 2 C1.˝/ \
W1;p
0 .˝/ such that: unk converges in C1.˝/ to uq;

���uq

���
q

D 1 and ��puq D �quq�1
q

in ˝: These facts combined imply that uq 2 Eq and that Iq.un/ ! Iq.uq/ D f .q/:
Thus, we have proved the first equality in (15). The second equality in (15) follows
analogously.

In order to prove that f is lower semi-continuous, let us take qn ! q 2 Œ1; p?/
and uqn

2 Eqn such that f .qn/ D Iqn.uqn
/ D minu2Eqn

Iqn.u/: Then ��p.uqn
/ D

�qn.uqn
/qn�1 in ˝: Since qn ! q and q 2 Œ1; p?/; there exists a positive constant K

such that
���uqn

���1 � K for all n 2 N; according to Lemma 3.1. Thus, we can use

again standard regularity results to conclude that, up to a subsequence, uqn
converges

in C1.˝/ to a nonnegative function u 2 C1.˝/\W1;p
0 .˝/ satisfying kukq D 1: This

fact, combined with the continuity of the BSC function, also implies that ��pu D
�quq�1 in˝: It follows that u 2 Eq and f .qn/ D Iqn.uqn

/ ! Iq.u/ � f .q/: Since fqng
is an arbitrary sequence converging to q we conclude that f .q/ � lim infs!q f .s/:

Analogously, we can prove that lim sups!q f .s/ � f .q/: ut
We remark that if q 2 Œ1; p?/ is such that f .q/ D f .q/; then both f and f are

continuous at q and Iq is constant on Eq:
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Lemma 3.3. We have

lim sup
s!qC

�q � �s

q � s
� �p

q
�qIq.uq/; for all q 2 Œ1; p?/ (16)

and

lim inf
s!q�

�q � �s

q � s
� �p

q
�qIq.uq/; for all q 2 .1; p?/:

Proof. Let q 2 Œ1; p?/: For each s 2 Œ1; p?/; s 6D q; we have from (BSC) and (5) that


ˆ
˝

ˇ̌
uq

ˇ̌s
dx

� p
s

�s �
ˆ
˝

ˇ̌ruq

ˇ̌p
dx D �q; (17)

where uq is an arbitrary function in Eq: Hence, by choosing uq in (17) we obtain

lim sup
s!qC

�q � �s

q � s
D lim sup

s!qC

�s � �q

s � q

� lim sup
s!qC

�s
1 � �´

˝

ˇ̌
uq

ˇ̌s
dx
� p

s

s � q

D ��q
d

ds

"
ˆ
˝

ˇ̌
uq

ˇ̌s
dx

� p
s

#
sDq

D ��q
p

q
Iq.uq/;

where we have used the continuity of the BSC function, L’Hôpital’s rule and the
fact that

d

ds

"
ˆ
˝

ˇ̌
uq

ˇ̌s
dx

� p
s

#
sDq

D

ˆ

˝

ˇ̌
uq

ˇ̌q
dx

� p
q

exp

 
d

ds

�
p

s
log


ˆ
˝

ˇ̌
uq

ˇ̌s
dx

�	
sDq

!

D p

q
Iq.uq/:

Analogously, if q 2 .1; p?/; we can choose uq in (17) in order to find

lim inf
s!q�

�q � �s

q � s
� lim inf

s!q�
�s

´
˝

ˇ̌̌
uq

ˇ̌̌s
dx
� p

s � 1
q � s

D ��q
d

ds

"
ˆ
˝

ˇ̌̌
uq

ˇ̌̌s
dx

� p
s

#
sDq

D ��q
p

q
Iq.uq/:

ut
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Theorem 3.4. Let q 2 .1; p?/ be a point such that the derivative �0
q exists. The

functional Iq is constant on Eq and

�0
q C p

q
Iq.uq/�q D 0; for any choice of uq 2 Eq: (ODE)

Proof. Let uq 2 Eq: It follows from Lemma 3.3 and (15) that

�0
q D lim sup

s!qC

�q � �s

q � s
� �p

q
�qIq.uq/ � �p

q
�qIq.uq/ � �p

q
Iq.uq/�q

� lim inf
s!q�

�q � �s

q � s
D �0

q:

ut
Remark 3.5. The BSC function is a solution of (ODE) in the Carathéodory sense,
that is, it is an absolutely continuous function that satisfies (ODE) almost every-
where.

Corollary 3.6. The BSC function is semi-differentiable with

�0
qC WD lim

s!qC

�s � �q

s � q
D �p

q
�qf .q/; for all q 2 Œ1; p?/ (18)

and

�0
q� WD lim

s!q�

�s � �q

s � q
D �p

q
�qf .q/; for all q 2 .1; p?/: (19)

Proof. Let us fix q 2 Œ1; p?/: It follows from the absolute continuity of the BSC
function that

�s � �q

s � q
D 1

s � q

ˆ s

q
�0

tdt; for all s 2 .q; p?/:

Since �0
t exists for almost all t 2 Œq; s
 we have from Theorem 3.4, with uq D uq;

that ˆ s

q
�0

tdt D �p
ˆ s

q

�t

t
f .t/dt:

It follows that

lim inf
s!qC

�s � �q

s � q
D lim inf

s!qC



� p

s � q

ˆ s

q

�t

t
f .t/dt

�
� �p lim inf

s!qC

1

s � q

ˆ s

q

�t

t
f .q/dt

D �p

q
�qf .q/;

where the inequality comes from the upper semi-continuity of f :
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On the other hand, by (16) we have

lim sup
s!qC

�q � �s

q � s
� �p

q
�qIq.uq/ D �p

q
�qf .q/;

which concludes the proof of (18). The proof of (19) is completely analogous. ut
An immediate consequence of this last result is that �0

qC � �0
q� :Another is stated

in the sequel.

Corollary 3.7. Suppose that Iq is constant on Eq for some q 2 Œ1; p?/: The
derivative of the BSC function exists at q and it is given by �0

q D � p
q Iq.uq/�q;

where uq is any function in Eq:

Corollary 3.8. The BSC function belongs to C1 .Œ1; p
/ if ˝ is a general bounded
domain and to C1 .Œ1; p?// if ˝ is a ball.

Proof. Let J˝ WD ˚
q 2 Œ1; p?/ W Eq is unitary

�
: It is well known (and pointed out

in the Introduction) that Œ1; p
 � J˝ in general, but when ˝ is a ball we have that
J˝ D Œ1; p?/: Therefore, if q 2 J˝ , then Iq is constant on Eq: According to the
Corollary 3.7, we can conclude that �0

q exists at each q 2 J˝ and also that

�0
q D ��q

p

q
f .q/ D ��q

p

q
f .q/:

Since the functions f and f coincide in J˝ and are continuous in this set, we conclude
that the derivative of the BSC function is continuous in J˝: ut
Remark 3.9. Eq is also unitary if p D 2 and q 2 Œ2; 2 C �
; for some � > 0 (see
[10]). Therefore, the BSC function belongs to C1.Œ1; 2C �
/:

Remark 3.10. We can conclude from the results above that the differentiability of
the BSC function at q 2 Œ1; p?/ is equivalent to the property of the functional Iq to be
constant on the set Eq. It is interesting to notice that this property holds for almost
all q 2 Œ1; p?/:

Now we prove a representation formula for the BSC function.

Corollary 3.11. Let 1 � q < p?: Then

�t D �1 exp



�p

ˆ t

1

Is.us/

s
ds

�
for all t 2 Œ1; q
; (20)

and, in the case 1 < p < N; this representation formula also holds true if q D p?:

Proof. Since the BSC function is absolutely continuous in Œ1; q
 and its image is a
closed interval Œa; b
 � .0;1/ the function s 2 Œ1; q
 7! log�s is also absolutely
continuous. Therefore,
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log.�t=�1/ D
ˆ t

1

.log�s/
0 ds D �p

ˆ t

1

Is.us/

s
ds for all t 2 Œ1; q
 (21)

where us 2 Es for each s 2 Œ1; t/ and the latter equality follows from (ODE). Now,
(20) follows after exponentiation.

In the case 1 < p < N the first equality in (21) is also valid at t D p?; since
the function s 2 Œ1; p?
 7! log�s is absolutely continuous. Moreover, the second
equality in this case also occurs because .log�s/

0 D �0
s=�s D �pIs.us/=s almost

everywhere, according to (ODE). ut

4 Hölder regularity

According to what we have seen in the Introduction the BSC function is Lipschitz
continuous in any closed interval contained in Œ1; p?/: In this section we use
the results of the Section 3 to show that the BSC function is globally Lipschitz
continuous, if p � N > 1; and ˛-Hölder continuous, for any ˛ 2 .0; 1/; if
1 < p < N:

For a bounded domain ˝ � R
N we can check that

�q.˝/ D �q.˝1/ j˝j1� p
N � p

q (22)

where ˝1 WD
n
x 2 R

N W x j˝j 1N 2 ˝
o

satisfies j˝1j D 1: This allows us to assume,

in this section, and without loss of generality for our study, that j˝j D 1: Under this
condition the BSC function is decreasing and, moreover, Iq.u/ > 0 for all q 2 Œ1; p?/
and u 2 Eq: This latter property comes from Jensen’s inequality applied to the
strictly convex and continuous function ' W Œ0;1/ ! R given by '.�/ D � log �; if
� > 0 and '.0/ D 0: Indeed, we have

Iq.u/ D 1

q

ˆ
˝

'.jujq/dx >
j˝j
q
'.j˝j�1 kukq

q/ D 0; if kukq D 1 and j˝j D 1:

(23)
We also observe that if q � 1 and u 2 Eq; then

Iq.u/ D
ˆ
˝

jujq log juj dx �
ˆ

u�1
jujq log juj dx � log kuk1

ˆ
˝

jujq dx D log kuk1 :

(24)

Theorem 4.1. Suppose p � N > 1: The BSC function is globally Lipschitz
continuous.

Proof. It follows from (24) and Lemma 3.1 that if t � 1 and u 2 Et then 0 < It.u/ �
log C; where C depends only on N; p and ˝: Therefore, if 1 � q1 < q2 < p? D 1;

then
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ˇ̌
�q2 � �q1

ˇ̌ D �q1 � �q2 D �
ˆ q2

q1

�0
tdt D p

ˆ q2

q1

�t

t
It.ut/dt

� C1.q2 � q1/ D C1 jq2 � q1j ;

where C1 WD �1 log.Cp/: ut
We do not know if the BSC function is globally Lipschitz continuous in case

1 < p < N: The great difficulty in obtaining such a result is to control Iq.uq/; as
q ! p?; since

��uq

��1 becomes unbounded. However, we can prove the following
Hölder regularity result.

Theorem 4.2. Suppose 1 < p < N and assume that

lim sup
q!p?

.p? � q/
��uq

���1 < 1; for some � > 0: (25)

The BSC function is ˛-Hölder continuous, for any ˛ 2 .0; 1/:
Proof. Let ˛ 2 .0; 1/. By hypothesis there exist 	 2 .1; p?/ and a positive constant
C such that

kutk1 � C.p? � t/�
1
� ; for all t 2 Œ	; p?
:

Since the BSC function is Lipschitz continuous in the interval Œ1; 	
; we need
only to prove that this function is ˛-Hölder continuous in the interval Œ	; p?
: Let
	 � q1 < q2 � p? and take ˇ > 0 (to be chosen). Since log.y/ � ˇ�1yˇ for all
y � 1; we obtain from (24) that

ˇ̌
�q2 � �q1

ˇ̌ D �q1 � �q2

D �
ˆ q2

q1

�0
tdt D p

ˆ q2

q1

�t

t
It.ut/dt � p�1

ˆ q2

q1

It.ut/dt � p�1
ˇ

ˆ q2

q1

kutkˇ1 dt:

Therefore,

ˇ̌
�q2 � �q1

ˇ̌ � p�1Cˇ

ˇ

ˆ q2

q1
.p? � t/�

ˇ
� dt � p�1Cˇ

ˇ

ˆ q2

q1
.q2 � t/�

ˇ
� dt D p�1Cˇ

ˇ�
.q2 � q1/

� ;

where � WD 1 � ˇ

�
: By choosing ˇ D .1 � ˛/� we obtain � D ˛ and

ˇ̌
�q2 � �q1

ˇ̌ � p�1C.1�˛/�

˛.1 � ˛/� jq2 � q1j˛ :

ut
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Fig. 1 Graph of the function q 2 Œ1; p?/ 7! jB1j
p
q �q.B1/ for N D 3 and p D 1:5. Note that

.1:5/? D 3 and that .4�=3/
1:5
3 S3 	 15:391:

As mentioned in the Introduction, if p D 2 and ˝ is an arbitrary bounded
domain or if 1 < p 6D 2 and ˝ is ball, then (25) holds (with � D p

p�1 ). Thus,
in these situations the previous theorem implies that the BSC function is ˛-Hölder
continuous, for any ˛ 2 .0; 1/: If ˝ is a ball, Corollary 3.8 also guarantees that the
BSC function belongs to C1.Œ1; p?//:

We end this paper by stressing that the exact behavior of �0
q as q approaches p?;

in the case 1 < p < N; is not known by now. We present in Figure 1 the graph of a
numerical computation of the function q 2 Œ1; p?/ 7! jB1j

p
q �q.B1/; for N D 3 and

p D 1:5; where B1 is the unit ball. The graph has been implemented by using the
method developed in [15] and appears to indicate that �0

q.B1/ might be unbounded.
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Bubbling solutions to an anisotropic
Hénon equation

Jorge Faya, Massimo Grossi, and Angela Pistoia

To Djairo de Figueiredo for his 80th birthday

1 Introduction

Hénon in 1973 in [10] introduced, as a model in the context of spherically symmetric
clusters of stars, the Dirichlet problem

��u D jxj˛up in ˝; u > 0 in ˝; u D 0 on @˝; (1)

where ˝ is the unit ball in R
N , with N � 3, the power ˛ is positive and p > 1.

Hénon studied this equation numerically, for some definite values of ˛ and p, but
subsequent researches showed that the above problem exhibits very rich features
from the functional–analytic point of view. In particular, various questions that
arise quite naturally concerning existence, multiplicity and qualitative properties
of solutions, have given the Hénon equation the role of a very interesting item in
nonlinear analysis and critical point theory.

The first existence result is due to Ni, who in [12] introduced an Hénon critical
exponent p˛ WD NC2C2˛

N�2 and proved that for every p 2 .1; p˛/, problem (1) admits at
least one radial solution. It is important to point out that p˛ actually plays the same
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role of the usual critical Sobolev exponent, since standard arguments based on the
Pohozaev identity yield that problem (1) has no solution if p � p˛ .

The existence of nonradial solutions was firstly obtained by Smets, Su, and
Willem, who studied the ground state solutions associated with (1). In [15] they
proved, among other results, that for p 2 .1; N�2

NC2 / no ground state is radial provided
˛ is large enough. Successively, Byeon and Wang in [2, 3] described the symmetry
breaking, asymptotics and single point concentration profile at the boundary of the
ground state as ˛ goes to C1: In view of the above considerations, existence of
nonradial solutions could be expected also for larger values of p. When p is almost
critical, i.e. p D NC2

N�2 � ", Pistoia and Serra in [13] proved that problem (1) admits
an arbitrarily large number of nonradial solutions provided " is positive and small
enough. On the other hand, when p is critical, i.e. p D NC2

N�2 Serra in [14] proved that
problem (1) has a nonradial solution for ˛ large and Wei and Yan in [16] constructed
infinitely many solutions to (1) for any ˛ positive.

The supercritical case, i.e. p > NC2
N�2 is much more delicate and only a few results

have been obtained. Ni in [12] proved that a radial solution to (1) exists for any
p 2 .1; p˛/. Recently, Dos Santos and Pacella in [5] found a solution to (1) which
concentrate along spheres as ˛ approaches C1 for some suitable 2m-dimensional
balls. When the ball is replaced by a more general domain ˝; the only existence
result was obtained by Gladiali and Grossi in [6] and by Gladiali, Grossi, and Neves
in [7] when the exponent p C 1 is close enough to the Hénon critical exponent p˛ .
They found a solution to the problem

8<
:

��u D jx � �j˛up˛�1�" in ˝;
u > 0 in ˝;
u D 0 on @˝;

(2)

in a smooth bounded domain ˝ � R
N where � 2 ˝, provided " is a positive small

parameter and ˛ is different from an even integer. In particular, that solution blows
up at the point � as " goes to zero. If ˝ is the ball and � is the center of ˝, this is
nothing but the radial solution found by Ni.

It is interesting to ask what happens when the Laplace operator�u is replaced by
a more general elliptic operator L u D div.a.x/ru/: Up to our knowledge there are
no results about this problem. In particular, in this paper we are interested in solving
the problem

8<
:

�div.a.x/ru/ D c˛a.x/jx � �j˛up˛�1˙" in ˝;
u > 0 in ˝;
u D 0 on @˝;

(3)

where ˝ is a smooth bounded domain in R
N , N � 3; � 2 ˝, the function a 2

C2.˝/ is strictly positive on ˝ and " is a positive and small parameter. Here c˛ WD
.N C ˛/.N � 2/. Our existence result reads as follows.
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Theorem 1.1. Let N � 6. Assume that ˛ > 0 is a positive real number which is not
an even integer.

Assume � 2 ˝ is a critical point of a such that �a.�/ 6D 0:

(i) If �a.�/ < 0; then, for " small enough, there exists a solution u" to problem

8<
:

�div.a.x/ru/ D c˛a.x/jx � �j˛up˛�" in ˝;
u > 0 in ˝;
u D 0 on @˝;

(4)

which blows up at � as " goes to zero.
(ii) If �a.�/ > 0; then, for " small enough, there exists a solution u" to problem

8<
:

�div.a.x/ru/ D c˛a.x/jx � �j˛up˛C" in ˝;
u > 0 in ˝;
u D 0 on @˝;

(5)

which blows up at � as " goes to zero.

The proof of our result relies on a well-known Ljapunov–Schmidt procedure
which is completely carried out in Section 3. The necessary background is intro-
duced in Section 2.

2 Preliminaries

The main ingredients in building the solutions u" of Theorem 3 are the bubbles of
order ˛

U�.x/ WD �
N�2
2

.1C �2C˛jx � �j2C˛/ N�2
2C˛

; � > 0;

which are all the solutions of the problem

8<
:

��U D c˛jx � �j˛Up˛ in R
N ;

U > 0 in R
N ;

U 2 D1;2.RN/;

where N � 3; ˛ > 0; p˛ D NC2C2˛
N�2 ; c˛ D .N C ˛/.N � 2/, D1;2.RN/ D fu 2

L2
�

.RN/ W jruj 2 L2.RN/g and 2� D 2N
N�2 .
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We are looking for a solution of problem (3) of the form u";� D PU� C �";�.
Here Pu denotes the projection onto H1

0.˝/, namely if u 2 D1;2.RN/ then Pu is the
unique solution to the problem

��.Pu/ D ��u in ˝; Pu D 0 on @˝: (6)

The concentration parameter � is chosen so that

�" WD d"�1 for some d > 0: (7)

Finally, the function �";� is a higher order term which satisfies the orthogonality
condition

ˆ

˝

a.x/r�";�rPZ�.x/dx D 0:

Here PZ� is the projection of the function

Z�.x/ WD @U�

@�
.x/ D N � 2

2
�

N�4
2

1 � �2C˛jx � �j2C˛
.1C �2C˛jx � �j2C˛/ NC˛

2C˛

: (8)

Let us recall the following result proved in [6, 7].

Theorem 2.1. Let ˛ be a positive real number which is not an even integer. Then,
the function Z� defined in (8) is the unique, up to a constant, solution of the problem

� ��Z D c˛p˛jx � �j˛Up˛�1
� Z in R

N ;

Z 2 D1;2.RN/:
(9)

Remark 2.2. In the case when ˛ D 2.k � 1/ for some integer k, we have that the
space of solutions to problem (9) has dimension .NC2k�2/.NCk�3/Š

.N�2/ŠkŠ and it is spanned
by functions of the form

Yk

.1C jx � �j2C˛/ NC˛
2C˛

where the functions Yk form a basis for the space of all homogeneous harmonic
polynomials of degree k in R

N .

It is necessary to recall some useful estimates which involve the projection of the
bubble U� and its derivative @�U�; whose proof is given in [6].

Proposition 2.3. Let ˝ be a bounded smooth domain in R
N, N � 3, and � 2 ˝.

Then

1. PU�.x/ D U� � !N .N�2/
�

N�2
2

H.x; �/C O

�� NC2C2˛

2

�
:
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2. PZ�.x/ D Z�.x/C .N�2/2
2

!N
1

�
N
2

H.x; �/C O.�� NC4C2˛
2 /:

3. rPZ�.x/ D rZ�.x/C O.�� N
2 /; with

rZ�.x/ D � N�2
2
�

NC2˛
2 .x � �/jx � �j˛ .NC2C2˛/�.N�2/�2C˛ jx��j2C˛

.1C�2C˛ jx��j2C˛/
NC˛
2C˛

C1
:

Here G.x; y/ is Green’s function of the Laplace operator in˝ with zero Dirichlet
boundary condition and H.x; y/ is its regular part, i.e.

G.x; y/ D 1

!N.N � 2/jx � yjN�2 � H.x; y/

where !N is the area of the unit sphere in R
N.

Moreover it is also useful to recall the following results.

Lemma 2.4. For any ˛ > 0, it holds true that

ˆ

RN

jzj˛ .1 � jzj2C˛/
.1C jzj2C˛/ NC˛

2NC2C3˛

dz D 0; (10)

ˆ

RN

jzj˛.1 � jzj2C˛/
.1C jzj2C˛/ 2NC2C3˛

2C˛

log.1C jzj2C˛/dz < 0; (11)

ˆ

RN

jzj2C˛.1 � jzj2C˛/
.1C jzj2C˛/ 2.NC˛/

2C˛

dz < 0: (12)

Proof. See Lemma 3:7 in [6] for the proof of equations (10) and (11). To show (12)
note that

ˆ
RN

jzj2C˛.1 � jzj2C˛/
.1C jzj2C˛/ 2.NC˛/

2C˛

dz D !N

ˆ 1

0

j�j2C˛CN�1.1 � j�j2C˛/
.1C j�j2C˛/ 2.NC˛/

2C˛

d�

C !N

ˆ 1

1

j�j2C˛CN�1.1 � j�j2C˛/
.1C j�j2C˛/ 2.NC˛/

2C˛

d�

On the one hand, setting � D 1
t , we obtain

ˆ 1

1

j�j2C˛CN�1.1 � j�j2C˛/
.1C j�j2C˛/ 2.NC˛/

2C˛

d�

D �
1ˆ

0

. 1t /
NC˛C1Œ. 1t /

2C˛.t2C˛ � 1/
.�t�2/

Œ. 1t /
2C˛.t2C˛ C 1/


2.NC˛/
2C˛

dt D �
ˆ 1

0

tN�5.1 � t2C˛/

.1C t2C˛/
2.NC˛/
2C˛

dt:

(13)
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On the other hand, since N C 1C ˛ > N � 5, it is clear that

tNC1C˛ < tN�5 for every t 2 .0; 1/

and, using that .1 � t2C˛/ > 0 for every t 2 .0; 1/, we obtain

ˆ 1

0

tNC1C˛.1 � t2C˛/

.1C t2C˛/
2.NC˛/
2C˛

dt <
ˆ 1

0

tN�5.1 � t2C˛/

.1C t2C˛/
2.NC˛/
2C˛

dt

i.e.

ˆ 1

0

tNC1C˛.1 � t2C˛/

.1C t2C˛/
2.NC˛/
2C˛

dt �
ˆ 1

0

tN�5.1 � t2C˛/

.1C t2C˛/
2.NC˛/
2C˛

dt < 0 (14)

Therefore, using equations (13) and (14), we obtain

ˆ
RN

jzj2C˛.1 � jzj2C˛/
.1C jzj2C˛/ 2.NC˛/

2C˛

dz D !N

ˆ 1

0

j�j2C˛CN�1.1 � j�j2C˛/
.1C j�j2C˛/ 2.NC˛/

2C˛

d�

C !N

ˆ 1

1

j�j2C˛CN�1.1 � j�j2C˛/
.1C j�j2C˛/ 2.NC˛/

2C˛

d�

D !N.

ˆ 1

0

tNC1C˛.1 � t2C˛/

.1C t2C˛/
2.NC˛/
2C˛

dt �
ˆ 1

0

tN�5.1 � t2C˛/

.1C t2C˛/
2.NC˛/
2C˛

dt/ < 0:

ut
Lemma 2.5. For any ˛ > 0 and � > 0 we have

ˆ
RN

jyj˛
jx � yjN�2

1

.1C jyj2C˛/� dy �

8̂<
:̂

C
.1Cjxj/.2C˛/.��1/ if N C ˛ � �.2C ˛/ > 0;

C
.1Cjxj/N�2 logjxj if N C ˛ � �.2C ˛/ D 0;

C
.1Cjxj/N�2 if N C ˛ � �.2C ˛/ < 0:

(15)
and

ˆ
RN

1

jx � yjN�2
1

.1C jyj2C˛/� dy �

8̂<
:̂

C
.1Cjxj/.2C˛/��2 if N � �.2C ˛/ > 0;

C
.1Cjxj/N�2 logjxj if N � �.2C ˛/ D 0;

C
.1Cjxj/N�2 if N � �.2C ˛/ < 0:

(16)

Proof. See Lemma 3:8 and Corollary 3:9 in [6]. ut
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3 The finite-dimensional reduction

3.1 The linear theory

In order to perform the finite-dimensional reduction we have to study the following
linear auxiliary problem.

For any � > 0 large enough, given a function 2 L2.˝/with
´
˝

 PZ�dx D 0 let

us find a function �� 2 H1
0.˝/ and a real number c� solutions to the linear problem

.L�/

8̂<
:̂

div.a.x/r�/C a.x/p˛jx � �j˛.PU�/
p˛�1� D  � c�div.a.x/rPZ�/ in ˝;

� D 0 on @˝;´
˝

a.x/r�rPZ�dx D 0:

In this section we will show that problem .L�/ is uniquely solvable in certain
appropriate norms, provided that � is large enough. To do this, we consider the
following weighted L1-norms. For functions �; defined on ˝, we define the
norms

k � k�D sup
y2˝

 
�

N�2
2

.1C �2C˛jy � �j2C˛/ N�2
2.2C˛/

!�1
j�.y/j; (17)

and

k  k��D sup
y2˝

 
�

NC2
2

.1C �2C˛jy � �j2C˛/ NC2
2.2C˛/

!�1
j .y/j:

Proposition 3.1. There exist �0 > 0 and C > 0, not depending on �, such that, for
any � � �0 and for any  2 L2.˝/ with

´
˝

 PZ�dx D 0, problem .L�/ admits a

unique solution �� WD L�. / for some c� 2 R: In addition

kL�. /k� � Ck k��: (18)

Proof. The proof follows using the same argument as in the proof of Proposition
4:1 in [4]. In particular it relies on the following result: Let .�n/ be a sequence such
that �n ! 1 as n ! 1. For any n 2 N, let cn 2 R and �n be a solution to problem
.L�n/ for  n. If k  n k��! 0, then k �n k�! 0. For the reader convenience, we
give here the proof which is similar to that of Lemma 4.1 in [6].
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Proceeding by contradiction, let us suppose that there exist sequences .�n/, .cn/;

.�n/ and . n/ with the following properties:

• �n ! 1,
• the function �n is a solution to problem .L�n/ for  n,
• k  n k��! 0,
• there exist c > 0 such that k �n k�� c > 0 for every n 2 N.

We may also assume that k �n k�D 1. In the following C will denote some positive
constant independent of n, not necessarily the same one.

Step 1: We will show that cn ! 0: We multiply problem .L�n/ by PZ�n and we
get

ˆ

˝

a.x/r�nrPZ�n dx C
ˆ

˝

a.x/p˛jx � �j˛.PU�n/
p˛�1�nPZ�n

D
ˆ

˝

 nPZ�n dx C cn

ˆ

˝

a.x/jrPZ�n j2dx (19)

Now, by Proposition 2.3 we easily get

ˆ

˝

a.x/jrPZ�n j2 D ��2
n

0
@a.�/

ˆ

RN

jrZ1j2dy C o.1/

1
A ; (20)

ˆ

˝

 nPZ�n dx D 0; (21)

ˆ

˝

a.x/r�nrPZ�n dx C
ˆ

˝

a.x/p˛jx � �j˛.PU�n/
p˛�1�nPZ�n dx

D
ˆ

˝

a.x/p˛jx � �j˛ �.PU�n/
p˛�1 � .U�n/

p˛�1� Z�n�ndx

C
ˆ

˝

a.x/p˛jx � �j˛.U�n/
p˛�1 .PZ�n � Z�n/ �ndx

�
ˆ

˝

ra.x/rPZ�n�ndx D o
�
��2

n

�
: (22)
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Indeed

ˆ

˝

ra.x/rPZ�n�ndx

D O

0
BB@k�nk�

ˆ

˝

jra.x/j�N�2
n

.�njx � �j/˛C1

1C .�njx � �j/˛C2� 2

NC˛C˛C NC2
2.2C˛/

dx

1
CCA

D O

0
@��2

n

ˆ

RN

jra.��1
n x C �/j jyj˛C1

.1C jyj˛C2/
NC˛
2C˛ C NC2

2.2C˛/

dy

1
A D O

�
��3

n

�
;

since ra.�/ D 0. Moreover

ˆ

˝

a.x/p˛jx � �j˛.U�n/
p˛�1 .PZ�n � Z�n/ �ndx

� Ck�nk�

0
@ˆ
˝

jx � �j˛ �
2C˛C N�2

2
n�

1C �2C˛n jx � �j2C˛� NC2C2˛
2C˛

.�
� N
2

n !NH.x; p//dx

1
A

� Ck�nk��1�N
n

 ˆ
˝n

jyj˛
.1C jyj2C˛/ NC6C4˛

2C˛

dy

!
;

where

˝n WD fy 2 R
N W 1

�n
y C � 2 ˝g:

Finally, if p˛ � 2; i.e. N � 2˛ � 6 � 0

ˆ

˝

a.x/p˛jx � �j˛ �.PU�n/
p˛�1 � .U�n/

p˛�1�Z�n�n

� C

0
@ˆ
˝

jx � �j˛.PU�n/
p˛�2.PU�n � U�n/Z�n�n

1
A

� k�nk�C
ˆ

˝

8̂<
:̂jx � �j˛

0
@ �

N�2
2

n

.1C �2C˛jx � �j2C˛/ N�2
2C˛

1
A

�NC6C2˛
N�2

�
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0
@ �

N�2
2

n

.1C �2C˛n jx � �j2C˛/ N�2
2.2C˛/

1
A"!N.N � 2/

�
N�2
2

n

H.x/C O



�

� NC2C2˛
2

n

�#
�

 
.
N � 2
2

/�
N�4
2

n
1 � �2C˛n jx � �j2C˛

.1C �2C˛n jx � �j2C˛/ NC˛
2C˛

!)
dx

� C��NC1
n

ˆ
˝n

jyj˛.1 � jyj2C˛/
.1C �2C˛n jyj2C˛/ NC10C6˛

2.2C˛/

dy

and if p˛ > 2; i.e. N � 2˛ � 6 < 0
ˆ

˝

a.x/p˛jx � �j˛ �.PU�n/
p˛�1 � .U�n/

p˛�1�Z�n�ndx

� C

0
@ˆ
˝

jx � �j˛.PU�n/
p˛�2.PU�n � U�n/Z�n�ndx

1
A

C C

0
@ˆ
˝

jx � �j˛.PU�n � U�n/
p˛�1Z�n�ndx

1
A

� C
ˆ
˝n

��NC1
n jyj˛.1 � jyj2C˛/

.1C �2C˛n jyj2C˛/ NC10C6˛
2.2C˛/

dy

C Ck�nk�

0
BB@
ˆ

˝

�
�.2C˛/C N�4

2 C N�2
2

n jx � �j˛ .1 � �2C˛n jx � �j2C˛/
1C .�njx � �j/˛C2� 3N�2C2˛

2.2C˛/

dx

1
CCA

� C
ˆ
˝n

��NC1
n jyj˛.1 � jyj2C˛/

.1C �2C˛n jyj2C˛/ NC10C6˛
2.2C˛/

dy

C C

0
BB@
ˆ
˝

�
�.2C˛/C N�4

2 C N�2
2

n jx � �j˛ .1 � �2C˛n jx � �j2C˛/
1C .�njx � �j/˛C2� 3N�2C2˛

2.2C˛/

dx

1
CCA

� C��NC1
n

ˆ
˝n

jyj˛.1 � jyj2C˛/
.1C �2C˛n jyj2C˛/ NC10C6˛

2.2C˛/

dy

C C��.5C2˛/
n

ˆ
˝n

jyj˛.1 � jyj2C˛/
.1C jyj˛C2/

3N�2C2˛
2.2C˛/

dy:
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Here we used the crucial estimate that for any a � 0 and b 2 R

jja C bjq � aqj �
�

c.q/min
˚jbjq; aq�1jbj� if 0 < q � 1;

c.q/
�jajq�1jbj C jbjq� if q > 1:

(23)

Therefore by (19), (20), (21), and (22) we immediately get that cn D o.1/ and
the claim is proved.
Step 2: We will show that there exist b > 0 and R > 0 such that

0 < b �
������ N�2

2
n j�nj

����
L1.B R

�n
.�//

for all n 2 N: (24)

Let us denote by Ga.x; y/ the Green function for the uniformly elliptic operator
Ma.f / D �div.arf / in ˝ with zero Dirichlet boundary condition. It is known
(see, e.g., [9, Theorem 1.1 ]) that the function Ga.x; y/ satisfies

0 � Ga.x; y/ � C

jx � yjN�2 for all x; y 2 ˝:

Therefore, we have that

j�n.x/j D
ˇ̌̌
ˇ
ˆ
˝

Ga.x; y/
��a.y/c˛jy � �j˛p˛.PU�n/

p˛�1�n.y/

C n.y/ � cndiv .a.y/PZ�n.y/// dyj

�
ˆ
˝

C

jx � yjN�2 a.y/c˛jx��j˛p˛.PU�n/
p˛�1j�n.y/jdyC

ˆ
˝

C

jx � yjN�2 j n.y/jdy

C
ˆ
˝

C

jx � yjN�2 a.y/c˛jx � �j˛p˛.PU�n/
p˛�1jZ�n.y/jdy

C
ˆ
˝

C

jx � yjN�2 jra.y/jjrZ�n.y/jdy:

We will denote by

An
1.x/ WD

ˆ
˝

j n.y/j
jx � yjN�2 dy;

An
2.x/ WD

ˆ
˝

p˛a.y/c˛jy � �j˛PU.p˛�1/
�n

j�n.y/j 1

jx � yjN�2 dy;

An
3.x/ WD

ˆ
˝

p˛a.y/c˛jy � �j˛PU.p˛�1/
�n

jZ�n.y/j
1

jx � yjN�2 dy;

An
4.x/ WD

ˆ
˝

C

jx � yjN�2 jra.y/jjrZ�n.y/jdy
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and, as before,

˝n D fz 2 R
N W 1

�n
z C � 2 ˝g:

Firstly, we have that

An
1.x/ D

ˆ
˝

j n.y/j
jx � yjN�2 dy

� k nk��
ˆ
˝

1

jx � yjN�2

"
�
.NC2/=2
n

.1C �2C˛n jy � �j2C˛/ NC2
2.2C˛/

#
dy

� k nk��
ˆ
˝n

1

j�n.x � �/ � zjN�2
�
.N�2/=2
n

.1C jzj2C˛/ NC2
2.2C˛/

dz

� C k nk��
�
.N�2/=2
n

.1C j�n.x � �/j/ N�2
2

;

the last inequality follows from (16) in Lemma 2.5. Therefore

An
1.x/

 
�
.N�2/=2
n

.1C �2C˛n jx � �j2C˛/ N�2
2.2C˛/

!�1

� C k nk��
�
.N�2/=2
n

.1C j�n.x � �/j/ N�2
2

 
�
.N�2/=2
n

.1C �2C˛n jx � �j2C˛/ N�2
2.2C˛/

!�1

� C k nk��
.1C �2C˛n jx � �j2C˛/ N�2

2.2C˛/

.1C j�n.x � �/j/ N�2
2

� C k nk�� :

(25)

On the other hand, using again Lemma 2.5, we obtain

An
2.x/ D

ˆ
˝

p˛a.y/c˛jy � �j˛PU.p˛�1/
�n

j�n.y/j 1

jx � yjN�2 dy

� Ck�nk�
ˆ
˝

c˛jy � �j˛ 1

jx � yjN�2

0
@ �

N�2
2

n

.1C �2C˛n jy � �j2C˛/ N�2
2C˛

1
A
.p˛�1/

�

�
0
@ �

N�2
2

n

.1C �2C˛n jy � �j2C˛/ N�2
2.2C˛/

1
A dy
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� Ck�nk�
ˆ
˝

�
NC2C2˛

2
n

jy � �j˛
jx � yjN�2

1

.1C �2C˛n jy � �j2C˛/ NC6C4˛
2.2C˛/

dy

� Ck�nk��
N�2
2

n

ˆ
˝n

jzj˛
j�n.x � �/ � zjN�2

1

.1C jzj2C˛/ NC6C4˛
2.2C˛/

dz

� Ck�nk��
N�2
2

n
1

.1C �njx � �j/ˇ ;

where ˇ D minf NC2C2˛
2

;N � 2g. This implies that

An
2.x/

0
@ �

N�2
2

n

.1C �2C˛n jx � �j2C˛/ N�2
2.2C˛/

1
A

�1

� C k�nk� �
N�2
2

n
1

.1C �njx � �j/ˇ

0
@ �

N�2
2

n

.1C �2C˛n jx � �j2C˛/ N�2
2.2C˛/

1
A

�1

� C k�nk�
1

.1C �njx � �j/ˇ� .N�2/
2

:

(26)

Moreover, we have that

An
3.x/ � C

ˆ
˝

p˛a.y/c˛jy � �j˛PU.p˛�1/
�n

jZ�n.y/j
1

jx � yjN�2 dy

�C
ˆ
˝

jy��j˛. �2C˛n

.1C�2C˛n jy � �j2C˛/2 /
�

N�4
2

n j1 � �2C˛n jy � �j2C˛j
.1C �2C˛n jy � �j2C˛/ NC˛

2C˛

1

jx � yjN�2 dy

� C
ˆ
˝

jy � �j˛ �
N
2 C˛

n j1 � �2C˛n jy � �j2C˛j
.1C �2C˛n jy � �j2C˛/ NC4C3˛

2C˛

1

jx � yjN�2 dy

� C
ˆ
˝

�
N
2 �2

n
jzj˛.1 � jzj2C˛/

.1C jzj2C˛/ NC4C3˛
2C˛

1

jx � yjN�2 dy

� C
ˆ
˝

jy � �j˛ �
N
2 C˛

n j1 � �2C˛n jy � �j2C˛j
.1C �2C˛n jy � �j2C˛/ NC4C3˛

2C˛

1

jx � yjN�2 dy

�C
ˆ
˝n

�
N
2 �2

n
jzj˛

.1C jzj2C˛/ NC2C2˛
2C˛

1

jz � �n.x � �/jN�2 dz � C
�

N
2 �2

n

.1C �njx � �j/N�2
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and so

An
3.x/

0
@ �

N�2
2

n

.1C �2C˛n jx � �j2C˛/ N�2
2.2C˛/

1
A

�1

� C
�

N
2 �2

n

.1C �njx � �j/N�2

 
�
.N�2/=2
n

.1C �2C˛n jx � �j2C˛/ N�2
2.2C˛/

!�1

� C
��1

n

.1C �njx � �j/ N�2
2

:

(27)

Finally, taking into account that ra.�/ D 0 we have that

An
4.x/ � C

ˆ
˝

1

jx � yjN�2 jra.y/j� N�2
2

n
.�njy � �j/˛C1


1C .�njy � �j/˛C2� NC˛

2C˛

dy

� C
ˆ
˝n

�
N�8
2

n
1

jz � �n.x � �/jN�2
jzj˛C2

.1C jzj˛C2/
NC˛
2C˛

dz

� C�
N�8
2

n
1

.1C j�n.x � �/j/N�4

and so

An
4.x/



�

N�2
2

n

.1C�2C˛
n jx��j2C˛/

N�2
2.2C˛/

��1

� C �
N�8
2

n
.1C�njx��j/N�4



�
.N�2/=2
n

.1C�2C˛
n jx��j2C˛/

N�2
2.2C˛/

��1

� C ��3
n

.1C�njx��j/ N�6
2

: (28)

Thus, using equations (25), (26), (27), and (28), we obtain that

j�n.x/j
0
@ �

N�2
2

n

.1C �2C˛n jx � �j2C˛/ N�2
2.2C˛/

1
A

�1

� .An
1.x/C An

2.x/CAn
3.x/C An

4.x//

 
�
.N�2/=2
n

.1C �2C˛n jx � �j2C˛/ N�2
2.2C˛/

!�1
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� C

 
k�nk�

1

.1C �njx � �j/ˇ� .N�2/
2

C k nk��

C ��1
n

.1C �njx � �j/ N�2
2

C ��3
n

.1C �njx � �j/ N�6
2

!
: (29)

Since k�nk� D 1, we have that for every n 2 N there exists yn 2 ˝ such that

j�n.yn/j
0
@ �

N�2
2

n

.1C �2C˛n jyn � �j2C˛/ N�2
2.2C˛/

1
A

�1

D 1:

and by (29) we deduce that that there exists R > 0 such that

�njyn � �j < R for every n 2 N;

hence

yn 2 B R
�n
.�/:

This yields

1 D sup
y2˝

0
@ �

N�2
2

n

.1C �2C˛n jy � �j2C˛/ N�2
2.2C˛/

1
A

�1

j�.y/j

� sup
y2B R

�n
.�/

0
@ �

N�2
2

n

.1C �2C˛n jy � �j2C˛/ N�2
2.2C˛/

1
A

�1

j�.y/j

� .1C R2C˛/
N�2
2.2C˛/

������ N�2
2

n j�nj
����

L1.B R
�n
.�//

which gives claim (24).
Step 3. We prove that a contradiction arises.
Let

e�n.y/ WD �
� N�2

2
n �n.

1

�n
y C �/ and an.y/ WD a.

1

�n
y C �/; y 2 ˝n:
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Then, we have that

div.anre�n/C anjyj˛p˛



�

� N�2
2

n PU�n.
y

�n
C �/

�p˛�1 e�n.y/ D �
� NC2

2
n  n.

y

�n
C�/

C�� NC2
2

n cn

�
ra.

y

�n
C�/.rPZ�n/.

y

�n
C�/Ca.

y

�n
C�/.�PZ�n/.

y

�n
C�/

	
(30)

in ˝n. Note that, using that k�nk� D 1, we get

j Q�n.y/j D j�� N�2
2

n �n



y

�n
C �

�
j � 1

.1C jy � �j2C˛/ N�2
2.2C˛/

� 1: (31)

On the other hand, since k nk�� D o.1/, we have that

j�� NC2
2

n  n



y

�n
C �

�
j D o.1/

.1C jy � �j2C˛/ NC2
2.2C˛/

D o.1/:

Moreover, straightforward computations show that

�
� NC2

2
n cnra.

y

�n
C �/.rPZ�n/.

y

�n
C �/ D O

 
1

�3n

jyj˛C2

.1C jyj2C˛/ NC˛
˛C2

!

D O



1

�3n

�
D o.1/

and

�
� NC2

2
n cna.

y

�n
C �/.�PZ�n/.

y

�n
C �/ D O

 
1

�n

jyj˛
.1C jyj2C˛/ NC2˛C2

˛C2

!

D O



1

�n

�
D o.1/:

This implies that the right side of the equation (30) converges uniformly at zero
on compact sets on R

N . The elliptic theory implies that . Q�n/ has a subsequence,
which we still denote in the same way, such that Q�n ! Q� uniformly on every
compact set (for more details see, e.g., [11]). Therefore we can pass into the limit
into equation (30) to obtain

�a.�/� Q� D a.�/c˛p˛jyj˛Up˛�1
1;0

Q� in R
N ;
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i.e, the function Q� satisfies the equation

�� Q� D c˛p˛jyj˛Up˛�1
1;0

Q� in R
N ; (32)

and, using equation (24), we have

0 < b � k Q�kL1.BR.0//; (33)

which implies that Q� ¤ 0.
If we proceed exactly as in Lemma 4.1 in [6], then one can show that the function

Q� belongs to D1;2.RN/ and therefore it satisfies that

(
�� Q� D c˛p˛jyj˛Up˛�1

1;0
Q� in R

N ;
Q� 2 D1;2.RN/:

(34)

On the other hand, since �n is orthogonal to PZ�n , we have

0 D
ˆ
˝

a.x/r�n � rPZ�n D �
ˆ
˝

a.x/�n�PZ�n �
ˆ
˝

�nra.x/ � rPZ�n

D c˛p˛

ˆ
˝

jx � �j˛Up˛�1

�n

@U�n

@�n
�ndx C o.1/

D c˛p˛
N � 2
2

��1
n

ˆ
˝n

jyj˛ 1 � jyj2C˛
.1C jyj2C˛/ NC˛

2C˛ C2
Q�n.y/dy C o.1/:

Here we used the fact that by scaling
´
˝
�nra.x/ � rPZ�n D o.1/ since ra.�/ D 0:

Since equation (31) guaranties that je�nj � 1 in ˝n, we can pass to the limit to show
that

0 D
ˆ
RN

jyj˛Up˛�1
1;0 Z Q�.y/dy D

ˆ
RN

rZ.y/ � r Q�.y/dy

where Z WD .1�jzj2C˛/

.1Cjzj2C˛/
NC˛
2C˛

: This implies that the function Q� is not a multiple of Z.

This is a contradiction, since Theorem 2.1 shows that Z is the unique, up to a
constant, solution to problem (34). This concludes the proof. ut

3.2 The one-dimensional reduction

We will reduce problem (3) to a 1-dimensional one.

Proposition 3.2. There exist �0 and "0 such that for every " 2 .0; "0/ and for every
� > �0 there exists a unique function ��;" 2 L1.˝/\ H1

0.˝/ which is a solution of
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8̂̂<
ˆ̂:

�div .a.x/ .PU� C �";�// D a.x/c˛jx � �j˛Œ.PU� C �";�/
C
p˛˙"

Cc�;"div .a.x/ .rPZ�// in ˝;
�";� D 0 on @˝;´
˝

a.x/r��;"rPZ� D 0:
(35)

for some c�;" 2 R. Moreover, it satisfies

k��;"k� � c



"C 1

�2

�
: (36)

for some positive constant c.

Proof. The proof is completely analogous to that of Proposition 4.3 of [6], we
outline the proof for reader’s convenience.

Let us consider the space

X� WD ff 2 L1.˝/ W kf k� < 1g;

and the operator S";� W X� 7! X� defined by

S";�.�/ WD �L�1
�

˚
c˛jx � �j˛a.x/

�
..PU� C �/C/p˛˙" � Up˛

� � p˛PUp˛�1
˛ �

�
�ra.x/ � rPU�g :

We remark that a function � satisfies that S";�.�/ D � if and only if � is a solution
to problem (35). So we are led to show that the operator S";� is a contraction on a
suitable ball. First we will show that, if " is sufficiently small and � is large enough,
then

S";� W B";� ! B";� (37)

where B";� D ff 2 X� W kf k� < �
�
"C ��2�g.

Using property (18), we obtain

kS";�.�/k� � kc˛jx � �j˛a.x/
�
..PU� C �/C/p˛˙" � Up˛

� � p˛.PU�/
p˛�1�

� k��
C k � ra.x/ � rPU�k��

� kN1
�;".�/k�� C kN2

�;".�/k�� C kN3
�;"k�� C kN4

�;"k�� C kN5
�;"k�� C kN6

�;"k��

where

N1
�;".�/ WD c˛jx � �j˛a.x/...PU� C �/C/p˛˙" � .PU�/

p˛˙"

�.p˛ ˙ "/.PU�/
.p˛˙"�1/�/

N2
�;".�/ WD c˛jx � �j˛a.x/..p˛ ˙ "/.PU�/

.p˛˙"�1/� � p˛.PU�/
.p˛�1/�/
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N3
�;" WD c˛jx � �j˛a.x/..PU�/

.p˛˙"/ � .PU�/
p˛ /

N4
�;" WD c˛jx � �j˛a.x/

�
.PU�/

p˛ � Up˛
�

�
N5
�;" WD ra.x/ � rPU�:

Arguing exactly as in [6], we obtain the following estimates

kN1
�;".�/k�� �

(
Ck�kp˛˙"� if p˛ � 2

Ck�kp˛˙"� C Ck�k2� if p˛ > 2:

and that

kN2
�;".�/k�� � C"k�k�

kN3
�;"k�� � c1"

kN4
�;"k�� � c2�

�k; where k D N C 2C 2˛

2
:

We estimate kN5
�;"k��. First, using that

��.PU�/ D ��U� in ˝; and PU� D 0 on @˝; (38)

we obtain that

rPU�.x/ D
ˆ
˝

rx



1

!N.N � 2/jx � yjN�2 � H.x; y/

�
c˛jy � �j˛Up˛

� .y/dy:

Moreover, we have ˇ̌̌
ˇrx



1

jx � yjN�2

�ˇ̌̌
ˇ � C

jx � yjN�1

and that (see, e.g., [1] or [8]).

jrx .H.x; y//j � C

jx � yjN�1 :

This implies that

jrPU�.x/j � C
ˆ
˝

c˛jy � �j˛Up˛
� .y/

jx � yjN�1 dy

� C�
N
2

ˆ
˝�

jzj˛
.1C jzj2C˛/ nC2C2˛

2C˛

1

.j�.x � �/ � zjN�1/
dz



206 J. Faya et al.

Arguing as in [16] we can show that

ˆ
RN

jzj˛
.1C jzj2C˛/ NC2C2˛

2C˛

1

.j�.x � �/ � zjN�1/
dz � C

.1C j�.x � �/j/N�1 : (39)

Therefore

jra.x/ � rPU�.x/j
�
1C �2C˛jx � �j2C˛� NC2

2.2C˛/

�
NC2
2

� c
1

�

jra.x/j
.1C �jx � �j/ N�4

2

� c
1

�

jx � �j
.1C �jx � �j/ N�4

2

� c
1

�2
;

because ra.�/ D 0 and N � 6: Finally, we get

kN5
�;"k�� � c��2:

Summing up all the above information, we obtain that

kS";�.�/k� � c.k�kp˛˙"� C k�k2� C "k�k� C "C ��k C ��2/

� �
�
"C ��2�

provided � is large enough, " is small enough, and � is large enough. This shows
(37).

Moreover, arguing in a standard way (see, for example, Proposition 4.3 of [6])
we show that, if � is large enough, " is small enough, and � is large enough, then

kS";�.�1/ � S";�.�2/k� � `k�1 � �2k

for some constant ` < 1, namely S";� is a contraction map. This concludes the proof.
ut

3.3 The one-dimensional problem

We will study the reduced one-dimensional problem.

Proposition 3.3. It holds true that in the sub-critical case

cd";"

ˆ
˝

a.x/jrPZ�" j2 WD "2
�Cd"a.�/A.˛/Cd2"B.˛/�a.�/C o.1/

�
and in the super-critical case
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cd";"

ˆ
˝

a.x/jrPZ�" j2 WD "2
��d"a.�/A.˛/Cd2"B.˛/�a.�/C o.1/

�
Here A.˛/ and B.˛/ are positive constants.

Proof. The proof is analogous to that of Lemma 5.1 of [6]. We sketch it here for
reader’s convenience. We write

cd";"

ˆ
˝

a.x/rPZ�" � rPZ�"dx

D
ˆ
˝

a.x/r.PU�" C �";�"/ � rPZ�"dx

�
ˆ
˝

a.x/c˛jx � �j˛ �.PU�" C �";�"/
C�p˛˙"

PZ�"dx

D
ˆ
˝

a.x/c˛jx � �j˛Up˛
�"

PZ�"dx �
ˆ
˝

.ra.x/ � rPU�"/PZ�"dx

�
ˆ
˝

a.x/c˛jx � �j˛ �.PU�" C �";�"/
C�p˛˙"

PZ�"dx

D
ˆ
˝

a.x/c˛jx � �j˛


Up˛
�"

� Up˛˙"
�"

�
PZ�"dx

C
ˆ
˝

a.x/c˛jx � �j˛


Up˛˙"
�"

� PUp˛˙"
�"

�
PZ�"dx

C
ˆ
˝

a.x/c˛jx � �j˛


PUp˛˙"
�"

� �
.PU�" C �";�"/

C�p˛˙"�
PZ�"dx

�
ˆ
˝

.ra.x/ � rPU�"/PZ�"dx D I1 C I2 C I3 C I4;

where

I1 WD
ˆ
˝

a.x/c˛jx � �j˛


Up˛
�"

� Up˛˙"
�"

�
PZ�"dx;

I2 WD
ˆ
˝

a.x/c˛jx � �j˛


Up˛˙"
�"

� PUp˛˙"
�"

�
PZ�"dx

I3 WD
ˆ
˝

a.x/c˛jx � �j˛


PUp˛˙"
�"

� �
.PU�" C �";�"/

C�p˛˙"�
PZ�"dx;

I4 WD �
ˆ
˝

.ra.x/ � rPU�"/PZ�"dx:

We will set

˝�" WD fx 2 R
N W 1

�"
x C � 2 ˝g:
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Step 1: We have that

I1 D "��1
" .A.˛/C o.1// ; with A.˛/ > 0: (40)

First, we have

I1 D I11 C I12 (41)

where

I11 D
ˆ
˝

a.x/c˛jx � �j˛


Up˛
�"

� Up˛˙"
�"

˙ "Up˛
�"

log.U�"/
�

PZ�"dx;

I12 D
ˆ
˝

a.x/c˛jx � �j˛"Up˛
�"

log.U�"/PZ�"dx:

An application of the Mean Value Theorem shows that

Up˛
�"

� Up˛˙"
�"

˙ "Up˛
�"

log.U�"/ D �"
2

2
.logU�"/

2Up˛��x"

�"

for some �x 2 Œ0; 1
. Therefore

jI11j � C
"2

2

ˆ
˝

c˛jx � �j˛.logU�" /
2Up˛��x"

�"
jPZ�" jdx

D C"2�N�1C˛
"

ˆ
˝

"
jx � �j˛

.1C �
2C˛
" jx � �j2C˛/

NC2C2˛
2C˛ ��x"

N�2
2C˛

1

.1C �
2C˛
" jx � �j2C˛/

N�2
2C˛

#

�



N � 2

2
log.�"/� N � 2

2C ˛
log.1C �2C˛

" jx � �j2C˛/

�2
dx

� C"2��1
"

ˆ
˝�"

"
jzj˛

.1C jzj2C˛/
NC2C2˛
2C˛ ��x"

N�2
2C˛

1

.1C �
2C˛
" jx � �j2C˛/

N�2
2C˛

#

�



N � 2

2
log.�"/� N � 2

2C ˛
log.1C jzj2C˛/

�2
dx D o."��1

" /:

On the other hand, we have that

I12 D
ˆ
˝

a.x/c˛jx � �j˛"Up˛
�"

log.U�"/PZ�"dx

D "

ˆ
˝

8<
:a.x/c˛jx � �j˛

0
@ �

N�2
2

"

.1C �2C˛" jx � �j2C˛/ N�2
2C˛

1
A

p˛
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log



�

N�2
2

"

�
� log


.1C �2C˛" jx � �j2C˛/ N�2

2C˛

��
PZ�"

�
dx

D "�
NC2C2˛

2
"

N � 2
2

log.�"/
ˆ
˝

a.x/c˛jx � �j˛
.1C �2C˛" jx � �j2C˛/ NC2C2˛

2C˛

PZ�"dx

�"�
NC2C2˛

2
"

N � 2
2C ˛

ˆ
˝

a.x/c˛jx � �j˛
.1C�2C˛" jx��j2C˛/ NC2C2˛

2C˛

log.1C�2C˛" jx��j2C˛/PZ�"dx

that is,

I12 D "�
NC2C2˛

2
"

N � 2
2

log.�"/
ˆ
˝

a.x/c˛jx � �j˛
.1C �2C˛" jx � �j2C˛/ NC2C2˛

2C˛

Z�"dx

�"�
NC2C2˛

2
"

N � 2
2C ˛

ˆ
˝

a.x/c˛jx � �j˛
.1C �2C˛" jx � �j2C˛/ NC2C2˛

2C˛

log.1C�2C˛" jx��j2C˛/Z�"dx

C "�
NC2C2˛

2
"

N � 2
2

log.�"/
ˆ
˝

a.x/c˛jx � �j˛
.1C �2C˛" jx � �j2C˛/ NC2C2˛

2C˛

ŒPZ�" � Z�" 
 dx

� "�
NC2C2˛

2
"

N � 2
2C ˛

ˆ
˝

(
a.x/c˛jx � �j˛

.1C �2C˛" jx � �j2C˛/ NC2C2˛
2C˛

�

� log.1C �2C˛" jx � �j2C˛/ ŒPZ�" � Z�" 

�

dx D A1 C A2 C A3 C A4:

First of all, we have

A1 D



N � 2
2

�2
"�N�1C˛

" log.�"/
ˆ
˝

a.x/c˛jx � �j˛.1 � �2C˛" jx � �j2C˛/
.1C �2C˛" jx � �j2C˛/ 2NC2C3˛

2C˛

dx

D



N � 2
2

�2
c˛"�

�1
" log.�"/

ˆ
˝�"

a. 1
�"

z C �/jzj˛.1 � jzj2C˛/
.1C jzj2C˛/ 2NC2C3˛

2C˛

dz

D



N � 2
2

�2
c˛"�

�1
" log.�"/

ˆ
RN

a. 1
�"

z C �/jzj˛.1 � jzj2C˛/
.1C jzj2C˛/ 2NC2C3˛

2C˛

dz

C



N � 2
2

�2
c˛"�

�1
" log.�"/

ˆ
RNn˝�"

a. 1
�"

z C �/jzj˛.1 � jzj2C˛/
.1C jzj2C˛/ 2NC2C3˛

2C˛

dz

D



N � 2
2

�2
c˛"�

�1
" log.�"/

ˆ
RN

�
a.
1

�"
zC�/�a.�/

	 jzj˛.1�jzj2C˛/
.1Cjzj2C˛/ 2NC2C3˛

2C˛

dz

C



N � 2
2

�2
c˛"�

�1
" log.�"/

ˆ
RNn˝�"

a. 1
�"

z C �/jzj˛.1 � jzj2C˛/
.1C jzj2C˛/ 2NC2C3˛

2C˛

dz

D A11 C A12 D o."��1
" /;
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because

ˆ
RN

jzj˛.1 � jzj2C˛/
.1C jzj2C˛/ 2NC2C3˛

2C˛

dz D 0:

Moreover

jA11j � c

ˇ̌̌
ˇ̌ˆ

RN
��2
"

jzj2C˛.1 � jzj2C˛/
.1C jzj2C˛/ 2NC2C3˛

2C˛

dz

ˇ̌̌
ˇ̌ � c��2

" ;

because ra.�/ D 0; and

jA12j �
ˇ̌̌
ˇ̌ˆ

RNn˝�"

a. 1
�"

z C �/jzj˛.1 � jzj2C˛/
.1C jzj2C˛/ 2NC2C3˛

2C˛

dz

ˇ̌̌
ˇ̌ � c��.NC˛/

" :

In addition, we have that

A2 D �"�
NC2C2˛

2
"

N � 2
2C ˛

ˆ
˝

(
a.x/c˛jx � �j˛

.1C �2C˛" jx � �j2C˛/ NC2C2˛
2C˛

�

� log.1C �2C˛" jx � �j2C˛/Z�"
�

dx

D �"�NC˛�1
"

.N � 2/2
2.2C ˛/

ˆ
˝

(
a.x/c˛jx � �j˛.1 � �2C˛" jx � �j2C˛/
.1C �2C˛" jx � �j2C˛/ 2NC2C3˛

2C˛

�

� log.1C �2C˛" jx � �j2C˛/� dx

D �c˛"�
�1
"

.N � 2/2
2.2C ˛/

ˆ
˝�"

a. 1
�"

z C �/jzj˛.1 � jzj2C˛/
.1C jzj2C˛/ 2NC2C3˛

2C˛

log.1C jzj2C˛/dz

D �c˛"�
�1
"

.N � 2/2
2.2C ˛/

ˆ
RN

a. 1
�"

z C �/jzj˛.1 � jzj2C˛/
.1C jzj2C˛/ 2NC2C3˛

2C˛

log.1C jzj2C˛/dz

˙ c˛"�
�1
"

.N � 2/2
2.2C ˛/

ˆ
RNn˝�"

a. 1
�"

z C �/jzj˛.1 � jzj2C˛/
.1C jzj2C˛/ 2NC2C3˛

2C˛

log.1C jzj2C˛/dz

D �c˛"�
�1
" .1C o.1//

.N � 2/2
2.2C ˛/

ˆ
RN

a.�/jzj˛.1 � jzj2C˛/
.1C jzj2C˛/ 2NC2C3˛

2C˛

log.1C jzj2C˛/dz

˙ c˛"�
�1
"

.N � 2/2
2.2C ˛/

ˆ
RNn˝�"

a. 1
�"

z C p/jzj˛.1 � jzj2C˛/
.1C jzj2C˛/ 2NC2C3˛

2C˛

log.1C jzj2C˛/dz
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and sinceˇ̌̌
ˇ̌c˛"��1

"

.N � 2/2
2.2C ˛/

ˆ
RNn˝�"

a. 1
�"

z C p/jzj˛.1 � jzj2C˛/
.1C jzj2C˛/ 2NC2C3˛

2C˛

log.1C jzj2C˛/dz

ˇ̌̌
ˇ̌

� c˛"�
�1
"

.N � 2/2
2.2C ˛/

O

 ˆ
RNn˝�"

jzj˛.1 � jzj2C˛/
.1C jzj2C˛/ 2NC2C3˛

2C˛

log.1C jzj2C˛/dz

!

D o."��1
" /

we get

A2 D "��1
" .˙a.�/A.˛/C o.1// (42)

where (see (11))

A.˛/ WD �c˛
.N � 2/2
2.2C ˛/

ˆ
RN

jzj˛.1 � jzj2C˛/
.1C jzj2C˛/ 2NC2C3˛

2C˛

log.1Cjzj2C˛/dz > 0: (43)

On the other hand, using that jPZ�" � Z�" j < C�
� N
2

" , one can show that

jA3j � C"�1�N
" log.�"/

ˆ
RN

jzj˛
.1C jzj2C˛/ NC2C2˛

2C˛

dz

D o."��1
" /

(44)

and

jA4j � C"�1�N
"

ˆ
RN

jzj˛
.1C jzj2C˛/ NC2C2˛

2C˛

log.1C jzj2C˛/dz

D o."��1
" /:

(45)

Finally, collecting all the previous estimates, the proof of Step 1 is completed.
Step 2: It holds true that

I2 D o.��2
" /:

We write

I2 WD I21 C I22;
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where

I21 WD
ˆ
˝

fa.x/c˛jx � �j˛�

�


Up˛˙"
�"

� .U�" C R�"/
p˛˙" C .p˛ ˙ "/Up˛˙"�1

�"
R�"
�

PZ�"
o

dx

and

I22 WD �
ˆ
˝

a.x/c˛jx � �j˛.p˛ ˙ "/Up˛˙"�1
�"

R�"PZ�"dx:

Following exactly the same argument in [6], a direct computation shows that

jI21j �
8<
:C

´
˝

jx � �j˛jR�" jp˛˙"jPZ�" j if p˛ � 2

C
´
˝

jx � �j˛

jR�" jp˛˙" C Up˛�2˙"

�"
jR�" j2

�
jPZ�" j if p˛ > 2;

and that

I21 D o.��2
" /:

On the other hand, we have that

I22 D .p˛ ˙ "/�
2C˛˙" N�2

2
"

ˆ
˝

(
a.x/c˛jx � �j˛

.1C �2C˛" jx � �j2C˛/2˙" N�2
2C˛

�

�


�!N.N � 2/�� N�2

2
" H.x/C f�".x/

�

Z�" C .N � 2/2

2
!N�

� N
2

" H.x/C N�".x/

��
dx

D .1Co.1//c˛.N �2/p˛!N�
˛� N�6

2
"

ˆ
˝

a.x/jx � �j˛
.1C �2C˛" jx � �j2C˛/2˙" N�2

2C˛

H.x/Z�"dx

D .1Co.1//c˛
.N � 2/2

2
p˛!N�

1C˛
"

ˆ
˝

a.x/jx � �j˛.1 � �2C˛" jx � �j2C˛/
.1C �2C˛" jx � �j2C˛/2˙" N�2

2C˛C NC˛
2C˛

H.x/dx

D .1Co.1//c˛
.N � 2/2

2
p˛!N�

1�N
"

ˆ
˝�"

a. 1
�"

z C �/jzj˛.1 � jzj2C˛/
.1C jzj2C˛/2˙" N�2

2C˛C NC˛
2C˛

H.
1

�"
zC�/dz

D o.��2
" /:

The proof of Step 2 is complete.
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Step 3: We have that

I3."/ D o.��2
" /:

Following the same argument as in Lemma 5:1 of [6], we have that

I3."/ D
(

O.��1
" k�"k2�/C O."��1

" log."/k�"k�/ if p˛ � 2

O.��1
" .k�"kp˛˙"� C k�"k2�//C O."��1

" log."/k�"k�/ if p˛ > 2;

which proves the claim, since �" 	 " and k�";�"k� D O."/.
Step 4: We have that

I4."/ D ��2
" .��a.�/B.˛/C o.1// with B.˛/ > 0:

We have

I4 WD �
ˆ
˝

.ra.x/ � rPU�"/PZ�"dx D �
ˆ
˝

.ra.x/ � rU�"/ Z�"dx

�
ˆ
˝

.ra.x/ � rU�"/ .PZ�" � Z�"/ dx �
ˆ
˝

.ra.x/ � r .PU�" � U�"//PZ�"dx:

The leading term is

�
ˆ
˝

.ra.x/ � rU�"/Z�"dx

D ��N�1C˛
"

ˆ
˝

.ra.x/ � .x � �// jx � �j˛.1 � �2C˛" jx � �j2C˛/
.1C �2C˛" jx � �j2C˛/ 2.NC˛/

2C˛

dx

D ���2
"

ˆ
˝�"

ra
 y

�
C �

�
� y

jyj˛.1 � jyj2C˛/
.1C jyj2C˛/ 2.NC˛/

2C˛

dy

D ���2
"

ˆ
˝�"

NX
i;jD1

@ija.�/yiyj
jyj˛.1 � jyj2C˛/
.1C jyj2C˛/ 2.NC˛/

2C˛

dy C O
�
��3
"

�

D C��2
" �a.�/

1

N

 
�
ˆ
RN

jyj2C˛.1 � jyj2C˛/
.1C jyj2C˛/ 2.NC˛/

2C˛

dy

!
C O

�
��3
"

�
D ��2

" �a.�/B.˛/C O
�
��3
"

�
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where (see (12))

B.˛/ WD � 1

N

ˆ
RN

jyj2C˛.1 � jyj2C˛/
.1C jyj2C˛/ 2.NC˛/

2C˛

dy > 0: (46)

Collecting all the previous estimates, the proof of Proposition 3.3 is completed. ut
Proof (Proof of Theorem 1.1). It is clear that we have to find a positive real number
d" such that the number c�";" in (35) is zero. By our construction, taking also into
account the maximum principle, it will immediately follow that the function u" D
PU�" C �";�" is a solution of problem (3). On the other hand, it is easy to check
that if �a.�/ < 0 there exists d" > 0 such that cd";" D 0 in the sub-critical case
and so problem (4) has a solution and if �a.�/ > 0 there exists d" > 0 such that
cd";" D 0 in the super-critical case and so problem (5) has a solution. The proof of
Theorem 1.1 is completed. ut
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systems: applications
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1 Introduction

In this note we study the existence of solutions of a nonlinear Kirchhoff system

8<
:

�M1.ku1k2/�u1 D f1.x; u1; u2/ in ˝;
�M2.ku2k2/�u2 D f2.x; u1; u2/ in ˝;
u1 D u2 D 0 on @˝,

(1)

where ˝ � R
N , N � 1, is a regular and bounded domain,

kuk2 WD
ˆ
˝

jruj2dx; for u 2 H1
0.˝/,
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Mi, i D 1; 2 are continuous functions verifying

.M/ Mi W RC 7! RC and 9m0 > 0 such that Mi.t/ � m0 > 0 8t 2 RC;

and fi 2 C.˝ � R
2/. We assume .M/ along the paper.

Basically, in our knowledge, similar systems to (1) have been analyzed in several
papers. In [3, 4, 6, 8, 10] and the references therein, variational methods have been
applied to prove existence and multiplicity of positive solutions for systems as (1).
In [1] and [2] the sub-supersolution method has been used to prove the existence
of solution with Mi increasing and bounded from above and below for positive
constants, that is, there exist positive constants 0 < mi � m1

i < 1 such that

0 < mi � Mi.t/ � m1
i < 1 i D 1; 2; 8t � 0:

However, in both papers the authors use a comparison principle (see, for instance,
Lemma 2.1 in [1]) which seems not to be correct, see [5].

In this paper, we prove that the sub-supersolution method works for system (1),
when the sub-supersolution is defined in an appropriate way, see Theorem 3.3.
Indeed, in this case, the definition of sub-supersolution depends on the monotony
of the nonlinear reaction term (in a similar way to the local problems, see, for
instance, [9]) and on the functions Mi. In order to prove this result, we transform
our Kirchhoff system (1) into another with general non-local term depending only
on the unknown variable ui but not the kuik2. So, as a consequence, we establish a
very general sub-supersolution method for a large class of systems with nonlinear
and non-local terms (see Theorem 2.2).

The paper is organized as follows. In Section 2 we show that the sub-
supersolution method works for general non-local systems. In Section 3, under very
general conditions on Mi, we transform our system (1) into a non-local systems,
and apply the method of Section 2. Section 4 is devoted to apply our method for
different particular systems.

2 The sub-super method for non-local systems

First of all we show that the sub-supersolution method works well for non-local
systems of the following type8<

:
��u1 D g1.x; u1; u2;B1.u1/;B2.u2/;C1.u1; u2// in ˝;
��u2 D g2.x; u1; u2;B1.u1/;B2.u2/;C2.u1; u2// in ˝;
u1 D u2 D 0 on @˝,

(2)

where gi W ˝ � R
5 7! R is a continuous function, Bi W L1.˝/ 7! R, Ci W

.L1.˝//2 7! R are continuous operators. Given w � z a.e. in ˝, we denote by

Œw; z
 WD fu W w.x/ � u.x/ � z.x/ a.e. x 2 ˝g:
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Definition 2.1. We say that the pair .u1; u1/, .u2; u2/, with ui; ui 2 H1.˝/\L1.˝/,
is a pair of sub-supersolution of (2) if

1. ui � ui in ˝ and ui � 0 � ui on @˝ for i D 1; 2,
2.

��u1 � g1.x; u1; v;B1.u/;B2.v/;C1.u; v// � 0

��u1 � g1.x; u1; v;B1.u/;B2.v/;C1.u; v// � 0

in the weak sense for all .u; v/ 2 Œu1; u1
 � Œu2; u2
.
3.

��u2 � g2.x; u; u2;B1.u/;B2.v/;C2.u; v// � 0

��u2 � g2.x; u; u2;B1.u/;B2.v/;C2.u; v// � 0

in the weak sense for all .u; v/ 2 Œu1; u1
 � Œu2; u2
.
The main result in this section is:

Theorem 2.2. Assume that there exists a pair of sub-supersolution of (2) in the
sense of Definition 2.1. Then, there exists a solution .u1; u2/ 2 .H1

0.˝/ \ L1.˝//2
of (2) such that ui 2 Œui; ui
, i D 1; 2.

Proof. For i D 1; 2, define the truncation operators

Tiu.x/ WD
8<
:

ui.x/ if u.x/ � ui.x/;
u.x/ if ui.x/ � u.x/ � ui.x/;
ui.x/ if u.x/ � ui.x/;

(3)

and the Nemytskii operators Fi W .L1.˝//2 7! L1.˝/ given by

Fi.u1; u2/.x/ WD gi.x;T1.u1/.x/;T2.u2/.x/;B1.T1.u1//;B2.T2.u2//;Ci.T1.u1/;T2.u2///:

It is clear that Fi is continuous and bounded, because there exists M > 0 such that

kFi.u1; u2/k1 � M for all u1; u2 2 L1.˝/.

Consider the problem

8<
:

��w1 D F1.u1; u2/ in ˝;
��w2 D F2.u1; u2/ in ˝;
w1 D w2 D 0 on @˝.

(4)

We can define the operator T by .u1; u2/ 7! .w1;w2/ WD T .u1; u2/ being .w1;w2/
the unique solution of (4). It is clear that T is well defined, it is a compact operator
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and T .BM/ � BM for some M > 0, where BM denotes the ball in .L1.˝//2
centered in .0; 0/ and radius M. Hence, by the Schauder Fixed Point Theorem there
exists .u1; u2/ 2 .L1.˝//2 such that .u1; u2/ D T .u1; u2/, and then

8<
:

��u1 D F1.u1; u2/ in ˝;
��u2 D F2.u1; u2/ in ˝;
u1 D u2 D 0 on @˝.

(5)

Now, we show that ui 2 Œui; ui
, which implies that .u1; u2/ is solution of (2). Let us
show that

u1 � u1 in ˝;

the other inequalities can be proved similarly. Indeed, in the definition of supersolu-
tion of u1 we can take u D T1.u1/, v D T2.u2/ and then,

��u1 � g1.x; u1;T2.u2/;B1.T1.u1//;B2.T2.u2//;C1.T1.u1/;T2.u2///;

and so, denoting z WD u1 � u1 we get

��z � g1.x; u1;T2.u2/;B1.T1.u1//;B2.T2.u2//;C1.T1.u1/;T2.u2/// � F.u1; u1/
D g1.x; u1;T2.u2/;B1.T1.u1//;B2.T2.u2//;C1.T1.u1/;T2.u2///
�g1.x;T1.u1/.x/;T2.u2/.x/;B1.T1.u1//;B2.T2.u2//;C1.T1.u1/;T2.u2///:

Now, multiplying by .u1 � u1/� we obtain

ˆ
˝

jr.u1 � u1/
�j2 � 0;

whence we conclude the result. ut

3 The sub-supersolution for Kirchhoff systems

First, we are going to transform (1) into a nonlocal system as (2). Indeed, define

Ni.t/ WD Mi.t/t

and assume that Ni is invertible, and so define

Gi.t/ D N�1
i .t/:
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Finally, define the non-local operators Ri W .L1.˝//2 7! R by

Ri.u1; u2/ D Mi



Gi


ˆ
˝

fi.x; u1; u2/ui

��
:

Lemma 3.1. Assume that

.N/ Ni; i D 1; 2 are invertible.

Then, (1) is equivalent to

8<
:

��u1 D F1.x; u1; u2;C1.u1; u2// in ˝;
��u2 D F2.x; u1; u2;C2.u1; u2// in ˝;
u1 D u2 D 0 on @˝,

(6)

where

Ci.u1; u2/ D Ri.u1; u2/; Fi.x; t1; t2; r/ D fi.x; t1; t2/

r
; i D 1; 2:

Proof. Assume that .u1; u2/ is solution of (1). Multiplying (1) by ui and integrating,
we get

Mi.kuik2/kuik2 D
ˆ
˝

fi.x; u1; u2/ui;

and then,

kuik2 D Gi


ˆ
˝

fi.x; u1; u2/ui

�
H) Mi.kuik2/ D Ri.u1; u2/:

By .M/, Ri.u1; u2/ � m0 and then we can divide by Ri.u1; u2/. Hence, we conclude
that .u1; u2/ is solution of (6).

Reciprocally, if .u1; u2/ is solution of (6), then multiplying by ui we obtain

kuik2 D
´
˝

fi.x; u1; u2/ui

Ri.u1; u2/
D

´
˝

fi.x; u1; u2/ui

Mi.Gi.
´
˝

fi.x; u1; u2/ui/
D Gi


ˆ
˝

fi.x; u1; u2/ui

�
;

where we have used that Ni ı Gi.t/ D t, that is Mi.Gi.t//Gi.t/ D t. Applying Mi in
that above equality we get

Mi.kuik2/ D Ri.u1; u2/;

and so .u1; u2/ is solution of (1). This completes the proof. ut
As a consequence of this result and Theorem 2.2, we have the following results.
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Definition 3.2. We say that the pair .u1; u1/, .u2; u2/, with ui; ui 2 H1.˝/\L1.˝/,
is a pair of sub-supersolution of (1) if

1. ui � ui in ˝ and ui � 0 � ui on @˝ for i D 1; 2,
2.

�R1.u; v/�u1 � f1.x; u1; v/ � 0 � �R1.u; v/�u1 � f1.x; u1; v/

in the weak sense for all .u; v/ 2 Œu1; u1
 � Œu2; u2
.
3.

�R2.u; v/�u2 � f2.x; u; u2/ � 0 � �R2.u; v/�u2 � f2.x; u; u2/

in the weak sense for all .u; v/ 2 Œu1; u1
 � Œu2; u2
.
Theorem 3.3. Assume (M) and (N). If there exists a pair of sub-supersolution of
(6) in the sense of Definition 3.2, then there exists a solution .u1; u2/ of (1) such that
.u1; u2/ 2 Œu1; u1
 � Œu2; u2
.
Remark 3.4. Observe that if Mi is increasing, then it verifies .N/.

4 Applications

4.1 Non-local Lotka–Volterra models

Consider the classical diffusive Lotka–Volterra model with non-local interaction8̂̂̂
<̂
ˆ̂̂̂:

��u1 D u1.� � u1 � b
ˆ
˝

u2/ in ˝;

��u2 D u2.� � u2 � c
ˆ
˝

u1/ in ˝;

u1 D u2 D 0 on @˝,

(7)

where �;� 2 R and b; c 2 R. Here, u1 and u2 denote two species inhabiting in
˝, the habitat, which is surrounded by inhospitable areas. Here, � and � represent
the intrinsic growth rates of each species, and b, c the interaction rates between
the species: if both b and c are positive numbers the species compete, if both are
negative they cooperate and finally in the case b > 0 and c < 0, u1 denotes the prey
and u2 the predator. The main novelty in (7) is that this interaction is non-local, that
is, the interaction between both species at the point x 2 ˝ depends on not only the
value at x but also the value to the entire domain ˝, see [7].
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In order to enunciate the main result, we need introduce some notation. Denote
by ' > 0 the eigenfunction associated with �1, the principal eigenvalue of the ��
under Dirichlet boundary conditions, such that k'k1 D 1. It is well known that the
classical logistic equation � ��w D w.� � w/ in ˝;

w D 0 on @˝,
(8)

possesses a unique positive solution if and only if � > �1. In such case, the positive
solution is unique. We denote it by �� . We prolong the definition of �� � 0 when
� � �1. It is well known that � 7! �� is increasing in � and that �� � � .

Theorem 4.1. 1. Assume that b; c > 0. Then, (7) possesses at least a positive
solution if

� � b
ˆ
˝

�� > �1 and � � c
ˆ
˝

�� > �1: (9)

2. Assume that b; c < 0 and bcj˝j2 < 1. Then, (7) possesses at least a positive
solution if .�; �/ verifies condition (9).

3. Assume b > 0, c < 0 and

� � bj˝j.�C c
ˆ
˝

��/ > �1 and � > �1: (10)

Proof. 1. We can take as pair of sub-supersolution

.u1; u1/ D .���b
´
˝ ��

; ��/; .u2; u2/ D .���c
´
˝ ��

; ��/:

First, observe that u1 � u1 and u2 � u2 in ˝. Now, we have to verify four
inequalities. Let us only check two of them:

��u1 � u1.� � u1 � b
ˆ
˝

u2/; ��u1 � u1.� � u1 � b
ˆ
˝

u2/:

Observe that

��u1 D �����b
´
˝ ��

D ���b
´
˝ ��

.� � b
ˆ
˝

�� � ���b
´
˝ ��

/

D u1.� � u1 � b
ˆ
˝

u2/:

On the other hand,

��u1 D ���� D ��.�� ��/ � ��.�� �� � b
ˆ
˝

u2/ D u1.�� u1 � b
ˆ
˝

u2/:

This completes the first paragraph.
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2. In this case, take

.u1; u1/ D .���b
´
˝ ��

;M/; .u2; u2/ D .���c
´
˝ ��

;N/;

where M;N are positive constants verifying

M � � � bNj˝j and N � � � cMj˝j;

which exist because bcj˝j2 < 1.
We prove now that they are sub-supersolutions. Again we only show two
inequalities:

��u1 � u1.� � u1 � b
ˆ
˝

u2/; ��u1 � u1.� � u1 � b
ˆ
˝

u2/:

The first inequality is equivalent to

�� � ���c
´
˝ ��

;

and the second one to

0 � � � M � bNj˝j:

Taking M and N large we get both inequalities and u1 � u1 and u2 � u2.
3. Take in this case

.u1; u1/ D ."'; ��/; .u2; u2/ D .��;N/;

with ";N > 0 to choose. Observe that N has to verify that N � �� c
´
˝

u1, and
so, we can take

N D � � c
ˆ
˝

��:

It is clear that u1 and u2 verify the inequalities. Finally, we consider u1. It has to
verify that

�1 � � � "' � bNj˝j;

so, if � � bNj˝j > �1 we can take " small enough that the above inequality
holds and u1 � u1. Finally, observe that since �� � � < N we get that u2 � u2.

ut
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4.2 Kirchhoff systems

Along this section, we assume that Mi verifies .M/ and .N/. We present different
applications of Theorem 3.3. First, we study a system with concave nonlinearities

8<
:

�M1.ku1k2/�u1 D �uq1
1 C uq2

2 in ˝;
�M2.ku2k2/�u2 D �up2

2 C up1
1 in ˝;

u1 D u2 D 0 on @˝,
(11)

where �;� 2 R and 0 < qi; pi < 1.

Theorem 4.2. Assume that �;� > 0. Then, there exists a positive solution of (11).

Proof. We are going to build again a pair of sub-supersolution. Denote also by e the
unique positive solution of

� ��e D 1 in ˝,
e D 0 on @˝.

(12)

We show that .u1; u1/ D ."1';K1e/ and .u2; u2/ D ."2';K2e/ is a pair of sub-
supersolution of (11) taking the positive constants "1; "2;K1 and K2 in an appropriate
way. We start with u1. We need to verify that

�R1.u; v/�u1 � �uq1
1 C uq2

2 ; 8.u; v/ 2 Œu1; u1
 � Œu2; u2
:

Using (M), it suffices to show that

K1m0 � �Kq1
1 kekq11 C Kq2

2 kekq21:

Similarly for u2,

K2m0 � �Kp2
2 kekp21 C Kp1

1 kekp11:

Fix, K1 and K2 verifying above inequalities. Now, we study u1 and u2. They have to
verify

R1.u; v/�1"1' � �."1'/
q1 C ."2'/

q2 ; 8.u; v/ 2 Œu1; u1
 � Œu2; u2
;
R2.u; v/�1"2' � �."2'/

p2 C ."1'/
p1 ; 8.u; v/ 2 Œu1; u1
 � Œu2; u2
:

Since Ri is bounded in Œ0; u1
 � Œ0; u2
, it is clear that we can take "1 and "2 small
enough, and we conclude the result. ut
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Finally, we consider the competition Kirchhoff model with local nonlinearities

8<
:

�M1.ku1k2/�u1 D u1.� � u1 � bu2/ in ˝;
�M2.ku2k2/�u2 D u2.� � u2 � cu1/ in ˝;
u1 D u2 D 0 on @˝,

(13)

where �;� 2 R and 0 < b; c. The meaning of the parameters was given at the
beginning of this section.

Theorem 4.3. Assume that there exist positive constants m1
i , i D 1; 2, such that

Mi � m1
i , and

� > b�C �1m
1
1 and � > c�C �1m

1
2 :

Then, there exists a positive solution of (13).

Proof. We show that

.u1; u1/ D ."1';M1/ and .u2; u2/ D ."2';M2/

is a pair of sub-supersolution of (13) taking positive constants "1; "2 small M1 D �,
M2 D �. Indeed, u1 is supersolution if

0 � � � M1 � b"2';

which is true for M1 D �.
Consider now u1. The function u1 D "1' is subsolution provided of

R1.u; v/�1"1' � ."1'/.� � "1' � b�/; 8.u; v/ 2 Œu1; u1
 � Œu2; u2
;

for which it suffices � > b�C �1m1
1 . Analogously for u2 and u2. ut
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1 Introduction

This paper is concerned with the study of the nodal structure of the (weak) solution
U D .ui/ 2 .H1

0.˝//
n�1 of the following elliptic system

.SF/ ��U D AU C �U C F in ˝; Uj@˝ D 0:

Here ˝ is a smooth bounded domain in R
N , N � 1, A D .aij/ 2 R

n�n is a
cooperative matrix (i.e. aij � 0 for i ¤ j), F D .fi/ is given in some space
.Lp.˝//n�1, and � is a real parameter.

We are interested in the nodal structure of U D U� when the parameter �
varies near a real eigenvalue of the associated homogeneous system .S0/. These
eigenvalues are of the form �t;l WD �t � �l where �t is an eigenvalue of �� on
H1
0.˝/ and �l is a real eigenvalue of the matrix A (cf. Proposition 2.1). The general
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objective is to show that under suitable assumptions, if � is sufficiently close to one
�s;k, then the nodal structure of U is similar to that of an eigenfunction �s associated
with �s.

We are also interested in the change of sign of U when the parameter �
crosses �s;k. The most classical situation of such a change of sign is that of the
maximum and antimaximum principles for the single equation

��u D �u C f in ˝; uj@˝ D 0 (1)

when the parameter � crosses the first eigenvalue �1 (cf. [1, 3]). As we shall see, in
the case of a system, the algebraic multiplicity of �k plays a role and may prevent
such a change of sign, even near the first eigenvalue �1;1 of .S0/ (cf. Remark 3.6,
Example 3.7 and Remark 3.8).

Let us consider for a moment Problem (1) and let O� be a (higher) eigenvalue of
�� on H1

0.˝/, with O� an associated eigenfunction. Under suitable assumptions on f

and on the nodal domains of O�, it was shown in [9] that if � is sufficiently close to O�,
then the solution u of (1) has the same number of nodal domains as O� and the nodal
domains of u appear as small perturbations of those of O�; moreover, if O� is positive
in one of its nodal domains, then u is positive (resp. negative) in the corresponding
nodal domain of u when � < O� (resp � > O�).

The main result of this paper (cf. Theorem 3.1) provides an extension of the
above results of [9] to systems. As already mentioned the question of the change of
sign of the solution for � crossing an eigenvalue leads to a new phenomena proper
to systems.

Several works have been devoted to the study of the sign of the solution of a
system like .SF/, for instance [5–8, 13],: : : In Theorem 2.1 of [6], it is shown that if
� < �1;1, then fi � 0; fi 6� 0 for all i implies ui � 0; ui 6� 0 for all i. In Theorem 2.4
of [8], it is shown (for A strictly cooperative, i.e. aij > 0 for i 6D j), that if fi � 0

for all i with fi 6� 0 for at least one i, then ui < 0 for all i provided � > �1;1 is
sufficiently close to �1;1. These two results are versions of the classical maximum
and antimaximum principles for the system .SF/.

The contribution of Theorem 3.1 below with respect to the above two results
is twofold. First we obtain a variant of them (cf. Corollary 3.4) in the direction
initiated in [1] for the case of Equation (1) (in [1] the classical sign hypothesis on
f is weakened into a sign hypothesis on the Fourier coefficient

´
˝

f�1). Second we
consider higher eigenvalues �s;k. It is of course in this context of higher eigenvalues
that the notion of nodal domain really plays a role.

It is worth observing that while most references for systems deal with solutions
having a sign, we are dealing here with sign changing solutions.

The plan of the paper is the following. Some preliminaries are given in Section 2,
our main result is stated and commented in Section 3, and all the proofs are
contained in Section 4. The notion of nonsingular M-matrix (cf. [2]) plays an
important role in these proofs.
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To simplify notations, we will abbreviate R
n�1 into R

n, .L2.˝//n�1 into .L2/n,
: : :. Moreover all vectors are understood to be column vectors and inequalities
involving vectors or matrices are understood to be componentwise.

2 Preliminaries

Let A D .aij/ 2 R
n�n be a cooperative matrix, i.e. aij � 0 for i ¤ j. We denote by �l

the real eigenvalues of A, written in a non-increasing order and repeated according
to multiplicity: �1 � : : : � �l � : : : � �l0 , where clearly l0 � n. We denote by
Xl 2 R

n the associated independent eigenvectors:

AXl D �lXl:

Note that the existence of �1 (with X1 � 0) follows by applying the finite
dimensional version of the Krein–Rutman theorem to A C � I with � sufficiently
large (cf. p.6 of [2]).

The domain ˝ � R
N is assumed to be bounded and of class C 2. As usual we

denote by .0 </�1 < �2 � : : : � �t � : : : the eigenvalues of �� on H1
0.˝/,

repeated according to multiplicity, and by (�t) an orthonormal basis in L2.˝/ of
associated eigenfunctions. We choose �1 > 0 in ˝.

A real number � is called an eigenvalue of System .S0/ if there exists a nonzero
U 2 .H1

0/
n satisfying

.S0/ ��U D AU C �U in ˝; Uj@˝ D 0:

Proposition 2.1. The real eigenvalues of .S0/ are the numbers

�t;l WD �t � �l ; for t D 1; 2; : : : and l D 1; : : : ; l0:

Associated eigenvectors are given by U D Xl�t.

The (easy) proof of Proposition 2.1 will be given in Section 4. The first
(smallest) eigenvalue of .S0/ is thus �1;1. Note that cooperativeness is not required
in Proposition 2.1.

In the following, the parameter � will always be assumed to satisfy:

.H1/ � ¤ �t;l for all t D 1; 2; : : : : and l D 1; : : : ; l0:

Proposition 2.2. Let A be cooperative and take � satisfying .H1/. Then, for any
F 2 .L2/n, System .SF/ has a unique solution U in .H1

0/
n \ .H2/n.

The conclusion of Proposition 2.2 is probably known, although we could not find
an explicit reference. For completeness a proof is included in Section 4.
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3 Main Result

From now on we fix an eigenvalue �s, an eigenvalue �k, as well as one eigenfunction
�s associated with �s. We consider the eigenvalue �s;k D �s � �k of .S0/.

Our assumptions will bear on the eigenvalue �s;k (cf. .H2/), on the nodal domains
of �s (cf. .H3/), and on the right-hand side F (cf. .H4/):

(H2) If �t;l D �s;k for some t; l, then �t D �s and �l D �k. Equivalently �t ¤ �s or
�l ¤ �k implies �t;l ¤ �s;k.

(H3) �s has q nodal domains ˝1; : : : ;˝r; : : : ; ˝q which enjoy the following two
properties:

(P1) each ˝r satisfies at each x 2 @˝r the interior ball condition,
(P2) for 	 sufficiently small, say 0 < 	 < 	1, each ˝r

	 is connected, where
˝r
	 WD fx � ˝r W dist.x; @˝r/ > 	g:

.H2/ can be looked as some sort of uniqueness for �s;k with respect to the
decomposition �s;k D �s � �k. .H3/ is a regularity property of the nodal domains
of �s. Various comments and references relative to .H3/ are given in [9]. See also
Remarks 3.2 and 3.3.

To state our assumption on F we need the following notations relative to �s:

Notations (s1; s2). Denote by s1 the largest t such that �t < �s and by s2 the
smallest t such that �t > �s. Obviously if s D 1, then s1 does not exist and
s2 D 2.

(H4) F is given in .Lp/n with p > N and p � 2, and can be written as

F D
s1X

tD1
Zt�t C Z�s C OF; (2)

where Zt D ´
˝

F�t, Z D ´
˝

F�s are Fourier coefficients of F, and OF has all
its components orthogonal to the eigenspaces associated with �1; : : : ; �s1 ; �s.

The decomposition (2) is analogous to that considered on p.820 of [9]. It is not a
restriction on F when �s is simple.
To state our main result we need the following notations relative to �k and F.

Notations (mk, nk). Denote by mk the algebraic multiplicity of �k and by nk the
number of eigenvalues �l of A with �l > �k, taking into account multiplicity.

Notation (Ms;k;i). Let B1; : : : ;Bn be the columns of the matrix �kI � A. For i D
1; : : : ; n, we write

Ms;k;i WD det.B1; : : : ;Bi�1;Z;BiC1; : : : ;Bn/;

where Z is as above the Fourier coefficient
´
˝

F�s.
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Finally introduce 	2 > 0 such that

dist. N̋ r; N̋ r0

/ � 4	2 if N̋ r \ N̋ r0 D ;;

dist. N̋ r; @˝/ � 4	2 if N̋ r \ @˝ D ;:

We thus consider System .SF/ with � close to �s;k. Let U D U� 2 .H1
0/

n be
its (unique) solution (cf. Proposition 2.2). By standard regularity, U 2 .W2;p/n �
.C 1. N̋ //n.

Theorem 3.1. Let A be a cooperative matrix and let �s, �k and �s be fixed. Consider
�s;k. Assume ( H1), ( H2), ( H3) and ( H4). Assume also that for some i0,

Ms;k;i0 > 0: (3)

Take 	 > 0 with 	 < 	1 and 	 < 	2. Then there exists ı D ı.F; 	/ > 0 such that

(i) if �s;k �ı < � < �s;k, then the component ui0 of U has exactly q nodal domains
O1; : : : ;Or; : : :O

q
, which enjoy the following three properties:

.i1/ ˝r
	 � Or � Q̋ r

	 for 1 � r � q; where Q̋ r
	 WD fx 2 ˝ W dist.x; ˝r/ < 	g,

.i2/ .�1/nk ui0 .x/�s.x/ > 0 for all x 2 Or \˝r and any 1 � r � q,

.i3/ if NOr \ NOr0 ¤ ; with r ¤ r0, then ui0 .x/ui0 .y/ < 0 for all x 2 Or; y 2 Or0

,

(ii) if �s;k < � < �s;k C ı, then the same conclusion as in (i) above holds, with
the only change that in .i2/ one now has .�1/nk.�1/mk ui0 .x/�s.x/ > 0 for all
x 2 Or \ ˝r.

Finally if assumption (3) is replaced by Ms;k;i0 < 0, the same conclusion holds with
the only change that> 0 should be replaced by< 0 in .i2/ (both in case .i/ � < �s;k

and in case (ii) � > �s;k).

We thus see that, for � close to �s;k, ui0 looks like �s in the sense that it has the
same number of nodal domains and that each Or appears as a small perturbation of
the corresponding ˝r (cf. .i1/), with the same or opposite sign for ui0 and �s on the
intersection (cf. .i2/). Moreover a change of sign occurs when going from one Or

to an neighbouring Or0

(cf..i3/). We will discuss later the question of the change of
sign of ui0 when � crosses �s;k (cf. Remark 3.6, Example 3.7 and Remark 3.8).

Theorem 3.1 provides an extension to systems of the results obtained in [9] for
the case of a single equation.

Remark 3.2. Assumptions .H3/ and .H4/ are trivially satisfied for N D 1 (i.e. for a
system of ODEs). Assumption .H3/ is also satisfied if ˝r is of class C 2. This latter
fact can be verified by a construction similar to that given on p.355 of [12].

Remark 3.3. Suppose˝ is the open unit disk in R
2. Assumption .H3/ is satisfied for

s D 1; 6; 15; : : : (cf. [4, 9]) and Theorem 3.1 applies. For s D 2, assumption .H3/

is not satisfied. One can however conjecture that the conclusion of Theorem 3.1
still holds under the additional assumption F 2 .W1;p/n. See [10] for the case of a



234 J. Fleckinger et al.

single equation. For s D 4, assumption .H3/ is not satisfied and the conclusion of
Theorem 3.1 does not hold anymore, even in the case of a single equation (cf. [11]).

In the particular case where s D 1, the conclusion of Theorem 3.1 reads as
follows:

Corollary 3.4. Let A be cooperative and fix one �k. Consider the eigenvalue �1;k D
�1 � �k. Assume .H1/, .H2/ and let F 2 .Lp/n with p > N and p � 2. Suppose
M1;k;i0 > 0 for some i0. Then there exists ı D ı.F/ > 0 such that

(i) If �1;k � ı < � < �1;k, then .�1/nk ui0 > 0 in ˝,
(ii) If �1;k < � < �1;k C ı, then .�1/nk.�1/mk ui0 > 0 in ˝.

The following example illustrates Corollary 3.4 for k D 1 and k D 2. It
also allows some comparison with the results of [6] and [8] mentioned in the
introduction.

Example 3.5. Suppose n D 2 and A strictly cooperative:

A D



a11 a12
a21 a22

�
:

A simple calculation shows that A has 2 distinct real eigenvalues �1 > �2 which
verify �2 < a11 < �1 and �2 < a22 < �1: So m1 D m2 D 1 and n1 D 0, n2 D 1.
Write z1 WD ´

˝
f1�1 > 0 and z2 WD ´

˝
f2�1 > 0. We first consider the case where

� remains close to �1;1. Assuming z1 � 0 and z2 > 0 (or z1 > 0 and z2 � 0), we
obtain

M1;1;1 D z1.�1 � a22/C a12z2 > 0;

M1;1;2 D z2.�1 � a11/C a21z1 > 0:

Theorem 3.1 thus yields the existence of ı > 0 such that u1 and u2 are > 0 in ˝ for
�1;1 � ı < � < �1;1, and u1 and u2 are < 0 in ˝ for �1;1 < � < �1;1 C ı. These
results are versions of the maximum and antimaximum principles in the line of [1],
i.e. with assumptions bearing on the Fourier coefficients of F. We consider now the
situation where � remains close to �1;2 ( > �1;1). Assuming z1 < 0 and z2 � 0 (or
z1 � 0 and z2 > 0), we obtain

M1;2;1 D z1.�2 � a22/C a12z2 > 0;

M1;2;2 D z2.�2 � a11/C a21z1 < 0:

Corollary 3.4 thus yields the existence of ı > 0 such that u1 < 0 in ˝ and u2 > 0

in ˝ for �1;2 � ı < � < �1;2, and u1 > 0 in ˝ and u2 < 0 in ˝ for �1;2 < � <

�1;2 C ı.
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Remark 3.6. One observes in the preceding example a change of sign of the solution
when � crosses �1;1 or �1;2. On the contrary, when the multiplicity of �k is even, no
change of sign occurs when � crosses �s;k. The following example illustrates this
fact.

Example 3.7. Consider the cooperative matrix:

A D


� 1

0 �

�
:

Here �1 D �2 D � , m1 D m2 D 2 and n1 D n2 D 0. We consider the situation where
� remains close to �1;1 D �1;2. Write again zi D ´

˝
fi�1. Assuming z2 > 0 we find

M1;1;1 D z2 > 0. Corollary 3.4 yields that u1 is> 0 in˝ for�1;1�ı < � < �1;1 and
also for �1;1 < � < �1;1C ı. Corollary 3.4 does not apply to the second component
u2 since M1;1;2 D 0 for any value of z1 and z2.

Remark 3.8. A direct argument can be used to derive the conclusion in the
preceding example, with in addition some information about u2. Indeed the system
reads � ��u1 D .� C �/u1 C u2 C f1;

��u2 D .� C �/u2 C f2:

Assume as above z2 > 0. Consider first the case � < �1;1, i:e: � C � < �1.
Applying the maximum principle of [1] to the second equation, we get u2 > 0

for � near �1;1, with in addition u2 ! C1 as � ! �1;1. It follows that the same
maximum principle can be applied to the first equation to get u1 > 0 for � near �1;1.
Consider now the case� > �1;1, i:e. �C� > �1. A similar argument using twice the
antimaximum principle of [1] yields first u2 < 0 and then u1 > 0 for � near �1;1.
A change of sign occurs for u2 when � crosses �1;1, but not for u1 (as already
observed in the preceding example).

4 Proofs

We start with the

Proof of Proposition 2.1. We first verify that �t ��l is an eigenvalue of .S0/. Putting
U D Xl�t, this follows directly from the relations

��U D ��.Xl�t/ D Xl�t�t;

AU D A.Xl�t/ D .AXl/�t D �lXl�t:
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Conversely, let � be an eigenvalue of .S0/, with U D .ui/ an associated
eigenvector. So

��ui D ˙jaijuj C �ui; (4)

where uj 6� 0 for at least one j. Take such a j, choose t such that
´
˝

uj�t ¤ 0 and
write Y D .yi/ with yi D ´

˝
ui�t: Multiplying (4) by �t and integrating, one obtains

�tyi D ˙jaijyj C �yi;

i:e. .�t � �/Y D AY: This shows that .�t � �/ is an eigenvalue of A. ut
The notion of nonsingular M-matrix will enter the proofs of Proposition 2.2 and

Theorem 3.1. We recall that a matrix B 2 R
n�n is a nonsingular M-matrix if it can

be written in the form B D 	 I � C with C � 0 and 	 > �.C/, where �.C/ denotes
the spectral radius of the matrix C. We list below 3 of the 50 equivalent conditions
given in [2] (p.132 to p.138) for a matrix B D .bij/, with bij � 0 for i ¤ j, to be a
nonsingular M-matrix:

(A1) All the principal minors of B are positive.
(D16) Every real eigenvalue of B is positive.
(N39) B is monotone in the sense that for X 2 R

n, BX � 0 implies X � 0:

Lemma 4.1. Suppose A cooperative. Then there exists 	0 such that for 	 � 	0,
.	 I � A/ is a non singular M-matrix. Moreover

	0 > �1 � �2 � : : : : � �l0 : (5)

Proof. Take � sufficiently large so that B D � I C A is � 0. Take 	0 > �.B/ � � . It
follows that for 	 � 	0, .	 I � A/ D .	 C �/I � B with 	 C � > �.B/. Consequently
.	 I � A/ is a nonsingular M-matrix. Moreover, by (D16), all real eigenvalues of
.	0I � A/ are positive. So 	0 � �1 > 0, which implies (5). ut
The following algebraic system will appear repeatedly in the proofs:

.Tt;Z/ ..�t � �/I � A/X D Z

where X;Z 2 R
n. By .H1/ it has a unique solution X for any given Z.

Let us finally introduce the following decomposition of the spaces .L2/n and
.H1

0/
n:

Notations (L;L?;H;H?). For a given s0, we consider in .L2/n (resp. .H1
0/

n) the
finite dimensional spaces L (resp. H) generated by Y�t where Y varies in R

n and
t D 1; : : : ; s0 � 1. We call L? (resp. H?) its orthogonal complement in .L2/n

(resp. .H1
0/

n). Orthogonality is understood in the usual componentwise sense.

We are now ready to start the
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Proof of Proposition 2.2. Fix � satisfying .H1/. Uniqueness in .SF/ is obvious. To
prove existence, we take 	0 from Lemma 4.1 and choose s0 such that �s0 �� � 	0,
which is clearly possible since �t ! C1 as t ! C1. We will use the spaces L?
and H? associated with s0 in the above notations.

Claim. For any given G 2 L?, System .SG/ has a unique solution V 2 H?.

Proof of the Claim. We proceed by approximation in finite dimensional spaces. Let
L?

r (resp. H?
r ) be the subspace of L? (resp. H? ) generated by Y�t where Y varies

in R
n and t D s0; : : : ; s0Cr. Let Gr 2 L?

r be the orthogonal projection of G onto L?
r .

We thus have kGrk.L2/n � kGk.L2/n and Gr ! G in .L2/n as r ! C1.

We first fix r and seek a solution Vr 2 H?
r of the system

.SGr / ��Vr D AVr C �Vr C Gr in ˝; Vrj@˝ D 0:

Multiplying by �t for t D s0; : : : ; s0 C r, one sees that solving .SGr / is equivalent to
solving the r C 1 algebraic systems

..�t � �/I � A/X D
ˆ
˝

Gr�t

for t D s0; : : : ; s0 C r. Each of the latter systems is of the form .Tt;Z/ and so has a
unique solution.

We write Vr D .vr
i / the solution of .SGr /. We also write Gr D .gr

i /. Multiplying
.SGr / by Vr, integrating and using the variational characterization of �s0 as well as
aij � 0 for i ¤ j, we obtain, for i D 1; : : : ; n

�s0

ˆ
˝

.vr
i /
2 �

ˆ
˝

jrvr
i /j2 D ˙n

jD1aij

ˆ
˝

vr
i v

r
j C �

ˆ
˝

.vr
i /
2 C

ˆ
˝

gr
iv

r
i

� ˙j¤iaijkvr
i kL2kvr

j kL2 C .aii C �/kvr
i k2L2 C kgr

i kL2kvr
i kL2 :

Dividing by kvr
i kL2 (in case it is ¤ 0) and denoting by QVr (resp. QGr) the vector with

components kvr
i kL2 (resp. kgr

i kL2 ), we derive

..�s0 � �/I � A/ QVr � QGr:

By the choice of s0 and Lemma 4.1, ..�s0 � �/I � A/ is a nonsingular M-matrix and
consequently, by (N39), one deduces

0 � QVr � ..�s0 � �/I � A/�1 QGr:

It follows

k QVrk � k ..�s0 � �/I � A/�1 k k QGrk;
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where k:k denotes the euclidian norm of a vector and of a matrix. Hence, for some
constant C1 independent of r

kVrk.L2/n � C1kGrk.L2/n � C1kGk.L2/n ;
and by the regularity properties of the Laplacian,

kVrk.H2/n � C2kGk.L2/n ;
with another constant C2. A standard compactness argument then yields that when
r ! C1, for a subsequence, Vr converges in .H1

0/
n to some V 2 H? which is a

solution of .SG/. This concludes the proof of the claim.
To conclude the proof of Proposition 2.2 we take F 2 .L2/n and write

F D G C G? where G 2 L and G? 2 L?. Consider the two systems .SG/ and
.SG?/. System .SG?/ has a unique solution V 2 H? by the above claim. Multiplying
.SG/ by �t for t D 1; : : : ; s0 � 1 and integrating, one sees as above that solving
.SG/ is equivalent to solving .s0 � 1/ algebraic systems of the form .Tt;Z/ where
Z D ´

˝
G�t. We obtain in this way a unique solution W to System .SG/. Finally

U D W C V yields a solution to .SF/. ut
We now turn to the proof of Theorem 3.1. Three preliminary lemmas will be

needed, whose objective is to get estimates independent of �.
We consider 	0 as given by Lemma 4.1, introduce some constant K to be specified

later and chose s0 such that

�s0 � 	0 C K: (6)

Lemma 4.2. (i) There exists � > 0 such that in the factorization

det..�t � �/I � A/ D .�t � � � �1/ : : : ::.�t � � � �l0 /Q.�t � �/; (7)

one has Q.�t � �/ � � for all t D 1; 2; : : : and all � in R.
(ii) If � < K and s0 satisfies (6), then ..�s0 � �/I � A/ is a nonsingular M-matrix

and one has

det..�s0 � �/I � A/ � .	0 � �1/l0� > 0; (8)

Proof. (i) The determinant in (7) is the characteristic polynomial of A computed
in .�t � �/. The quotient polynomial Q thus involves only nonreal eigenvalues
and consequently does not vanish on R.

(ii) By (6), for � < K, �s0 � � � 	0 C K � � � 	0; and consequently, by
Lemma 4.1, ..�s0 � �/I � A/ is a nonsingular M-matrix. Moreover, using (5),
one has for l D 1; : : : ; l0,

�s0 � � � �l � 	0 C K � � � �l � 	0 � �1 > 0:
Replacing in (7) yields (8). ut
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We now consider the decomposition (L;L?;H;H?) of the spaces .L2/n and .H1
0/

n

associated with s0, s0 verifying as before (6). If � < K, then �s0 � 	0CK > 	0C�;
and consequently the claim in the proof of Proposition 2.2 applies: given G 2 L?,
there exists a unique V D V� 2 H? solution of the system

.SG?/ ��V D AV C �V C G in ˝; Vj@˝ D 0:

Lemma 4.3. Suppose G 2 L? \ .Lp/n with p > N and p � 2. Let K0 be a constant
with K0 < K. Then there exists a constant C, independent of �, such that

kV�k.C 1.˝//n � CkGk.Lp/n

for all � with K0 < � < K.

Proof. Write V D .vi/ and G D .gi/. Multiplying .SG/ by V , integrating, and using
the variational characterization of �s0 as well as aij � 0 for i ¤ j, one can proceed
exactly as in the proof of the above-mentioned claim to obtain

..�s0 � �/I � A/ QV � QG;

where QV (resp. QG) denotes the vector in R
n with components kvikL2 (resp. kgikL2).

By part .ii/ of Lemma 4.2, ..�s0 � �/I � A/ is a nonsingular M-matrix, and so
by .N39/,

0 � QV � ..�s0 � �/I � A/�1 QG:

This implies

k QVk � k ..�s0 � �/I � A/�1 k k QGk;

where k:k denotes the euclidian norm of a vector or a matrix. By (8),
k ..�s0 � �/I � A/�1 k is bounded independently of � for K0 < � < K.
Consequently there exists a constant C1 such that

kV�k.L2/n � C1kGk.L2/n ;

for K0 < � < K. The conclusion of the lemma now follows by combin-
ing the Sobolev imbedding theorem and standard regularity properties of the
Laplacian. ut

In the last lemma � remains near �s;k and assumption .H2/ is used, as well as the
notations s1 and s2.
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Lemma 4.4. Take t with either t � s1 or t � s2. Then there exists ıt > 0 such that
if j� � �s;kj < ıt, then

jdet..�t � �/I � A/j � .ıt/
l0� > 0; (9)

where � is defined in Lemma 4.2.

Proof. Put

ıt WD 1

2
minfj�t;l � �s;kj; l D 1; : : : ; l0g:

Since �t ¤ �s, assumption .H2/ implies ıt > 0. Now for j� � �s;kj < ıt, one has,
for l D 1; : : : ; l0;

j�t � � � �lj D j�t;l � �s;k C �s;k � �j

� j�t;l � �s;kj � ıt � ıt:

The conclusion (9) now follows from (7). ut
We are now ready to start the

Proof of Theorem 3.1. By .H4/,

F D
s1X

tD1
Ft C Z�s C OF;

where Ft D Zt�t with Zt D ´
˝

F�t, Z D ´
˝

F�s and OF has all its components
orthogonal to the eigenspaces associated with �1; : : : ; �s1 ; �s. The solution U D U�

of .SF/ reads

U D
s1X

tD1
Ut C X�s C OU

where Ut satisfies .SFt/, X�s satisfies .SZ�s/ and OU satisfies .S OF/.
We start estimating the component i0 of X�s as � ! �s;k. Write X D .xi/ D

.xi.�//.

Claim 1. One has

.�1/nk .sgn.�s;k � �//mk xi0 .�/ ! C1

as � ! �s;k.
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Proof of Claim 1. It will be convenient to write � D �s;k C . Multiplying .SF/ by
�s and integrating, one sees that X solves

.Ts;Z/ ..�s � �/I � A/X D ..�k � /I � A/X D Z:

Denote by B1; : : : ;B

n the column vectors of the matrix .�k � /I � A. By Cramer

formula the ith component of X is xi D xi./ D M
i =D, where

M
i D det.B1; : : : ;B


i�1;Z;B


iC1; : : : ;B


n/

and

D D det..�k � /I � A/:

When  ! 0, M
i ! M0

i . Note that M0
i is in fact Ms;k;i as introduced in the notation

before the statement of Theorem 3.1. Consequently, by assumption (3), M0
i > 0. On

the other hand, D ! D0 D 0 when  ! 0. We now investigate the sign of D for
 ¤ 0. By (7), one has

D D ˘
l0
lD1.�k � �l � /Q.�k � /:

Q.�k � / is � � > 0 for all  as seen in Lemma 4.2. For 0 < jj small, the sign of
.�k � �l � / is that of .�k � �l/ in case �l ¤ �k, and that of .�/ in case �l D �k.
Consequently, for 0 < jj small, D has the sign of .�1/nk.�/mk . The conclusion
of Claim 1 follows.

We will now get bounds on the remaining parts of the solution U� as � ! �s;k.
From now on, we assume K0 < � < �s2;k, where K0 is a constant < �s;k. The
preliminary lemmas will be used with K D �s2;k. Pick s0 such that �s0 � 	0 C �s2;k.
Note that by (5), �s0 > �1 C �s2 � �k � �s2 . We consider the decomposition
(L;L?;H;H?) of .L2/n and .H1

0/
n associated with s0 and write F as

F D
s1X

lD1
Ft C Z�s C

s0�1X
tDs2

Ft C F?

where F? 2 L?. As before Ft D Zt�t with Zt D ´
˝

F�t. The solution U is now
written as

U D
s1X

tD1
Ut C X�s C

s0�1X
tDs2

Ut C U?;

where Ut satisfies .SFt/ for t D 1; : : : ; s1 and t D s2; : : : ; s0 � 1, X�s satisfies .SZ�s/

and U? satisfies .SF?/. All these components U of course depend on �.

Claim 2. kU?kC 1.˝/ is bounded independently of � for K0 < � < �s2;k.
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Proof of Claim 2. This is a direct consequence of Lemma 4.3.

Claim 3. There exists ı > 0 such that for each t D 1; : : : ; s1 and t D s2; : : : ; s0�1,
kUtkC 1.˝/ is bounded independently of � for j� � �s;kj < ı.
Proof of Claim 3. Fix t as indicated in Claim 3. Ut D Xt�t satisfies .SFt/ and so,
multiplying by �t and integrating, one sees that Xt satisfies the algebraic system
.Tt;Zt/. It follows from Cramer formula and Lemma 4.4 that for j� � �s;kj < ıt,
Xt is bounded independently of �. Setting ı D minfı1; : : : ; ıs1 ; ıs2 : : : ; ıs0�1g yields
the conclusion of Claim 3.

We are now ready to conclude the proof of Theorem 3.1. Combining Claims 1, 2
and 3, we see that when � ! �s;k;

ui0 D .�1/nk .sgn.�s;k � �//mk ˛.�/�s C Qu�; (10)

where ˛.�/ ! C1 and Qu� remains bounded in C 1. N̋ /. Relation (10) is the
key observation which allows to derive the conclusion of Theorem 3.1. Roughly
speaking it shows that the first term in (10) is the dominating term when � ! �s;k:
for � close to �s;k, ui0 looks like .�1/nk.sgn.�s;k � �//mk�s. Reaching the precise
statements of Theorem 3.1 about the nodal domains of ui0 can then be carried out
by following word by word the arguments developed in the proofs of Theorems 2.1
and 2.2 of [9] in the case N D 1 and of Theorem 3.1 of [9] when N � 2. It is at this
latter stage that assumption .H3/ plays a role. ut
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1 Introduction

In this paper we consider the nonlinear elliptic equation

.P/

( ��u D f .x; u/ in ˝;

u D 0 on @˝;

where ˝  R
N ;N � 3; is a bounded smooth domain and f 2 C.˝ � R;R/ is

subcritical and superlinear in the following sense:

.f0/ there exist a1 > 0 and p 2 .2; 2�/ such that

jf .x; s/j � a1.1C jsjp�1/; for any .x; s/ 2 ˝ � R:

.f1/ for F.x; s/ WD ´ s
0

f .x; �/d� , uniformly in x 2 ˝ there holds
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lim
jsj!1

F.x; s/

s2
D C1:

The weak solutions of the problem are precisely the critical points of the
C1-functional

I.u/ WD 1

2

ˆ
˝

jruj2dx �
ˆ
˝

F.x; u/dx; u 2 H1
0.˝/:

and therefore we can use all the machinery of the Critical Point Theory. This theory
is based on the existence of a linking structure and deformation lemmas [1, 2, 15,
19, 21]. In general, to be able to derive such deformation results, it is supposed that
the functional satisfies some compactness condition. We use here the well-known
Cerami condition, which reads as: the functional I satisfies the Cerami condition at
level c 2 R ((Ce)c for short) if any sequence .un/ � H1

0.˝/ such that I.un/ ! c and
kI0.un/kH1

0 .˝/
0.1C kunk/ ! 0 has a convergent subsequence.

In order to get compactness we shall assume the following condition (see [3])

.NQ/ setting H.x; s/ WD f .x; s/s � 2F.x; s/, we have that

lim
jsj!1

H.x; s/ D C1; uniformly for x 2 ˝:

The behaviour of the nonlinearity at the origin will be done by the condition

.f2/ there exists K0 2 Lt.˝/, t > N=2, with nontrivial positive part such that

lim
s!0

2F.x; s/

s2
D K0.x/; uniformly for x 2 ˝:

As it is well known (see deFigueiredo [4]), under this condition the weighted
eigenvalue problem

.LP/ ��u D �K0.x/u; u 2 H1
0.˝/

has an increasing sequence of eigenvalues .�j.K0//j2N with �1.K0/ > 0.
We establish the existence of one weak solution by assuming a crossing condition

at the origin. Related conditions on weighted eigenvalue problems have already
appeared in the paper of deFigueiredo and Massabó [5] (see also [6]). Our main
result can be stated as follows:

Theorem 1.1. Suppose that f satisfies .f0/; .f1/ and .NQ/. If f also satisfies .f2/
with

�m.K0/ < 1 < �mC1.K0/;

then the problem .P/ has at least one nonzero solutions.
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We emphasize that our existence result works without the well-known
Ambrosetti-Rabinowitz condition [1]. It reads as: there exist � > 2; R > 0 such
that

.AR/ �F.x; s/ � sf .x; s/; x 2 ˝; jsj � R:

The main role of .AR/ condition is to ensure the boundedness of the Palais-Smale
sequences for I. It is not hard to verify that it implies that F.x; s/ � c1jsj��c2 for any
x 2 ˝, t 2 R, in such a way that F goes to infinity at least like jsj� . We observe that
the condition .f1/ is a more natural superlinear condition. Indeed, there are many
superlinear functions which do not behave like jsj� , � > 2, at infinity. For instance,
we can take f .s/ D �s C s log.1C jsj/, with � > 0, and easily conclude that it does
not verify .AR/, but .NQ/ holds. Actually, we can verify that hypotheses .f0/ � .f2/
are also satisfied with K0 � 1 and �j.K0/ D �j 2 	.��;H1

0.˝//; � 2 .�m; �mC1/
for some fixed m 2 N. Thus our results extend and complement earlier results on
superlinear problems.

As it will be clear from the proofs the ideas presented here can be used to handle
with other settings of conditions on f . We could consider the case �1.K0/ > 1 as
an application of the classical Mountain Pass theorem. If K0 � 0, the same ideas of
the proof provide a weak solution. Also we can deal with the existence of multiple
solutions under some symmetry assumptions (see [8] for instance). The main point
here is to guarantee compactness. We show that the condition .NQ/, introduced by
Costa-Magalhães [3], is a powerful tool. More precisely, we prove that .f0/ and .NQ/
are sufficient to prove that the functional I satisfies the Cerami condition, this being
the main novelty of this work.

Semilinear superlinear elliptic problems have been considered during the past
forty years, see [3, 7, 10–13, 21]. In all these works some condition on the
nonlinearity ensure some kind of compactness condition. For example, in [7] de
Figueiredo et al. considered superlinear elliptic problems such as .P/which satisfies
the following conditions

.FLN1/ there exist � 2 .0; 2�/ such that

lim sup
jsj!1

f .x; s/s � �F.x; s/

s2f .s/2=N
� 0; uniformly for x 2 ˝:

.FLN2/ for each x 2 ˝, the function s 7! f .x; s/=s2
��1 is nonincreasing.

They proved that problem .P/ admits at least one positive solution using topological
methods. Posteriorly, Jeanjean [9] considered the problem .P/ requiring convexity
in s for the function H.x; s/ defined in .NQ/. We also mention the papers [18, 20] and
references therein for similar results. Superlinear elliptic problems have also been
studied under monotonicity conditions for the function s 7! f .x; s/=s, for jsj � R
(see [14]). In other works [10, 11] monotonicity was imposed on H.x; �/ (see also
[16–18]).
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Here we do not assume any kind of monotonicity or convexity on the nonlinear
therm f nor in the function H defined in .NQ/. Hence, our results complement and/or
extended the aforementioned works.

The paper has just one more section, where we present the variational setting
of the problem and prove Theorem 1.1. Throughout the paper we suppose that the
function f satisfies .f0/. For save notation, we write only

´
˝

g instead of
´
˝

g.x/dx.
For any 1 � t < 1, jgjt denotes the norm in Lt.˝/.

2 Proof of the main theorem

We denote by H the Hilbert space H1
0.˝/ endowed with the norm

kuk2 D

ˆ

jruj2
�1=2

; for any u 2 H:

By the Sobolev theorem we know that, for any 2 � 	 � 2� fixed, the embedding
H ,! L	 .˝/ is continuous and therefore we can find S	 > 0 such that

ˆ
juj	 � S	kuk	 : (1)

If 	 < 2�, the Rellich-Kondrachov theorem implies that the above embedding is
also compact.

As quoted in the introduction, the linear problem .LP/ has a sequence of
eigenvalues .�j.K0//j2N with �1.K0/ > 0. If we denote by 'j the eigenfunction
associated with �j.K0/, we set

V WD spanf'1; : : : ; 'mg; W WD V?:

and write H as being H D V ˚ W. The following variational inequalities hold

kuk2 � �m.K0/
ˆ

K0.x/u
2; 8 u 2 V; (2)

and

kuk2 � �mC1.K0/
ˆ

K0.x/u
2; 8 u 2 W: (3)

As a consequence of our assumption at the origin we have the following:

Lemma 2.1. Suppose that f satisfies .f0/ and .f2/ with �m.A0/ < 1 < �mC1.A0/.
Then I has a local link at the origin, i.e.,
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(i) there exists �1 > 0 such that I.z/ � 0, for all z 2 V \ B�1.0/,
(ii) there exists �2 > 0 such that I.z/ > 0, for all nonzero z 2 W \ B�2.0/.

Proof. Given " > 0, we can use .f0/ and .f2/ to obtain A" > 0 such that

1

2
K0.x/s

2 � "

2
jsj2 � A"jsjp � F.x; s/ � 1

2
K0.x/s

2 C "

2
jsj2 C A"jsjp; (4)

for any .x; s/ 2 ˝ � R. By taking " > 0 sufficiently small we can use (4), (2), (1)
and �m.A0/ < 1 to obtain

I.u/ � 1

2
kuk2 � 1

2

ˆ
K0.x/u

2 C "

2

ˆ
juj2 C A"

ˆ
jujp

� 1

2



1 � 1

�m.A0/
C "S2

�
kuk2 C A"Spkukp �

�
2

C A"Spkukp�2� kuk2

for some � < 0 and for all u 2 V . Hence the condition (i) holds for
�1 WD ���=2A"Sp

�1=.p�2/
> 0.

In order to verify (ii), we choose " > 0 small and use (4), (3), (1) and
�mC1.A0/ > 1, to get

I.u/ � 1

2



1 � 1

�mC1.A0/
� "S2

�
kuk2 � A"Spkukp

�
�
2

C A"Spkzkp�2� kuk2;

for some � > 0 and for all u 2 W. As before, we can check that (ii) holds for

�2 WD �
�=2A"Sp

�1=.p�2/
> 0. The lemma is proved. ut

We are now ready to prove our main theorem.

Proof of Theorem 1.1. According to the last lemma the functional I has a local
linking at the origin. For any given k 2 N, let Hk � H be a k-dimensional subspace.
Since all the norms in Hk are equivalent, there exists c1 > 0 such that kuk2 � c1

´
u2

for any u 2 Hk. Given M > .2=c1/, it follows from .f1/ that F.x; s/ � Ms2 � c2 for
any x 2 ˝ and s 2 R. Hence,

I.u/ � 1

2



1 � 2M

c2

�
kuk2 C c1j˝j;

and we conclude that I.u/ ! �1 as kuk ! C1, u 2 Hk. Moreover, by .f0/, we
can easily see that I maps bounded sets into bounded sets.

The above consideration shows that the functional I satisfies all the geo-
metric condition of the Local Linking Theorem proved by Li and Willem in
[13, Theorem 2]. Hence, if we can prove that I satisfies the Cerami condition, this
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last theorem provides a nonzero critical point for I. Here we mention that Theorem 2
in [13] is stated for a Palais-Smale type condition. However, as it is well known
(see [2]), the deformation lemma used in [13] also holds for the Cerami condition.

It remains to check that I satisfies the Cerami condition. Let .un/ � H be such
that

I.un/ ! c; kI0.un/kH0.1C kunk/ ! 0;

where c 2 R. Since f has subcritical growth it suffices to prove that .un/ is bounded.
Arguing by contradiction we suppose that, along a subsequence, kunk ! C1

as n ! C1. For each n 2 N, let tn 2 Œ0; 1
 be such that

I.tnun/ D max
t2Œ0;1
 I.tun/: (5)

Setting vn WD un=kunk we obtain v 2 H such that, along a subsequence,

8<
:
vn * v weakly in H;
vn ! v strongly in Lq.˝/; for any 1 � q < 2�;
vn.x/ ! v.x/:

(6)

In what follows we prove that v ¤ 0. Indeed, suppose by contradiction that
v D 0. Then it follows from .f0/ and the strong convergence in (6) that´

F.x;
p
4mvn/ ! 0, as n ! C1, for any fixed m > 0. Since we may suppose thatp

4m < kunk, the definition of tn in (5) provides

I.tnun/ � I

 p
4m

kunk un

!
D 2m �

ˆ
F.x;

p
4mvn/ � m > 0; (7)

for any n � n0, where n0 2 N depends only on m.
We look for a contradiction by considering two cases:

Case 1: along a subsequence, tn < .2=kunk/
In this case we use condition .f0/ and the Sobolev embeddings to obtain
c1; c2 > 0 such thatˇ̌̌

ˇ
ˆ

H.x; tnun/

ˇ̌̌
ˇ � c1tnkunk C c2t

p
nkunkp � 2c1 C c22

p D c3:

If tn > 0, it follows from I0.tnun/.tnun/ D 0 that

0 D t2nkunk2 �
ˆ

f .x; tnun/.tnun/ D 2I.tnun/ �
ˆ

H.x; tnun/;
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and therefore

I.tnun/ D 1

2

ˆ
H.x; tnun/ � c3

2
:

The above inequality also holds if tn D 0, and therefore we obtain a contradiction
with (7), since the number m > 0 in that expression is arbitrary. Hence, the case 1
cannot occurs.
It remains to discard the

Case 2: along a subsequence, tn � .2=kunk/
We fix � > 0 in such a way that

3� j˝j > 4; (8)

where j˝j stands for the Lebesgue measure of˝. In view of .NQ/ we can obtain
s0 > 0 such that H.x; s/ � � for any x 2 ˝; jsj � s0. On the other hand, since H
has a subcritical growth, we have that H.x; s/ � �Cjsj for any x 2 ˝; jsj � s1,
where s1 > 0 is small.

We consider the nonnegative cut-off function  " W R ! R given by

 ".s/ D
(

e�"=s2 ; if s ¤ 0;

0; if s D 0;

with " > 0 free for now. We mention that  " is smooth and

lim
s!0

 ".s/ D lim
s!0

 
0

".s/ D 0:

These limits, .f0/ and the continuity of H provide C�;" > 0 such that

H.x; s/ � � ".s/ � C�;"jsj; for any .x; s/ 2 ˝ � R:

Given 0 < s < t, we can use the above inequality and the definition of H to get

I.tun/

t2kunk2 � I.sun/

s2kunk2 D �
ˆ
˝

ˆ t

s

d

d�



F.x; �un/

�2kunk2
�

d� dx

D �
ˆ
˝

ˆ t

s

H.x; �un/

�3kunk2 d� dx

�
ˆ
˝

ˆ t

s



C�;"
kunk

junj
kunk�

�2 � � ".�un/

kunk2 ��3
�

d� dx

from which it follows that

I.tun/

t2kunk2 � I.sun/

s2kunk2 C C�;"
jvnj1
skunk � �

ˆ
˝

ˆ t

s

 ".j�unj/
kunk2 ��3d� dx:
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We now set

s D sn D 1

kunk <
2

kunk � tn:

Since
´ tn

sn
��3d� D .1=2/.kunk2 � t�2n / we have that

I.tnun/

t2nkunk2 � I.vn/C C�;"jvnj1 � � j˝j
2



1 � 1

t2nkunk2
�

C �An

� B� C C�;"jvnj1 �
ˆ

F.x; vn/C �An;

(9)

with

An D
ˆ tn

sn

ˆ
˝

1 �  ".j�unj/
kunk2 ��3dx d� � 0

and

B� D 1

2



1 � 3

4
� j˝j

�
< 0;

where we have used (8) in the last inequality.
We shall verify in a few moments that, uniformly in n 2 N, the following limit

holds

lim
"!0

ˆ tn

sn

ˆ
˝

1 �  ".j�unj/
kunk2 ��3dx d� D 0: (10)

If this is true, we can choose " > 0 in such a way that �An < �B�=2, for all n 2 N.
Since we are supposing that v D 0, it follows from (6) and .f0/ that jvnj1 D on.1/

and
´

F.x; vn/ D on.1/, as n ! C1. Hence, we can take the limit in (9) to obtain

lim sup
n!C1

I.tnun/

t2nkunk2 � B� � B�
2

D B�
2
< 0;

and therefore I.tnun/ < 0, for n large, contradicting (7) again.
We proceed now with the proof that the limit in (10) is uniform. We start by

considering ı > 0 and splitting the term An into two integrals

ˆ tn

sn

ˆ
˝

1 �  ".j�unj/
kunk2 ��3dx d� D

ˆ tn

sn

ˆ
j�unj�ı

.� � � /C
ˆ tn

sn

ˆ
j�unj<ı

.� � � /:
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In order to save notation we call AC
n;ı the first integral on the right-hand side above

and A�
n;ı the second one. It suffices to show that these quantities go to 0, uniformly

in n, as " ! 0.
Since  " is nondecreasing we have that

AC
n;ı � 1 � e�"=ı2

ıkunk2
ˆ tn

sn

ˆ
j�unj�ı

j�unj��3dx d�

� 1 � e�"=ı2

ıkunk


1

sn
� 1

tn

� ˆ
˝

junj
kunk �

 
1 � e�"=ı2

ı

!
jvnj1;

since snkunk D 1. Recalling that .jvnj1/ is uniformly bounded, we conclude that the
limit lim"!0 AC

n;ı D 0 is uniform.
The calculations for A�

n;ı are more involved. We first notice that, for each jsj � ı

fixed, the function " 7!  ".s/ is smooth. Hence, it follows from Taylor’s Theorem
that, for h.s/ D s�2e�"=s2 , there holds

1 �  ".s/ D "s�2e�"=s2 C r."; s/ D "



h.s/C r."; s/

"

�
� ".h.s/C 1/;

since the continuous remainder term r is such that lim"!0 r."; s/=" D 0 uniformly
in the compact set jsj � ı. By applying Taylor’s Theorem again we get, for jsj � ı,

h.s/ D h.0/C h0.0/s C r1."; s/ D r1."; s/;

with r1."; s/ D o.jsj/ as s ! 0 uniformly in " 2 .0; 1
. Thus, we conclude that, if
ı > 0 is small,

1 �  ".s/ � ".1C jsj/; for any jsj � ı:

The above inequality and the definition of A�
n;ı provide

A�
n;ı D

ˆ tn

sn

ˆ
j�unj<ı

1 �  ".j�unj/
kunk2 ��3dx d�

� "

ˆ tn

sn

ˆ
˝

��3

kunk2 dx d� C "

ˆ tn

sn

ˆ
˝

junj
kunk2 �

�2dx d�

D "
j˝j
2



1 � 1

t2nkunk2
�

C "

kunk


1 � 1

tnkunk
� ˆ

˝

jvnjdx � "


 j˝j
2

C jvnj1
�
;

since we may assume that kunk > 1. This implies that, uniformly in n, there holds
lim"!0 A�

n;ı D 0. This finishes the proof that the weak limit v is nonzero.
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After proving that v ¤ 0 we can prove the theorem in the following way: the set
Q̋ WD fx 2 ˝ W v.x/ ¤ 0g has positive measure. Moreover, since kunk ! C1, we

have that jun.x/j ! C1 a.e. in Q̋ . Thus, the continuity of H, Fatou’s Lemma and
.NQ/ provide

2c D lim
n!C1.2I.un/ � I0.un/un/

� meas.˝ n Q̋ / � min
˝�R

H C
ˆ

Q̋
lim inf
n!C1 H.x; un/ D C1;

which is a contradiction. Hence, we have that .un/ is bounded and the theorem is
proved. ut
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1 The problem

Let ˝ � R
n be a bounded open domain with smooth boundary,  >

0; A0 > 0;  > 0 and ! > 0. The Neumann problem on ˝

�.A � A0/ � A C A0 C  NA.1 � A/ D 0 in ˝;

�N � r �


2N

A
rA

�
� !2.N � 1/ D 0 in ˝; (1)

@A

@�
D @N

@�
D 0 on @˝
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arises in some mathematical modeling for burglary of houses (see [5] and related
papers [1, 2, 6–8]). In most of these models A represents attractiveness for a house to
be burgled and N density of burglars, thus the restrictions A > 0 and N > 0 appear as
natural. When ; A0;  are positive constants, system (1) admits the unique positive
solution

A D .2 /�1
h
 � 1C

p
. � 1/2 C 4A0 

i
; N D 1:

A natural question is to know if a positive (non constant) solution still exists when
, A0 and  may depend upon x.

The question was positively answered in [4] in the case where n D 1 for more
general problems of the form

.x/ŒA � A0.x/
00 � A C A0 C Nf .x;A/ D 0 in .0;L/;

N00 C Œg.x;A;A0/N
0 � !2.N � 1/ D 0 in .0;L/

A0.0/ D A0.L/ D N0.0/ D N0.L/ D 0

where the continuous function , the C2 function A0 are positive, and the continuous
functions f and g satisfy suitable conditions.

The aim of this paper is to consider the existence of positive radial solutions
A D A.r/; N D N.r/ (where as is customary we have set jxj D r) in the annulus of
radii 0 < l < L

˝ D fx 2 R
n W l < jxj < Lg

for systems of the form

.r/�ŒA � A0.r/
 � A C A0.r/C Nf .r;A/ D 0 in ˝;

�N C r � ŒNrh.A/
 � !2.N � 1/ D 0 in ˝; (2)

@A

@�
D @N

@�
D 0 on @˝;

where  W Œl;L
 ! R is continuous and positive, A0 W Œl;L
 ! R is of class C2 and
positive, h W R ! R is of class C2, ! > 0, and f W Œl;L
 � R ! R continuous
satisfies condition .f1/ or .f2/ mentioned below.

This type of domain is not unrealistic in burglary problems because, for n D 2,
the annulus˝ corresponds to a city with circular shape, a choice made almost since
the beginning of cities in the history of mankind. Indeed, a round architectural shape
has both aesthetic and practical advantages.

In a classical way, problem (2) is reduced to the Neumann problem on .l;L/ for
an ordinary differential system

.r/Œrn�1.A � A0.r//0
0 C rn�1Œ�A C A0.r/C Nf .r;A/
 D 0 in .l;L/;
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.rn�1N0/0 C frn�1Œh.A/
0N
0 � rn�1!2.N � 1/ D 0 in .l;L/;

A0.l/ D A0.L/ D N0.l/ D N0.L/ D 0:

and we will study indeed the more general problem

.r/Œrn�1.A � A0.r//0
0 C rn�1Œ�A C A0.r/C Nf .r;A/
 D 0 in .l;L/; (3)

.rn�1N0/0 C Œrn�1g.r;A;A0/N
0 � rn�1!2.N � 1/ D 0 in .l;L/; (4)

A0.l/ D A0.L/ D N0.l/ D N0.L/ D 0: (5)

for a suitable class of C1 functions g W Œl;L
�R�R ! R. A solution of (3)–(4)–(5) is
a couple of real functions .A;N/ 2 C2.Œ0;T
/� C2.Œ0;T
/ such that A.r/ > 0 for all
r 2 Œl;L
, which satisfies the system and the boundary conditions. We are interested
in positive solutions of this problem, i.e. in solutions .A;N/ such that A.r/ > 0 and
N.r/ > 0 for all r 2 Œl;L
.

The corresponding problem on a ball B.0;R/ remains open when n � 2, and we
will indicate the obstacles in the course of the paper.

We write R
C D fx 2 R W x > 0g, RC

0 D fx 2 R W x � 0g, and for a function
u W .l;L/ ! R, we set

osc u D sup
r2.l;L/

u.r/ � inf
r2.l;L/ u.r/:

Define the continuous function B0 W Œl;L
 ! R by

B0.r/ D A0.r/ � .r/
�
.A0/00.r/C n � 1

r
.A0/0.r/

	
; (6)

and introduce the following assumptions upon f and g.

.f1/ there exists R > osc A0 such that, for all r 2 Œl;L
,

f .r;A/ � 0 when 0 � A � R and f .r;A/ � 0 when A � R:

.f2/ B0 is a positive function and there exists R > 0 such that, for all r 2 Œl;L
,

f .r;A/ � 0 when 0 � A � R and f .r;A/ � 0 when A � R:

.g/ g.l;A; 0/ D 0 and g.L;A; 0/ D 0 for all A 2 R
C.
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The main result of the paper is that if f satisfies Assumption .f1/ or Assumption
.f2/ and if g satisfies Assumption .g/, then problem (3)–(4)–(5) has at least one
positive solution. In particular, if f satisfies Assumption .f1/ or Assumption .f2/, then
problem (2) has at least one positive radial solution.

Like in [4], we approach this question using Leray-Schauder degree [3]. The
requested a priori estimates are obtained through a combination of pointwise
estimates based upon maximum or minimum properties and of L1-estimates.
The reduction to a fixed point problem takes into account the specificities of the
system.

2 The homotopy

Let us associate with (3)–(4)–(5) the homotopy, with � 2 Œ0; 1
,

� .r/Œrn�1.A � A0.r//0
0 C rn�1ŒA � A0.r/
 D �rn�1Nf .r;A/;

A0.l/ D A0.L/ D 0; (7)

� .rn�1N0/0 C rn�1!2N D rn�1!2 C �Œrn�1g.r;A;A0/N
0;

N0.l/ D N0.L/ D 0: (8)

For � D 1, (7)–(8) reduces to (3)–(4)–(5), and for � D 0, (7)–(8) reduces to the
non-homogeneous decoupled linear system

� .r/Œrn�1.A � A0.r//0
0 C rn�1ŒA � A0.r/
 D 0; A0.l/ D A0.L/ D 0; (9)

� .rn�1N0/0 C rn�1!2N D rn�1!2; N0.l/ D N0.L/ D 0: (10)

3 The a priori estimates

For any continuous function B W Œl;L
 ! R, we write for simplicity

min B WD min
Œl;L


B; max B WD max
Œl;L


B:

Lemma 3.1. If .A;N/ is any possible solution of (7)–(8) for some � 2 Œ0; 1
, then

ˆ L

l
N.r/ rn�1dr D Ln � ln

n
: (11)
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In particular, if N is nonnegative,

ˆ L

l
N.r/ dr � Ln � ln

nln�1 : (12)

Proof. Integration of both members of (8) over Œl;L
, and use of the boundary
conditions and Assumption .g/ give (11). Inequality (12) follows from

ln�1
ˆ L

l
N.r/ dr �

ˆ L

l
N.r/rn�1 dr:

ut
Remark 3.2. In the case where ˝ is the ball B.0;L/, inequality (12) does not hold,
which creates difficulties in getting the further a priori estimates.

Lemma 3.1 implies that, for any possible solution .A;N/ of (7)–(8) for some
� 2 Œ0; 1
, N must take values greater or equal to one. We now show that N cannot
have a minimum equal to zero.

Lemma 3.3. If .A;N/ is any possible solution of (7)–(8) for some � 2 Œ0; 1
, then
either min N < 0 or min N > 0. In particular, is N is nonnegative, min N > 0.

Proof. If N reaches a minimum equal to zero at some � 2 Œl;L
, then N0.�/ D 0 and

0 � �n�1N00.�/ D �.n � 1/�n�2N0.�/ � �N0.�/f�n�1gŒ�;A.�/;A0.�/
g
� �N.�/Œrn�1g.r;A;A0/
0.�/C �n�1!2N.�/ � �n�1!2 D ��n�1!2 < 0;

a contradiction. ut
Lemma 3.4. If Assumption .f1/ holds and if .A;N/ is any possible positive solution
of (7)–(8) for some � 2 Œ0; 1
, then, for all x 2 Œl;L
,

0 < A0;1 WD minfmin A0;R � osc A0g
� A.r/ � maxfmax A0;R C osc A0g WD A1;1: (13)

Proof. Let .A;N/ be a possible positive solution of (7–8) for some � 2 Œ0; 1
.
Assume that A�A0 has a maximum greater or equal to R�min A0 at some � 2 Œl;L
.
Then A.�/ � R � min A0 C A0.�/ � R. Now, , using Assumption .f1/,

0 � .�/�n�1.A � A0/00.�/ D �.n � 1/.�/�n�2.A � A0/0.�/

C �n�1ŒA.�/ � A0.�/
 � ��n�1N.�/f .�;A.�//

� �n�1ŒA.�/ � A0.�/
;
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so that, for all r 2 Œl;L
,

A.r/ � A0.r/ � A.�/ � A0.�/ � 0;

and hence.

max A � max A0:

Similarly, if A � A0 reaches a minimum lower or equal to R � max A0 at some
� 2 Œl;L
, then A.�/ � R � .max A0 � A0.�// � R and, using Assumption .f1/ and
proceeding like above we get, for all r 2 Œl;L
,

A.r/ � A0.r/

and hence

min A � min A0:

The result follows easily. ut
Lemma 3.5. If Assumption .f2/ holds and if .A;N/ is any possible positive solution
of (7)–(8) for some � 2 Œ0; 1
, then, for all r 2 Œl;L
,

0 < A0;2 WD minfmin B0;Rg
� A.r/ � maxfmax B0;Rg WD A1;2: (14)

Proof. Let .A;N/ be a possible positive solution of (7–8) for some � 2 Œ0; 1
.
Assume that A has a maximum greater or equal to R at some � 2 Œl;L
. Then,
using Assumption .f2/ and definition (6),

0 � .�/�n�1A00.�/ D .�/�n�1.A0/00.�/ � .n � 1/.�/�n�2A0.�/

C .n � 1/.�/�n�2.A0/0.�/C �n�1ŒA.�/ � A0.�/
 � ��n�1N.�/f .�;A.�//

� �n�1.�/.A0/00.�/C .n � 1/.�/�n�2.A0/0.�/C �n�1ŒA.�/ � A0.�/


D �n�1ŒA.�/ � B0.�/
;

so that

max A D A.�/ � B0.�/ � max B0:

Similarly, if A reaches a minimum lower or equal to R at some � 2 Œl;L
, then,
using Assumption .f2/,

min A D A.�/ � B0.�/ � min B0:

The result follows easily. ut
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From now on, we, respectively, write A0 and A1 for A0;1 and A1;1 or for A0;2 and
A1;2 depending upon the Assumption made upon f . We set

max jf j WD max
Œl;L
�ŒA0;A1


jf j:

Lemma 3.6. If .A;N/ is any possible positive solution of (7)–(8) for some � 2
Œ0; 1
, then, for all r 2 Œl;L
,

jA0.r/j � 1

ln�1

ˆ L

l

ˇ̌
Œsn�1.A0/0.s/
0

ˇ̌
ds

C Ln � ln

nln�1 min 

�
A1 C max A0 C max jf j� WD A2: (15)

Proof. Let .A;N/ be a possible positive solution of (7)–(8) for some � 2 Œ0; 1
. It
follows from equation (7) that, for all x 2 Œl;L
,

jŒ.rn�1A0.r//0
0j � jŒ.rn�1.A0/0.r//0
0j C rn�1

.r/

�
A.r/C A0.r/C N.r/jf .r;A.r//j� ;

and hence, by integration, using the boundary conditions, (11) and (13) or (14)

ln�1jA0.r/j � rn�1jA0.r/j �
ˇ̌̌
ˇ
ˆ r

l
Œsn�1A0.s/
0 ds

ˇ̌̌
ˇ �

ˆ r

l

ˇ̌
Œsn�1A0.s/
0

ˇ̌
ds

�
ˆ L

l

ˇ̌
Œsn�1.A0/0.s/
0

ˇ̌
ds C Ln � ln

n min 

�
A1 C max A0 C max jf j� :

ut
We set

max jgj D max
Œl;L
�ŒA0;A1
�Œ�A2;A2


jgj:

Lemma 3.7. If .A;N/ is any possible positive solution of (7)–(8) for some � 2
Œ0; 1
, then, for all x 2 Œl;L
,

N.r/ � 1C Ln � ln

nln�1
�
2!2.L � l/C max jgj� WD A3: (16)

Proof. Integrating equation (8) and using the boundary conditions and Assumption
.g/, we get, for all r 2 Œl;L
,

rn�1N0.r/ D !2
ˆ r

l
N.s/ sn�1 ds � !2 rn � ln

n
� �g.r;A.r/;A0.r//N.r//rn�1;
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and hence, using (11),

ln�1jN0.r/j � rn�1jN0.r/j

� 2!2
Ln � ln

n
C jg.r;A.r/;A0.r//jN.r/rn�1: (17)

Because of (11), there exists � 2 Œl;L
 such that N.�/ D 1, which, together with (17)
gives, for all x 2 Œl;L
,

jN.r/ � 1j D jN.r/ � N.�/j D
ˇ̌̌
ˇ
ˆ r

�

N0.s/ ds

ˇ̌̌
ˇ �

ˆ L

l
jN0.s/j ds

� 2!2
.L � l/.Ln � ln/

nln�1 C 1

ln�1 max jgj
ˆ L

l
N.r/rn�1 dr

D Ln � ln

nln�1
�
2!2.L � l/C max jgj� ;

and the result follows easily. ut

4 The associated linear system

Lemma 4.1. For every continuous f W Œl;L
 ! R, the problem

� .r/.rn�1A0/0 C rn�1A D rn�1f .r/ in .l;L/; A0.l/ D A0.L/ D 0 (18)

has unique solution A 2 C2.Œl;L
/, and there exists a constant C > 0 such that

kAk1 C kA0k1 � Ckf k1: (19)

Furthermore, if f .r/ > 0 for all r 2 Œl;L
, then A.r/ > 0 for all r 2 Œl;L
.
Proof. Consider the homogeneous problem associated to (18)

�.r/.rn�1C0/0 C rn�1C D 0 in .l;L/; C0.l/ D C0.L/ D 0:

If C reaches a positive maximum at some � 2 Œl;L
, then C0.�/ D 0 and

0 � .�/�n�1C00.�/ D �n�1C.�/ > 0

a contradiction. Similarly if C reaches a negative maximum at some � 2 Œl;L
.
Thus C � 0 is the unique solution. As the homogeneous problem only has
the trivial solution, standard linear theory implies that (18) has a unique solution
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satisfying (19). Furthermore, if f .r/ > 0 for all r 2 Œl;L
 and A reaches a nonpositive
minimum at � 2 Œl;L
, then A00.�/ � 0 and

0 � .�/�n�1A00.�/ D �n�1A.�/ � f .�/ < 0;

a contradiction. ut
Lemma 4.2. Problem (10) has the unique solution N � 1.

Proof. By a similar argument as in Lemma 4.1, the corresponding homogeneous
problem

�.rn�1N0/0 C rn�1!2N D 0 in .l;L/; N0.l/ D N0.L/ D 0

has only the trivial solution. Consequently, problem (10) is uniquely solvable, and
N � 1 is a solution. ut

The following standard result (see for example [9], p. 207–211) will be used later.

Lemma 4.3. For any continuous f W Œl;L
 ! R, the problem

�.rn�1N0/0 C rn�1!2N D rn�1f .r/ in .l;L/; N0.l/ D N0.L/ D 0

has a unique solution N given by

N.r/ D
ˆ L

0

G.r; s/f .s/ ds;

where the Green function G W Œl;L
2 ! R is defined by

G.x; y/ D
�

C�1N1.r/N2.s/ if l � r � s � L
C�1N1.s/N2.r/ if l � s < r � L

with N1 (resp. N2) a solution of

�.rn�1N0/0 C rn�1!2N D 0

such that N0
1.l/ D 0 (resp. N0

2.L/ D 0), and C ¤ 0 the constant such that

rn�1ŒN1.r/N0
2.r/ � N2.r/N

0
1.r/
 D C .l � r � L/:

Remark 4.4. It is not clear if a result like Lemma 4.3 is available on .0;L/.
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5 The fixed point reduction

It follows from Lemma 4.1 that the linear operator K W C.Œl;L
/ ! C1.Œl;L
/ which
to any f 2 C.Œl;L
/ associates the unique solution A of (18) is continuous and takes
positive functions into positive functions.

Let E denote the Banach space E D C1.Œl;L
/ � C.Œl;L
/ with the usual norm
k.A;N/kE D kAk1 C kA0k1 C kNk1, and let us define the function � W Œl;L
 ! R

by �.r/ D rn�1, and the operator

F W f.A;U; �/ 2 E � Œ0; 1
 j A > 0;N > 0g 7! E;

by

F .A;N; �/

D
 

Kf�Œ�.A0/0
0 C �A0 C ��Nf .�;A/g;
�� ´ L

l
@
@s G.�; s/�.s/g.s;A.s/;A0.s//N.s/ ds C !2

´ L
l G.�; s/�.s/ ds

!
:

Lemma 5.1. For any fixed � 2 Œ0; 1
, .A;N/ is a positive solution of problem (7)–
(8) if and only if .A;N/ is a fixed point of F .

Proof. Clearly, using Lemma 4.1, (7) is equivalent to

A D Kf�Œ.�.A0/0
0 C �A0 C ��Nf .�;A/g:

On the other hand, using Lemma 4.3, boundary conditions and Assumption .g/, (8)
is equivalent to

N.r/ D
ˆ L

l
G.r; s/

h�
��.s/g.s;A.s/;A0.s//N.s/

�0 C !2�.s/
i

ds

D �

ˆ L

l

@

@s

�
G.r; s/�.s/g.s;A.s/;A0.s//N.s/

�
ds

� �

ˆ L

l

@

@s
G.r; s/�.s/g.s;A.s/;A0.s//N.s/ ds C !2

ˆ L

l
G.r; s/�.s/ ds

D ��
ˆ L

l

@

@s
G.r; s/g.s;A.s/;A0.s//N.s/�.s/ ds C !2

ˆ L

l
G.r; s/�.s/ ds:

ut
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6 The existence theorem and applications

We can now state and prove our existence theorem.

Theorem 6.1. Let L > l > 0; ! > 0, let  W Œl;L
 ! R be a continuous positive
function, A0 W Œl;L
 ! R a positive function of class C2. If the continuous functions
f W Œl;L
 � R

C ! R and g W Œl;L
 � R
C � R ! R satisfy either conditions .f1/

and .g/, or conditions .f2/ and .g/, then problem (3)–(5) has at least one positive
solution.

Proof. In order to apply Leray-Schauder’s continuation theorem to the operator F ,
we fix 0 < R0 < A0;R1 > A1, R2 > A2, R3 > A3 and we consider the open bounded
set ˝ � E defined by

˝ D f.A;N/ 2 E W R0 < A.r/ < R1; kA0k1 < R2; 0 < N.r/ < R3 .r 2 Œl;L
/g:

The continuity and compactness of F on ˝ are proved in a standard way, using
Ascoli-Arzela’s theorem.

It follows from Lemmas 3.1 to 3.7 and Lemma 5.1 that, for any � 2 Œ0; 1
 and
any possible fixed point .A;N/ of F , one has .A;N/ 62 @˝. Indeed, any possible
solution in ˝ belongs to ˝. Consequently, using the homotopy invariance of the
Leray-Schauder degree dLS, we obtain

dLSŒI � F .�; 1/;˝; 0
 D dLSŒI � F .�; 0/;˝; 0
:

But

I � F .�; 0/ D I �



Kf�Œ.�.A0/0
0 C �A0g; !2
ˆ L

l
G.�; s/�.s/ ds

�
;

and since


Kf�Œ�.A0/0
0 C �A0g; !2 ´ L
l G.�; s/�.s/ ds

�
2 ˝, we obtain that

dLSŒI � F .�; 0/;˝; 0
 D 1:

Consequently

dLSŒI � F .�; 1/;˝; 0
 D 1

and the existence property of Leray-Schauder degree implies that F .�; 1/ has at least
one fixed point in ˝. Hence, using Lemma 5.1 with � D 1, problem (3)–(5) has at
least one solution in ˝. ut

A direct consequence of Theorem 6.1 for problem (2) is the following

Corollary 6.2. Let L > l > 0; ! > 0, let  W Œl;L
 ! R be a continuous positive
function, A0 W Œl;L
 ! R a positive function of class C2 and h W R ! R of function
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of class C2. If the continuous function f W Œl;L
 � R
C ! R satisfies either condition

.f1/ or condition .f2/, then problem (2) has at least one positive radial solution.

Applied to the model problem (1) with ˝ an annulus of radii 0 < l < L,
Corollary 6.2 provides the following existence results.

Corollary 6.3. Let L > l > 0, ! > 0, let  W Œl;L
 ! R and  W Œl;L
 ! R be
continuous positive functions, and A0 W Œl;L
 ! R be a positive function of class C2.
If either osc A0 < 1 or B0 > 0, with B0 defined in (6), then problem (1) has at least
one positive radial solution.
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Modeling suspension bridges through the von
Kármán quasilinear plate equations
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1 Introduction and motivations: nonlinear behavior
of suspension bridges

The purposes of the present paper are to set up a nonlinear model to describe the
static behavior of a suspension bridge and to study possible multiplicity of the
equilibrium positions. We view the deck of the bridge as a long narrow rectangular
thin plate, hinged on its short edges where the bridge is supported by the ground,
and free on its long edges. Let L denote its length and 2` denote its width; a realistic
assumption is that 2` Š L

100
.

The rectangular plate resists to transverse loads exclusively by means of bending.
The flexural properties of a plate strongly depend on its thickness, which we denote
by d, compared with its width 2` and its length L. We assume here that 2` < L so
that d is to be compared with 2`. From Ventsel-Krauthammer [41, � 1.1] we learn
that plates may be classified according to the ratio 2`=d:

• if 2` � 8d, we have a thick plate and the analysis of these plates includes all the
components of stresses, strains, and displacements as for solid three-dimensional
bodies;

• if 8d � 2` � 80d, we have a thin plate which may behave in both linear and
nonlinear regime according to how large is the ratio between its deflection and
its thickness d;
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• if 2` � 80d, the plate behaves like a membrane and lacks of flexural rigidity. Let
us now turn to a particular suspension bridge. The main span of the collapsed
Tacoma Narrows Bridge [2, 39] had the measures

L D 2800 ft. ; 2` D 39 ft. ; d D 4 ft. ; (1)

see p.11 and Drawings 2 and 3 in [2]. Therefore, 2`=d D 9:75 and

the deck of the Tacoma Narrows Bridge may be considered as a thin plate.

It is clear that modern suspension bridges with their stiffening trusses are more
similar to thick plates.

Which theory (linear or nonlinear) models a thin plate depends on the magnitude
W of its maximal deflection. If we denote again by d its thickness, two cases may
occur, according to Ventsel-Krauthammer [41, � 1.1]:

• if W=d � 0:2, the plate is classified as stiff: these plates carry loads two
dimensionally, mostly by internal bending, twisting moments and by transverse
shear forces;

• if W=d � 0:3, the plate is classified as flexible: in this case, the deflections will
be accompanied by stretching of the surface.

A fundamental feature of stiff plates is that the equation of static equilibrium for a
plate element may be set up for an original (undeformed) configuration of the plate:
in this case, a linear theory describes with sufficient accuracy the behavior of the
plate. Flexible plates behave somehow in between membranes and stiff plates: when
W � d the membrane action is dominant and the flexural stress can be neglected
compared with the membrane stress: in this case, a linear theory is not enough
to describe accurately the behavior of the plate and one has to stick to nonlinear
theories.

According to Scott [38, pp. 49–51] (see also [2, p. 60] and the video [39]), the
Board of Engineers stated that under pure longitudinal oscillations : : : the lateral
deflection of the center bridge was not measured but did not appear excessive,
perhaps four times the width of the yellow center line (about 2 ft.) while, after the
appearance of the torsional oscillation, : : : the roadway was twisting almost 45ı
from the horizontal, with one side lurching 8.5 m. above the other. This means that
it was W D2 ft. during the vertical oscillations without torsion and W D14 ft. when
the torsional oscillation appeared at the Tacoma Narrows Bridge. In view of (1),
we then have W=d D 0:5 under pure longitudinal oscillations and W=d D 3:5 in
presence of torsional oscillations. The conclusion is that

the Tacoma Narrows Bridge oscillated in a nonlinear regime.

This was already known to civil engineers about half a century ago (see, e.g.,
[35]) although the difficulties in tackling nonlinear models prevented a systematic
study of the nonlinear regimes. In recent years, the necessity of nonlinear models
became even more evident [13, 20, 26, 33] and the progress of tools in nonlinear
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analysis and in numerics gives the chance to obtain responses from nonlinear mod-
els. Which nonlinear model should be used is questionable. For two different
models of “nonlinear degenerate bridges” a structural instability has been recently
highlighted in [3, 7], both numerically and theoretically: it is shown that the torsional
instability has a structural origin and not a mere aerodynamic justification as usually
assumed in engineering literature, see [34, Section 12] and [36, 37]. By “degenerate”
bridge we mean that the deck is not modeled through a full plate as in actual bridges.

A first interesting linear plate theory is due to Kirchhoff [22] in 1850, but
it was only 60 years later (in 1910) that von Kármán [43] suggested a two-
dimensional system in order to describe large deformations of a thin plate. This
theory was considered a breakthrough in several scientific communities, including
in the National Advisory Committee for Aeronautics, an American federal agency
during the 19th century: the purpose of this agency was to undertake, to promote,
and to institutionalize aeronautical research and the von Kármán equations were
studied for a comparison between theoretical and experimental results, see [29, 30].
In his report, Levy [29] writes that In the design of thin plates that bend under
lateral and edge loading, formulas based on the Kirchhoff theory which neglects
stretching and shearing in the middle surface are quite satisfactory provided that
the deflections are small compared with the thickness. If deflections are of the same
order as the thickness, the Kirchhoff theory may yield results that are considerably
in error and a more rigorous theory that takes account of deformations in the middle
surface should therefore be applied. The fundamental equations for the more exact
theory have been derived by von Kármán.

In order to describe its structural behavior, in this paper we view the bridge
deck as a plate subject to the restoring force due to the hangers and behaving
nonlinearly: we adapt the quasilinear von Kármán [43] model to a suspension
bridge. In spite of the fact that this model received severe criticisms about its
physical soundness (see [40, pp. 601–602]), many authors have studied the von
Kármán system, see our incomplete bibliography. In particular, Ciarlet [15] provides
an important justification of the von Kármán equations. He makes an asymptotic
expansion with respect to the thickness of a three-dimensional class of elastic plates
under suitable loads. He then shows that the leading term of the expansion solves a
system of equations equivalent to those of von Kármán. Davet [17] pursues further
and proves that the von Kármán equations may be justified by asymptotic expansion
methods starting from very general 3-dimensional constitutive laws.

Following the setting in [19] (see also [1, 44, 45]), we consider a thin and narrow
rectangular plate ˝ where the two short edges are assumed to be hinged whereas
the two long edges are assumed to be free. The plate is subject to three actions:

• normal dead and live loads acting orthogonally on the plate;
• edge loading, also called buckling loads, namely compressive forces along its

edges;
• the restoring force due to the hangers, which acts in a neighborhood of the long

edges.
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The simplest action is the first one: the dead load is the structural weight
whereas the live load may be a wind gust or some vehicle going through the bridge.
As already pointed out by von Kármán [43], large edge loading may yield buckling,
that is, the plate may deflect out of its plane when these forces reach a certain
magnitude. The edge loading is called prestressing in engineering literature, see
[32]. This was mathematically modeled by Berger [8] with a suitable nonlocal term
and tackled with variational methods in a recent paper [1] which shows that large
prestressing leads to buckling, that is, multiplicity of solutions of the corresponding
equation. The critical buckling load may be computed by finding the smallest
eigenvalue of an associated linear problem.

An important contribution of Berger-Fife [10] reduces the von Kármán system
to a variational problem and tackles it with critical point and bifurcation theories
(we point out that there are two different authors named Berger in our references).
Subsequently, Berger [9] made a full analysis of the unloaded clamped plate
problem (Dirichlet boundary conditions) which is somehow the simplest one but
does not model the physical situation of a bridge. The loaded clamped plate was
analyzed in [23, 24] where existence and possible nonuniqueness results were
obtained. Different boundary conditions for the hinged plate (named after Navier)
and for free boundaries were then analyzed with the same tools by Berger-Fife [11].
Since free edges of the plate are considered, this last paper is of particular interest
for our purposes. As clearly stated by Ciarlet [15, p.353] the boundary conditions
for the Airy function are often left fairly vague in the literature; we take them in
a “dual form”, that is, more restrictions for the edges yield less restrictions for the
Airy function and vice versa.

We adapt here these plate models to a suspension bridge. The main novelties are
that the function representing the vertical displacement of the rectangular plate ˝
satisfies a mixed hinged and free boundary conditions and that the restoring force
due to the hangers is taken into account. It is well known [18] that nonlinear elliptic
systems are fairly delicate to tackle with variational methods. The model describing
a suspension bridge involves a fourth order quasilinear elliptic system and this
brings further difficulties, in particular in the definition of the action functional.
We start by setting in full detail the linear theory which enables us to determine the
critical prestressing values leading to buckling and to the multiplicity of solutions.
Then we analyze the problem with normal dead loads but no restoring force and we
obtain results in the spirit of [9, 10]. Finally, we introduce the restoring force due to
the hangers and we prove existence and multiplicity of the equilibrium positions.

2 Functional framework and the quasilinear equations

2.1 Elastic energies of a plate

The bending energy of the plate ˝ involves curvatures of the surface. Let �1 and �2
denote the principal curvatures of the graph of the (smooth) function u representing
the vertical displacement of the plate in the downwards direction, then the Kirchhoff
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model [22] for the bending energy of a deformed plate ˝ of thickness d > 0 is

EB.u/ D E d3

12.1 � 	2/
ˆ
˝



�21
2

C �22
2

C 	�1�2

�
dxdy (2)

where 	 is the Poisson ratio defined by 	 D �
2.�C�/ and E is the Young modulus

defined by E D 2�.1C 	/, with the so-called Lamé constants �;� that depend on
the material. For physical reasons it holds that � > 0 and usually � > 0 so that

0 < 	 <
1

2
: (3)

For small deformations the terms in (2) are taken as approximations being purely
quadratic with respect to the second order derivatives of u. More precisely, for small
deformations u, one has

.�1 C �2/
2 � .�u/2 ; �1�2 � det.D2u/ D uxxuyy � u2xy ; (4)

and therefore

�21
2

C �22
2

C 	�1�2 � 1

2
.�u/2 C .	 � 1/ det.D2u/:

Then, if f denotes the external vertical load (including both dead and live loads)
acting on the plate ˝ and if u is the corresponding (small) vertical displacement of
the plate, by (2) we have that the total energy ET of the plate becomes

ET.u/ D EB.u/ �
ˆ
˝

fu dxdy (5)

D E d3

12.1 � 	2/
ˆ
˝



1

2
.�u/2 � .1 � 	/ det.D2u/

�
dxdy �

ˆ
˝

fu dxdy:

Note that the “quadratic” functional EB.u/ is positive whenever j	 j < 1, a condition
which is ensured by (3).

If large deformations are involved, one does not have a linear strain-displacement
relation resulting in (4). For a plate of uniform thickness d > 0, one assumes that
the plate has a middle surface midway between its parallel faces that, in equilibrium,
occupies the region ˝ in the plane z D 0. Let w D w.x; y/, v D v.x; y/, u D u.x; y/
denote the components (respectively in the x, y, z directions) of the displacement
vector of the particle of the middle surface which, when the plate is in equilibrium,
occupies the position .x; y/ 2 ˝: u is the component in the vertical z-direction which
is related to bending while w and v are the in-plane stretching components. For large
deformations of ˝ there is a coupling between u and .w; v/. In order to describe it,
we compute the stretching in the x and y directions (see, e.g., [41, (7.80)]):
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"x D
q
1C 2wx C u2x �1 � wxC u2x

2
; "y D

q
1C 2vy C u2y �1 � vyC u2y

2
(6)

where the approximation is due to the fact that, compared to unity, all the
components are small in the horizontal directions x and y. One can also compute
the shear strain (see, e.g., [41, (7.81)]):

�xy � wy C vx C uxuy : (7)

Finally, it is convenient to introduce the so-called stress resultants which are the
integrals of suitable components of the strain tensor (see e.g. [27, (1.22)]), namely,

Nx D Ed

1 � 	2



wx C 	vy C 1

2
u2x C 	

2
u2y

�
; Ny D Ed

1 � 	2


vy C 	wx C 1

2
u2y C 	

2
u2x

�
;

Nxy D Ed

2.1C 	/

�
wy C vx C uxuy

�
; (8)

so that

"x D Nx � 	Ny

Ed
; "y D Ny � 	Nx

Ed
; �xy D 2.1C 	/

Ed
Nxy :

We are now in a position to define the energy functional. The first term ET.u/ of
the energy is due to pure bending and to external loads and was already computed
in (5). For large deformations, one needs to consider also the interaction with the
stretching components v and w and the total energy reads (see [28, (1.7)])

J.u; v;w/ D ET.u/C E d

2.1 � 	2/
ˆ
˝



"2x C "2y C 2	 "x"y C 1 � 	

2
�2xy

�
dxdy

(9)

which has to be compared with (5). In view of (6)–(7) the additional term I WD J�ET

may also be written as

I.u; v;w/ D E d

2.1 � 	2/
ˆ
˝

8<
:



wx C u2x
2

�2
C
 
vy C u2y

2

!2

C2	



wx C u2x
2

� 
vy C u2y

2

!)
dxdy C E d

4.1C 	/

ˆ
˝

.wy C vx C uxuy/
2dxdy :

The next step is to derive the equations and boundary conditions which charac-
terise the critical points of J; this will be done in the two following subsections.
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2.2 The Euler-Lagrange equation

Let L denote the length of the plate ˝ and 2` denote its width with 2` Š L
100

. In
order to simplify the Fourier series expansions we take L D � so that, in the sequel,

˝ D .0; �/ � .�`; `/ � R
2 (with ` � �).

The natural functional space where to set up the problem is

H2�.˝/ WD
n
w 2 H2.˝/I w D 0 on f0; �g � .�`; `/

o
:

We also define

H�.˝/ WD the dual space of H2�.˝/

and we denote by h�; �i the corresponding duality. Since we are in the plane,
H2.˝/ � C0.˝/ so that the condition on f0; �g � .�`; `/ introduced in the
definition of H2�.˝/ makes sense. On the space H2.˝/ we define the Monge-
Ampère operator

Œ�;  
 WD �xx yy C �yy xx � 2�xy xy 8�; 2 H2.˝/ (10)

so that, in particular, Œ�; �
 D 2det.D2�/ where D2� is the Hessian matrix of �.
As pointed out in [19, Lemma 4.1], H2�.˝/ is a Hilbert space when endowed with

the scalar product

.u; v/H2
�.˝/

WD
ˆ
˝


�u�v � .1 � 	/Œu; v


�
dxdy :

The corresponding norm then reads

kukH2
�.˝/

WD

ˆ

˝


j�uj2 � .1 � 	/Œu; u


�
dxdy

�1=2
:

The unique minimizer u of the convex functional ET in (5) over the space H2�.˝/
satisfies the Euler-Lagrange equation (see e.g. [21])

E d3

12.1 � 	2/ �
2u D f .x; y/ in ˝ : (11)

On the other hand, the Euler-Lagrange equation for the energy J in (9) charac-
terizes the critical points of J: we need to compute the variation ıJ of J and to find
triples .u; v;w/ such that
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hıJ.u; v;w/; .�;  ; �/i D lim
t!0

J.u C t�; v C t ;w C t�/ � J.u; v;w/

t
D 0

for all �; ; � 2 C1
c .˝/. After replacing Nx, Ny, Nxy, see (8), this yields

E d3

12.1 � 	2/
ˆ
˝

�
�u�� C .	 � 1/Œu; �
� dxdy

C
ˆ
˝

�
.Nxux C Nxyuy/�x C .Nyuy C Nxyux/�y

�
dxdy D

ˆ
˝

f� dxdy 8� 2 C1
c .˝/

ˆ
˝

�
Ny y C Nxy x

�
dxdy D 0 8 2 C1

c .˝/

ˆ
˝

�
Nx�x C Nxy�y

�
dxdy D 0 8� 2 C1

c .˝/:

Thanks to some integration by parts and by arbitrariness of the test functions, we
may rewrite the above identities in strong form

E d3

12.1�	2/�
2u � .Nxux C Nxyuy/x � .Nyuy C Nxyux/y D f in ˝ ;

Ny
y C Nxy

x D 0 ; Nx
x C Nxy

y D 0 in ˝ :
(12)

The last two equations in (12) show that there exists a function ˚ (called Airy stress
function), unique up to an affine function, such that

˚yy D Nx; ˚xx D Ny; ˚xy D �Nxy : (13)

Then, after some tedious computations, by using the Monge-Ampère operator (10)
and by normalizing the coefficients, the system (12) may be written as

�
�2˚ D �Œu; u
 in ˝
�2u D Œ˚; u
C f in ˝ :

(14)

In a plate subjected to compressive forces along its edges, one should consider a
prestressing constraint which may lead to buckling. Then the system (14) becomes

�
�2˚ D �Œu; u
 in ˝
�2u D Œ˚; u
C f C �ŒF; u
 in ˝ :

(15)

The term �ŒF; u
 in the right-hand side of (15) represents the boundary stress. The
parameter � � 0 measures the magnitude of the compressive forces acting on @˝
while the smooth function F satisfies
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F 2 C4.˝/ ; �2F D 0 in ˝ ; Fxx D Fxy D 0 on .0; �/ � f˙`g ; (16)

see [11, pp. 228–229]: the term �F represents the stress function in the plate
resulting from the applied force if the plate were artificially prevented from
deflecting and the boundary constraints in (16) physically mean that no external
stresses are applied on the free edges of the plate. Following Knightly-Sather [25],
we take

F.x; y/ D `2 � y2

2
so that ŒF; u
 D �uxx : (17)

Therefore, (15) becomes

�
�2˚ D �Œu; u
 in ˝
�2u D Œ˚; u
C f � �uxx in ˝ :

(18)

2.3 Boundary conditions

We now determine the boundary conditions to be associated with (18). In literature
these equations are usually considered under Dirichlet boundary conditions, see [16,
� 1.5] and [42, p.514]. But since we aim to model a suspension bridge, these
conditions are not the correct ones. Following [19] (see also [1, 44]) we view the
deck of a suspension bridge as a long narrow rectangular thin plate hinged at its two
opposite short edges and free on the remaining two long edges.

Let us first consider the two short edges f0g � .�`; `/ and f�g � .�`; `/. Due
to the connection with the ground, u is assumed to be hinged there and hence it
satisfies the Navier boundary conditions:

u D uxx D 0 on f0; �g � .�`; `/ : (19)

In this case, Ventsel-Krauthammer [41, Example 7.4] suggest that Nx D v D 0 on
f0; �g � .�`; `/. In view of (8) this yields

0 D wx C 	vy C 1

2
u2x C 	

2
u2y D wx C 1

2
u2x D Ed

.1 � 	2/	 Ny

where the condition uy D 0 comes from the first of (19). In turn, by (13) this implies
that ˚xx D 0 on f0; �g � .�`; `/. For the second boundary condition we recall that
Nx D 0 so that, by (13), also ˚yy D 0: since the Airy function ˚ is defined up to the
addition of an affine function, we may take ˚ D 0. Summarizing, we also have

˚ D ˚xx D 0 on f0; �g � .�`; `/ : (20)
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On the long edges .0; �/ � f˙`g the plate is free, which results in

uyy C 	uxx D uyyy C .2 � 	/uxxy D 0 on .0; �/ � f˙`g ; (21)

see, e.g., [41, (2.40)] or [19]. Note that here the boundary conditions do not depend
on �. For the Airy stress function ˚ , we follow the usual Dirichlet boundary
condition on .0; �/ � f˙`g, see [10, 11]. Then

˚ D ˚y D 0 on .0; �/ � f˙`g : (22)

These boundary conditions suggest to introduce the following subspace of
H2�.˝/

H2��.˝/ WD fu 2 H2�.˝/ W u D uy D 0 on .0; �/ � f˙`gg;

which is a Hilbert space when endowed with the scalar product and norm

.u; v/H2
��.˝/

WD
ˆ
˝

�u�v ; kukH2
��.˝/

WD

ˆ

˝

j�uj2
�1=2

:

We denote the dual space of H2��.˝/ by H��.˝/.

2.4 The quasilinear von Kármán equations modeling
suspension bridges

By putting together the Euler-Lagrange equation (18) and the boundary condi-
tions (19)–(22) we obtain the system

8̂̂̂
ˆ̂<
ˆ̂̂̂̂:

�2˚ D �Œu; u
 in ˝
�2u D Œ˚; u
C f � �uxx in ˝
u D ˚ D uxx D ˚xx D 0 on f0; �g � .�`; `/
uyy C 	uxx D uyyy C .2 � 	/uxxy D 0 on .0; �/ � f˙`g
˚ D ˚y D 0 on .0; �/ � f˙`g :

(23)

In a plate modeling a suspension bridge, one should also add the nonlinear
restoring action due to the hangers. Then the second equation in (23) becomes

�2u C � .y/g.u/ D Œ˚; u
C f � �uxx in ˝ : (24)

Here � is the characteristic function of .�`;�`C "/ [ .` � "; `/ for some small ".
This means that the restoring force due to the hangers is concentrated in two tiny
parallel strips adjacent to the long edges (the free part of the boundary). The Official
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Report [2, p.11] states that the region of interaction of the hangers with the plate
was of approximately 2 ft on each side: this means that " � �

1500
. Augusti-Sepe

[4] (see also [5]) view the restoring force at the endpoints of a cross-section of
the deck as composed by two connected springs, the top one representing the action
of the sustaining cable and the bottom one (connected with the deck) representing
the hangers. And the action of the cables is considered by Bartoli-Spinelli [6, p.180]
the main cause of the nonlinearity of the restoring force: they suggest quadratic and
cubic perturbations of a linear behavior. Assuming that the vertical axis is oriented
downwards, the restoring force acts in those parts of the deck which are below the
equilibrium position (where u > 0) while it exerts no action where the deck is above
the equilibrium position (u < 0). Taking into account all these facts, for the explicit
action of the restoring force, we take

g.u/ D .ku C ıu3/C (25)

which is a compromise between the nonlinearities suggested by McKenna-Walter
[31] and Plaut-Davis [33] and follows the idea of Ferrero-Gazzola [19]. Here
k > 0 denotes the Hooke constant of elasticity of steel (hangers) while ı > 0 is
a small parameter reflecting the nonlinear behavior of the sustaining cables. Only
the positive part is taken into account due to possible slackening, see [2, V-12]:
the hangers behave as a restoring force if extended (when u > 0) and give no
contribution when they lose tension (when u � 0).

By assuming (25), and inserting (24) into (23) leads to the problem

8̂̂
ˆ̂̂<
ˆ̂̂̂̂:

�2˚ D �Œu; u
 in ˝
�2u C � .y/.ku C ıu3/C D Œ˚; u
C f � �uxx in ˝
u D ˚ D uxx D ˚xx D 0 on f0; �g � .�`; `/
uyy C 	uxx D uyyy C .2 � 	/uxxy D 0 on .0; �/ � f˙`g
˚ D ˚y D 0 on .0; �/ � f˙`g :

(26)

Finally, we go back to the original unknowns u, v, w. After that a solution .u; ˚/
of (23) or (26) is found, (8)–(13) yield

wx C 	vy D 1 � 	2
E d

˚yy � 1

2
u2x � 	

2
u2y ; 	wx C vy D 1 � 	2

E d
˚xx � 1

2
u2y � 	

2
u2x

which immediately gives wx and vy. Upon integration, this gives w D w.x; y/ up to
the addition of a function only depending on y and v D v.x; y/ up to the addition
of a function depending only on x. These two additive functions are determined by
solving the last constraint given by (8)–(13), that is,

wy C vx D �2.1C 	/

E d
˚xy � ux � uy :



280 F. Gazzola and Y. Wang

3 Main results

With no further mention, we assume (3). The first step to study (23) and (26) is to
analyze the spectrum of the linear problem obtained by taking ˚ D f D k D ı D 0:

8<
:
�2u C �uxx D 0 in ˝
u D uxx D 0 on f0; �g � .�`; `/
uyy C 	uxx D uyyy C .2 � 	/uxxy D 0 on .0; �/ � f˙`g :

(27)

In Section 5 we prove the following result

Theorem 3.1. The problem (27) admits a sequence of divergent eigenvalues

�1 < �2 � : : : � �k � : : :

whose corresponding eigenfunctions fekg form a complete orthonormal system in
H2�.˝/. Moreover, the least eigenvalue �1 is simple and is the unique value of
� 2 ..1 � 	/2; 1/ such that

p
1 � �1=2 ��1=2 C 1 � 	�2 tanh.`

p
1 � �1=2 /

D
p
1C �1=2

�
�1=2 � 1C 	

�2
tanh.`

p
1C �1=2 / I

the corresponding eigenspace is generated by the positive eigenfunction

e1.x; y/ D
8<
:.�1=2 C 1 � 	/

cosh


y
p
1 � �1=2

�
cosh


`
p
1 � �1=2

�

C.�1=2 � 1C 	/
cosh


y
p
1C �1=2

�
cosh


`
p
1C �1=2

�
9=
; sin x :

The simplicity of the least eigenvalue was not to be expected. It is shown in
[25, §3] that the eigenvalue problem (27) for a fully hinged (simply supported)
rectangular plate, that is with u D �u D 0 on the four edges, may admit a least
eigenvalue of multiplicity 2.

The least eigenvalue �1 represents the critical buckling load and may be
characterised variationally by

�1 WD min
v2H2

�.˝/

kvk2
H2

�.˝/

kvxk2L2.˝/
:
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Ferrero-Gazzola [19] studied the eigenvalue problem�2u D �u under the boundary
conditions in (27): by comparing [19, Theorem 3.4] with the above Theorem 3.1
we observe that the least eigenvalues (and eigenfunctions) of the two problems
coincide, that is,

�1 D min
v2H2

�.˝/

kvk2
H2

�.˝/

kvxk2L2.˝/
D min

v2H2
�.˝/

kvk2
H2

�.˝/

kvk2
L2.˝/

: (28)

Therefore, the critical buckling load for a rectangular plate equals the eigenvalue
relative to the first eigenmode of the plate. In turn, the first eigenmode is also the first
buckling deformation of the plate. From (28) we readily infer the Poincaré-type
inequalities

�1kvxk2L2.˝/ � kvk2
H2

�.˝/
; �1kvk2L2.˝/ � kvk2

H2
�.˝/

8v 2 H2�.˝/ (29)

with strict inequality unless v minimizes the ratio in (28), that is, v is a real multiple
of e1. Note also that by taking v.x; y/ D sin x one finds that �1 < 1.

Finally, let us mention that Theorem 3.1 may be complemented with the explicit
form of all the eigenfunctions: they are sin.mx/ (m 2 N) multiplied by trigonometric
or hyperbolic functions with respect to y: we refer again to Section 5.

Then we insert an external load f and we study the existence and multiplicity of
solutions of (23).

Theorem 3.2. For all f 2 L2.˝/ and � � 0 (23) admits a solution .u; ˚/ 2
H2�.˝/ � H2��.˝/. Moreover:

(i) if � � �1 and f D 0, then (23) only admits the trivial solution .u; ˚/ D .0; 0/;
(ii) if � 2 .�k; �kC1
 for some k � 1 and f D 0, then (23) admits at least k pairs

of nontrivial solutions;
(iii) if � < �1 there exists K > 0 such that if kf kL2.˝/ < K, then (23) admits a

unique solution .u; ˚/ 2 H2�.˝/ � H2��.˝/;
(iv) if � > �1 there exists K > 0 such that if kf kL2.˝/ < K, then (23) admits at

least three solutions.

Theorem 3.2 gives both uniqueness and multiplicity results. Since the solutions
are obtained as critical points of an action functional, they describe the stable and
unstable equilibria positions of the plate. When both the buckling load � and the
external load f are small there is just one possible equilibrium position. If one
of them is large, then multiple equilibrium positions may exist. The uniqueness
statement (iii) has a fairly delicate proof: we will show that the corresponding
action functional is “locally convex” in the region where the equilibria positions
are confined.
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The last step is to study the nonlinear plate modeling the suspension bridge, that
is, with the action of the hangers. We first define the constants

˛ WD
ˆ
˝

� .y/e21 ; � WD .˛k C 1/�1 > �1 ; (30)

where �1 denotes the least eigenvalue and e1 denotes here the positive least
eigenfunction normalized in H2�.˝/, see Theorem 3.1. Then we have

Theorem 3.3. For all f 2 L2.˝/, � � 0 and k; ı > 0 problem (26) admits a
solution .u; ˚/ 2 H2�.˝/ � H2��.˝/. Moreover:

(i) if � < �1 there exists K > 0 such that if kf kL2.˝/ < K, then (26) admits a
unique solution .u; ˚/ 2 H2�.˝/ � H2��.˝/;

(ii) if � > �1 and f D 0, then (26) admits at least two solutions .u; ˚/ 2 H2�.˝/�
H2��.˝/ and one of them is trivial and unstable;

(iii) if � < �2 and � < � < �2, there exists K > 0 such that if kf kL2.˝/ < K,
then (26) admits at least three solutions .u; ˚/ 2 H2�.˝/� H2��.˝/, two being
stable and one being unstable.

Also Theorem 3.3 gives both uniqueness and multiplicity results. Item (ii) states
that even in absence of an external load (f D 0), if the buckling load � is sufficiently
large, then there exists at least two equilibrium positions; we conjecture that if we
further assume that � < � then there exist no other solutions and that the equilibrium
positions look like in Figure 1. In the left picture we see the trivial equilibrium
u D 0 which is unstable due to the buckling load. In the right picture we see the
stable equilibrium for some u < 0 (above the horizontal position). We conjecture
that it is a negative multiple of the first eigenfunction e1, see Theorem 3.1; since `
is very small, a rough approximation shows that this negative multiple looks like
� C sin.x/ for some C < 0, which is the shape represented in the right picture. The
reason of this conjecture will become clear in the proof, see in particular the plots in
Figure 3 in Section 7: in this pattern, a crucial role is played by the positivity of e1.
Our feeling is that the action functional corresponding to this case has a qualitative
shape as described in Figure 2, where O is the trivial unstable equilibrium and M
is the stable equilibrium. If there were no hangers also the opposite position would
be a stable equilibrium. But the presence of the restoring force requires a larger
buckling term in order to generate a positive (downwards) displacement. Indeed,
item (iii) states, in particular, that if f D 0 and the buckling load is large then there
exist three equilibria: one is trivial and unstable, the second is the enlarged negative
one already found in item (ii), the third should precisely be the positive one which

Fig. 1 Equilibrium positions of the buckled bridge.
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Fig. 2 Qualitative shape of
the action functional for
Theorem 3.3 (ii) when � < �.

appears because the buckling load � is stronger than the restoring force due to the
hangers. All these conjectures and qualitative explanations are supported by similar
results for a simplified (one dimensional) beam equation, see [12, Theorem 3.2].

Remark 3.4 (Open problem). Can the assumption � < �2 in Theorem 3.3 .iii/ be
weakened or removed? In our proof this assumption is needed to disconnect two
open regions of negativity of the action functional. But, perhaps, other critical point
theorems may be applied.

Remark 3.5 (Regularity). A weak solution satisfies .u; ˚/ 2 H2�.˝/ � H2��.˝/:
then the assumption f 2 L2.˝/ implies that �2u 2 L1.˝/. By an embedding and
elliptic regularity we infer that u 2 H2�.˝/\ H3�".˝/ for all " > 0 and then D2u 2
H1�".˝/. Therefore, Œu; u
 2 Lq.˝/ for all 1 � q < 1. Hence, ˚ 2 W4;q.˝/

and, in turn, Œu; ˚
 2 Lq.˝/ for all 1 � q < 1. Moreover, f 2 L2.˝/ implies
�2u 2 L2.˝/ and then u 2 H4.˝/. This means that the generalized solution .u; ˚/
is also a strong solution. For smoother f , the regularity of .u; ˚/ can be increased.

4 Preliminaries: some useful operators and functionals

For all v;w 2 H2�.˝/, consider the problem

8<
:
�2˚ D �Œv;w
 in ˝
˚ D ˚xx D 0 on f0; �g � .�`; `/
˚ D ˚y D 0 on .0; �/ � f˙`g :

(31)

We claim that (31) has a unique solution ˚ D ˚.v;w/ and ˚ 2 H2��.˝/.
Since ˝ � R

2, we have H1C".˝/ b L1.˝/ D .L1.˝//0, for all " > 0. On the
other hand, L1.˝/ � .L1.˝//0 b H�.1C"/.˝/. If v;w 2 H2�.˝/ � H2.˝/, then
Œv;w
 2 L1.˝/. Therefore,

Œv;w
 2 H�.1C"/.˝/ 8" > 0 :
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Then by the Lax-Milgram Theorem and the regularity theory of elliptic equations,
there exists a unique solution of (31) and˚ 2 H3�".˝/ for all " > 0. An embedding
and the boundary conditions show that ˚ 2 H2��.˝/, which completes the proof of
the claim.

This result enables us to define a bilinear form B D B.v;w/ D �˚ , where ˚ is
the unique solution of (31); this form is implicitly characterized by

B W .H2�.˝//2 ! H2��.˝/ ;

.B.v;w/; '/H2
��.˝/

D
ˆ
˝

Œv;w
' 8v;w 2 H2�.˝/ ; ' 2 H2��.˝/ :

Similarly, one can prove that for all v 2 H2�.˝/ and ' 2 H2��.˝/ there exists a
unique solution � 2 H2�.˝/ of the problem

8<
:
�2� D �Œv; '
 in ˝
� D �xx D 0 on f0; �g � .�`; `/
�yy C 	�xx D �yyy C .2 � 	/�xxy D 0 on .0; �/ � f˙`g :

This defines another bilinear form C D C.v; '/ D �� which is implicitly
characterized by

C W H2�.˝/ � H2��.˝/ ! H2�.˝/ ;

.C.v; '/;w/H2
�.˝/

D
ˆ
˝

Œv; '
w 8v;w 2 H2�.˝/ ; ' 2 H2��.˝/ :

Then we prove

Lemma 4.1. The trilinear form

.H2�.˝//3 3 .v;w; '/ 7!
ˆ
˝

Œv;w
' (32)

is independent of the order of v;w; ' if at least one of them is in H2��.˝/. Moreover,
if ' 2 H2��.˝/; v;w 2 .H2�.˝//2, then

.B.v;w/; '/H2
��.˝/

D .B.w; v/; '/H2
��.˝/

D .C.v; '/;w/H2
�.˝/

D .C.w; '/; v/H2
�.˝/

:

(33)

Finally, the operators B and C are compact.

Proof. By a density argument and by continuity it suffices to prove all the identities
for smooth functions v;w; ', in such a way that third interior derivatives and
second boundary derivatives are well defined and integration by parts is allowed.
In the trilinear form (32) one can exchange the order of v and w by exploiting the
symmetry of the Monge-Ampère operator, that is, Œv;w
 D Œw; v
 for all v and w.
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So, we may assume that one among w; ' is in H2��.˝/: note that this function also
has vanishing x-derivative on .0; �/ � f˙`g. Then some integration by parts enable
to switch the position of w and '.

From the just proved symmetry of the trilinear form (32) we immediately
infer (33).

If ' 2 H2��.˝/, then 'xx D 'xy D 0 on .0; �/� f˙`g and an integration by parts
yields

.B.v;w/; '/H2
��.˝/

D
ˆ
˝

Œv;w
' D
ˆ
˝

Œ';w
v

D
ˆ
˝

'xy.wxvy C wyvx/ �
ˆ
˝

.'xxwyvy C 'yywxvx/:

In turn, this shows that

j.B.v;w/; '/H2
��.˝/

j � ck'kH2
��.˝/

kvkW1;4.˝/kwkW1;4.˝/;

8v;w 2 H2�.˝/;8' 2 H2��.˝/. Therefore,

kB.v;w/kH2
��.˝/

D sup
0¤'2H2

��.˝/

.B.v;w/; '/H2
��.˝/

k'kH2
��.˝/

� ckvkW1;4.˝/kwkW1;4.˝/:

(34)

Assume that the sequence f.vn;wn/g � H2�.˝/2 weakly converges to .v;w/ 2
H2�.˝/2. Then the triangle inequality and the just proved estimate yield

kB.vn;wn/ � B.v;w/kH2
��.˝/

� kB.vn � v;wn/kH2
��.˝/

C kB.v;wn � w/kH2
��.˝/

� ckvn � vkW1;4.˝/kwnkW1;4.˝/ C ckvkW1;4.˝/kwn � wkW1;4.˝/ :

The compact embedding H2�.˝/ b W1;4.˝/ then shows that

kB.vn;wn/ � B.v;w/kH2
��.˝/

! 0

and hence that B is a compact operator. The proof for C is similar. ut
We now define another operator D W H2�.˝/ ! H2�.˝/ by

D.v/ D C.v;B.v; v// 8v 2 H2�.˝/

and we prove

Lemma 4.2. The operator D is compact.

Proof. Assume that the sequence fvng � H2�.˝/ weakly converges to v 2 H2�.˝/.
Then, by Lemma 4.1,
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B.vn; vn/ ! B.v; v/ in H2��.˝/; C.vn;B.vn; vn// ! C.v;B.v; v// in H2�.˝/:

This proves that D.vn/ ! D.v/ in H2�.˝/ and that D is a compact operator. ut
In turn, the operator D enables us to define a functional d W H2�.˝/ ! R by

d.v/ D 1

4
.D.v/; v/H2

�.˝/
8v 2 H2�.˝/ :

In the next statement we prove some of its properties.

Lemma 4.3. The functional d W H2�.˝/ ! R has the following properties:

(i) d is nonnegative and d.v/ D 0 if and only if v D 0 in ˝. Moreover,

d.v/ D 1

4
kB.v; v/k2

H2
��.˝/

I

(ii) d is quartic, i.e.,

d.rv/ D r4d.v/; 8r 2 R;8v 2 H2�.˝/I

(iii) d is differentiable in H2�.˝/ and

hd0.v/;wi D .D.v/;w/H2
�.˝/

; v;w 2 H2�.˝/I

(iv) d is weakly continuous on H2�.˝/.

Proof. (i) By (33) we know that for any v 2 H2�.˝/,

.D.v/; v/H2
�.˝/

D .C.v;B.v; v//; v/H2
�.˝/

D .B.v; v/;B.v; v//H2
��.˝/

D kB.v; v/k2
H2

��.˝/
:

Whence, if d.v/ D 0, then B.v; v/ D 0 and Œv; v
 D 0, see (31). But Œv; v

is proportional to the Gaussian curvature and since it vanishes identically this
implies that the surface v D v.x; y/ is covered by straight lines. By using the
boundary condition (19) we finally infer that v � 0. This idea of the last part
of this proof is taken from [11, Lemma 3.2’].

(ii) The functional d is quartic as a trivial consequence of its definition.
(iii) From (33) we infer that

.C.v;B.v;w//; v/H2
�.˝/

D .B.v; v/;B.v;w//H2
��.˝/

D .C.v;B.v; v//;w/H2
�.˝/

(35)

for all v;w 2 H2�.˝/. Then we compute

hd0.v/;wi D lim
"!0

1

4"
f.D.v C "w/; v C "w/H2

�.˝/
� .D.v/; v/H2

�.˝/
g
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D lim
"!0

1

4"
f.C.v C "w;B.v C "w; v C "w//; v C "w/H2

�.˝/

� .C.v;B.v; v//; v/H2
�.˝/

g

D 1

4
f.C.w;B.v; v//; v/H2

�.˝/
C .C.v;B.v; v//;w/H2

�.˝/

C 2.C.v;B.v;w//; v/H2
�.˝/

g

by (33) D 1

2
f.C.v;B.v; v//;w/H2

�.˝/
C .C.v;B.v;w//; v/H2

�.˝/
g

by (35) D .D.v/;w/H2
�.˝/

;

which proves (iii).
(iv) Assume that the sequence fvng � H2�.˝/ weakly converges to v 2 H2�.˝/.

Then by Lemma 4.2 we know that

lim
n!1 kD.vn/ � D.v/kH2

�.˝/
D 0:

This shows that

lim
n!1.D.vn/ � D.v/; vn/H2

�.˝/
D 0:

Finally, this yields

d.vn/ � d.v/ D 1

4
.D.vn/ � D.v/; vn/H2

�.˝/
C 1

4
.D.v/; vn � v/H2

�.˝/
! 0

which proves (iv). ut

5 Proof of Theorem 3.1

In this section we prove Theorem 3.1 and we give some more details about the
eigenvalues and eigenfunctions of (27). We proceed as in [19, Theorem 3.4], see
also [1, Theorem 4], with some changes due to the presence of the buckling term.
We write the eigenvalue problem (27) as

.ux; vx/L2.˝/ D 1

�
.u; v/H2

�.˝/
8v 2 H2�.˝/:

Define the linear operator T W H2�.˝/ ! H2�.˝/ such that

.Tu; v/H2
�.˝/

D .ux; vx/L2.˝/ 8v 2 H2�.˝/:

The operator T is self-adjoint since

.Tu; v/H2
�.˝/

D .ux; vx/L2.˝/ D .vx; ux/L2.˝/ D .u;Tv/H2
�.˝/

8u; v 2 H2�.˝/ :
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Moreover, by the compact embedding H2�.˝/ b H1.˝/ and the definition of T , the
following implications hold:

un * u in H2�.˝/H) .un/x ! ux in L2.˝/ H) sup
kvk

H2�.˝/
D1
..un � u/x; vx/L2.˝/ ! 0

H) sup
kvk

H2�.˝/
D1
.T.un � u/; v/H2

�.˝/
!0 H) Tun ! Tu in H2�.˝/

which shows that T is also compact. Then the spectral theory of linear compact
self-adjoint operator yields that (27) admits an ordered increasing sequence of
eigenvalues and the corresponding eigenfunctions form an Hilbertian basis of
H2�.˝/. This proves the first part of Theorem 3.1.

According to the boundary conditions on x D 0; � , we seek eigenfunctions in
the form:

u.x; y/ D
C1X
mD1

hm.y/ sin.mx/ for .x; y/ 2 .0; �/ � .�`; `/ : (36)

Then we are led to find nontrivial solutions of the ordinary differential equation

h0000
m .y/ � 2m2h00

m.y/C .m4 � m2�/hm.y/ D 0 ; .� > 0/ (37)

with the boundary conditions

h00
m.˙`/ � 	m2hm.˙`/ D 0 ; h000

m .˙`/C .	 � 2/m2h0
m.˙`/ D 0 : (38)

The characteristic equation related to (37) is ˛4 � 2m2˛2 C m4 � m2� D 0 and then

˛2 D m2 ˙ m
p
� : (39)

For a given � > 0 three cases have to be distinguished.

• The case m2 > �. By (39) we infer

˛ D ˙ˇ or ˛ D ˙� with

q
m2 � m

p
� DW � < ˇ WD

q
m2 C m

p
� :

(40)

Nontrivial solutions of (37) have the form

hm.y/ D a cosh.ˇy/C b sinh.ˇy/C c cosh.�y/C d sinh.�y/ .a; b; c; d 2 R/ :

(41)
By imposing the boundary conditions (38) and arguing as in [19] we see that a
nontrivial solution of (37) exists if and only if one of the two following equalities
holds:
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�

.�2 � m2	/2
tanh.`�/ D ˇ

.ˇ2 � m2	/2
tanh.`ˇ/ ; (42)

ˇ

.ˇ2 � m2	/2
coth.`ˇ/ D �

.�2 � m2	/2
coth.`�/ : (43)

For any integer m >
p
� such that (42) holds, the function hm in (41) with

b D d D 0 and suitable a D am ¤ 0 and c D cm ¤ 0 yields the eigenfunction
hm.y/ sin.mx/ associated with the eigenvalue �. Similarly, for any integer m >

p
�

such that (43) holds, the function hm in (41) with a D c D 0 and suitable b D
bm ¤ 0 and d D dm ¤ 0 yields the eigenfunction hm.y/ sin.mx/ associated with
the eigenvalue �. Clearly, the number of both such integers is finite. In particular,
when m D 1 the equation (37) coincides with [19, (57)]. Therefore, the statement
about the least eigenvalue and the explicit form of the corresponding eigenfunction
hold.

• The case m2 D �. This case is completely similar to the second case in [19].
By (39) we infer that possible nontrivial solutions of (37)-(38) have the form

hm.y/ D a cosh.
p
2my/C b sinh.

p
2my/C c C dy .a; b; c; d 2 R/ :

Then one sees that a D c D 0 if (3) holds. Moreover, let s > 0 the unique
solution of tanh.s/ D �

	
2�	

�2
s. If m� WD s=`

p
2 is an integer, and only in this

case, then � D m2� is an eigenvalue and the corresponding eigenfunction is

h
	` sinh.

p
2m�y/C .2 � 	/ sinh.

p
2m�`/ y

i
sin.m�x/ :

• The case m2 < �. By (39) we infer that

˛ D ˙ˇ or ˛ D ˙i� with

q
m

p
� � m2 D � < ˇ D

q
m

p
�C m2 :

Therefore, possible nontrivial solutions of (37) have the form

hm.y/ D a cosh.ˇy/C b sinh.ˇy/C c cos.�y/C d sin.�y/ .a; b; c; d 2 R/ :

Differentiating hm and imposing the boundary conditions (38) yields the two
systems:

�
.ˇ2 � m2	/ cosh.ˇ`/a � .�2 C m2	/ cos.�`/c D 0

.ˇ3 � m2.2 � 	/ˇ/ sinh.ˇ`/a C .�3 C m2.2 � 	/�/ sin.�`/c D 0 ;

�
.ˇ2 � m2	/ sinh.ˇ`/b � .�2 C m2	/ sin.�`/d D 0

.ˇ3 � m2.2 � 	/ˇ/ cosh.ˇ`/b � .�3 C m2.2 � 	/�/ cos.�`/d D 0 :
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Due to the presence of trigonometric sine and cosine, for any integer m there
exists a sequence �m

k " C1 such that �m
k > m2 for all k 2 N and such that if

� D �m
k for some k then one of the above systems admits a nontrivial solution.

On the other hand, for any eigenvalue � there exists at most a finite number of
integers m such that m2 < �; if these integers yield nontrivial solutions hm, then
the function hm.y/ sin.mx/ is an eigenfunction corresponding to �.

6 Proof of Theorem 3.2

By Lemma 4.3 we know that a functional whose critical points are solutions of the
problem (23) reads

J.u/ D 1

2
kuk2

H2
�.˝/

C d.u/ � �

2
kuxk2L2.˝/ �

ˆ
˝

fu 8u 2 H2�.˝/:

By combining Lemmas 4.1–4.2–4.3, we obtain a one-to-one correspondence
between solutions of (23) and critical points of the functional J:

Lemma 6.1. Let f 2 L2.˝/. The couple .u; ˚/ 2 H2�.˝/ � H2��.˝/ is a weak
solution of (23) if and only if u 2 H2�.˝/ is a critical point of J and if ˚ 2 H2��.˝/
weakly solves �2˚ D �Œu; u
 in ˝.

The first step is then to prove geometrical properties (coercivity) and compact-
ness properties (Palais-Smale condition) of J. Although the former may appear
straightforward, it requires delicate arguments. The reason is that no useful lower
bound for d.u/ is available. We prove

Lemma 6.2. For any f 2 L2.˝/ and any � � 0, the functional J is coercive in
H2�.˝/ and it is bounded from below. Moreover, it satisfies the Palais-Smale (PS)
condition.

Proof. Assume for contradiction that there exists a sequence fvng � H2�.˝/ and
M > 0 such that

lim
n!1 kvnkH2

�.˝/
! 1; J.vn/ � M:

Put wn D vnkvnk
H2�.˝/

so that vn D kvnkH2
�.˝/

wn and

kwnkH2
�.˝/

D 1 8n : (44)

By combining the Hölder inequality with (29), we infer that

M � J.vn/ � 1

2
kvnk2

H2
�.˝/

C kvnk4
H2

�.˝/
d.wn/

� �

2
kvnk2

H2
�.˝/

k.wn/xk2L2.˝/ � kf kL2.˝/p
�1

kvnkH2
�.˝/

; (45)
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where we also used Lemma 4.3 (ii). By letting n ! 1, this shows that d.wn/ ! 0

which, combined with Lemma 4.3 and (44), shows that wn * 0 in H2�.˝/; then,
.wn/x ! 0 in L2.˝/ by compact embedding. Hence, since d.wn/ � 0, (45) yields

o.1/ D M

kvnk2
H2

�.˝/

� 1

2
C kvnk2

H2
�.˝/

d.wn/

� �

2
k.wn/xk2L2.˝/ � kf kL2.˝/

kvnkH2
�.˝/

p
�1

� 1

2
C o.1/

which leads to a contradiction by letting n ! 1. Therefore J is coercive. Since the
lower bound for J.vn/ in (45) only depends on kvnkH2

�.˝/
, we also know that J is

bounded from below.
In order to prove that J satisfies the (PS) condition we consider a sequence fung �

H2�.˝/ such that J.un/ is bounded and J0.un/ ! 0 in H�.˝/. By what we just
proved, we know that fung is bounded and therefore, there exists u 2 H2�.˝/ such
that un * u and, by weak continuity, J0.u/ D 0. Moreover, by Lemma 4.3,

hJ0.un/; uni D kunk2
H2

�.˝/
C .D.un/; un/H2

�.˝/
� �k.un/xk2L2.˝/ �

ˆ
˝

fun !

! 0 D hJ0.u/; ui D kuk2
H2

�.˝/
C .D.u/; u/H2

�.˝/
� �kuxk2L2.˝/ �

ˆ
˝

f u :

Since .D.un/; un/H2
�.˝/

! .D.u/; u/H2
�.˝/

by Lemma 4.2, k.un/xk2L2.˝/ ! kuxk2L2.˝/
and

´
˝

fun ! ´
˝

f u by compact embedding, this proves that kunkH2
�.˝/

!
kukH2

�.˝/
. This fact, together with the weak convergence un * u proves that, in

fact, un ! u strongly; this proves (PS). ut
Lemma 6.2 shows that the (smooth) functional J admits a global minimum

in H2�.˝/ for any f and �. This minimum is a critical point for J and hence,
by Lemma 6.1, it gives a weak solution of (23). This proves the first part of
Theorem 3.2. Let us now prove the items.

(i) If � � �1 and f D 0, we see that any critical point u of J satisfies

0 D hJ0.u/; ui D kuk2
H2

�.˝/
C 4d.u/ � �kuxk2L2.˝/

where we also used Lemma 4.3 (iii). By Lemma 4.3 i) and (29), this proves
that u D 0. Then we apply again Lemma 6.1 and find .u; ˚/ D .0; 0/.

(ii) If f D 0 and � 2 .�k; �kC1
, then the twice differentiable functional J is even
and its second derivative J00.0/ at 0 has Morse index k. By Lemma 6.2 we may
then apply [1, Theorem 11] (which is a variant of Theorem 5.2.23 p.369 in
[14]), to infer that J has at least k pairs of district nonzero critical points. Then
by Lemma 6.1 there exist at least k pairs of nontrivial solutions of (23).
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(iii) For any f 2 L2.˝/, if u is a critical point of the functional J it satisfies
hJ0.u/; ui D 0 and therefore, by the Hölder inequality,

kuk2
H2

�.˝/
C 4d.u/ � �kuxk2L2.˝/ � kf kL2.˝/kukL2.˝/ :

In turn, by using Lemma 4.3 i) and twice (29), we obtain



1 � �

�1

�
kuk2

H2
�.˝/

� kf kL2.˝/p
�1

kukH2
�.˝/

:

This gives the a priori bound

kukH2
�.˝/

�
p
�1

�1 � � kf kL2.˝/ : (46)

Next, we prove a local convexity property of the functional J. Let

Q.u/ WD kuk2
H2

�.˝/
� �kuxk2L2.˝/ 8u 2 H2�.˝/ :

Then, for all u; v 2 H2�.˝/ and all t 2 Œ0; 1
, we have

Q

tu C .1� t/v

�
� tQ.u/� .1� t/Q.v/ D �t.1� t/


ku �vk2

H2
�.˝/

��kux �vxk2L2.˝/
�
:

(47)

Moreover, for all u; v 2 H2�.˝/ and all t 2 Œ0; 1
, some tedious computations show
that

d


tu C .1 � t/v
�

� td.u/ � .1 � t/d.v/ D

D � t.1 � t/

4

n
.t2 � 3t C 1/.kB.v; u � v/k2

H2
��.˝/

� kB.u; u � v/k2
H2

��.˝/
/

C2�B.v; v/;B.v�u; v�u/
�

H2
��.˝/

C2.t2� tC1/�B.u; u�v/;B.uCv; u�v/�H2
��.˝/

�4t.1 � t/
�
B.u � v; u/;B.v � u; v/

�
H2

��.˝/

o

by (34) � C t.1 � t/ .kuk2
H2

�.˝/
C kvk2

H2
�.˝/

/ ku � vk2
H2

�.˝/
I (48)

here C > 0 is a constant independent of t, u, v. Consider the “unforced” functional

J0.u/ D 1

2
kuk2

H2
�.˝/

C d.u/ � �

2
kuxk2L2.˝/ D Q.u/

2
C d.u/ I (49)
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by putting together (47) and (48) we see that

J0


tu C .1 � t/v
�

� tJ0.u/ � .1 � t/J0.v/

� � t.1 � t/

2


ku � vk2

H2
�.˝/

� �kux � vxk2L2.˝/
�

C C t.1 � t/ .kuk2
H2

�.˝/
C kvk2

H2
�.˝/

/ ku � vk2
H2

�.˝/

� t.1 � t/


C .kuk2
H2

�.˝/
C kvk2

H2
�.˝/

/ � �1 � �
2�1

�
ku � vk2

H2
�.˝/

: (50)

Take f sufficiently small such that

kf k2L2.˝/ < K2 WD .�1 � �/3
4C �21

: (51)

By (46) and (51) we know that any critical point of J satisfies

kuk2
H2

�.˝/
� �1

.�1 � �/2 K2 D �1 � �
4C �1

DW �2 I

put B� D fu 2 H2�.˝/I kukH2
�.˝/

� �g. Moreover, from (50) we know that

J0


tu C .1 � t/v
�

� tJ0.u/ � .1 � t/J0.v/ � 0 8u; v 2 B� ;

with strict inequality if u ¤ v and t 62 f0; 1g. This proves that J0 is strictly convex in
B� and since J.u/ equals J0.u/ plus a linear term (with respect to u), also J is strictly
convex in B�.

Summarising, if (51) holds, then we know that:

• by (46) all the critical points of J belong to B�;
• by the first part of the proof we then know that there exists at least a critical point

in B�;
• J is strictly convex in B�.

We then deduce that J admits a unique critical point in B� (its absolute minimum)
and no other critical points elsewhere. Together with Lemma 6.1, this completes the
proof of item (iii).

(iv) If � > �1 we know from item (ii) that the unforced functional J0 defined
in (49) has two global minima ˙Nu ¤ 0. Then a sufficiently small linear perturbation
of J0 has a local minimum in a neighborhood of both ˙Nu. Whence, if f is sufficiently
small, say kf kL2.˝/ < K, then the functional J defined by J.u/ D J0.u/ � ´

˝
fu

admits two local minima in two neighborhoods of both ˙Nu. These local minima,
which we name u1 and u2, are the first two critical points of J. A minimax procedure
then yields an additional (mountain-pass) solution. Indeed, consider the set of
continuous paths connecting u1 and u2:
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� WD
n
p 2 C0.Œ0; 1
;H2�.˝//I p.0/ D u1; p.1/ D u2

o
:

Since by Lemma 6.2 the functional J satisfies the (PS) condition, the mountain-pass
Theorem guarantees that the level

min
p2� max

t2Œ0;1
 J
�
p.t/

�
> max

n
J.u1/; J.u2/

o

is a critical level for J; this yields a third critical point. By Lemma 6.1 this proves
the existence of (at least) three weak solutions of (23).

7 Proof of Theorem 3.3

Similar to Lemma 6.1, the functional whose critical points are solutions of prob-
lem (26) is

J.u/ D 1

2
kuk2

H2
�.˝/

C
ˆ
˝

� .y/



k

2
.uC/2 C ı

4
.uC/4

�
C d.u/� �

2
kuxk2L2.˝/ �

ˆ
˝

fu :

And similar to Lemma 6.2 one can prove that for any f 2 L2.˝/ and any � � 0,
the functional J is coercive in H2�.˝/, it is bounded from below and it satisfies the
(PS) condition. Then the smooth functional J admits a global minimum in H2�.˝/
for any f and �. This minimum is a critical point for J and hence a weak solution
of (26). This proves the first part of Theorem 3.3. Let us now prove the items.

(i) The proof of this item follows the same steps as item (iii) of Theorem 3.2: it
suffices to notice that the additional term

´
˝
� .y/

�
k
2
.uC/2 C ı

4
.uC/4

�
is also

convex.

(ii) If f D 0, then u D 0 is a solution for any � � 0. We just need to show that it is
not the global minimum which we know to exist. Let e1 and ˛ be as in (30) and
consider the function

g.t/ WD J.te1/ D �� � �1
2�1

t2 C k ˛

2
.tC/2 C ı .tC/4

4

ˆ
˝
� .y/e41 C t4 d.e1/ t 2 R :

(52)
Since � > �1, the coefficient of .t�/2 is negative and the qualitative graph of
g is as in Figure 3 (on the left the case where � < � so that the coefficient of
.tC/2 is nonnegative, on the right the case where also the coefficient of .tC/2
is negative). It is clear that there exists t < 0 such that g.t/ < 0. This means
that J.te1/ < 0 and that 0 is not the absolute minimum of J. This completes the
proof of item (ii).
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Fig. 3 Qualitative graphs of
the functions g (left) and h
(right).

(iii) We study first the case where f D 0 and we name J0 the unforced functional,
that is,

J0.u/ D 1

2
kuk2

H2
�.˝/

C
ˆ
˝

� .y/



k

2
.uC/2 C ı

4
.uC/4

�
C d.u/ � �

2
kuxk2L2.˝/ :

We consider again the function g in (52) that we name here h in order to
distinguish their graphs, h.t/ D g.t/ as in (52). Since � > �, the coefficient
of .tC/2 is now also negative and the qualitative graph of h is as in the right
picture of Figure 3. Then the function h has a nondegenerate local maximum
at t D 0 which means that also the map t 7! J0.te1/ has a local maximum at
t D 0 and it is strictly negative in a punctured interval containing t D 0. Let
E D spanfekI k � 2g denote the infinite dimensional space of codimension
1 being the orthogonal complement of spanfe1g. By the improved Poincaré
inequality

�2kvxk2L2.˝/ � kvk2
H2

�.˝/
8v 2 E

and by taking into account Lemma 4.3 (i) and � � �2, we see that

J0.u/ � �2 � �
2�2

kuk2
H2

�.˝/
C

ˆ
˝

� .y/



k

2
.uC/2 C ı

4
.uC/4

�
� 0 8u 2 E :

Therefore, the two open sets

AC D fu 2 H2�.˝/I .u; e1/H2
�.˝/

> 0; J0.u/ < 0g ;
A� D fu 2 H2�.˝/I .u; e1/H2

�.˝/
< 0; J0.u/ < 0g

are disconnected. Since J0 satisfies the (PS) condition and is bounded from
below, J0 admits a global minimum uC (resp. u�) in AC (resp. A�) and
J0.u˙/ < 0.

A sufficiently small linear perturbation of J0 then has a local minimum in a
neighborhood of both u˙. Whence, if f is sufficiently small, say kf kL2.˝/ < K,
then the functional J defined by J.u/ D J0.u/ � ´

˝
fu admits a local minimum

in two neighborhoods of both u˙. A minimax procedure then yields an additional
(mountain-pass) critical point, see the proof of Theorem 3.2 (iv) for the details. This
yields a third solution of (26).
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1 Introduction

Let .M; g/ be a smooth compact, n dimensional Riemannian manifold, n D 3; 4

with boundary @M which is the union of a finite number of connected, smooth,
boundaryless, n � 1 submanifolds embedded in M. Here g denotes the Riemannian
metric tensor. By Nash theorem we can consider .M; g/ as a regular submanifold
embedded in R

N .
We search for the positive solutions of the following Klein Gordon Maxwell

Proca system with homogeneous Neumann boundary conditions

8<
:

�"2�gu C au D jujp�2u C !2.qv � 1/2u in M
��gv C .1C q2u2/v D qu2 in M

@u
@�

D @v
@�

D 0 on @M
(1)

or Klein Gordon Maxwell system with mixed Dirichlet Neumann homogeneous
boundary conditions
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8̂̂<
ˆ̂:

�"2�gu C au D jujp�2u C !2.qv � 1/2u in M
��gv C q2u2v D qu2 in M

v D 0 on @M
@u
@�

D 0: on @M

(2)

Here 2 < p < 2� D 2n
n�2 , � is the external normal to @M, a > 0, q > 0, ! 2

.�p
a;

p
a/ and " is a positive perturbation parameter.

We are interested in finding solutions u; v 2 H1
g.M/ to problem (1) and (2). Also,

we show that, for " sufficiently small, the function u has a peak near a stable critical
point of the mean curvature of the boundary.

Definition 1.1. Let f 2 C1.N;R/, where .N; g/ is a Riemannian manifold. We say
that K � N is a C1-stable critical set of f if K � ˚

x 2 N W rgf .x/ D 0
�

and for any
� > 0 there exists ı > 0 such that, if h 2 C1.N;R/ with

max
dg.x;K/��

jf .x/ � h.x/j C jrgf .x/ � rgh.x/j � ı;

then h has a critical point x0 with dg.x0;K/ � �. Here dg denotes the geodesic
distance associated with the Riemannian metric g.

Now we state the main theorem.

Theorem 1.2. Assume K � @M is a C1-stable critical set of the mean curvature of
the boundary. Then there exists "0 > 0 such that, for any " 2 .0; "0/, Problem (1)
has a solution .u"; v"/ 2 H1

g.M/ � H1
g.M/. Analogously, problem (2) has a solution

.u"; v"/ 2 H1
g.M/� H1

0;g.M/. Moreover, the function u" has a peak in some �" 2 @M
which converges to a point �0 2 K as " goes to zero.

From the seminal paper of [2] many authors studied KGM systems on a flat domain.
We cite [1, 4, 6–10, 21].

For KGM and KGMP system on Riemannian manifolds, as far as we know the
first paper which deals with this problem is by Druet and Hebey [11]. In this work
the authors study the case " D 1 and prove the existence of a solution for KGMP
systems on a closed manifold, by the mountain pass theorem. Thereafter several
works are devoted to the study of KGMP system on Riemaniann closed manifold.
We limit ourselves to cite [5, 16–19].

Klein Gordon Maxwell system provides a model for a particle u interacting with
its own electrostatic field v. Thus, it is somewhat more natural to prescribe Neumann
condition on the second equation as d’Avenia Pisani and Siciliano nicely explained
in the introduction of [9].

So, recently we moved to study KGMP systems in a Riemaniann manifold M
with boundary @M with Neumann boundary condition on the second equation. In
[14] the authors proved that the topological properties of the boundary @M, namely
the Lusternik Schnirelmann category of the boundary, affect the number of the low
energy solution for the systems. Also, we notice that the natural dimension for KGM
and KGMP systems is n D 3, since this systems arises from a physical model.
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However, the case n D 4 is interesting from a mathematical point of view, since the
second equation of systems (1) and (2) becomes energy critical by the presence of
the u2v term. For further comments on this subject, we refer to [18]

We can compare [14] and Theorem 1.2. In [15] we proved that the set of
metrics for which the mean curvature has only nondegenerate critical points is
an open dense set among all the Ck metrics on M, k � 3. Thus, generically
with respect to the metric, the mean curvature has P1.@M/ nondegenerate (hence
stable) critical points, where P1.@M/ is the Poincaré polynomial of @M, namely
Pt.@M/, evaluated in t D 1. Hence, generically with respect to metric, Problem (1)
has P1.@M/ solution and holds P1.@M/ � cat@M. Also, in many cases the strict
inequality P1.@M/ > cat@M holds.

The paper is organized as follows. In Section 2 we summarize some results that
are necessary to frame the problem. Namely, we recall some well-known notion
of Remannian geometry, we introduce the variational setting and we study some
properties of the second equation of the systems. In Section 3 we perform the finite
dimensional reduction and we sketch the proof of Theorem 1.2. A collection of
technical results is contained in Appendix 5.

2 Preliminary results

We recall some well-known fact about Riemannian manifold with boundary.
First of all we define the Fermi coordinate chart.

Definition 2.1. If q belongs to the boundary @M, let Ny D .z1; : : : ; zn�1/ be
Riemannian normal coordinates on the n �1manifold @M at the point q. For a point
� 2 M close to q, there exists a unique N� 2 @M such that dg.�; @M/ D dg.�; N�/.
We set Nz.�/ 2 R

n�1 the normal coordinates for N� and zn.�/ D dg.�; @M/. Then

we define a chart �@
q W R

nC ! M such that .Nz.�/; zn.�// D �
�@

q

��1
.�/. These

coordinates are called Fermi coordinates at q 2 @M. The Riemannian metric
gq .Nz; zn/ read through the Fermi coordinates satisfies gq.0/ D Id.

We note by d@g and exp@, respectively, the geodesic distance and the exponential
map on by @M. By compactness of @M, there is an R@ and a finite number of points
qi 2 @M, i D 1; : : : ; k such that

Iqi.R
@;RM/ WD ˚

x 2 M; dg.x; @M/ D dg.x; N�/ < RM; d@g.qi; N�/ < R@
�

form a covering of .@M/� and on every Iqi the Fermi coordinates are well defined.
In the following we choose, R D min

˚
R@;RM

�
, such that we have a finite covering

M � ˚[k
iD1B.qi;R/

�[˚[l
iDkC1I�i.R;R/

�
where k; l 2 N, qi 2 M X @M, and �i 2 @M.
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Given the Fermi coordinates in a neighborhood of p, and we denoted by
the matrix .hij/i;jD1;:::;n�1 the second fundamental form, we have the well-known
formulas (see [3, 12])

gij.y/ D ıij C 2hij.0/yn C O.jyj2/ for i; j D 1; : : : n � 1 (3)

gin.y/ D ıin (4)
p

g.y/ D 1 � .n � 1/H.0/yn C O.jyj2/ (5)

where .y1; : : : ; yn/ are the Fermi coordinates and the mean curvature H is

H D 1

n � 1
n�1X

i

hii (6)

To solve our system, using an idea of Benci and Fortunato [2], we reduce the
system to a single equation. We introduce the map  defined by the equation

� ��g C .1C q2u2/ D qu2 in M
@ 

@�
D 0 on @M

(7)

in case of Neumann boundary condition or by

� ��g C qu2 D qu2 in M
 D 0 on @M

(8)

in case of Dirichlet boundary condition.
In what follows we call H D H1

g for the Neumann problem and H D H1
0;g for

the Dirichlet problem. Thus with abuse of language we will say that  W H ! H in
both (7) and (8). Moreover, from standard variational arguments, it easy to see that
 is well defined in H and it holds

0 �  .u/ � 1=q (9)

for all u 2 H. We collect now some well-known result on the map  . For a more
extensive presentation of these properties, we refer to [11]

Lemma 2.2. The map  W H ! H is C2 and its differential  0.u/Œh
 D VuŒh
 at u
is the map defined by

��gVuŒh
C .1C q2u2/VuŒh
 D 2qu.1 � q .u//h for all h 2 H: (10)

in case of Neumann boundary condition or

��gVuŒh
C q2u2VuŒh
 D 2qu.1 � q .u//h for all h 2 H: (11)

in case of Dirichlet boundary condition.
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Also, we have

0 �  0.u/Œu
 � 2

q
:

Finally, the second derivative .h; k/ !  00.u/Œh; k
 D Tu.h; k/ is the map defined by
the equation

��gTu.h; k/C .1C q2u2/Tu.h; k/ D �2q2u.kVu.h/C hVu.k//C 2q.1� q .u//hk

in case of Neumann boundary condition or

��gTu.h; k/C q2u2Tu.h; k/ D �2q2u.kVu.h/C hVu.k//C 2q.1 � q .u//hk

in case of Dirichlet boundary condition.

Lemma 2.3. The map � W H ! R given by

�.u/ D 1

2

ˆ
M
.1 � q .u//u2d�g

is C2 and

�0.u/Œh
 D
ˆ

M
.1 � q .u//2uhd�g

for any u; h 2 H

For the proofs of these results we refer to, in which the case of KGMP is treated.
For KGM systems, the proof is identical.

Now, we introduce the functionals I"; J";G" W H ! R

I".u/ D J".u/C !2

2
G".u/; (12)

where

J".u/ WD 1

2"n

ˆ

M

�
"2jrguj2 C .a � !2/u2� d�g � 1

p"n

ˆ

M

�
uC�p

d�g (13)

and

G".u/ WD 1

"n
q
ˆ

M
 .u/u2d�g: (14)
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By Lemma 2.3 we deduce that

1

2
G0
".u/Œ'
 D 1

"n

ˆ
M
Œ2q .u/ � q2 2.u/
u'd�g: (15)

If u 2 H is a critical point of I", then the pair .u;  .u// is the desired solution of
Problem (1) or (2).

Finally, we introduce a model function for the solution u. It is well known that, in
R

n, there is a unique positive radially symmetric function V.z/ 2 H1.Rn/ satisfying

��V C .a � !2/V D Vp�1 on R
n: (16)

Moreover, the function V exponentially decays at infinity as well as its derivative,
that is, for some c > 0

lim
jzj!1

V.jzj/jzj n�1
2 ejzj D c lim

jzj!1
V 0.jzj/jzj n�1

2 ejzj D �c:

We can define on the half space R
nC D f.z1; : : : ; zn/ 2 R

n ; zn � 0g the function

U.x/ D Vjxn�0 :

The function Usatisfies the following Neumann problem in R
nC8<

:
��U C .a � !2/U D Up�1 in R

nC
@U

@zn
D 0 on fzn D 0g : (17)

and it is easy to see that the space solution of the linearized problem

8<
:

��' C .a � !2/' D .p � 1/Up�2' in R
nC

@'

@zn
D 0 on fzn D 0g : (18)

is generated by the linear combination of

' i D @U

@zi
.z/ for i D 1; : : : ; n � 1:

We endow H1
g.M/ with the scalar product hu; vi" WD 1

"n

ˆ
M
"2rgurgv C .a � !2/

uvd�g and the norm kuk" D hu; ui1=2" . We call H" the space H1
g equipped with

the norm k � k". We also define Lp
" as the space Lp

g.M/ endowed with the norm

juj";p D 1

"n


ˆ
M

upd�g

�1=p

.
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For any p 2 Œ2; 2�/, the embedding i" W H" ,! L";p is a compact, continuous map,
and it holds juj";p � ckuk" for some constant c not depending on ". We define the
adjoint operator i�" W L";p0 W,! H" as

u D i�" .v/ , hu; 'i" D 1

"n

ˆ
M
v'd�g:

Now on set

f .u/ D juCjp�1

and

g.u/ WD �
q2 2.u/ � 2q .u/

�
u:

we can rewrite problem (1) in an equivalent formulation

u D i�"
�
f .u/C !2g.u/

�
; u 2 H":

Remark 2.4. We have that ki�" .v/k" � cjvjp0;" with c independent by ".

Remark 2.5. We recall the following two estimates, that can be obtained by trivial
computations

kukH1
g

� c"
1
2 kuk" for n D 3 (19)

kukH1
g

� c"kuk" for n D 4 (20)

We often will use the estimate (19) also when n D 4, which is still true even if
weaker, to simplify the exposition.

Finally, we define an important class of functions on the manifold, modeled on the
function U. For all � 2 @M we define

W";� D
8<
:U"



�@
�

��1
.x/

�
�R



�@
�

��1
.x/

�
x 2 I� .R/ WD I� .R;R/I

0 elsewhere:

We recall a fundamental limit property for the function W";� .

Remark 2.6. Since U decays exponentially, it holds, uniformly with respect to
q 2 @M,

lim
"!0

ˇ̌
W";�

ˇ̌t
t;" D

ˆ
R

n
C

Ut.z/dz (21)
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for all 1 � t � 2�, and

lim
"!0

"2
ˇ̌rgW";�

ˇ̌2
2;"

D
ˆ
R

n
C

jrUj2 .z/dz (22)

We also have the following estimate for the function  and for its differential  0.

Lemma 2.7. It holds, for any ' 2 H and for any � 2 @M

k .W";� C '/kH � c1

"

nC2
2 C k'k2H

�
(23)

k .W";� C '/kH � c2"
nC2
2

�
1C k'k2"

�
(24)

for some positive constants c1; c2, when " is sufficiently small.

Proof. We prove the claim for the Neumann boundary condition. For the Dirichlet
boundary condition the proof is completely analogous taking into account the
gradient norm on H:

To simplify the notations we set v D  .W";� C '/. By definition of  we have

kvk2H �
ˆ

M
jrgvj2 C v2 C q2.W";� C '/2v2 D q

ˆ
.W";� C '/2v

�

ˆ

M
v2

�

� 1
2�

ˆ

M
.W";� C '/

4n
nC2

� nC2
2n

� ckvkH1
g

ˇ̌
W";� C '

ˇ̌2
4n

nC2 ;g

� ckvkH1
g

ˇ̌
W";�

ˇ̌2
4n

nC2 ;g
C j'j24n

nC2 ;g

�

Thus kvkH � c
ˇ̌

W";�

ˇ̌
4n

nC2 ;g
C j'j 4n

nC2 ;g

�
. Taking into account (21) of Remark 2.6

we have that, for " small
ˇ̌
W";�

ˇ̌2
4n

nC2 ;g
� C"

2n
nC2 jUj24n

nC2 ;g
. Thus we have

kvkH1
g

� c1

"

2n
nC2 C j'j24n

nC2 ;g

�
� c1."

2n
nC2 C k'k2H1

g
/ (25)

and

kvkH1
g

� c2"
2n

nC2


1C j'j24n

nC2 ;"

�
� c2"

2n
nC2

�
1C k'k2"

�
: (26)

that prove (23) and (24).For any � 2 M and h; k 2 H1
g it holds. ut

Lemma 2.8. It holds, for any h; k 2 H and for any � 2 @M

k 0.W";� C k/Œh
kH � ckhkH
˚
"2 C kkkH

�
for some positive constant c when " is sufficiently small.
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Proof. Again, we prove the claim for the Neumann boundary condition being the
other case completely analogous. By (10) and since 0 <  < 1=q,

k 0.W";� C k/Œh
k2H1
g

D 2q
ˆ

M
.W";� C k/.1 � q .W";� C k//h 0.W";� C k/Œh


�q2
ˆ

M
.W";� C k/2. 0.W";� C k/Œh
/2

�
ˆ

M
W";� jhj ˇ̌ 0.W";� C k/Œh


ˇ̌C
ˆ

M
jkjjhj ˇ̌ 0.W";� C k/Œh


ˇ̌
WD I1 C I2

We estimate the two terms I1 and I2 separately. We have

I1 � ˇ̌
 0.W";� C k/Œh


ˇ̌
2�;g jhj2�;g

ˇ̌
W";�

ˇ̌
2
n ;g

� "2k 0kH1
g
khkH1

g

ˇ̌
W";�

ˇ̌
n
2 ;"

I2 � kkkL3g
khkL3g

k 0.W";� C k/Œh
kL3g
� kkkH1

g
khkH1

g
k 0kH1

g

and, in light of Remark 2.6, we obtain the claim. ut

2.1 The Lyapunov Schmidt reduction

We want to split the space H" in a finite dimensional space generated by the solution
of (18) and its orthogonal complement. Fixed � 2 @M and R > 0, we consider on
the manifold the functions

Zi
";� D

8<
:'

i
"



 @
�

��1
.x/

�
�R



 @
�

��1
.x/

�
x 2 I� .R/ WD I� .R;R/I

0 elsewhere:
(27)

where ' i
".z/ D ' i

 z

"

�
and �R W Bn�1.0;R/ � Œ0;R/ ! R

C is a smooth cut-off

function such that �R � 1 on Bn�1.0;R=2/ � Œ0;R=2/ and jr�j � 2.
In the following, for the sake of simplicity, we denote

DC.R/ D Bn�1.0;R/ � Œ0;R/ � R
nC (28)

Let

K";� WD Span
n
Z1";� ; � � � ;Zn�1

";�

o
:
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We can split H" in the sum of the .n � 1/-dimensional space and its orthogonal
complement with respect of h�; �i", i.e.

K?
";� WD

n
u 2 H" ;

D
u;Zi

";�

E
"

D 0:
o
:

We solve problem (1) by a Lyapunov Schmidt reduction: we look for a function of
the form W";� C � with � 2 K?

";� such that

˘?
";�

˚
W";� C � � i�"

�
f
�
W";� C �

�C !2g
�
W";� C �

��� D 0 (29)

˘";�

˚
W";� C � � i�"

�
f
�
W";� C �

�C !2g
�
W";� C �

��� D 0 (30)

where ˘";� W H" ! K";� and ˘?
";� W H" ! K?

";� are, respectively, the projection

on K";� and K?
";� . We see that W";� C � is a solution of (1) if and only if W";� C �

solves (29–30).

3 Reduction to finite dimensional space

In this section we find a solution for equation (29). In particular, we prove that for
all " > 0 and for all � 2 @M there exists �";� 2 K?

";� solving (29). The main part of
the reduction is performed in [13] and in [20]. Here we explicitly estimate only the
term appearing in this specific contest.

We can rewrite equation (29) as

L";� .�/ D N";� .�/C R";� C S";� .�/

where L";� is the linear operator

L";� W K?
";� ! K?

";�

L";� .�/ WD ˘?
";�

˚
� � i�"

�
f 0.W";� /�

��
;

N";� .�/ is the nonlinear term

N";� WD ˘?
";�

˚
i�"
�
f .W";� C �/ � f .W";� / � f 0.W";� /�

��
R";� is a remainder term

R";� WD ˘?
";�

˚
i�"
�
f .W";� /

� � W";�

�
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and S";� is the coupling term

S";� D ˘?
";�

˚
i�"
�
!2g

�
W";� C �

���
:

Proposition 3.1. There exists "0 > 0 and C > 0 such that for any � 2 @M and
for all " 2 .0; "0/ there exists a unique �";� D �."; �/ 2 K?

";� which solves (29).
Moreover

k�";�k" < C"2:

Finally, � 7! �";� is a C1 map.

In order to proof result, we premise some technical lemma.

Remark 3.2. We summarize here the results on L";� ;N";� and R";� contained in [13].
There exist "0 and c > 0 such that, for any � 2 @M and " 2 .0; "0/

kL";�k" � ck�k" for any � 2 K?
";� :

Also it holds

kR";�k" � c"1C
n
p0

and

kN";� .�/k" � c
�k�k2" C k�kp�1

"

�
We further remark that n

p0 > 1 since 2 � p < 2�

We have now to estimate the coupling term S";� .

Lemma 3.3. If k�k"; k�1k"; k�2k" D O."2/, it holds

kS";� .�/k" � c"2 (31)

kS";� .�1/ � S";� .�2/k" � l"k�1 � �2k" (32)

where l" ! 0 as " ! 0.

Proof. We have, by the properties of the map i�" , that

kS";� .�/k" � c
ˇ̌
 2.W";� C �/.W";� C �/

ˇ̌
";p0 C c

ˇ̌
 .W";� C �/.W";� C �/

ˇ̌
";p0

� c
ˇ̌
 .W";� C �/.W";� C �/

ˇ̌
";p0

� c

"
n
p0


ˆ
 .W";� C �/2�

� 1
2�

 ˆ
jW";� C �jp0


2�

p0

�0
! 1

p
0


2�

p0

�0
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� c "

� n
p0 C n

p
0


2�

p0

�0

k .W";� C �/kH

ˇ̌
W";� C �

ˇ̌
";p0


2�

p0

�0

� c"� n
2� k .W";� C �/kH � c"� n

2� "
nC2
2 D c"2

by (24) and taking into account that k�k" D o.1/ by Remark 2.5, and the first step
is proved.

For the second claim, we have, since 0 �  � 1=q

kS";� .�1/ � S";� .�2/k" �c
ˇ̌̌
 2.W";� C �1/.W";� C �1/ �  2.W";� C �2/.W";� C �2/

ˇ̌̌
";p0

C c
ˇ̌
 .W";� C �1/.W";� C �1/ �  .W";� C �2/.W";� C �2/

ˇ̌
";p0

�c
ˇ̌
 .W";� C �1/.W";� C �1/ �  .W";� C �2/.W";� C �2/

ˇ̌
";p0

�c
ˇ̌�
 .W";� C �1/ �  .W";� C �2/

�
.W";� C �1/

ˇ̌
";p0

C ˇ̌
 .W";� C �2/ Œ�1 � �2


ˇ̌
";p0

�c
ˇ̌�
 0.W";� C .1 � �/�1 C ��2/Œ�1 � �2


�
.W";� C �1/

ˇ̌
";p0

C ˇ̌
 .W";� C �2/ Œ�1 � �2


ˇ̌
";p0 WD D1 C D2

for some � 2 .0; 1/. Arguing as in the first part of the proof we get, in light of (24),
that

D2 � c"� n
p� k .W";� C �/kH j�1 � �2j

";p0


2�

p0

�0 � c"� n
2� "

nC2
2 k�1 � �2k"

and, using Lemma 2.8, that

D1 � c"� n
p0
��� 0.W";� C .1 � �/�1 C ��2/Œ�1 � �2


���
H

ˇ̌
W";� C �1

ˇ̌
";p0


2�

p0

�0

� c"� n
p0
˚
"2 C .1 � �/k�1kH C �k�2kH

� k�1 � �2kH :

If n D 3; by (19) and since k�1k"; k�2k" D o."/ by hypothesis we have

D1 � c"� 3
p0
˚
"2 C "1=2.1 � �/k�1k" C "1=2�k�2k"

�
"1=2k�1 � �2k"

� c"
5
2� 3

p0 k�1 � �2k"

and the claim is proved since 5
2

� 3
p0 > 0 if p0 > 6

5
that is true since p < 6. For

n D 4; analogously we have, by (20)

D1 � c"� 4
p0
˚
"2 C ".1 � �/k�1k" C "�k�2k"

�
"k�1 � �2k"

� c"3�
4
p0 k�1 � �2k"

and 3 � 4
p0 > 0 iff p0 > 4

3
that is p < 4. ut
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We can now prove the main result of this section.

Proof (Proof of Proposition 3.1). The proof is similar to Proposition 3.5 of [20],
which we refer to for all details. We want to solve (29) by a fixed point argument.
We define the operator

T";� W K?
";� ! K?

";�

T";� .�/ D L�1
";�

�
N";� .�/C R";�S";� .�/

�
By Remark 3.2 T";� is well defined and it holds

kT";� .�/k" � c
�kN";� .�/k" C kR";�k" C kS";� .�/k"

�
kT";� .�1/ � T";� .�2/k" � c

�kN";� .�1/ � N";� .�2/k" C kS";� .�1/ � S";� .�2/k"
�

for some suitable constant c > 0. By the mean value theorem (and by the properties
of i�) we get

kN";� .�1/�N";� .�2/k" � c
ˇ̌
f 0.W";� C �2 C t.�1 � �2// � f 0.W";� /

ˇ̌
p

p�2 ;"
k�1��2k":

By [20], Remark 3.4 we have that
ˇ̌
f 0.W";� C �2 C t.�1 � �2// � f 0.W";� /

ˇ̌
p

p�2 ;"
<< 1

provided k�1k" and k�2k" small enough. This, combined with (32) proves that there
exists 0 < L < 1 such that kT";� .�1/ � T";� .�2/k" � Lk�1 � �2k".

We recall that by Lemma 3.2 we have

kN";� .�/k" � c
�k�k2" C k�kp�1

"

�
kR";�k" � "

1C n
p0 D o."2/

This, combined with (31) gives us

kT";� .�/k" � c
�kN";� .�/k" C kR";�k" C kS";� .�/k"

�
� c


k�k2" C k�kp�1

" C "
1C n

p0 C c"2
�

So, there exists a positive constant C such that T";� maps a ball of center 0 and radius
C"2 in K?

";� into itself and it is a contraction. So there exists a fixed point �";� with

norm k�";�k" � C"2.
The continuity of �";� with respect to � is standard. ut
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4 The reduced functional

In this section we define the reduced functional in a finite dimensional space and we
solve equation (30). This leads us to the proof of main theorem.

We have introduced I".u/ in the introduction. We now define the reduced
functional

QI" W @M ! R

QI".�/ D I".W";� C �";�/

where �";� is uniquely determined by Proposition 3.1.

Lemma 4.1. Let �0 be a critical point of QI", that is, if � D �.y/ D exp@�0.y/, y 2
Bn�1.0; r/, then



@

@yh

QI".�.y//
�

jyD0

D 0; h D 1; : : : ; n � 1:

Thus the function �";� C W";� solves equation (30).

Proof. The proof of this lemma is just a computation. ut
Lemma 4.2. It holds

QI".�/ D C � "H.�/C o."/

C1 uniformly with respect to � 2 @M as " goes to zero. Here H.�/ is the mean
curvature of the boundary @M at � .

To prove Lemma we study the asymptotic expansion of QI".�/ with respect to ". We
recall the result contained in [13].

Remark 4.3. It holds

QJ".�/ W D J".W";� C �";�/ D J".W";� /C o."/ (33)

D C � "˛H.�/C o."/

C1 uniformly with respect to � 2 @M as " goes to zero, where

C WD
ˆ
R

n
C

1

2
jrU.z/j2 C 1

2
U2.z/ � 1

p
Up.z/dz

˛ WD .n � 1/
2

ˆ
R

n
C



U0.jzj/

jzj
�2

z3ndz
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In light of this result, it remains to estimate the coupling functional G" to prove
Lemma 4.2. We split this proof into several lemmas.

Lemma 4.4. It holds

G"

�
W";� C �";�

� � G"

�
W";�

� D o."/ (34)

�
G0
"

�
W";�0 C �";�0

� � G0
"

�
W";�0

�� "
 @

@yh
W";�.y/

�
jyD0

#
D o."/ (35)

G0
"

�
W";�.y/ C �";�.y/

� � @

@yh
�";�.y/

	
D o."/ (36)

Proof. Let us prove (34). We have (for some � 2 Œ0; 1
)

G"

�
W";� C �";�

� � G"

�
W";�

�
D 1

"n

ˆ

M

h
 
�
W";� C �";�

� �
W";� C �";�

�2 �  �W";�

� �
W";�

�2i

D 1

"n

ˆ

M

 0 �W";� C ��";�
�
Œ�";� 


�
W";�

�2

C 1

"n

ˆ

M

 
�
W";� C �";�

� 
2�";�W";� C �2";�

�
WD I1 C I2:

By Lemma 2.8 and Remark 2.6 we have

I1 � 1

"n

0
@ˆ

M

�
 0 �W";� C ��";�

�
Œ�";� 


�2
d�g

1
A

1
2
0
@ˆ

M

W4
";�d�g

1
A

1
2

�"
n
2

"n
k 0 �W";� C ��";�

�
Œ�";� 
kH

ˇ̌
W";�

ˇ̌2
";2

�"� n
2

�
"2k�";�kH C k�";�k2H

� � "
9�n
2 D o."/:

since k�";�kH � "1=2k�";�k" � "5=2 by Proposition 3.1.
For I2 we have, by (24) and Remark 2.6 in a similar way we get

I2 � 1

"n

0
@ˆ

M

 2
�
W";� C �";�

�
d�g

1
A

1
2
0
@ˆ

M

�4";�d�g

1
A

1
2
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C 1

"n

0
@ˆ

M

 3
�
W";� C �";�

�
d�g

1
A

1
3
0
@ˆ

M

�3";�d�g

1
A

1
3
0
@ˆ

M

W3
";�d�g

1
A

1
3

� 1

"n

�� �W";� C �";�
���

H k�";�k2HC

C "
n
3

"n

�� �W";� C �";�
���

H k�";�kH

ˇ̌
W";�

ˇ̌
";3

�"�nC nC2
2 C5 C "� 2

3 nC nC2
2 C 5

2 D "
12�n
2 C "

21�n
6 D o."/

since n D 3; 4. Then (34) follows.
Let us prove (35). Since 0 �  � 1=q we have

�
G0
"

�
W";�0 C �";�0

� � G0
"

�
W";�0

�� "
 @

@yh
W";�.y/

�
jyD0

#

�
ˇ̌̌
ˇ̌ c

"n

ˆ
M

˚
 
�
W";� C �";�

� �  �W";�

��
W";�0



@

@yh
W";�.y/

�
jyD0

ˇ̌̌
ˇ̌

C
ˇ̌̌
ˇ̌ c

"n

ˆ
M

˚
 2
�
W";� C �";�

� �  2
�
W";�

��
W";�0



@

@yh
W";�.y/

�
jyD0

ˇ̌̌
ˇ̌

C
ˇ̌̌
ˇ̌ c

"n

ˆ
M
 
�
W";� C �";�

�
�";�0



@

@yh
W";�.y/

�
jyD0

ˇ̌̌
ˇ̌

C
ˇ̌̌
ˇ̌ c

"n

ˆ
M
 2
�
W";� C �";�

�
�";�0



@

@yh
W";�.y/

�
jyD0

ˇ̌̌
ˇ̌

�
ˇ̌̌
ˇ̌ c

"n

ˆ
M

˚
 
�
W";� C �";�

� �  �W";�

��
W";�0



@

@yh
W";�.y/

�
jyD0

ˇ̌̌
ˇ̌

C
ˇ̌̌
ˇ̌ c

"n

ˆ
M
 
�
W";� C �";�

�
�";�0



@

@yh
W";�.y/

�
jyD0

ˇ̌̌
ˇ̌

�
ˇ̌̌
ˇ̌ c

"n

ˆ
M

˚
 0 �W";� C ��";�

� �
�";�

��
W";�0



@

@yh
W";�.y/

�
jyD0

ˇ̌̌
ˇ̌

C
ˇ̌̌
ˇ̌ c

"n

ˆ
M
 
�
W";� C �";�

�
�";�0



@

@yh
W";�.y/

�
jyD0

ˇ̌̌
ˇ̌ WD D1 C D2

for some 0 < � < 1.
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By Lemma 2.8, Remark 2.6, recalling that k�";�kH � "1=2k�";�kH � "5=2 and

that
��� @
@yh

W";�.y/

���
"

D O
�
1
"

�
(cfr. eq (38)) we have

D1 � c

"n


ˆ
M

˚
 0 �W";� C ��";�

� �
�";�

��3� 1
3

ˆ

M
W3
";�.y/

� 1
3

 ˆ
M



@

@yh
W";�.y/

�3! 1
3

�c
"
2
3 n

"n

�� 0 �W";� C ��";�
� �
�";�

���
H kW";�.y/k"

���� @

@yh
W";�.y/

����
"

�c"�1� n
3

�� 0 �W";� C ��";�
� �
�";�

���
H � c"�1� n

3 k�";�kH
˚
"2 C k�";�kH

�
�c"�1� n

3 "
5
2 "2 D c"

7
2� n

3 D o."/:

In a similar way, using (24) and the above estimates we get

D2 � c

"n


ˆ
M
 3
�
W";� C �";�

�� 1
3

ˆ

M
�3";�0

� 1
3

 ˆ
M



@

@yh
W";�.y/

�3! 1
3

�c
"

n
3

"n

�� �W";� C �";�
���

H

���";���H

���� @

@yh
W";�.y/

����
"

�c"� 2
3 n�1" 52

�� �W";� C �";�
���

H � c"� 2
3 nC 3

2 "
nC2

n
�
1C k�";�k"

�
�c"

15�n
6 D o."/

and (35) is proved.
The proof of (36) requires to estimate that

I WD
ˇ̌̌
ˇ̌̌ 1
"n

ˆ

M

�
q2 2

�
W";�.y/ C �";�.y/

� � 2q 
�
W";�.y/ C �";�.y/

���

� �W";�.y/ C �";�.y/
�

Zl
";�.y/

ˇ̌̌
D o."/; (37)

where the functions Zl
";�.y/ are defined in (27). By (37) it is possible to complete the

proof the lemma, with the same arguments in the proof of (5.10) in [20], which we
refer to for the missing details. To prove (37), since 0 <  < 1=q, we get, as before,

I �
ˇ̌̌
ˇ̌̌ c

"n

ˆ

M

 
�
W";�.y/ C �";�.y/

� �
W";�.y/ C �";�.y/

�
Zl
";�.y/

ˇ̌̌
ˇ̌̌ �
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�c
"

nC2
2

"n

0
@ˆ

M

 2� �
W";�.y/ C �";�.y/

�1A
1
2�
0
@ 1

"n

ˆ

M

�
W";�.y/ C �";�.y/

� 4n
nC2

1
A

nC2
4n

�
0
@ 1

"n

ˆ

M


Zl
";�.y/

� 4n
nC2

1
A

nC2
4n

�c"
2�n
2

�� �W";�.y/ C �";�.y/
���

H

ˇ̌
W";�.y/ C �";�.y/

ˇ̌
"; 4n

nC2

ˇ̌̌
Zl
";�.y/

ˇ̌̌
"; 4n

nC2

:

Arguing as in Remark 2.6, we have that
ˇ̌̌
Zl
";�.y/

ˇ̌̌
"; 4n

nC2

! j' lj 4n
nC2
; so, by (24) we

obtain

I � c"
2�n
2 "

nC2
2 D c"2:

This concludes the proof. ut
Lemma 4.5. It holds that

G".W";� / WD 1

"n

ˆ

M

 .W";� /W
2
";�d�g D o."/

C1�uniformly with respect to � 2 M as " goes to zero.

Proof. At first we have, by Remark 2.6 and by (23)

G".W";� / � c
1

"n

0
@ˆ

M

 3.W";� /

1
A

1
3
0
@ˆ

M

W3
";�

1
A

2
3

� c
1

"n
"

nC2
2 "

2
3 n D c"

n
6C1 D o."/:

We want now to prove the C1 convergence, id est, if �.y/ D exp� .y/ for y 2 B.0; r/;
we will prove that

@

@yh
G".W";� /

ˇ̌̌
ˇ
yD0

D 2

"n

ˆ
M

�
2q .W";� / � q2 2.W";� /

�
W";�

"
@

@yh
W";�.h/

ˇ̌̌
ˇ
yD0

#
d�g

for h D 1; : : : ; n � 1. Since 0 <  < 1=q, immediately we have

ˇ̌̌
ˇ̌ @
@yh

G".W";� /

ˇ̌̌
ˇ
yD0

ˇ̌̌
ˇ̌ � c

ˇ̌̌
ˇ̌̌ 1
"n

ˆ

M

 .W";�.y//W";�.h/
@

@yh
W";�.h/

ˇ̌̌
ˇ
yD0

d�g

ˇ̌̌
ˇ̌̌
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Set I1 the quantity inside the absolute value at the r.h.s. of the above equation. Using
the Fermi coordinates and the previous estimates we get

1

"2
I1."; �/ D

ˆ

R
n
C

Qv";� .z/
"2

2U.z/�R."z/jg� ."z/j1=2�

�
(

3X
kD1

�
1

"

@U.z/

@zk
�R."z/C U.z/

@�r."z/

@zk

	
@

@yh
Hk.0; exp� ."z//

)
dz:

where Hk.x; y/ is introduced in Definition (5.4). Since jg� ."z/j1=2 D 1 C O."jzj/
and by Lemma 5.6 we have

I1."; �/ D2"
ˆ

R
n
C

Qv";� .z/U.z/@U.z/

@zh
�2R."z/dz C o."/

D2"
ˆ

R
n
C

Qv";� .z/U.z/@U.z/

@zh
dz C o."/

By Lemma 5.2 we have that

�
1

"2n
Qv"n;�

�
n

converges to � weakly in L2
�

.RnC/, so

we have

I1."; �/ D 2"

ˆ

Rn

�U.z/
@U.z/

@zh
dz C o."/

where h D 1; : : : ; n � 1. Finally, we have that
ˆ

Rn

�.z/U.z/
@U.z/

@zh
dz D 0 because

both � (see Remark 5.3) and U are symmetric with respect to z1; : : : ; zn�1 while
@U.z/
@zh

is antisymmetric. This concludes the proof. ut
We can now prove Lemma 4.2.

Proof (Proof of Lemma 4.2). We want to estimate

I".W";� C �";�/ D J".W";� C �";�/C !2

2
G".W";� C �";�/;

By Remark 4.3 we have that

J".W";� C �";�/ D J".W";� /C o."/ D C � "˛H.�/C o."/
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C1 uniformly with respect to � 2 @M as " goes to zero. Moreover by Lemma 4.4
and by Lemma 4.5 we have that

G".W";� C �";�/ D o."/

C1 uniformly with respect to � 2 @M and this concludes the proof. ut

4.1 Sketch of the proof of Theorem 1.2

In section 3, Proposition 3.1 we found a function �";� solving (29). By Lemma 4.1
we can solve (30) once we have a critical point of functional QI". At this point by
Lemma 4.2 and by definition of C1 stable critical point (Def. 1.1) we can complete
the proof.

5 Appendix: Technical lemmas

Lemma 5.1. There exists "0 > 0 and c > 0 such that, for any �0 2 @M and for any
" 2 .0; "0/ it holds���� @

@yh
Zl
";�.y/

����
"

D O



1

"

�
;

���� @

@yh
W";�.y/

����
"

D O



1

"

�
; (38)

for h D 1; : : : ; n � 1, l D 1; : : : ; n

Lemma 5.2. Let us consider the functions

Qv";� .z/ D

8̂<
:̂
 .W";� /


�@
� ."z/

�
for z 2 DC.R="/

0 for z 2 R
3 X DC.R="/

where DC.r="/ D ˚
z D .Nz; zn/; Nz 2 R

n�1; jNzj < r="; 0 � zn < R="/
�
. Then there

exists a constant c > 0 such that

k Qv";� .z/kL2� .Rn
C
/ � c"2:

Furthermore, take a sequence "n ! 0, up to subsequences,

�
1

"2n
Qv"n;�

�
n

converges

weakly in L2
�

.RnC/ as " goes to 0 to a function � 2 D1;2.R3/. The function � solves,
in a weak sense, the equation

��� D qU2 in R
nC (39)
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Proof. We prove the Lemma for Problem (1), being the Problem (2) completely
analogous. By definition of Qv";� .z/ and by (1) we have, for all z 2 DC.r="/,

�
X

ij

@j


jg� ."z/j1=2gij

� ."z/@i Qv";� .z/
�

D

D "2jg� ."z/j1=2
˚
qU2.z/�2r ."z/ � �

1C q2U2.z/�2R."z/
� Qv";� .z/

�
(40)

By (40), and remarking that Qv";� .z/ � 0 we have

k Qv";� .z/k2D1;2.DC.r="//
� C

ˆ

DC.R="/

jg� ."z/j1=2gij
� ."z/@i Qv";� .z/@j Qv";� .z/dz

D C"2
ˆ

DC.R="/

jg� ."z/j1=2
n
qU2.z/�2R."z/ Qv";� .z/ � �

1C q2U2.z/�2R."z/
� Qv2";� .z/

o
dz

� C"2
ˆ

DC.R="/

jg� ."z/j1=2qU2.z/�2R."jzj/ Qv";� .z/dz

� C"2k Qv";� .z/kL2�.DC.R="//kUk2
L

4n
nC2

� C"2k Qv";� .z/kD1;2.DC.R="//

Thus we have

k Qv";� .z/kD1;2.DC.R="// � C"2 and j Qv";� .z/jL2� .Rn
C
/ � C"2: (41)

By (41), if "n is a sequence which goes to zero, the sequence
n
1
"2n

Qv"n;�

o
n

is bounded

in L2
�

.RnC/. Then, up to subsequence,
n
1
"2n

Qv"n;�

o
n

converges to some Q� 2 L2
�

.RnC/
weakly in L2

�

.RnC/.
Moreover, by (40), for any ' 2 C1

0 .R
nC/, it holds

ˆ

supp '

X
ij

jg� ."z/j1=2gij
� ."z/@i

Qv";� .z/
"2n

@j'.z/dz D

ˆ

supp '

˚
qU2.z/�2r ."jzj/ � �

1C q2U2.z/�2R."z/
� Qv";� .z/

� jg� ."z/j1=2'.z/dz: (42)

Consider now the functions

v";� .z/ WD  .W";� /

�@
� ."z/

�
�R."z/ D Qv";� .z/�r."z/ for z 2 R

nC:
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We have immediately that v";� .z/ is bounded in D1;2.RnC/, thus the sequencen
1
"2n
v"n;�

o
n

converges to some � 2 D1;2.R3/ weakly in D1;2.RnC/ and in L2
�

.RnC/.
Finally, for any compact set K � R

nC eventually v"n;� � Qv"n;� on K. So it is easy to
see that Q� D � .

We recall that jg� ."z/j1=2 D 1 C O."jzj/ and gij
� ."z/ D ıij C O."jzj/ so, by the

weak convergence of
n
1
"2n
v"n;�

o
n

in D1;2.RnC/, for any ' 2 C1
0 .R

nC/ we get

ˆ

supp '

X
ij

jg� ."nz/j1=2gij
� ."nz/@i

Qv"n;� .z/

"2n
@j'.z/dz

D
ˆ

supp '

X
ij

jg� ."nz/j1=2gij
� ."nz/@i

v"n;� .z/

"2n
@j'.z/dz

!
ˆ

R3

X
i

@i�.z/@i'.z/dz as n ! 1: (43)

Thus by (42) and by (43) and because
n
1
"2n

Qv"n;�

o
n

converges to � weakly in L2
�

.RnC/
we get

ˆ

R
n
C

X
i

@i�.z/@i'.z/dz D q
ˆ

R
n
C

U2.z/'.z/dz for all ' 2 C1
0 .R

nC/:

So, finally, up to subsequences,

�
1

"2n
Qv"n;�

�
n

converges to � , weakly in L2
�

.RnC/ and

the function � 2 D1;2.RnC/ is a weak solution of ��� D qU2 in R
nC. ut

Remark 5.3. We remark that � is positive and decays exponentially at infinity with
its first derivative because it solves ��� D qU2 in R

nC. Moreover it is symmetric
with respect to the first n � 1 variables.

Definition 5.4. Let �0 2 @M. We introduce the functions E and QE as follows.

E .y; x/ D


exp@�.y/
��1

.x/ D



exp@
exp@�0 y

��1
.exp@�0 N/ D QE .y; N/

where x; �.y/ 2 @M, y; N 2 B.0;R/ � R
n�1 and �.y/ D exp@�0 y, x D exp@�0 N. Using

Fermi coordinates, in a similar way we define

H .y; x/ D

 @�.y/

��1
.x/ D



 @

exp@�0 y

��1 
 @�0. N; n/

�
D QH .y; N; n/ D . QE .y; N/; n/
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where x 2 M,  D . N; n/, with N 2 B.0;R/ � R
n�1 and 0 � n < R, �.y/ D

exp@�0 y 2 @M and x D  @
�0
./.

Lemma 5.5. It holds

@ QEk

@yj
.0; 0/ D �ıjk for j; k D 1; : : : ; n � 1

Proof. We recall that QE .y; N/ D


exp@�.y/

��1
.exp@�0 N/. Let us introduce, for y; N 2

B.0;R/ � R
n�1

F.y; N/ D


exp@�0

��1 
exp@�.y/. N/

�
� .y; N/ D .y;F.y; N// :

We notice that � �1 D .y; QE .y; N//. We can easily compute the derivative of � . We
have

� 0.Oy; O/ŒQy; Q
 D
 

IdRn�1 0

F0
y.Oy; O/ F0

.Oy; O/

!
 Qy
Q
�
;

thus

�
� �1�0 .Oy; O/ŒQy; Q
 D

 
IdRn�1 0

�


F0
.Oy; O/

��1
F0

y.Oy; O/


F0
.Oy; O/

��1
!
 Qy

Q
�

Now, by direct computation we have that

F0
.0; O/ D IdRn�1 and F0

y.Oy; 0/ D IdRn�1 ;

so @ QEk
@yj
.0; 0/ D



�


F0
.0; 0/

��1
F0

y.0; 0/

�
jk

D �ıjk. ut

Lemma 5.6. We have that

QH .0; N; n/ D. N; n/ for N 2 R
n�1; n 2 RC

@ QHk

@yj
.0; 0; n/ D � ıjk for j; k D 1; : : : ; n � 1; n 2 RC

@ QHn

@yj
.y; N; n/ D0 for j D 1; : : : ; n � 1; y; N 2 R

n�1; n 2 RC
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Proof. The first two claims follow immediately by Definition 5.4 and Lemma 5.5.
For the last claim, observe that QHk.y; N; n/ D QEk.y; N/ which does not depend on
n as well as its derivatives. ut
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Asymptotic analysis for radial sign-changing
solutions of the Brezis-Nirenberg problem
in low dimensions
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1 Introduction

We consider the Brezis-Nirenberg problem

(
��u D �u C juj2��2u in B1

u D 0 on @B1;
(1)

where � > 0, 2� D 2N
N�2 and B1 is the unit ball of RN , N � 3.

The aim of the paper is to get asymptotic results for radial sign-changing
solutions u� of (1) in dimensions N D 3; 4; 5; 6. This will give the asymptotic profile
of the positive and negative part of u� as � tends to some limit value.

To motivate our analysis and to explain our results we need to recall a few known
results.
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The first fundamental results about the existence of positive solutions were
obtained by H. Brezis and L. Nirenberg in 1983 in the celebrated paper [9]. From
their results it came out that the dimension was going to play a crucial role in the
study of (1) in a general bounded domain ˝. Indeed they proved that if N � 4

there exists a positive solution of (1) for every � 2 .0; �1.˝//, �1.˝/ being the first
eigenvalue of �� in ˝ with Dirichlet boundary conditions, while if N D 3 positive
solutions exist only for � away from zero.

Since then several other interesting results were obtained for positive solutions,
in particular about the asymptotic behavior of solutions, mainly for N � 5, because
also the case N D 4 presents more difficulties compared to the higher dimensional
ones.

Concerning the case of sign-changing solutions, existence results hold if N � 4

both for � 2 .0; �1.˝// and � > �1.˝/ as shown in [7, 10, 12].
The case N D 3 presents even more difficulties than in the study of positive

solutions. In particular in the case of the ball is not yet known what is the least value
N� of the parameter � for which sign-changing solutions exist, neither whether N� is
larger or smaller than �1.B1/=4. This question, posed by H. Brezis, has been given
a partial answer in [8].

However it is interesting to observe that in the study of sign-changing solutions
even the “low dimensions” N D 4; 5; 6 exhibit some peculiarities. Indeed it was first
proved by Atkinson, Brezis, and Peletier in [6] and [7] that if ˝ is the ball B1 there
exists �� D ��.N/ such that there are no radial sign-changing solutions of (1) for
� 2 .0; ��/. Later this result was proved in [1] in a different way.

Moreover, for N � 7 a recent result of Schechter and Zou [17] shows that in any
bounded smooth domain there exist infinitely many sign-changing solutions for any
� > 0. Instead if N D 4; 5; 6 only N C 1 pairs of solutions, for all � > 0, have been
proved to exist in [12] but it is not clear that they change sign.

Coming back to radial sign-changing solutions and to the question of existence
or nonexistence of them, according to the dimension, as shown by Atkinson, Brezis,
and Peletier, it is interesting to understand in which way these results can be
extended to other bounded domains and to which kind of solutions.

In order to analyze this question let us divide the discussion into two cases: the
first one when the dimension N is greater or equal than 7 and the second one when
N < 7.

In the first case (N � 7) radial sign-changing solutions u� exist for all � > 0, if
the domain is a ball, and analyzing the asymptotic behavior of those of least energy,
as � ! 0, it is proved in [14] that their limit profile is that of a “tower of two
bubbles.” This terminology means that the positive part and the negative part of the
solutions u� concentrate at the same point (which is obviously the center of the ball)
as � ! 0 and each one has the limit profile, after suitable rescaling, of a “standard
bubble” in R

N , i.e. of a positive solution of the critical exponent problem in R
N .

More precisely the solutions can be written in the following way:

u� D PUı1;� � PUı2;� C w�; (2)
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where PUıi;� , i D 1; 2 is the projection on H1
0.˝/ of the regular positive solution of

the critical problem in R
N , centered at � D 0, with rescaling parameter ıi and w� is

a remainder term which converges to zero in H1
0.˝/ as � ! 0.

Inspired by this result one could then search for solutions of type (2) in general
bounded domains since this kind of solutions can be viewed as the ones which play
the same role of the radial solutions in the case of the ball. This has been done
recently in [16], where solutions of the type (2) have been constructed for � close to
zero in some symmetric bounded domains (the symmetry makes their construction
a bit easier, but the same result should be true in any bounded domain).

On the contrary, coming to the case N < 7, in view of the nonexistence result
of nodal radial solutions of [7] it is natural to conjecture that, in general bounded
domains, there should not be solutions of the form (2) for � close to zero. Indeed
this has been recently proved in [15] if N D 4; 5; 6, the case N D 3 being obvious.

On the other side, if N < 7, radial nodal solutions exist for � bigger than a certain
value N�2 which can be studied by analyzing the associated ordinary differential
equation (see [3, 7, 13]).

Therefore, to the aim of getting analogous existence results in other bounded
domains, the first step would be to analyze the asymptotic behavior of nodal radial
solutions in the ball, for � ! N�2, in order to understand their limit profile and guess
what kind of solutions one can construct in other domains, and for which values of
the parameter �.

This is the subject of our paper.
Denoting by u� a nodal radial solutions of (1) having two nodal regions and such

that u�.0/ > 0 we get the following results:

(i): if N D 6, then N�2 2 .0; �1.B1//, �1.B1/ being the first eigenvalue of �� in
H1
0.B1/, and we have that, as � ! N�2, uC

� concentrate at the center of the
ball, kuC

� k1 ! C1, and a suitable rescaling of uC
� converges to the standard

positive solution of the critical problem in R
N . Instead u�

� converges to the
unique positive solution of (1) in B1, as � ! N�2;

(ii): if N D 4; 5 then N�2 D �1.B1/ and uC
� behaves as for the case N D 6, while

u�
� converges to zero uniformly in B1;

(iii): if N D 3, then N�2 D 9
4
�1.B1/ and uC

� behaves as for the case N D 6, while u�
�

converges to zero uniformly in B1.

In view of these results we conjecture that, in general bounded domains ˝,
for some “limit value” N�2 D N�2.N; ˝/ there should exist solutions with similar
asymptotic profile as � ! N�2. The number N�2 should be �1.˝/ in dimension
N D 4; 5. Some work in this direction is in progress.

The paper is divided into three sections. In Section 2 we mainly recall some
preliminary results. In Section 3 we analyze the asymptotic behavior of the positive
part of the solutions, for all dimensions N D 3; 4; 5; 6. In Section 4 we analyze the
negative part in the case N D 6 and in Section 5 we complete the cases N D 3; 4; 5.



328 A. Iacopetti and F. Pacella

2 Some preliminary results

If u� is a radial sign-changing solution of (1), then we can write u� D u�.r/, where
r D jxj and u�.r/ is a solution of the problem(

u00
� C n�1

r u0
� C �u� C ju�j2��2u� D 0; in .0; 1/;

u0
�.0/ D 0; u�.1/ D 0:

(3)

We consider the following transformation

r 7!



N � 2p
� r

�N�2
; u� 7! y.t/ WD ��1=.2��2/u�



N � 2p
� t

1
N�2

�
: (4)

It is elementary to see that since u� is a solution of the differential equation in (3)
then y D y.t/ solves

y00 C t�k.y C jyj2��2y/ D 0; (5)

in the interval



N�2p
�

�N�2
;C1

�
, where k WD 2N�1

N�2 . It is clear that the transforma-

tion (4) generates a one-to-one correspondence between solutions of the differential
equation in (3) and solutions of (5). Equation (5) is an Emden-Fowler type equation
and since k > 2 it is well known that, for any � 2 R the problem(

y00 C t�kf .y/ D 0; in .0;C1/;

y.t/ ! �; as t ! C1;
(6)

where f .y/ WD y C jyj2��2y, has a unique solution defined in the whole R
C which

we denote by y.tI �/. Let us recall some results on the functions y.tI �/ which are
proved in [7].

Lemma 2.1. Let y D y.t; �/ be a solution of Problem (6), then:

(a) y is oscillatory near t D 0;
(b) the set fjy.Nt/jI Nt extremum point of yg is an increasing sequence with respect

to t;
(c) the set fjy0.t0/jI t0 zero of yg is a decreasing sequence with respect to t.

Proof. See Lemma 1 in [7]. ut
Lemma 2.2. Let y D y.t; �/ be a solution of Problem (6) and let T > 0 be one of
its zeros, then

jy.t/j < jy0.T/j.T � t/;

for all 0 < t < T.
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Proof. See Lemma 2 in [7]. ut
We shall denote the sequence of zeros of y.tI �/ by Tn.�/, ordered backwards,

precisely:

� � � < T3.�/ < T2.�/ < T1.�/ < C1:

We recall some results on the asymptotic behavior of the largest zero T1.�/ and on
the slope y0.T1.�/I �/ as � ! C1.

Lemma 2.3. Let y be a solution of Problem (6) and T1.�/ its largest zero, then:

(a) if 2 < k < 3 (which corresponds to N > 4), then

T1.�/ D A.k/�6�2k.1C o.1// as � ! C1;

where A.k/ WD .k � 1/ k�3
k�2

� .3�k/=.k�2/� ..k�1/=.k�2//
� .2=.k�2// , � is the Gamma function.

(b) if k D 3 (which corresponds to N D 4), then

T1.�/ D 2 log �.1C o.1// as � ! C1I

(c) if k D 4 (which corresponds to N D 3), then there exists �0 2 R
C and two

positive constants A;B such that

A < T1.�/ < B for all � � �0:

Proof. The proof of (a), (b) is contained in [7], Lemma 3 and the proof of (c) is
contained in [4], Theorem 3. ut
Lemma 2.4. For any k > 2, let y be a solution of Problem (6) and T1.�/ its largest
zero, then

y0.T1.�// D .k � 1/ 1
k�2 ��1.1C o.1//; as � ! C1:

Proof. See [7], Lemma 4. ut
To prove the existence of radial sign-changing solutions of (1), with exactly two

nodal regions, we consider the second zero T2.�/ of y.tI �/. If we choose � D �.�/

so that T2.�/ D


N�2p
�

�N�2
, then the inverse transformation of (4) maps t D T2

in r D 1 and y 7! u�. Hence, for � D .N � 2/2T2.�/�
2

N�2 , we obtain a function
u� which is a radial solution of (1) having exactly two nodal regions; moreover,
u�.0/ D �1=.2

��2/� . We observe also that thanks to the invertibility of (4) every
radial sign-changing solution u� of (1) with two nodal regions corresponds to a

solution y D y.tI �/ of (6) with � D ��1=.2��2/u�.0/, T2.�/ D


N�2p
�

�N�2
.

We are interested in the study of the behavior of the map �2 W R
C ! R

C,
defined by �2.�/ WD .N � 2/2T2.�/�

2
N�2 . Clearly this map is continuous. In [3]



330 A. Iacopetti and F. Pacella

(see Proposition 2 and Remark 4), it is proved that for N D 4 it holds that
lim�!0 �2.�/ D �2.B1/, where �2.B1/ is the second radial eigenvalue of ��
in H1

0.B1/. Moreover the authors observe that this result holds for all dimensions
N � 3. For the sake of completeness we give a complete proof of this fact. We
begin with a preliminary lemma.

Lemma 2.5. Let u� be a radial solution of (1), then we have ju�.0/j D ku�k1.

Proof. See [14], Proposition 2 or [3], Lemma 8. ut
Proposition 2.6. Let N � 3 and �2 W RC ! R

C the function defined by �2.�/ WD
.N � 2/2T2.�/� 2

N�2 , where T2.�/ is the second zero of the function y.t; �/, y.t; �/ is
the unique solution of (6). We have:

(a) �2.�/ < �2.B1/, for all � 2 R
C;

(b) lim�!0 �2.�/ D �2.B1/,

where �2.B1/ is the second radial eigenvalue of �� in H1
0.B1/.

Proof. To prove (a) we observe that (a) is equivalent to show that T2.�/ > �2 for all
� 2 R

C, where �2 is the second zero of the function ˛ W RC ! R defined by ˛.t/ WD
A�

p
tJ�.2�t� 1

2� /, where A� WD ���� .� C 1/, � WD 1
k�2 D N�2

2
, J� is the first kind

(regular) Bessel function of order �, namely J�.s/ WD P1
jD0

.�1/j
� .jC1/� .jC�C1/

�
s
2

��C2j
.

In fact, by a tedious computation, we see that ˛ solves

(
˛00 C t�k˛ D 0; in .0;C1/;

˛.t/ ! 1; as t ! C1:
(7)

Furthermore, let �2 be the second zero of ˛, then by elementary computations we
see that the function '2.x/ WD ˛.�2jxj�.N�2// solves

(
��'2 D �2'2 in B1

'2 D 0 on @B1;
(8)

with �2 D .N � 2/2�
� 2

N�2

2 . Clearly �2 D �2.B1/. Hence �2.�/ < �2.B1/ if and
only if T2.�/ > �2.

To show that T2.�/ > �2 for all � 2 R
C first observe that for all � 2 R

C
we have T1.�/ > �1. In fact, setting �1.�/ WD .N � 2/2T1.�/�

2
N�2 as before we

have that �1.�/ < �1.B1/ if and only if T1.�/ > �1. Since we know from [9]
that equation (3) has positive solutions only for � 2 .0; �1.B1// if N � 4, and
only for � 2 .

�1.B1/
4
; �1.B1// if N D 3, we deduce T1.�/ > �1 for all � 2 R

C.
Now we apply the Sturm’s comparison theorem to the functions y.tI �/, ˛.t/, which
are, respectively, solutions of the equations in (6), (7). To this end we write y00 C
t�kq2.t/y D 0 with q2.t/ WD 1C jyj2��2 and since ˛00 C t�k˛ D 0 we set q1.t/ W� 1.
Clearly q2.t/ � q1.t/ for all t > 0 (for all � 2 R

C), thus y is a Sturm majorant
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for ˛, and applying the Sturm’s comparison theorem in the interval Œ�2; �1
, since
T1.�/ > �1 we deduce that T2.�/ 2 .�2; �1/. This concludes the proof of (a).

Let us prove (b). We consider u�2.�/ D u�2.�/.r/ which is a solution of (3) with
exactly one zero in .0; 1/, and u�2.�/.0/ D Œ�2.�/


1=.2��2/� . Setting '.x/ WD u�2.jxj/
it is clear that ' is the second radial eigenfunction of

(
��' D �' C ju�2.�/j2��2' in B1

' D 0 on @B1;
(9)

with eigenvalue � D �2.�/. Let us denote by H1
0;rad.B1/ the subspace of radially

symmetric functions in H1
0.B1/. Thanks to the variational characterization of

eigenvalues and Lemma 2.5 we have

�2.�/ D min
V�H1

0;rad.B1/
dim VD2

max
'2V

j'j2D1


ˆ
B1

jr'j2 dx �
ˆ

B1

ju�2.�/j2
��2'2 dx

�

> min
V�H1

0;rad.B1/
dim VD2

max
'2V

j'j2D1


ˆ
B1

jr'j2 dx � Œ�2.�/
2=.2��2/�2
�

D �2.B1/ � Œ�2.�/
2=.2��2/�2:

(10)

Since �2.�/ is bounded (because by (a) we have �2.�/ < �2.B1/ and by definition
�2.�/ > 0), from (10), we deduce that lim inf�!0 �2.�/ � �2.B1/. On the other
hand, by the first step we get that lim sup�!0 �2.�/ � �2.B1/. Hence we deduce
that lim�!0 �2.�/ D �2.B1/ and the proof is concluded. ut

More interesting is the behavior of �2.�/ as � ! C1. The next result that we
recall shows how it strongly depends on the dimension N.

Theorem 2.7. Let �2 W R
C ! R

C be the function defined by �2.�/ WD .N �
2/2T2.�/�

2
N�2 , where T2.�/ is the second zero of the function y.t; �/, being y.t; �/

is the unique solution (6), and let �1.B1/ be the first eigenvalue of �� in H1
0.B1/,

then:

(a) if N � 7, we have lim�!C1 �2.�/ D 0;
(b) if N D 6, we have lim�!C1 �2.�/ D �0, for some �0 2 .0; �1.B1//;
(c) if N D 4 or N D 5, we have lim�!C1 �2.�/ D �1.B1/;
(d) if N D 3, we have lim�!C1 �2.�/ D 9

4
�1.B1/ D 9

4
�2.

Proof. Statement (a) is a consequence of Theorem B in [11]. Statements (b), (c) are
proved in [7], Theorem B. In Section 4 we give an alternative proof of (b). Statement
(d) is proved in [5]. ut

Let us define �?2 WD inff�2.�/; � 2 R
Cg. Gazzola and Grunau proved in [13]

that for N D 5 it holds lim�!C1 �2.�/ D �1.B1/�, in particular we deduce that
for N D 5 we have �?2 < �1.B1/ and hence �?2 D �2.�0/ for some �0 2 R

C. In the
same paper it is also proved that for N D 4 lim�!C1 �2.�/ D �1.B1/C. Recently
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Arioli, Gazzola, Grunau, Sassone proved in [3] a stronger result: for N D 4 we have
�2.�/ > �1.B1/ for all � 2 R

C. Thus for N D 4, we have �?2 D �1.B1/ and �?2 is
not achieved.

The asymptotic behavior of �2.�/ as � ! C1 for N D 6 is still unknown.
Nevertheless in Section 3 we give a characterization of the number �0 appearing in
(b) of Theorem 2.7.

3 Energy and asymptotic analysis of the positive part

Let u�2.�/ be the radial solution with exactly two nodal regions of (1), for � D �2.�/,
obtained in the previous section. To simplify the notation we omit the dependence
on � and write u�2 . We recall that, by definition, for � 2 R

C we have u�2.0/ > 0

and we denote by r�2 2 .0; 1/ its node.
The aim of this section is to compute the limit energy of the positive part uC

�2
, as

� ! C1, as well as, to study the asymptotic behavior of a suitable rescaling of
uC
�2

. We begin with recalling an elementary but crucial fact:

Lemma 3.1. Let u 2 H1
0;rad.B/, where B is a ball or an annulus centered at the

origin of RN and consider the rescaling Qu.y/ WD M1=ˇu.My/, where M > 0 is a
constant, ˇ WD 2

N�2 . We have:

(i): kuk2B D kQuk2
M�1B

,

(ii): juj2�

2�;B D jQuj2�

2�;M�1B
,

(iii): juj22;B D M2jQuj2
2;M�1B

.

Proof. It suffices to apply the formula of change of variable for the integrals in (i),
(ii), (iii). For the details see Lemma 2 in [14]. ut

In order to state the main result of this section we introduce some notation. We
define the rescaled functions

QuC
�2
.y/ WD 1

M�2;C
uC
�2

 
y

Mˇ

�2;C

!
; y 2 B	�2 ;

where ˇ WD 2
N�2 , 	�2 D Mˇ

�2;Cr�2 , M�2;C WD kuC
�2

k1;B1 . We observe that thanks
to Lemma 2.5 and since u�2.0/ > 0 we have M�2;C D ku�2k1;B1 D u�2.0/. The
following theorem holds for all dimensions N � 3, here we discuss the case 3 �
N � 6 (the case N � 7 is studied in [14]).

Theorem 3.2. Let N D 3; 4; 5; 6 and let u�2 be the radial solution with exactly two
nodal regions of (1) with � D �2.�/ obtained in the previous section. Then
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(i):

J�2.u
C
�2
/ ! 1

N
SN=2;

as � ! C1, where J�.u/ WD 1
2

´
B1

jruj2 � �juj2 dx
�

� 1
2�

´
B1

juj2�

dx is

the energy functional related to (1), S is the best Sobolev constant for the
embedding of D1;2.RN/ into L2

�

.RN/.
(ii): Up to a subsequence, the rescaled function QuC

� converges in C2
loc.R

N/ to U0;�,
as � ! C1, where U0;� is the solution of the critical exponent problem in
R

N centered at x0 D 0 and with concentration parameter � D p
N.N � 2/.

We recall that such functions are defined by

Ux0;�.x/ WD ŒN.N � 2/�2
.N�2/=4

Œ�2 C jx � x0j2
.N�2/=2 :

Proof. We start by proving (i). Let .u�2/ be this family of solutions. Since uC
�2

solves

��u D �2uCu2
��1 in Br�2

then, considering the rescaling OuC
�2
.y/ WD r1=ˇ�2 uC

�2
.r�2y/,

where ˇ WD 2
N�2 , we see that QuC

�2
solves

8̂̂
<
ˆ̂:

��u D �2r2�2u C u2
��1 in B1;

u > 0 in B1;

u D 0 on @B1:

(11)

Now we distinguish between two cases: N D 4; 5; 6 and N D 3.
If N D 4; 5; 6, then, from Lemma 2.3 we deduce that r�2 ! 0 as � ! C1,

in particular this is true for �2r2�2 . From [2] we know that OuC
�2

is unique and it
coincides with the solution found in [9], which minimizes the energy J�2r2�2

; thus,

since �2r2�2 ! 0 as � ! C1 we get that J�2r2�2
.OuC
�2
/ ! 1

N SN=2. Thanks to

Lemma 3.1 we get that J�2.u
C
�2
/ D J�2r2�2

.OuC
�2
/ ! 1

N SN=2 as � ! C1.

Assume now that N D 3. As stated in Lemma 2.3 we have that r�2 is bounded
away from zero. From a well-known result of Brezis and Nirenberg (see [9],
Theorem 1) we have that (11) has a positive solution if and only if �2r2�2 2 .�2

4
; �2/.

As � ! C1 we must have �2r2�2 ! �2

4
. Hence, the only possibility is that

J�2r2�2
.OuC
�2
/ ! 1

3
S3=2 as � ! C1. As before thanks to Lemma 3.1 we have

J�2.u
C
�2
/ D J

�2r
1=ˇ

�2

.OuC
�2
/ and hence J�2.u

C
�2
/ ! 1

3
S3=2 as � ! C1. The proof of

(i) is complete.
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We now prove (ii). By definition the rescaled function QuC
�2

solves the following
problem

8̂̂
<
ˆ̂:

��u D �2

M
2ˇ

�2;C

u C u2
��1 in B	�2 ;

u > 0 in B	�2 ;

u D 0 on @B	�2 ;

(12)

where 	�2 WD Mˇ

�2
r�2 .

Since the family .QuC
�2
/ is uniformly bounded, then by standard elliptic theory we

get that QuC
�2

! Qu in C2
loc.Bl/, where l is the limit of 	�2 as � ! C1. We want to

show that

lim
�!C1 	�2 D C1;

so that the limit domain is the whole R
N . We can proceed in two different ways:

one is to apply directly the estimates contained in Section 1, the other one is to
apply the methods of [14]. We choose the second approach: arguing as in the
proof of Proposition 9 in [14], taking into account that by (i) of Theorem 3.2,
J�2.u

C
�2
/ ! 1

N SN=2, as � ! C1, we see that up to a subsequence it cannot happen
that lim�!C1 	�2 is finite.

Since �2

M
2ˇ

�2;C

! 0, as � ! C1, QuC
�2

converges in C2
loc.R

N/ to a positive solution

Qu of (
��u D juj2��2u in R

N

u ! 0 as jyj ! C1:

Observe that this holds even in the case N D 3, in fact by definition and Remark 3.3
we have

�1.B	�2 /

4
D �2

4M4
�2;Cr2�2

D 9

4
�2.1C o.1//

1

M4
�2;C

D �2

M4
�2;C

.1C o.1// ! 0;

as � ! C1.
Since Qu is radial and Qu.0/ D 1 then Qu D U0;� where � D p

N.N � 2/ (see
Proposition 2.2 in [11]). The proof is complete. ut
Remark 3.3. We observe that for N D 3, since �2r2�2 ! �2

4
and (d) of Theorem 2.7

holds, then, we deduce that r�2 ! 1
3
. On the contrary, if N D 4; 5; 6, as seen in the

proof of Theorem 3.2, we have r�2 ! 0 as � ! C1 (this also holds for N � 7, see
[14], Proposition 4).
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4 Asymptotic analysis of the negative part
in dimension N D 6

In this section we focus on the case N D 6 which means to take k D 5=2 in (6).
As in [7] we define

t0.�/ WD infft 2 .0;C1/I y0 > 0 on .t;C1/g;
y0.�/ WD y.t0.�/I �/: (13)

We have the following:

Proposition 4.1. Assume k D 5=2. Then

(a) y0.�/ D � 1
2
.1C o.1//, as � ! C1;

(b) t0.�/ D . 2
9
�/2=3.1C o.1//, as � ! C1.

Proof. See [7], Theorem 2. ut
Let u� be any radial solution of (1) with exactly two nodal regions and without
loss of generality assume that u�.0/ > 0. We denote by s� the global minimum
point of u�. As in the previous section we set M�;C WD kuC

� k1, M�;� WD ku�
� k1,

where uC
� , u�

� are, respectively, the positive and the negative part of u�. Clearly, by
definition, we have u�

� .s�/ D M�;�. In order to estimate the energy of such solutions
we need the following preliminary result.

Proposition 4.2. Let N D 6 and let .u�/ be any family of radial sign-changing
solutions of (1) with exactly two nodal regions and such that u�.0/ > 0 for all �.
Assume that there exists �0 2 R

C such that M�;C ! 1 as � ! �0. Then

M�;� � �

2
.1C o.1//;

for all � sufficiently close to �0.

Proof. Let .u�/ be such a family of solutions. Since N D 6, we have 2� � 2 D
4

N�2 D 1 and thanks to the transformation (4) we have

u�.r.t// D � y.tI �/; (14)

for t 2



N�2p
�

�N�2
;C1

�
, where � D ��1M�;C. We observe that the global

minimum point s� corresponds, through the transformation (4), to the number t0.�/
defined in (13). In fact by definition we have u0

�.s�/ D 0 so it suffices to show that
u0
�.r/ < 0 for all r 2 .0; s�/. By Corollary 1 in [14] we know that u0

�.r/ < 0 for all
r 2 .0; r�/, and for all r 2 .r�; s�/. Moreover since uC

� solves (1) in Br� , then, by
Hopf lemma it follows that u0

�.r�/ < 0. Now, thanks to the assumptions, as � ! �0
we have � D ��1M�;C ! C1 and the result follows immediately from (14) and
Proposition 4.1. ut
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Remark 4.3. A straight important consequence of Proposition 4.2 is that M�;� is
uniformly bounded for all � sufficiently close to �0. In particular there cannot exist
radial sign-changing solutions of (1) with the shape of a tower of two bubbles in
dimension N D 6 (this fact also holds for the dimensions N D 3; 4; 5, as we will see
later). This is in deep contrast with the case of higher dimensions N � 7 as showed
in [14].

Remark 4.4. In the case of the solutions obtained in the previous section, thanks to
Theorem 2.7 we deduce that M�2.�/;� � �0

2
.1 C o.1// � �1.B1/

2
for all sufficiently

large � 2 R
C.

In the previous section we have studied the limit energy (see Theorem 3.2) of the
positive part of the solutions u�2 . Here we consider the negative part u�

�2
and prove

that its energy J�2 is uniformly bounded as � ! C1. This is the content of the next
proposition.

Proposition 4.5. Let N D 6. Let �2 D �2.�/ and u�2 be the radial solution
with exactly two nodal regions of (1) described in Section 2. Let J�.u/ WD
1
2

´
B1

jruj2 � �juj2 dx
�

� 1
2�

´
B1

juj2�

dx be the energy functional related to (1).

Then

J�2.u
�
�2
/ � �3

36



�1.B1/

2

�3
;

for all sufficiently large � .

Proof. Since u�
�2

solves ��u D �2u C u2
��1 in the annulus Ar�2

, in particular
it belongs to the Nehari manifold N�2 associated with that equation, which is
defined by

N�2 WD fu 2 H1
0.Ar�2

/I kuk2Ar�2
� �2juj22;Ar�2

D juj2�

2�;Ar�2
g: (15)

Hence we deduce that

J�2.u
�
�2
/ D 1

6
ju�
�2

j2�

2�;Ar�2
: (16)

Now, thanks to Proposition 4.2, (b) of Theorem 2.7 and Remark 4.4 we have

ju�
�2

j2�

2�;Ar�2
D

ˆ
Ar�2

ju�
�2

j3 dx � jB1jku�
�2

k31 � �3

6



�1.B1/

2

�3
; (17)

for all sufficiently large � . From (16) and (17) we deduce the desired relation and
the proof is complete. ut
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Remark 4.6. Since �2 is a bounded function, by the same proof of Proposition 4.5,
but without using (b) of Theorem, 2.7 we deduce anyway that J�2.u

�
�2
/ is uniformly

bounded for all sufficiently large � .

We are interested now in studying the asymptotic behavior of the family .u�
�2
/.

More precisely we show that, as � ! 1, the family .u�
�2
/ converges in C2

loc.B1 �
f0g/ to the unique positive solution u0 of (1) with � D �0, for some �0 2 .0; �1.B1//.
We point out that these results will improve the energy estimate of u�

�2
obtained

before.
The pointwise convergence of .u�

�2
/ to u0 is contained in Theorem 3 of [7], but

here we use a different approach which is based on the arguments of [14]. Our result
is the following:

Theorem 4.7. Let N D 6, up to a subsequence, we have �2.�/ ! �0, as � ! C1,
for some �0 2 .0; �1.B1//, and .u�

�2
/ converges in C2

loc.B1 � f0g/ to the unique
positive solution u0 of (1) with � D �0.

Proof. Let us consider the family .u�
�2
/. These functions solve

8̂̂
<
ˆ̂:

��u D �2u C u2 in Ar�2
;

u > 0 in Ar�2
;

u D 0 on @Ar�2
:

(18)

Since �2 is bounded, up to a subsequence we have lim�!C1 �2 D �0. Thanks to
Proposition 4.2 we have that u�

�2
is uniformly bounded for all sufficiently large �

and by Lemma 2.3 and the inverse transformation of (4) we have r�2 ! 0. Hence
by standard elliptic theory, up to a subsequence, for any 0 < ı < 1, u�

�2
converges

in C2.B1 � Bı/ as � ! C1 to a solution u0 of ��u D �0u C u2 in B1 � f0g, where
Bı is the ball centered at the origin having radius ı. We now proceed in three steps.

Step 1: we have

lim
r!0

u0.r/ D �0

2
: (19)

Since u�
�2

is a radial solution of (1) and thanks to Proposition 4.2, for all
sufficiently large � , we have

u�
�2

� �0

2
.1C o.1//; (20)

and then we deduce that

Œ.u�
�2
/0r5
0 D ��2u�

�2
.r/r5 � Œu�

� .r/

2r5 � ��2 �0

2
.1C o.1//r5 �

�
�0

2
.1C o.1//

	2
r5

D ��
2
0

2
.1C o.1//2r5 � �20

4
.1C o.1//2r5 � ��20 r5:
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Integrating between s�2 and r (with s�2 < r < 1) we get that

.u�
�2
/0.r/r5 � ��20

ˆ r

s�2

t5dt � ��
2
0

6
r6:

Hence .u�
�2
/0.r/ � ��20

6
r for all r 2 .s�2 ; 1/. Integrating again between s�2 and r

we have

u�
�2
.r/ � �0

2
.1C o.1// � ��

2
0

12
.r2 � s2�2/ � ��

2
0

12
r2:

Hence u�
�2
.r/ � �0

2
.1Co.1//� �20

12
r2 for all sufficiently large � , for all r 2 .s�2 ; 1/.

Since s�2 ! 0, then, passing to the limit as � ! 1, we get that u0.r/ �
�0
2

� �20
12

r2, for all 0 < r < 1. From this inequality and (20) we deduce that
limr!0 u0.r/ D �0

2
. The proof of Step 1 is complete.

Step 2: we have

lim
r!0

u0
0.r/ D 0: (21)

As in the previous step, integrating the equation between s�2 and r, with s�2 <
r < 1, we get that

�.Qu�
�2
/0.r/r5 D �2

ˆ r

s�2

u�
�2

t5dt C
ˆ r

s�2

.u�
�2
/2t5dt:

Thanks to (20), for all sufficiently large � we have

j.u�
�2
/0.r/r5j � �2

�0

2
.1C o.1//

ˆ r

s�2

t5dt C �20
4
.1C o.1//2

ˆ r

s�2

t5dt � �20
r6

6
:

Dividing by r5 the previous inequality and passing to the limit, as � ! C1, we
get that

ju0
0.r/j � �20

6
r;

for all 0 < r < 1. Hence limr!0 u0
0.r/ D 0 and the proof of Step 2 is complete.

From Step 1 and Step 2 it follows that the radial function u0.x/ D u0.jxj/ can be
extended to a C1.B1/ function. We still denote by u0 this extension.

Step 3: The function u0 is a weak solution in B1 of

��u D �0u C u2: (22)
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Let us fix a test function � 2 C1
0 .B1/. If 0 … supp.�/ the proof is trivial so from

now on we assume 0 2 supp.�/. Applying Green’s formula to˝.ı/ WD B1 � Bı ,
since u0 is a C2.B1 � f0g/-solution of (22) and � � 0 on @B1, we have

ˆ
˝.ı/

ru0 � r� dx D �0

ˆ
˝.ı/

� u0 dx C
ˆ
˝.ı/

� u20 dx C
ˆ
@Bı

�



@u0
@�

�
d	:

(23)

We show now that
´
@Bı
�

@u0
@�

�
d	 ! 0 as ı ! 0. In fact since u0 is a radial

function we have @u0
@�
.x/ D u0

0.ı/ for all x 2 @Bı , and hence we get that

ˇ̌̌
ˇ
ˆ
@Bı

�



@u0
@�

�
d	

ˇ̌̌
ˇ � ju0

0.ı/j
ˆ
@Bı

j�j d	 � !6ju0
0.ı/jı5jj�jj1:

Thanks to (21) we have ju0
0.ı/jı5 ! 0 as ı ! 0. To complete the proof we pass

to the limit in (23) as ı ! 0. We observe that

jru0 � r�j �˝.ı/ � jru0j2 �fjru0j>1gjr�j C jru0j �fjru0j�1gjr�j

� jru0j2 �fjru0j>1gjr�j C �fjru0j�1gjr�j:
(24)

We point out that
´

B1
jru0j2dx is finite: this is an easy consequence of the fact

that u�2 ! u0 in C2
loc.B1 � f0g/, the family .u�2/ is uniformly bounded, (15) and

Lebesgue’s theorem.

Thus, since
´

B1
jru0j2dx is finite and � has compact support, the right-hand side

of (24) belongs to L1.B1/. Hence from Lebesgue’s theorem we have

lim
ı!0

ˆ
˝.ı/

ru0 � r� dx D
ˆ

B1

ru0 � r� dx: (25)

Since � has compact support by Lebesgue’s theorem we have

lim
ı!0

ˆ
˝.ı/

� u0 dx D
ˆ

B1

� u0 dx;

lim
ı!0

ˆ
˝.ı/

� u20 dx D
ˆ

B1

� u20 dx:
(26)

From (23), (25), (26) and since we have proved
´
@B.ı/ �


@Qu
@�

�
d	 ! 0 as ı ! 0 it

follows that
ˆ

B1

ru0 � r� dx D �0

ˆ
B1

� u0 dx C
ˆ

B1

� u20 dx;

which completes the proof of Step 3.
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Thanks to Step 1 - Step 3 we get that u0 2 H1
0;rad.B1/ is a weak solution of8̂̂

<
ˆ̂:

��u D �0u C u2 in B1;

u > 0 in B1;

u D 0 on @B1:

(27)

In particular, as a consequence of a well known result of Brezis and Kato (for
instance see Lemma 1.5 in [9]) it is possible to show that u0 is a classical solution
of (27) (see Appendix B of [18]). Thanks to [2] we know that u0 is the unique
positive radial solution of (27), which is the one found by Brezis and Nirenberg in
[9]. Hence we must have �0 < �1.B1/ and J�0.u�0/ <

1
6
S3. ut

Next result gives a characterization of the value �0 2 .0; �1.B1// appearing in
Theorem 4.7.

Theorem 4.8. Let N D 6. Let �0 WD lim�!C1 �2.�/. We have that �0 is the unique
� 2 .0; �1.B1// such that u�.0/ D �

2
, where u� is the unique positive solution of

8̂̂<
ˆ̂:

��u D �u C u2 in B1;

u > 0 in B1;

u D 0 on @B1:

(28)

Proof. Thanks to Theorem 4.7 and (19) we have that the set

� WD
�
� 2 .0; �1.B1//I u�.0/ D �

2
; where u� is the unique solution of (28)

�
;

is not empty since �0 2 � . We want to prove that � D f�0g. To this end assume
that N� 2 � and N� ¤ �0. In particular the functions u�0 and uN� are different. Thanks
to the definition of � and applying (4) (with 2� �2 D 1 because N D 6) we get that
u�0 and uN� are, respectively, transformed to a solution of (6) with � D 1

2
, but, for a

given � , the solution of (6) is unique and this gives a contradiction. ut
Now we have all the tools to estimate the energy of the solutions u�2 . This is the

content of the next result.

Corollary 4.9. Let N D 6 and let u�2 be the radial solution with exactly two nodal
regions of (1) with � D �2.�/ obtained in Section 2. Then

J�2.u�2/ <
1

3
S3;

for all sufficiently large � 2 R
C, where

J�.u/ WD 1

2


ˆ
B1

jruj2 � �juj2 dx

�
� 1

2�

ˆ
B1

juj2�

dx
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is the energy functional related to (1), S is the best Sobolev constant for the
embedding of D1;2.R6/ into L2

�

.R6/.

Proof. Let .u�2/ be this family of solutions. Observe that J�2.u�2/ D J�2.u
C
�2
/ C

J�2.u
�
�2
/ hence it suffices to estimate separately the energy of the positive and

negative part of u�2 . The energy of uC
�2

has been determinated in Theorem 3.2, and

in particular we have J�2.u
C
�2
/ ! 1

6
S3, as � ! C1.

Now we estimate J�2.u
�
�2
/. Since u�

�2
solves ��u D �2u C u2

��1 in the annulus
Ar�2

, in particular it belongs to the Nehari manifold N�2 associated with this

equation, (see (15)). Hence we deduce that J�2.u
�
�2
/ D 1

6
ju�
�2

j2�

2�;Ar�2
. To complete

the proof it will suffice to show that

ju�
�2

j2�

2�;Ar�2
! ju�

�0
j2�

2�;B1
;

where u0 is the unique solution of (27). In fact, thanks to Theorem 4.7 we know
that, up to a subsequence, .u�

�2
/ converges in C2

loc.B1 � f0g/ to the unique solution
u0 of (27). Hence to prove our assertion it suffices to apply Lebesgue’s theorem,
which clearly holds since .u�

�2
/ is uniformly bounded as � ! C1.

Now since J�2.u
�
�2
/ ! J�0.u�0/ and J�0.u�0/ <

1
6
S3 we deduce the desired

relation. ut

5 Asymptotic analysis of the negative part
in dimension N D 3; 4; 5

Here we prove:

Theorem 5.1. Let N D 3; 4; 5 and let .u�/ be any family of radial sign-changing
solutions of (1) with exactly two nodal regions and such that u�.0/ > 0 for all �.
Assume that there exists N� 2 R

C such that M�;C ! 1, as � ! N�. Then

(i): M�;� ! 0, as � ! N�;
(ii): .u�

� / converges to zero uniformly in B1, as � ! N�.

Proof. We start by proving (i). Let .u�/ be such a family of solutions. Thanks to the
transformation (4) we have

u�.r.t// D �
1

2��2 y.tI �/; (29)

for t 2



N�2p
�

�N�2
;C1

�
, where � D �� 1

2��2 M�;C and y D y.tI �/ solves (6).

Clearly, as � ! N�, we have � ! C1. As in the proof of Proposition 4.2 we have
that the global minimum point s� corresponds, through the transformation (4), to the
number t0.�/ defined in (13).
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Hence, thanks to Lemma 2.2, it holds

jy.t0.�/I �/j < jy0.T1.�//j .T1.�/ � t0.�//: (30)

For N D 3, which corresponds to k D 4, by Lemma 2.3 we have that T1.�/
is uniformly bounded for all sufficiently large � , while, by Lemma 2.4 it holds
y0.T1.�// D .k�1/ 1

k�2 ��1.1Co.1//. Thus, since 0 < t0.�/ < T1.�/, from (30), (29)
we get that M�;� D �

1
2��2 y.t0I �/ ! 0 as � ! N�.

For N D 4, which corresponds to k D 3, by Lemma 2.3 we have that T1.�/ D
2 log.�/.1 C o.1// for all sufficiently large � , and hence as in the previous case,

we get that M�;� D �
1

2��2 y.t0I �/ ! 0 as � ! N�. The same happens for N D 5

(k D 8=3); in fact by Lemma 2.3 we have that T1.�/ D A�2=3.1 C o.1// for all
sufficiently large � , where A D A.k/ is a positive constant depending only on k (see
Lemma 2.3 for its definition). The proof of (i) is complete.

Now we prove (ii). We recall that u�
� is nonzero in the annulus Ar�.0/ D fx 2

R
N I r� < jxj < 1g and vanishes outside. Thanks to (i), we have ku�k1;B1 D

M�;� ! 0 as � ! N� and we are done. ut
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Critical and noncritical regions
on the critical hyperbola
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1 Introduction

We start referring to the celebrated results of Brezis and Nirenberg [8] on the second
order equation

(
��u D �u C u2

��1; u > 0 in ˝;

u D 0 on @˝;
(BN)

where 2� D 2N=.N � 2/, N � 3, and ˝ � R
N is a bounded smooth domain. Let

�1.˝/ be the first eigenvalue of .��;H1
0.˝//. We recall that if N � 4, then (BN)

has a solution if, and only if, 0 < � < �1.˝/. However, the problem becomes
much more delicate in the case of N D 3 and a sharp result on existence of solution
is known only if ˝ is a ball and, in this case, (BN) has a solution if, and only
if, 1

4
�1.˝/ < � < �1.˝/. For this reason N D 3 is referred to as the critical

dimension associated with the critical growth problem (BN), whereas N � 4 are
called noncritical dimensions.
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On the other hand, it is well known that the functions that realize the Sobolev
constant

inf

�ˆ
RN

jruj2dxI u 2 D1;2.RN/;

ˆ
RN

juj2�

dx D 1

�
;

behave like jxj�.N�2/, as jxj ! 1. According to the arguments in [8, Lemmas 1.1
and 1.2], the definition of critical and noncritical dimensions associated with (BN)
is also linked to the L2-integrability of jxj�.N�2/ in R

NnB1.0/, where B1.0/ stands
for the open unit ball in R

N , and 2.N � 2/ � N corresponds to the noncritical
dimensions of (BN), whereas 2.N � 2/ < N corresponds to the critical dimension.
This turns out to be an alternative, although less precise, manner to characterize the
critical and noncritical dimensions associated with (BN).

Similar asymptotic analysis was introduced in [4, §7 and §8] to classify the
critical and noncritical dimensions associated with the corresponding critical growth
problem involving the p-Laplacian

� ��pu D �up�1 C up��1; u > 0 in ˝;

u D 0 on @˝;
(Pp)

where p� D pN=.N � p/ for N > p. The functions that realize

inf

�ˆ
RN

jrujpdxI u 2 D1;p.RN/;

ˆ
RN

jujp�

dx D 1

�
;

behave like jxj�
N�p
p�1 as jxj ! 1 and, in this framework, the definition of critical

and noncritical dimensions associated with the problem (Pp) is related to the Lp-

integrability of jxj�
N�p
p�1 in R

NnB1.0/, and N � p2 are the noncritical dimensions
of (Pp), whereas p < N < p2 are the critical dimensions of (Pp).

In this paper we consider the Hamiltonian elliptic system

8̂̂<
ˆ̂:

��u D jvjp�1v in ˝;

��v D �jujs�1u C jujq�1u in ˝;

u; v D 0 on @˝;

(S)

where ˝ � R
N is a bounded smooth domain, N � 3, � > 0, and we are interested

in existence of positive classical solutions, i.e., solutions such that u; v > 0 in ˝
and u; v 2 C2.˝/ \ C0.˝/.

Throughout in this paper, even if not explicitly stated, we assume that the point
.p; q/ lies on the critical hyperbola



Critical and noncritical regions on the critical hyperbola 347

1

p C 1
C 1

q C 1
D N � 2

N
; (1)

which was introduced by de Figueiredo et al. [9] and van der Vorst [32], see also
[11, 25–27], and that s satisfies

p C 1

p
� s C 1 < q C 1: (2)

One can use various variational settings to deal with the system (S), see, for
instance, the surveys [7, 10, 31]. Here we rewrite (S) as the fourth order equation
under Navier boundary conditions

(
�.j�uj 1p �1

�u/ D �jujs�1u C jujq�1u in ˝;

u; �u D 0 on @˝;
(E)

and the positivity of u and v corresponds to u;��u > 0 in ˝. Then note that con-
dition pC1

p < s C 1 says that the perturbation �jujs�1u is “superlinear” with respect

to �.j�uj
1
p �1

�u/, whereas s D 1=p implies that jujs�1u and �.j�uj
1
p �1

�u/ have
the same homogeneity. Moreover, the condition s C 1 < q C 1 means that the term
�jujs�1u is a lower order perturbation in the Lane-Emden system

��u D jvjp�1v in ˝; ��v D jujq�1u in ˝; u; v D 0 on @˝: (3)

The contribution of this paper is twofold: to indicate that the location, critical
or noncritical, of the point .p; q/ on the critical hyperbola (1), cf. Definition 1.1,
can interfere on the existence of positive solutions for the critical growth system (S);
inspired by the works of Rey [30] and Lazzo [20] on the second order equation (BN),
we prove that if ˝ has a rich topology, described by its Lusternik-Schnirelmann
category, then the system (S) has multiple positive solutions, at least as many as
cat˝.˝/, in case the parameter � > 0 is sufficiently small and if s satisfies some
suitable and natural conditions, namely condition (H) ahead, which depend on the
critical or noncritical location of .p; q/.

The suitable environment to work with (E), and so with (S), is the space E.˝/ WD
W
2;

pC1
p .˝/\W

1;
pC1

p
0 .˝/. Consider the Sobolev constant associated with the critical

embedding E.˝/ ,! LqC1.˝/, namely

S.˝/ WD inf

�ˆ
˝

j�uj pC1
p dxI u 2 E.˝/;

ˆ
˝

jujqC1dx D 1

�
: (4)

It is known that S.˝/ does not depend on˝, S.˝/ is not achieved and that S.˝/D S
with
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S WD inf

�ˆ
RN

j�uj pC1
p dxI u 2 D2;

pC1
p .RN/;

ˆ
RN

jujqC1dx D 1

�
: (5)

Lions [21] proved that S is achieved and that all of the solutions of S have
definite sign and are radially symmetric with respect to some point and are radially

monotone with respect to the point of symmetry. Let ' 2 D
2;

pC1
p .RN/ be an

extremal function that realizes S, positive and radially symmetric with respect to
the origin. Lions [21, Corollary I.1] proved that all of the positive solutions that
realize S are given by

'ı;a.x/ D ı
� N

qC1 '
x � a

ı

�
; x 2 R

N ; a 2 R
N and ı > 0: (6)

Due to the scaling invariance (6), we can choose ' with '.0/ D 1. We recall that the
functions S�'ı;a, with 'ı;a as in (6) and � D p.p.N�2/�2/

2.pC1/2 , are precisely the regular
positive solutions of

�.j�uj 1p �1
�u/ D uq in R

N :

According to [18, (1.14), (1.15), and (1.16)], the function ' has the following
asymptotic behavior:

lim
r!1 rp.N�2/�2'.r/ D b if p <

N

N � 2 ; lim
r!1

rN�2

log r
'.r/ D b if p D N

N � 2 ;

(7)

and

lim
r!1 rN�2'.r/ D b if p >

N

N � 2 ; (8)

where b > 0 is a constant and r D jxj.
Observe that, in the case of p < N

N�2 , the function ' behaves like jxj�Œp.N�2/�2
 as
jxj ! 1. Hence, as in [8, Lemma 1.2], to study the existence of a solution to (E),
equivalently to (S), in the case of s D 1=p, it is natural to require

Œp.N � 2/ � 2




p C 1

p

�
� N; or equivalently;

2C p
2N

N � 2 � p <
N

N � 2 :

Note that 2C
p
2N

N�2 < N
N�2 if, and only if, N � 6. Moreover, observe that

Œp.N � 2/ � 2




p C 1

p

�
� N is equivalent to N � 2



p C 1

p

�2
:
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Then, we point out that the last inequality seems very natural when compared with
the noncritical dimensions associated with the biharmonic operator, i.e., the case of

p D 1 and N � 8; cf. [14, 28, 33]. In addition, since�.j�j
1
p �1

�/ is a perturbation of
the biharmonic operator as well as the p-Laplacian is a perturbation of the Laplacian

operator, it is reasonable to compare the condition N � 2


pC1
p

�2
for the operator

�.j�j 1p �1
�/ with the condition N � p2 for the p-Laplacian operator.

In the case of p � N
N�2 , ' behaves like jxj�.N�2/ as jxj ! 1 and in this case we

are induced to consider

.N � 2/



p C 1

p

�
� N; or equivalently,

N

N � 2 � p � N � 2
2

and again, the inequality N
N�2 � N�2

2
is valid if, and only if, N � 6.

Then we introduce the notion of critical and noncritical regions (on the critical
hyperbola) associated with the system (S).

Definition 1.1. Consider the system (S). The point .p; q/ of the critical hyper-
bola (1) is on a:

(a) Noncritical region, if N � 6 and p satisfies

2C p
2N

N � 2 � p � N � 2
2

: (9)

(b) Critical region, if N � 6 and p does not satisfy (9); or N D 3; 4; 5 and any p.

Note that the noncritical region associated with (S) is not necessarily symmetric
with respect to the line p D q because (S) is not a symmetric perturbation of the
system (3).

Throughout in this paper the hypothesis (H), with respect to s, indicates the
following situation

.a/ In the noncritical region, i.e., N � 6 and 2Cp
2N

N�2 � p � N�2
2
; suppose

pC1
p � s C 1 < q C 1:

.b/ In the critical regions:

(b1) N � 6 and 2
N�2 < p < 2Cp

2N
N�2 ; suppose q � p < s C 1 < q C 1I

(b2) N � 6 and p > N�2
2
; suppose .p�1/.qC1/

p < s C 1 < q C 1I
(b3) N D 3; 4; 5 and 2

N�2 < p < N
N�2 ; suppose q � p < s C 1 < q C 1I

(b4) N D 3; 4; 5 and p � N
N�2 ; suppose .p�1/.qC1/

p < s C 1 < q C 1;

9>>>>>>>>>>=
>>>>>>>>>>;

(H)

which is quite natural to study (S); cf. the proof of Lemma 2.6. Indeed, consider the
equivalent formulation of (S) as the fourth order equation (E). First, observe that in
the cases of (b1) and (b3) the inequality pC1

p < q � p holds, and that in the cases
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pa

a

b c d e

q

Critical region Noncritical region

a = 2
N−2 b = N−2 c = N

N−2 d = N+2
N−2 e = N−2

2
2+

√
2N

(b2) and (b4) then pC1
p <

.p�1/.qC1/
q ; cf. (41) and (43) ahead for more details. Then

we mention that a hypothesis similar to (H) was introduced in [8, eq. (0.6)] to study
the problem

��u D �us C u2
��1; u > 0 in ˝; u D 0 on @˝

and in [4, §7 and §8] and [5, Section 3] to study

��pu D �us C up��1; u > 0 in ˝; u D 0 on @˝:

Moreover, in the biharmonic case, that is, in the case of p D 1, the hypothesis (H)
turns out to be the hypothesis on s C 1 assumed in [23, Theorem 1.1], in such a
way that the hypothesis in the noncritical region is equivalent to the hypothesis in
the noncritical dimensions N � 8, whereas the hypotheses in the critical regions
correspond to the hypothesis in the critical dimensions N D 5; 6; 7.

We will denote by �1.˝/ the first eigenvalue of the problem(
�.j�uj 1p �1

�u/ D �juj 1p �1u in ˝;

u; �u D 0 on @˝;
(10)

and we state the first result in this paper.

Theorem 1.2. Let � > 0 and in the case of s D 1=p also assume that � < �1.˝/.
If (H) is satisfied, then (S) has a classical positive solution.
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We point out that Theorem 1.2 includes all of the results in [19, Theorem 2]
regarding the system (S), since [19, Theorem 2] treats the particular case of
s D 1 and, in this case, our hypothesis (H) is equivalent to the hypothesis in [19,
Theorem 2]. Moreover, we believe that it is more natural to study (S) with s D 1=p
instead of s D 1.

Next, based on some topological arguments of Lusternik and Schnirelmann [22],
we prove existence of multiple positive solutions to the system (S).

Theorem 1.3. If (H) is satisfied, then there exists � > 0 such that, for each 0 <
� < �, the system (S) has at least cat˝.˝/ classical positive solutions.

To prove the results in this paper we consider the equivalent formulation of (S)
as the fourth order equation (E). We follow some of the arguments in [23, 24],
which consider (E) in the particular case of p D 1, i.e., the corresponding
problem involving the biharmonic operator. However, in the nonlinear regime of

�.j�j
1
p �1

�/ some extra difficulties have be overcame. In particular, in [24] and
[23], the comparison principle for the biharmonic operator under Navier boundary
conditions is the key argument to get the positivity of the solutions at the Lusternik-
Schnirelmann critical levels. However, the same procedure seems not suitable in the
nonlinear setting and then we use, instead, an energy argument, namely Lemma 5.1,
along with the regularity result of Lemma 2.2. Finally, we mention that we also
present some results on qualitative properties on the ground state solutions of the
system (S), which are included in Section 3.

2 Compactness and proof of Theorem 1.2

First we fix some notations. We recall that a strong solution of (S) is a pair .u; v/
with

u 2 W2;
pC1

p .˝/ \ W
1;

pC1
p

0 .˝/; v 2 W2;
qC1

q .˝/ \ W
1;

qC1
q

0 .˝/

satisfying the system in (S) for a.e. x 2 ˝. We consider the space E.˝/ WD
W2;

pC1
p .˝/ \ W

1;
pC1

p

0 .˝/ endowed with the norm kuk WD j�uj pC1
p

. If 0 < � <

�1.˝/, then we set

kuk� WD



j�uj
pC1

p
pC1

p

� �juj
pC1

p
pC1

p

� p
pC1

; 8 u 2 E.˝/: (11)

So k � k� satisfies

kuk� � kuk � c.˝;�/kuk� and ktuk� D jtjkuk� 8 u 2 E.˝/; 8 t 2 R;

(12)

where c.˝;�/ D

1 � �

�1.˝/

�� p
pC1

> 0.
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To prove existence of classical solutions .u; v/ to the system (S), we rewrite (S)
as the fourth order equation (E). We recall that ˝ � R

N , with N � 3, stands for a
bounded smooth domain and that (1) and (2) are our basic assumptions. Associated
with (E), we consider the C1.E.˝/;R/ functional

I�.u/ WD p

p C 1

ˆ
˝

j�uj pC1
p dx � �

s C 1

ˆ
˝

jujsC1dx � 1

q C 1

ˆ
˝

jujqC1dx: (13)

Definition 2.1. We say that u 2 E.˝/ is a weak solution of (E) if u is a critical
point of I�, that is, if u satisfies

ˆ
˝

j�uj 1p �1
�u�vdx D �

ˆ
˝

jujs�1uvdx C
ˆ
˝

jujq�1uvdx; 8 v 2 E.˝/:

We say that u is a classical solution of (E) if u 2 C 2.˝/, j�uj
1
p �1

�u 2 C 2.˝/ and
u satisfies (E) pointwise.

Hence, if u is a classical solution of (E) and if we set v D j�uj 1p �1
.��u/, then

.u; v/ is a classical solution of (S).

Lemma 2.2. If u is a weak solutions of (E), then it is classical solution of (E) and
vice versa.

Proof. Let u 2 E.˝/ be a weak solution of (E) and set v D j�uj
1
p �1

.��u/. As in

[12, Section 4], we can show that v 2 W
2;

qC1
q .˝/\ W

1;
qC1

q
0 .˝/ and that .u; v/ is a

strong solution of (S). Then we argue as in [17, Section 3] to show that u; v 2 Lr.˝/

for all 1 � r < 1. So, we apply the classical regularity results for second order
elliptic equations to each of the equations of the system (S) to get that .u; v/ 2
C2;˛.˝/ � C2;˛.˝/ for some ˛ which depends on p and q. On the other hand, it is
clear that any classical solution of (E) is a weak solution of (E). ut

Lemma 2.3. Let � > 0 and in the case of s D 1=p also assume that � < �1.˝/.
Then the functional I� has a mountain pass geometry around its local minimum at
zero, with associated mountain pass level

c� D inf
�2� max

t2Œ0;1
 I�.�.t//; (14)

where � D f� 2 C .Œ0; 1
;E.˝//I �.0/ D 0; I�.�.1// < 0g. Moreover,

c� D Qc� D Oc�; (15)
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where

Qc� D inf
u2E.˝/nf0g

max
t�0 I�.tu/; Oc� D inf

u2N�

I�.u/; (16)

and N� is the Nehari manifold

N� WD fu 2 E.˝/nf0gI I0
�.u/u D 0g: (17)

Proof. The proof that I� has a mountain pass geometry around its local minimum at
zero is quite standard and will be omitted. The proof of the identities at (15) follows
as in [29, Proposition 3.11]. ut
Lemma 2.4. Let � > 0 and in the case of s D 1=p also assume that � < �1.˝/.
Then any (PS)-sequence of I� is bounded.

Proof. Suppose that I�.un/ ! d and I0
�.un/ ! 0. Then there exist C > 0 and

.	n/ � Œ0;C1/, 	n ! 0, such that, for all n 2 N and w 2 E.˝/

jI�.un/j D
ˇ̌̌
ˇ p

p C 1

ˆ
˝

j�unj pC1
p dx � � p

p C 1

ˆ
˝

junj pC1
p

� dx � 1

q C 1

ˆ
˝

junjqC1dx

ˇ̌̌
ˇ � C

and

jI0
�.un/wj D

ˇ̌̌
ˇ
ˆ
˝

j�unj 1p �1
�un�wdx � �

ˆ
˝

junj 1p �1unwdx �
ˆ
˝

junjq�1unwdx

ˇ̌̌
ˇ

� 	nkwk:

Case 1: s D 1
p and 0 < � < �1.˝/. From (11) and (12) we infer that

.q C 1/I�.un/ � I0
�.un/un D

�
p

p C 1
.q C 1/ � 1

	 ˆ
˝

Œj�unj pC1
p � �junj pC1

p 
dx

� 1

c.˝/

pq � 1
p C 1

kunk pC1
p ;

whence

1

c.˝/

pq � 1
p C 1

kunk pC1
p � .q C 1/I�.un/ � I0

�.un/un � .q C 1/C C 	nkunk;

which implies that .un/ is bounded in E.˝/.
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Case 2: pC1
p < s C 1 < q C 1 and � > 0. In this case ps > 1 and

I�.un/ � 1

s C 1
I0
�.un/un D



p

p C 1
� 1

s C 1

�
kunk pC1

p C



1

s C 1
� 1

q C 1

�
junjqC1

qC1

� ps � 1
.p C 1/.s C 1/

kunk pC1
p ;

whence

ps � 1
.p C 1/.s � 1/kunk pC1

p � I�.un/ � 1

s C 1
I0
�.un/un � C C 1

s C 1
	nkunk

and so that .un/ is bounded in E.˝/.

ut
In order to apply the classical mountain pass theorem [3], it is necessary to

know at which levels the functional I� satisfies the (PS)-condition. This is done
at Lemma 2.5, whose proof is very similar to the proof of [13, Proposition 3.2].

Lemma 2.5. Let � > 0 and in the case of s D 1=p also assume that � < �1.˝/.

Then I� satisfies the .PS/c-condition for all c < 2
N S

pN
2.pC1/ .

Lemma 2.6. Let � > 0 and in the case of s D 1=p also assume that � < �1.˝/.
If (H) is satisfied, then the mountain pass level c� of the functional I�, given by (14),

is such that c� 2 .0; 2N S
pN

2.pC1/ /.

Proof. See Appendix 6 ahead. ut
The next result is a consequence of Lemmas 2.5 and 2.6, and the classical

mountain pass theorem [3].

Proposition 2.7. Let � > 0 and in the case of s D 1=p also assume that � <

�1.˝/. If (H) is satisfied, then the mountain pass level c� is a critical value of I�,
that is, there exists u� 2 E.˝/ such that I�.u�/ D c� and I0

�.u�/ D 0.

Proof (Proof of Theorem 1.2). The existence of a nontrivial classical solution for
the problem (E) follows from Lemma 2.2 and Proposition 2.7. Moreover, we have

observed that if u is a classical solution of (E) and if we set v D j�uj 1p �1
.��u/,

then .u; v/ is a classical solution of (S). In addition, any solution u of (E) associated
with the mountain pass level c� satisfies u;��u > 0 in ˝, up to replace u by �u;
cf. Theorem 3.2 (iii) ahead. ut
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3 On the ground state solutions of (S)

Various (equivalent) variational settings are available to deal with the system (S); cf.
[7, 10, 31]. Each of these settings has an energy functional associated with (S). We
recall that, given a solution .u; v/ of (S), then all of these energy functionals have
the same energy level at .u; v/. Therefore, the definition of ground state solution
of (S) does not depend on the variational setting under consideration. Here we
rewrite (S) as the fourth order equation (E) and hence the notions of ground state
solution of (S) and (E) coincide.

Definition 3.1. Let � > 0. We say that u 2 E.˝/ is a ground state solution of the
problem (E) if u is a nontrivial weak solution of (E) and minimizes the energy I�
among the nontrivial weak solutions of (E).

We point out that the conditions (1), (2) and � > 0 guarantee that I�.u/ > 0 for
every nontrivial weak solutions u of (E), cf. (21) ahead.

Theorem 3.2 (Ground state solutions).
Let � > 0 and in the case of s D 1=p also assume that � < �1.˝/. If (H) is

satisfied, then:

(i) The problem (E) has a ground state solution.
(ii) The ground state solutions of (E) are critical points of I� of mountain pass type

at the level c�.
(iii) If u is a ground state solution of (E), then u;��u > 0 in ˝, up to replace u

by �u.
(iv) If ˝ is a ball centered in the origin of RN, then all of the ground state solutions

of (E) are such that u and ��u are radially symmetric.

Proof. (i) and (ii) We proved, at Proposition 2.7, the existence of a mountain pass
solution of (E) associated with the critical level c�. From the identities given by (15),
it follows that any mountain pass solution of (E) at the level c� is a ground state
solution and vice versa.

(iii) Let u be a ground state solution of (E). According to Lemma 2.2, we know
that u 2 C 2.˝/. So, by the strong maximum principle, it is enough to prove that�u
has definite sign in ˝. By contradiction, suppose that �u changes sign in ˝. Let w
be the solution of

��w D j�uj in ˝; w D 0 on @˝:

So, by the strong maximum principle, w > juj in ˝. Then we infer that
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c� � max
t�0 I�.tw/

D max
t�0

(
p

p C 1
t

pC1
p

ˆ
˝

j�wj
pC1

p dx � �

s C 1
tsC1

ˆ
˝

jwjsC1dx � tqC1
q C 1

ˆ
˝

jwjqC1dx

)

< max
t�0

(
p

p C 1
t

pC1
p

ˆ
˝

j�uj
pC1

p dx � �

s C 1
tsC1

ˆ
˝

jujsC1dx � tqC1
q C 1

ˆ
˝

jujqC1dx

)

D max
t�0 I�.tu/ D c�;

which is a contradiction.
(iv) Suppose˝ D Br D Br.0/. Let u be a ground state solution of (E). According

to item (iii) of this theorem, we can assume that u;��u > 0 in Br. Denote by u�
and .��u/� Schwarz symmetrization of u and ��u, respectively. Let w be the
solution of

��w D .��u/� in Br; w D 0 on @Br:

Then w D w� and it is enough to show that u D w. By [2], see also [21, p. 165] and
[6, Lemma 2.8], we have w � u� and

jw > u�j D 0 , ��u D .��u/�:

If jw > u�j > 0, then

c� � max
t�0

I�.tv/

D max
t�0

�
p

p C 1
t

pC1
p

ˆ
Br

j�wj pC1
p dx � �

s C 1
tsC1

ˆ
Br

jwjsC1dx � tqC1

q C 1

ˆ
Br

jwjqC1dx

�

< max
t�0

8<
: pt

pC1
p

p C 1

ˆ
Br

j.��u/�j pC1
p dx � �tsC1

s C 1

ˆ
Br

ju�jsC1dx � tqC1

q C 1

ˆ
Br

ju�jqC1dx

9=
;

D max
t�0

�
p

p C 1
t

pC1
p

ˆ
Br

j ��uj pC1
p dx � �

s C 1
tsC1

ˆ
Br

jujsC1dx � tqC1

q C 1

ˆ
Br

jujqC1dx

�

D max
t�0

I�.tu/ D c�

which cannot happen. Thus, ��u D .��u/� and since u and w are both solutions
to the problem

��z D .��u/� in Br; z D 0 on @Br;

it follows that u D w. ut
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4 More on compactness

In this section we prove a compactness result, namely Lemma 4.2, which is essential
for the proof of Theorem 1.3. With this lemma we will be able to compare the
category of ˝ with the category of an appropriated level set of the functional I� to
which we can conveniently apply the Lusternik-Schnirelmann theory. We stress that
the main ingredient in the proof of Lemma 4.2 is a compactness result due to Lions
[21, Corollary I.2].

Lemma 4.1 ([21], Corollary I.2).

Let .un/ � D2;
pC1

p .RN/ such that junjqC1 D 1 and kunk pC1
p D j�unj

pC1
p

pC1
p

! S.

Then there exist .yn; ˛n/ � R
N � .0;C1/ and v 2 D2;

pC1
p .RN/ such that, up to a

subsequence,

vn ! v in D2;
pC1

p .RN/ with vn.x/ WD ˛
N

qC1
n un.˛nx C yn/:

Lemma 4.2. Let .un/ � E.˝/ be a sequence such that

junjqC1 D 1 and kunk pC1
p D j�unj

pC1
p

pC1
p

D S C on.1/:

For each n 2 N, let wn be the Newtonian potential ofCj ��unj, where 	 denotes the
zero extension outside ˝. Then, there exist a sequence .yn; ˛n/ � R

N � .0;C1/

and v 2 D2;
pC1

p .RN/ such that, up to a subsequence,

vn ! v in D2;
pC1

p .RN/ where vn.x/ WD ˛
N

qC1
n wn.˛nx C yn/:

Moreover, yn ! y 2 ˝ and ˛n ! 0.

Proof. We recall that, if wn is the Newtonian potential of Cj ��unj, then by [16,

Theorem 9.9] we know that wn 2 D2;
pC1

p .RN/ and

��wn DCj ��unj a.e. in R
N ; (18)

whence we infer that

jwnjqC1 � jeunjqC1 D junjqC1 D 1 and j�wnj
pC1

p
pC1

p

D j�unj
pC1

p
pC1

p

D S C on.1/:
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Define zn D wnjwnjqC1
. Then zn 2 D2;

pC1
p .RN/, jznjqC1 D 1 and S � j�znj

pC1
p

pC1
p

. Since

.wn/ is bounded in D2;
pC1

p .RN/, then .wn/ is bounded in LqC1.RN/ and, up to a
subsequence, lim jwnjqC1 D a � 1. Suppose a > 1. Then, for n large,

S � j�znj
pC1

p
pC1

p

D
j�wnj

pC1
p

pC1
p

jwnj
pC1

p

qC1
D S C on.1/

jwnj
pC1

p

qC1
< S;

a contradiction. So, lim jwnjqC1 D 1, whence we infer that

jznjqC1 D 1 and j�znj
pC1

p
pC1

p

D S C on.1/:

It follows from Lemma 4.1 that, there exist .yn; ˛n/ � R
N � .0;C1/ and v 2

D2;
pC1

p .RN/ such that, up to a subsequence, and since lim jwnjqC1 D 1,

vn ! v in D2;
pC1

p .RN/ with vn.x/ WD ˛
N

qC1
n wn.˛nx C yn/:

Then we argue as in Step 4 in the proof of [23, Lemma 3.2], to show that yn ! y 2
˝ and ˛n ! 0. ut

5 Multiplicity of solutions: proof of Theorem 1.3

The multiple positive solution of (S) will be obtained as critical points of the
functional I�. As we shall see, all of these solutions have critical levels below
2
N S

pN
2.pC1/ and their positivity is a consequence of the next lemma.

Lemma 5.1. There exists 0 < Q� < �1.˝/ such that if 0 < � < Q�, then any

nontrivial critical point u 2 E.˝/ of I� with I�.u/ <
2
N S

pN
2.pC1/ satisfies u;��u > 0

in ˝, up to replace u by �u.

Proof. If u 2 E.˝/ is a critical point of I�, then

ˆ
˝

j�uj 1p �1
�u�vdx D �

ˆ
˝

jujs�1uvdx C
ˆ
˝

jujq�1uvdx; 8 v 2 E.˝/; (19)

ˆ
˝

j�uj pC1
p dx D �

ˆ
˝

jujsC1dx C
ˆ
˝

jujqC1dx; (20)
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and since p
pC1 � 1

qC1 D 2
N ,

I�.u/ D



p

p C 1
� 1

s C 1

�
�

ˆ
˝

jujsC1dx C 2

N

ˆ
˝

jujqC1dx: (21)

Moreover, by (2), p
pC1 � 1

sC1 � 0. Therefore, from (20) and (21), we infer that all

of the solutions u that satisfy I�.u/ <
2
N S

pN
2.pC1/ are a priori bounded, that is, there

exists C > 0 such that

kuk � C: (22)

Suppose that ��u changes sign in ˝ and let u1 and u2 be the solutions of

� ��u1 D .��u/C in ˝;

u1 D 0 on @˝;
and

� ��u2 D �.��u/� in ˝;

u2 D 0 on @˝;

where .��u/C D maxf��u; 0g and .��u/� D maxf�.��u/; 0g. It follows that
u1; u2 2 E.˝/, u D u1 C u2, u1 � 0 in ˝ and u2 � 0 in ˝. In addition,

ˆ
˝

j�uj pC1
p dx D

ˆ
˝

j�u1j
pC1

p dx C
ˆ
˝

j�u2j
pC1

p dx; (23)

and, for i D 1; 2, the following inequalities hold

ju.x/js�1u.x/ui.x/ � jui.x/jsC1; ju.x/jq�1u.x/ui.x/ � jui.x/jqC1 a.e. x 2 ˝I
(24)

cf. [15, eq. (16)] for a similar argument. Thus, from (4), (19), (24), and from
embedding LqC1.˝/ ,! LsC1.˝/ we infer that

Sjuij
pC1

p

qC1 � j�uij
pC1

p
pC1

p

D
ˆ
˝

j�uj 1p �1
�u�uidx

D �

ˆ
˝

jujs�1uuidx C
ˆ
˝

jujq�1uuidx

� �

ˆ
˝

juijsC1dx C
ˆ
˝

juijqC1dx � �CjuijsC1qC1 C juijqC1
qC1;

whence, since ui ¤ 0,

juij
pq�1

p

qC1 � S � �Cjuij
ps�1

p

qC1 ; i D 1; 2: (25)
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In view of (22) and (23), we consider� > 0 small enough such that S��Cjuij
ps�1

p

qC1 >
0. Then, from (4), (20), (23), (25), and the a priori bound (22), we obtain

I�.u/ D 2

N
j�uj

pC1
p

pC1
p

� �



1

s C 1
� 1

q C 1

�
jujsC1sC1

D 2

N



j�u1j

pC1
p

pC1
p

C j�u2j
pC1

p
pC1

p

�
� �



1

s C 1
� 1

q C 1

�
jujsC1sC1

� 2

N
S



ju1j

pC1
p

qC1 C ju2j
pC1

p

qC1
�

� �



1

s C 1
� 1

q C 1

�
jujsC1sC1

� 2S

N

"X
iD1;2

.S � �Cjuij
ps�1

p

qC1 /
pC1
pq�1

#
� �



1

s C 1
� 1

q C 1

�
jujsC1sC1

! 4

N
S

p.qC1/
pq�1 D 4

N
S

pN
2.pC1/ ;

as � ! 0C and so, for � > 0 small enough, I�.u/ >
2
N S

pN
2.pC1/ .

Therefore, there exists 0 < Q� < �1.˝/ such that if 0 < � < Q�, then any

nontrivial critical point u 2 E.˝/ of I� with I�.u/ <
2
N S

pN
2.pC1/ is such that �u does

not change sign in ˝. Hence, by the strong maximum principle, u;��u > 0 in ˝,
up to replace u by �u. ut

Hereafter in this section we assume all of the hypotheses from Theorem 1.2 and
we borrow some arguments from [23]. Without loss of generality, suppose that 0 2
˝. We fix r > 0 small enough such that

˝C
r WD fx 2 R

N I dist.x; ˝/ � rg and ˝�
r WD fx 2 ˝I dist.x; @˝/ � rg

are homotopically equivalent to ˝ and such that Br D Br.0/ �� ˝. Consider the
functional I�;r W E.Br/ ! R defined by

I�;r.u/ WD p

p C 1

ˆ
Br

j�uj pC1
p dx � �

s C 1

ˆ
Br

jujsC1dx � 1

q C 1

ˆ
Br

jujqC1dx;

where E.Br/ WD W2;
pC1

p .Br/ \ W
1;

pC1
p

0 .Br/. Set

N�;r WD fu 2 E.Br/nf0gI I0
�;r.u/u D 0g

and

m.�/ WD inf
u2N�;r

I�;r.u/ D inf
u2E.Br/nf0g

max
t�0 I�;r.tu/:
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We set the barycenter map ˇ W N� ! R
N , with N� as in Lemma 2.3, by

ˇ.u/ WD
´
˝

j�uj pC1
p xdx´

˝
j�uj pC1

p dx
and Im.�/

� WD fu 2 E.˝/I I�.u/ � m.�/g: (26)

Since Br D Br.0/ �� ˝, arguing as in [23, Lemma 2.6], we can show that c� �
m.�/ and then, by Proposition 2.7, we infer that Im.�/

� \ N� ¤ ;.
We denote by c0 and N0, respectively, the mountain pass level and the Nehari

manifold associated with the functional

I0.u/ WD p

p C 1

ˆ
˝

j�uj pC1
p dx � 1

q C 1

ˆ
˝

jujqC1dx; u 2 E.˝/:

Lemma 5.2. (i) c0 D 2
N S

pN
2.pC1/ :

(ii) Under hypothesis (H), if �n ! 0C, then c�n ! c0.

Proof. See [1, Lemmas 2.4 and 2.5], respectively. ut
Lemma 5.3. Assume (H). There exists O� > 0 small such that, if � 2 .0; O�/ and
u 2 N� with I�.u/ � m.�/, then ˇ.u/ 2 ˝C

r .

Proof. The proof is similar to the proof of [23, Lemma 3.6], using now the
Lemmas 4.2 and 5.2. ut

Let O� be as in Lemma 5.3. For each 0 < � < O� we define �� W ˝�
r ! Im.�/

� by

��.y/ W ˝ �! R

x 7�! ��.y/.x/ D wy.x/;
(27)

where wy is the solution for the problem

� ��wy D zy in ˝;

wy D 0 on @˝;
with zy.x/ D

� ��v�.x � y/; if x 2 Br.y/;
0; if x 2 ˝nBr.y/;

and, cf. Lemma 3.2 (iv), v� is radially symmetric with respect to zero, v�;��v� >
0 in Br,

I�;r.v�/ D m.�/ and I0
�;r.v�/ D 0:

By the strong maximum principle, we can show that �� is well defined, that is,
I�.��.y// � m.�/ for all y 2 ˝�

r . The continuity of �� is a consequence of a
regularity of v�. Indeed, if yn ! y in ˝�

r , then



362 J.L.F. Melo and E. Moreira dos Santos

k��.yn/� ��.y/k
pC1

p D j�.��.yn/� ��.y//j
pC1

p
pC1

p

D j�wyn ��wyj
pC1

p
pC1

p

D jzyn � zyj
pC1

p
pC1

p

D
ˆ

Br.yn/\Br.y/
j�v�.x � yn/��v�.x � y/j pC1

p dx C
ˆ

Br.yn/nBr.y/
j�v�.x � yn/j

pC1
p dx

C
ˆ

Br.y/nBr.yn/
j�v�.x � y/j pC1

p dx ! 0;

because �v� W Br.0/ ! R is continuous.
Again by the strong maximum principle, we infer that wy.x/ > v�.x � y/ > 0,

for all x 2 Br.y/ and y 2 ˝�
r . Then for all y 2 ˝�

r ,

I0
�.��.y//��.y/ D

ˆ
˝

j�wyj
pC1

p dx � �
ˆ
˝

jwyjsC1dx �
ˆ
˝

jwyjqC1dx

<

ˆ
Br.0/

j�v�j pC1
p dx � �

ˆ
Br.0/

jv�jsC1dx �
ˆ

Br.0/

jv�jqC1dx D I0
�;r.v�/v� D 0

and so ��.y/ 62 N�. Nevertheless, for each y 2 ˝�
r there exists a unique ty > 0 such

that ty��.y/ 2 N�. In addition, for all t > 0,

I�.t��.y// D pt
pC1

p

p C 1

ˆ
˝

j�wyj
pC1

p dx � �tsC1
s C 1

ˆ
˝

jwyjsC1dx � tqC1
q C 1

ˆ
˝

jwyjqC1dx

<
p

p C 1
t

pC1
p

ˆ
Br.0/

j�v�j2dx � �

s C 1
tsC1

ˆ
Br.0/

jv�jsC1dx � tqC1
q C 1

ˆ
Br.0/

jv�jqC1dx

D I�;r.tv�/ � I�;r.v�/ D m.�/; (28)

since v� 2 N�;r implies that I�;r.v�/ D max
t�0 I�;r.tv�/. Then we define

�� W ˝�
r �! Im.�/

� \ N�

y 7�! ��.y/ D ty��.y/:
(29)

To complete the proof of Theorem 1.3 we need some auxiliary results, whose
proofs we refer to [23].

Lemma 5.4 ([23], Lemma 2.4 (ii) and (iv)).

(i) If u� is a critical point of I� constrained to N�, then u is a nontrivial critical
point of I� in E.˝/.

(ii) The functional I� constrained to the manifold N� satisfies the .PS/c-condition

for every c < 2
N S

pN
2.pC1/ .

Lemma 5.5 ([23], Lemma 3.8). Assume (H) and take O� as in Lemma 5.3. Then,
for every 0 < � < O�, the function ��, given by (29), is well defined, continuous and
satisfies
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.ˇ ı ��/.y/ D y; 8 y 2 ˝�
r : (30)

Then we point out that Lemma 5.5 is the key argument in the proof of the next
lemma.

Lemma 5.6 ([23], Lemma 4.1). Assume (H) and take O� as in Lemma 5.3. Then,
for every 0 < � < O�,

cat
I
m.�/
N�

.Im.�/
N�

/ � cat˝.˝/ where Im.�/
N�

WD fu 2 N�I I�.u/ � m.�/g:

Proof (Proof of Theorem 1.3 completed). Denote by IN� the restriction of I� to N�.
By Lemma 2.6, we know that

c� <
2

N
S

pN
2.pC1/ and m.�/ <

2

N
S

pN
2.pC1/ :

Moreover, by Lemma 5.4 (ii), IN� satisfies the (PS)c-condition for all c < 2
N S

pN
2.pC1/ .

Let � WD minf Q�; O�g, with Q� from Lemma 5.1, O� from Lemma 5.3 and consider
0 < � < �. Applying the standard Lusternik-Schnirelmann theory (cf. [34,
Theorem 5.20]) and Lemma 5.6, we conclude that Im.�/

N�
has at least cat˝.˝/ critical

points of IN� . Finally, by Lemma 5.4 (i), we conclude that I� has at least cat˝.˝/
critical points. Then the result follows from Lemmas 2.2 and 5.1 and the fact that

if u is a classical solution of (E) and if we set v D j�uj 1p �1
.��u/, then .u; v/ is a

classical solution of (S). ut

6 Appendix: Proof of Lemma 2.6

Let � > 0 and in the case of s D 1=p also assume that � < �1.˝/. Let c� be the
mountain pass level as defined in (14). Here we prove that if (H) is satisfied, then

c� 2 .0; 2N S
pN

2.pC1/ /.
Without loss of generality, suppose 0 2 ˝. Let � 2 C1

c .RN/ be a function such
that 0 � �.x/ � 1 for all x 2 R

N , � � 1 in B.0; �=2/, � � 0 in B.0; �/c and
B.0; �/ �� ˝, � > 0. Set

Uı.x/ WD �.x/ ı.x/; x 2 R
N ; 0 < ı < �=2;

where ı D S
pŒp.2�N/C2


2.pC1/2 'ı and 'ı.x/ D 'ı;0.x/ is given by (6). So
´
RN j� ıj

pC1
p dx D

S and
´
RN j ıjqC1dx D 1. Then, cf. [13] eq. (6.4) and eq. (6.3), respectively,
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j�Uıj
pC1

p
pC1

p ;˝
D

8̂<
:̂

S C O.ıp.N�2/�2/; if p < N
N�2 ;

S C j log ıj pC1
p O.ı

N
p /; if p D N

N�2 ;
S C O.ı

N
p /; if p > N

N�2 ;
(31)

and

jUıjqC1
qC1;˝ D

8<
:
1C O.ıpN/; if p < N

N�2 ;
1C j log ıjqC1O.ıq.N�2/�2/; if p D N

N�2 ;
1C O.ıq.N�2/�2/; if p > N

N�2 :
(32)

Set

Vı.x/ D Uı.x/

jUıjqC1
; x 2 R

N : (33)

Then

j�Vıj
pC1

p
pC1

p ;˝
D

8̂<
:̂

S C O.ıp.N�2/�2/; if p < N
N�2 ;

S C j log ıj pC1
p O.ı

N
p /; if p D N

N�2 ;
S C O.ı

N
p /; if p > N

N�2 ;
(34)

Using the asymptotic behavior of ', (6), and since pC1
p � sC1 < qC1, we infer

that:

(i) if p < N
N�2 , then

jVı jsC1sC1D

8̂̂
<̂
ˆ̂̂:

Cı.sC1/
p

pC1 Œp.N�2/�2
C o.ı.sC1/
p

pC1 Œp.N�2/�2

/; if s C 1 < N

p.N�2/�2 ;
Cı

Np
pC1 j log ıj C O.ı

Np
pC1 /; if s C 1 D N

p.N�2/�2 ;
CıN� N.sC1/

qC1 C o.ıN� N.sC1/
qC1 /; if s C 1 > N

p.N�2/�2 I
(35)

(ii) if p > N
N�2 , then

jVı jsC1sC1 D

8̂̂<
ˆ̂:

Cı
N.sC1/

pC1 C o.ı
N.sC1/

pC1 /; if s C 1 < N
N�2 ;

Cı
N2

.pC1/.N�2/ j log ıj C O.ı
N2

.pC1/.N�2/ /; if s C 1 D N
N�2 ;

CıN� N.sC1/
qC1 C o.ıN� N.sC1/

qC1 /; if s C 1 > N
N�2 I

(36)

(iii) if p D N
N�2 , then

jVıjsC1
sC1 D

8̂̂<
ˆ̂:

Cı
N.sC1/

pC1 j log ıjsC1 C j log ıjsC1o.ı
N.sC1/

pC1 /; if s C 1 < N
N�2

;

Cı
N2

.pC1/.N�2/ j log ıj C j log ıjsC1O.ı
N2

.pC1/.N�2/ /; if s C 1 D N
N�2

;

CıN�
N.sC1/

qC1 C o.ıN�
N.sC1/

qC1 /; if s C 1 > N
N�2

I
(37)
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where C is a positive constant. Our goal is to show that, for ı small enough,

max
t�0 I�.tVı/ <

2

N
S

pN
2.pC1/ : (38)

Note that

I�.tVı/ D p

p C 1
t

pC1
p j�Vıj

pC1
p

pC1
p

� �

s C 1
tsC1jVıjsC1sC1 � tqC1

q C 1
;

lim
t!1 I�.tVı/ D �1;

and then max
t�0 I�.tVı/ is achieved at some tı > 0. Thus, j�Vıj

pC1
p

pC1
p

D �t
s� 1

p

ı jVıjsC1sC1C

t
q� 1

p

ı � t
q� 1

p

ı and so

tı � j�Vıj
pC1
pq�1

pC1
p

: (39)

The last inequality implies that

j�Vıj
pC1

p
pC1

p

D t
q� 1

p

ı C �t
s� 1

p

ı jVıjsC1sC1 � t
q� 1

p

ı C �j�Vıj
pC1
pq�1

ps�1
p

pC1
p

jVıjsC1sC1

and then

t
q� 1

p

ı � j�Vıj
pC1

p
pC1

p

� �j�Vıj
pC1
pq�1

ps�1
p

pC1
p

jVıjsC1sC1

D j�Vıj
pC1

p
pC1

p

�
1 � �j�Vıj

pC1
pq�1

ps�1
p � pC1

p
pC1

p

jVıjsC1sC1
	
:

Using the estimates in (34), the estimates in (35), (36), and (37), and the inequal-
ity (39), we infer that

tı ! S
p

pq�1 as ı ! 0: (40)

Consider the function g.t/ D p
pC1 t

pC1
p j�Vıj

pC1
p

pC1
p

� tqC1

qC1 for t � 0. Observe that

g achieves its maximum at t0 D j�Vıj
pC1
pq�1

pC1
p

and that g is increasing on the interval

Œ0; j�Vıj
pC1
pq�1

pC1
p


. Thus, from (39),
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max
t�0 I�.tVı/ D I�.tıVı/ D g.tı/ � �

s C 1
tsC1
ı jVıjsC1sC1

� p

p C 1
.j�Vıj

pC1
pq�1

pC1
p

/
pC1

p j�Vıj
pC1

p
pC1

p

�
.j�Vıj

pC1
pq�1

pC1
p

/qC1

q C 1
� �

s C 1
tsC1
ı jVıjsC1sC1

D 2

N
.j�Vıj

pC1
p

pC1
p

/
pN

2.pC1/ � �

s C 1
tsC1
ı jVıjsC1sC1:

Case 1: p < N
N�2 .

It follows from (34) that

max
t�0 I�.tVı/ � 2

N
S

pN
2.pC1/ C O.ıp.N�2/�2/ � �

s C 1
tsC1
ı jVıjsC1sC1;

and so, for ı small enough, it follows from (40) that

max
t�0 I�.tVı/ � 2

N
S

pN
2.pC1/ C O.ıp.N�2/�2/ � �

s C 1

 
S

p
pq�1

2

!sC1
jVıjsC1sC1

D 2

N
S

pN
2.pC1/ C O.ıp.N�2/�2/ � OCjVıjsC1sC1:

Note that the first line in (35) is not useful for our purpose because

sC1 � p C 1

p
) .sC1/ p

p C 1
� 1 ) .sC1/ p

p C 1
Œp.N �2/�2
 � Œp.N �2/�2
:

Now, the third line (35) is useful if N � N.sC1/
qC1 < p.N � 2/ � 2, and since q C 1 D

N.pC1/
p.N�2/�2 , the last inequality is equivalent to

N � N.s C 1/

q C 1
<

N.p C 1/

q C 1
; that is, q � p < s C 1:

Now, since pC1
p � s C 1, we infer that

q � p >
p C 1

p
, p <

2C p
2N

N � 2 : (41)

Moreover,

min

(
N

N � 2 ;
2C p

2N

N � 2

)
D
(

N
N�2 ; if N D 3; 4; 5;
2Cp

2N
N�2 ; if N � 6:

(42)
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Hence,

(i) For N � 6

(i.1) 2Cp
2N

N�2 � p < N
N�2

Considering the second line of (35), we infer that (38) is true for all pC1
p �

s C 1 < q C 1;

(i.2) 2
N�2 < p < 2Cp

2N
N�2

It follows from (41) and (42) that (38) is true if q � p < s C 1 < q C 1;
(ii) For N D 3; 4; 5 and 2

N�2 < p < N
N�2

It follows from (41) and (42) that (38) is true if q � p < s C 1 < q C 1.

Case 2: p > N
N�2 .

It follows from (34) that

max
t�0 I�.tVı/ � 2

N
S

pN
2.pC1/ C O.ı

N
p / � �

s C 1
tsC1
ı jVıjsC1sC1;

and so, for ı small enough, it follows from (40) that

max
t�0 I�.tVı/ � 2

N
S

pN
2.pC1/ C O.ı

N
p / � �

s C 1

 
S

p
pq�1

2

!sC1
jVıjsC1sC1

D 2

N
S

pN
2.pC1/ C O.ı

N
p / � OCjVıjsC1sC1:

Note that the first line in (36) is not useful for our purpose because

s C 1 � p C 1

p
) s C 1

p C 1
� 1

p
) N.s C 1/

p C 1
� N

p
:

Now, the third line (36) is useful if N � N.sC1/
qC1 < N

p , that is, .p�1/.qC1/
p < sC1. Now,

since pC1
p � s C 1,

.p � 1/.q C 1/

p
>

p C 1

p
, p >

N � 2
2

: (43)

Moreover

max

�
N

N � 2 ;
N � 2
2

�
D
(

N
N�2 ; if N D 3; 4; 5;
N�2
2
; if N � 6:

(44)

Hence,

(i) For N � 6
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(i.1) N
N�2 < p � N�2

2

Considering the second line of (36), we have (38) is true for all pC1
p �

s C 1 < q C 1;
(i.2) p > N�2

2

It follows from (43) and (44) that (38) is true if .p�1/.qC1/
p < s C 1 < q C 1;

(ii) For N D 3; 4; 5 and p > N
N�2

It follows from (43) and (44) that (38) is true if .p�1/.qC1/
p < s C 1 < q C 1.

Case 3: p D N
N�2 .

If follows from (34) that

max
t�0 I�.tVı/ � 2

N
S

pN
2.pC1/ C j log ıj pC1

p O.ı
N
p / � �

s C 1
tsC1
ı jVıjsC1sC1;

and so, for ı small enough, it follows from (40) that

max
t�0 I�.tVı/ � 2

N
S

pN
2.pC1/ C j log ıj pC1

p O.ı
N
p / � �

s C 1

 
S

p
pq�1

2

!sC1
jVıjsC1sC1

D 2

N
S

pN
2.pC1/ C j log ıj pC1

p O.ı
N
p / � OCjVıjsC1sC1:

The analysis of this case is analogous to the Case 2, using now the estimates in (37).
Hence,

(i) For N � 6

(i.1) N
N�2 D p � N�2

2

Considering the second line of (37), we have (38) is true for all pC1
p �

s C 1 < q C 1;
(i.2) p > N�2

2

It follows from (43) and (44) that (38) is true if .p�1/.qC1/
p < s C 1 < q C 1;

(ii) For N D 3; 4; 5 and p � N
N�2

It follows from (43) and (44) that (38) is true if .p�1/.qC1/
p < s C 1 < q C 1.

Now we summarize the above conditions on s. Combining the items (i.1) of the
3 cases above, we obtain (a) of hypothesis (H). The items (i.2) and (ii) in Case
1 are equivalent to (b1) and (b3) of (H), while the items (i.2) and (ii) in Cases 2
and 3 are equivalent to (b2) and (b4) of (H). Therefore, if (H) is satisfied, then

c� 2 .0; 2N S
pN

2.pC1/ /. ut
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A nonlinear Steklov problem arising
in corrosion modeling

C.D. Pagani, D. Pierotti, G. Verzini, and A. Zilio

1 Introduction

In a simple mathematical model of electrochemical corrosion, i.e. a deterioration
of a metal by electrochemical reaction with its environment, a (suitably defined)
galvanic potential is represented by a function u harmonic in a domain ˝ � R

N

whose boundary is partly electrochemically active and partly inert. In the inactive
boundary region the current density flow J � � (� is the outward unit normal to @˝)
is of course zero, but in the active part it is modeled (by interpolating experimental
data) by a difference of two exponentials according to the so-called Butler-Volmer
formula:

�
J � �� .x/ D ��.x/

�
eˇu.x/ � e�.1�ˇ/u.x/�C g.x/; x 2 @˝ (1)

Here ˇ 2 .0; 1/ is a constant depending on the constituents of the electrochemical
system, the function �.x/ distinguishes between the active and the inert boundary
regions (typically � is the characteristic function of some subset  @˝), � is a real
parameter which may take negative as well as positive values, and g is an externally
imposed current (see [1] and the references therein for a detailed discussion).
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Assuming �.x/ � 0 and not identically vanishing, the resulting mathematical
problem is quite different in the two cases, � negative or positive; for, the
corresponding linearized problem

�u.x/ D 0 in ˝

@�u.x/ D ��.x/u.x/C g.x/ on @˝ (2)

is a classical elliptic problem with a Robin (or mixed Neumann-Robin) boundary
condition if � < 0, while for � > 0 it is a Steklov problem. We stress that in
the latter case, there are nontrivial solutions of the problem with g D 0 (Steklov
eigenvalue problem).

Another quite sensible parameter of the problem is the dimension N of the space.
In fact, if N D 2, the nonlinear problem is subcritical in the energy space H1.˝/

(thanks to the Moser-Trudinger inequality); on the other hand, if N � 3 (and
therefore in the physically relevant case N D 3), the problem is supercritical (see
the discussion in [2]). The two-dimensional case has been considered by various
authors [1, 3–7].

The literature concerning the supercritical case is much more lacking and seems
to take into consideration mainly the case � < 0 (that is, with the Robin boundary
condition; see, e.g., [8]). A first attempt to investigate the three-dimensional problem
with � > 0 (and vanishing external current g) is in [2]. For the reader’s convenience,
let us summarize with few details the main results obtained in [2].

The authors discuss the following problem: find a (nonidentically vanishing)
function u in a bounded domain ˝ � R

3 with Lipschitz boundary, satisfying the
system

�u.x/ D 0 in ˝

@�u.x/ D ��.x/ sinhŒu.x/
 on @˝ (3)

where � > 0 and � is a nonnegative function in L1.@˝/.
By observing that the above problem has the line of trivial solutions f.�; 0/ j

�2Rg, they look for bifurcation solutions. By applying classical results of Bifurca-
tion Theory [9, 10], the authors prove that, for every eigenvalue � of the linearized
problem

�u.x/ D 0 in ˝

@�u.x/ D ��.x/u.x/ on @˝ (4)

(which is a classical Steklov eigenvalue problem [11]) the pair .�; 0/ is a bifurcation
point for (3). Further results on global existence are proved by assuming specific
symmetries of the domain. By restricting the study of the problem (3) in the unit
ball of R

3 and taking �.x/ � 1, they prove the existence of a branch of global
solutions bifurcating from the first eigenvalue � D 1 of the linearized problem.
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In the present paper, after recalling some general results about existence of global
solutions (section 2) the analysis of the branch bifurcating from the first eigenvalue
is expanded (section 3) and some new properties (local analiticy, blow up of the
solutions, etc.) as well as open problems are presented. In section 4 we describe
some numerical results illustrating the properties of the previously investigated
bifurcation branch.

2 Global existence of the bifurcation solutions

Hereafter, we consider the problem (3) with � nonnegative and bounded. For more
details and some proofs of the results of this section, see [2]. As we will see below,
it is convenient to search three dimensional solutions in the Hilbert space H3=2.˝/.

Let f 2 L2.@˝/ satisfy
´
@˝

f D 0; define the Neumann to Dirichlet map

G f D v0j@˝ (5)

where v0 is the unique harmonic function in ˝ with Neumann datum f and such
that

´
@˝
�v0 D 0.

By known regularity results [12] we have v0 2 H3=2.˝/ and therefore G f 2
H1.@˝/.

Let us define the subspace

PH1.@˝/ D
n
� 2 H1.@˝/;

ˆ
@˝

�� D 0
o

(6)

and the operator

G.�; �/ D �G

� sinhŒ� C s.�/


�
(7)

where

s.�/ D � tanh�1  ´@˝ � sinh.�/´
@˝
� cosh.�/

�
D 1

2
log

´
@˝
�e��´

@˝
�e�

�
(8)

By known estimates on two dimensional manifolds, the exponentials e˙� lie in
Lp.@˝/ for every p � 1; moreover, by the definition (8) the argument of G at the
right-hand side of (7) has vanishing integral on @˝. Then, by standard calculations
one can show that the operator G.�; �/ is a C 1 map from PH1.@˝/ in itself. Assume
now that � solves the functional equation

� D G.�; �/ D �G

� sinhŒ� C s.�/


�
(9)
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Then, the unique harmonic function u0 2 H1.˝/ such that u0j@˝ D � satisfies the
variational equation

ˆ
˝

ru0rv D �

ˆ
@˝

� sinhŒu0j@˝ C s.u0j@˝/
v (10)

for every v such that
´
@˝
�v D 0.

Finally, by standard regularity results the function

u.x/ D u0.x/C s.u0j@˝/

satisfies the boundary value problem (3). Then, the following result holds [2]:

Theorem 2.1. Let ˝ � R
3 be a bounded domain with Lipschitz boundary and let

� be a bounded nonnegative function on @˝. Moreover, let � be an eigenvalue of
multiplicity n� of the linear problem (4). Then, there is an r0 > 0 such that for each
r 2 .0; r0/ the bifurcation equation (9) has at least n� distinct pairs of nontrivial
solutions .�m.r/;˙�m.r// � R � PH1.@˝/, m D 1; 2; : : : ; n�; moreover, as r ! 0,
�m.r/ ! � and k�m.r/kH1.@˝/ D O.r/.

Thus, by the previous discussion, the nonlinear boundary value problem (3) has
at least n� distinct pairs of nontrivial solutions .�m.r/;˙um.r// � R � H3=2.˝/,
m D 1; 2; : : : n� for r 2 .0; r0/.

In the case of bifurcation from eigenvalues of odd multiplicity, a global result
holds (see [10], Theorem 1.10). By denoting with S � R � PH1.@˝/ the closure of
the set of the nontrivial solutions .�; �/ to (9), we have

Proposition 2.2. Let � be an eigenvalue of odd multiplicity of the linear prob-
lem (4) and let C be the component (i.e., a closed connected subset maximal with
respect to inclusion) of S to which .�; 0/ belongs. Then, either C is unbounded or
contains . N�; 0/, where N� ¤ �.

From now on, we consider the problem (3) with ˝ � B the unit ball of R
3

and � � 1. It is well known that the eigenfunctions of the corresponding linear
Steklov problem are the homogenous harmonic polynomials of degree n and that
the Steklov eigenvalues are precisely n, n D 0; 1; 2; : : : Moreover, the dimension of
each eigenspace is 2n C 1. Hence, Proposition 2.2 applies to the component of S
containing .n; 0/ for every n D 1; 2; : : :.

In a spherical domain it is natural to look for solutions with an axial symmetry
with respect to a diameter (note that there are no nontrivial radially symmetric
solutions to (3) in the ball). By suitably choosing the coordinate system, we may
consider solutions symmetric with respect to the z axis, i.e. solutions which are
constant along the parallel lines of the sphere; in spherical coordinates, they will
only depend on the distance r D p

x2 C y2 C z2 from the origin, and on the polar
angle � .
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Let us denote by H3=2
ax .B/ the subspace of the functions v 2 H3=2.B/ with the

above axial symmetry; the boundary traces vj@B with vanishing integral on the
sphere will belong to a subspace of (6) denoted by PH1

ax.@B/. Now, by rotational
invariance of the Laplacian, by the symmetry of the Neumann condition on the
sphere and by uniqueness of the solution to the Neumann problem, one can check
that the operator G.�; �/ defined by (7) maps PH1

ax.@B/ in itself. Moreover, the
(nonconstant) axially symmetric eigenfunctions of the Steklov problem in the ball
are those harmonic polynomials which (in polar coordinates) are independent of the
azimuthal angle, that is rnPn.cos �/, n D 1; 2; : : : where the Pn are the Legendre
polynomials. The restrictions of these eigenfunctions to the spherical surface span
the subspace of axially symmetric, zero mean functions of L2.@B/.

We now define axially symmetric � 2 PH1
ax.@B/ and u0 2 H3=2

ax .B/ as in (6)
and (10), respectively; then (see [2], section 4) we find nontrivial solutions .�; u/
of (3) bifurcating from .n; 0/, n D 1; 2; : : : and such that u 2 H3=2

ax .B/. We stress that
there is a unique (normalized) axially symmetric eigenfunction for every eigenvalue
n, so that all the eigenvalues of the linear problem in H3=2

ax .B/ are simple. Thus,
we get

Proposition 2.3. Let B be the unit ball and let � � 1. Then, for any n D 1; 2; : : :

there is a component Cn � R� PH1
ax.@B/ of S which meets the point .n; 0/; each Cn

is either unbounded or meets .m; 0/, with m ¤ n.

Remark 2.4. It is worthwhile to recall the following properties of the solutions
bifurcating from a simple eigenvalue �0 (see [10, 13, 14]): the set of nontrivial
solutions near to .�0; 0/ consists precisely of a smooth (even analytic in our case,
see below) curve .�.s/; ˚.s//, where s 2 I , an open neighborhood of the origin.
Moreover, ˚.s/ D sv0 C o.s/, where v0 is an eigenfunction corresponding to �0.

Hence, by Theorem 2.1, it follows that near to .n; 0/ each component Cn defined
in the above proposition is represented by a curve .�.s/; ˚.s// such that ˚.�s/ D
�˚.s/ for s small.

Since G W R � PH1
ax.@B/ ! PH1

ax.@B/ is real analytic, further properties of S can
be deduced in the framework of the analytic bifurcation theory due to Dancer (see
[15–17]).

Proposition 2.5. Let B be the unit ball, � � 1, and, for any n D 1; 2; : : :,
let Cn denote the component of S which meets the point .n; 0/, according to
Proposition 2.3. Then there exists a curve Cn with the following properties:

1. Cn D f.�.s/; ˚.s// W s 2 Œ0;1/g, where .�;˚/ W Œ0;1/ ! R � PH1
ax.@B/ is

continuous;
2. .�.0/; ˚.0// D .n; 0/, Cn � Cn;
3. the set ˙n D ˚

s � 0 W ker
�
Id � @�G.�.s/; ˚.s//

� ¤ f0g� has no accumulation
point;

4. at each point, Cn has a local analytic re-parameterization (this holds, in
particular, at each point of ˙n);

5. one of the following occurs:
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a. k.�.s/; ˚.s//k ! 1 as s ! 1 (which is much stronger than the claim that
Cn is unbounded in R � PH1

ax.@B/);
b. Cn is a closed loop.

In particular, we can assume without loss of generality that .�;˚/ is C1;
furthermore, outside the singular set ˙n, which is discrete, � (and hence its
harmonic extension u) can be smoothly parameterized with respect to � along Cn.

The previous result is simply [18, Theorem 9.1.1] written in our context.

Remark 2.6. Since for every solution .�.s/; ˚.s// there is another solution
.�.s/;�˚.s//, we can define the curves

QCn D f.�.�s/;�˚.�s// W s 2 .�1/; 0
g

By Remark 2.4 above, the union of QCn with Cn form a continuous, locally analytic
curve, which in a neighborhood of the origin takes the form

�
�.s/; ˚.s/

� D �
n C o.1/; svn C o.s/

�
where vn is an eigenfunction corresponding to the eigenvalue n.

It would be interesting to establish which of the alternatives of the previous
propositions actually holds. For the analogous two-dimensional problem in a disk,
the results obtained by variational methods seem to indicate that, in the .�; k�k/
plane, the branches of solutions outgoing from .n; 0/ become asymptotic to the
� D 0 axis. Actually in [3] an explicit family of solutions of problem (3) in the
case of the unit disk and for � D 1 is constructed. These solutions bifurcate from
the Steklov eigenfunctions of the disk and become asymptotic to the � D 0 axis,
blowing up at equidistant points on the boundary (for any smooth two-dimensional
domain, it has been proved in [7] that there are at least two distinct families of
solutions which for � ! 0 exhibit the same qualitative behaviour of the explicit
solutions in the disk).

The analysis of the three dimensional problem, even in the case of axially
symmetric solutions in the unit ball (with � � 1) is much more complicated; hence,
we will study in detail the component of the set of nontrivial solutions bifurcating
from .1; 0/.

3 Analysis of the first branch

We first prove that we can further restrict our problem to the subspace of the axially
symmetric functions u (in the unit ball) which are odd with respect to z; such
subspace only contains the components of S which meet the points .2k C 1; 0/,
k D 0; 1; 2; : : :
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In spherical coordinates, we may represent an axially symmetric function u by
u D Ou.r; cos �/; by putting cos � D t, �1 � t � 1, we get u D Ou.r; t/. Then, if u is
odd with respect to z, we have Ou.r;�t/ D �Ou.r; t/. We still denote by � the traces
� D Ou.1; �/.

Now, let V be the subspace of the functions � 2 PH1
ax.@B/ such that �.�t/ D

��.t/; by the invariance of the Laplace operator with respect to the reflection
z 7! �z and by the symmetry of the Neumann condition on the sphere, it follows
that any solution of the Neumann problem in the ball with boundary data in V is
axially symmetric and odd with respect to z.

Hence, we can further restrict the functional formulation of the nonlinear
equation (9) to the subspace V . Note that s.�/ D 0 for every � 2 V (see
equation (8)) so that u D u0 for every solution of (3) defined below (10). Then,
we can rephrase Propositions 2.3 and 2.5 in this context.

Proposition 3.1. Let B be the unit ball and let � � 1. Then, for any k D 0; 1; 2; : : :

there exist a curve Dk, enjoying the properties of the curve Cn described in
Proposition 2.5, and a connected set Dk, enjoying the properties of the set Cn

described in Proposition 2.3, such that

.2k C 1; 0/ 2 Dk � Dk � S � R � V:

The main advantage of this restriction is that now we can describe some finer
properties of the first branch. In fact, we can state

Proposition 3.2. Let � > 0, u 2 V be such that .�; uj@B/ 2 D0 and u ¤ 0; we may
assume that u > 0 at some point of the upper half-sphere @B \ fz > 0g (otherwise,
take �u). Then, ujB\fz>0g > 0 and (by writing as before u D Ou.r; cos �/ D Ou.r; t/
with r, � , spherical coordinates) the map t 7! Ou.r; t/ is strictly increasing for every
r > 0. Furthermore, � < 1.

Proof. By Theorem 4.1 of [2] we can assume that any solution to problem (3) in
a ball (and with smooth �) is smooth up to the boundary. In the following, we
will denote by u an axially symmetric solution as a function of the cylindrical
coordinates that is

u D u.�; z/

where � D p
x2 C y2. We have

Ou.r; t/ D u
�
r
p
1 � t2; rt

�
(11)

Let us now define

Ov.r; t/ D 1

r
Out.r; t/ (12)
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By (11) we have

Ov D uz � tp
1 � t2

u� D uz � z

�
u� � v.�; z/ (13)

Then, by applying to v the Laplace operator in cylindrical coordinates

�v D v�� C 1

�
v� C vzz

we find after some calculations

�v D ��
 z

�
u�
�

D �2
�
@�


uz � z

�
u�
�

D �2
�
v�

Then, the function v solves the equation

v�� C 3

�
v� C vzz D 0 (14)

for r D p
�2 C z2 < 1. But the left-hand side is the expression of the Laplace

operator in cylindrical coordinates in 5 dimensions applied to an axially symmetric
function. Hence, v is harmonic (and axially symmetric) in the unit ball QB � R

5.
Moreover, by definition (12),

Ovr D � 1

r2
Out C 1

r
Outr D �1

r
Ov C 1

r
@t Our

and by recalling (3) we find on the unit sphere

Ovr.1; t/ D �Ov.1; t/C @t
�
� sinh Ou.1; t/� D �Ov.1; t/C � cosh Ou.1; t/ Ov.1; t/

that is

Ovr.1; t/ D �
� cosh Ou.1; t/ � 1� Ov.1; t/ (15)

Hence, v is an axially symmetric solution of the linear eigenvalue problem (4) in a
ball Q̋ � R

5, with weight �.x/ D � cosh u.x/ � 1 (and eigenvalue 1).
By our assumptions on u, we can write in a neighborhood of .1; 0/ (see

Remark 2.4) �
�; u

� D �
1C �.�/; �.z C w.�//

�
where � lies in some interval Œ�N�; N�
 and �, w are such that:

1. � W Œ�N�; N�
 ! R is continuous and �.0/ D 0

2. the map � 7! w.�/ � w.�I x; y; z/, .x; y; z/ 2 NB, is continuous from Œ�N�; N�
 to
C 1. NB/ and w.0/ D 0
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Then we can write

v D 1

r
ut D �.1C Owt.�/=r/

where as before we set Ow.�/ � Ow.�I r; t/ D w.�I �; z/. The function Owt.�/=r is
harmonic in the unit ball QB � R

5 and has the same normal derivative as v on the
boundary @B; it follows by (15) that such normal derivative is uniformly vanishing
for � ! 0. Then, lim�!0 Owt.�/=r D c; now, by choosing r D 1 and recalling that
Ow.�/ ! 0 in C 1. NB/ for � ! 0, we conclude c D 0.

From the above result it follows that v > 0 for � small enough. We claim that
v > 0 all along D0; if not, by continuity there is a pair .�; u/ 2 D0 such that v � 0

and v.x/ D 0 for some x 2 @ QB (the boundary the unit ball of R5). Then, by (15)
we get vr.x/ D 0, contradicting the Hopf principle. Since Out D rv, we find that
t 7! Ou.r; t/ is strictly increasing for every r > 0. But Ou.r; 0/ D 0, so that Ou > 0 for
t > 0, i.e. u > 0 on the upper half ball. Finally, by integration of both sides of (15)
we get

ˆ
@B
.� cosh u � 1/ v D 0

which is possible for a positive v only if � < 1. ut
Theorem 3.3. The set D0 is unbounded; more precisely, 0 < �.s/ � 1 and
k˚.s/kL1.@B/ ! 1 as s ! 1, where ˚.s/; s 2 Œ0;C1/ are the solutions defined
in Proposition 2.5.

Proof. By Proposition 2.5 either D0 is unbounded, or it is a closed loop; in the latter
case, by Remark 2.4 there exist two solutions of opposite sign at the beginning and
at the end of the loop near to .1; 0/; since the nontrivial solutions in D0 only vanish
at z D 0 (by Proposition 3.2) it is readily checked that D0 must intersect the � axis
at some other point, which is necessarily .2j C 1; 0/ for some j > 0.

By recalling that ˚.s/ D uj@B with u harmonic function (axially symmetric and
odd with respect to the reflection z 7! �z) it now follows by continuity (see [2])
that there exists a .�;˚/ 2 D0 � D0, ˚ ¤ 0 such that ˚ D Ou.1; t/ (see (11)) and
Out.1; t/ D 0 at some point t 2 .�1; 1/ contradicting the positivity of (12) on D0.

Thus, we conclude that D0 is unbounded; but we know from Proposition 3.2
that � is bounded along D0 � D0; then, again by Proposition 2.5, we have
k˚kH1.@˝/ ! 1 along D0. Hence, as remarked in [2], we also have that the uniform
norm k˚kL1.@˝/ becomes arbitrarily large; we stress that, due to Proposition 3.2,
the sup norm of ˚ is given by the value u.0; 0; 1/ where u is defined as above. ut

Before investigating the limiting behaviour of the solutions with increasing
supremum norm along D0, we point out some further properties of such solutions.
Let us introduce the energy

E�.u/ D 1

2

ˆ
B

jruj2 dx � �
ˆ
@B
.cosh u � 1/ d	 (16)
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and assume that .�.s/; u.s// is the solution to (3) corresponding to the point
.�.s/; ˚.s// 2 D0; by denoting with u0, �0 the derivatives with respect to s, we
can compute

dE�.u/
ds D ´

B ruru0 dx �� ´
@B.sinh u/ u0 d	 ��0 ´

@B.cosh u � 1/ d	
D ��0 ´

@B.cosh u � 1/ d	
(17)

the last equality following by the weak form of (3). Since the last integral is
nonnegative, it follows by (17) that the energy is decreasing for�0 � 0; in particular,
if s … ˙0 (see Proposition 2.5), we can take ˚ , and consequently u, smoothly
dependent on � in certain intervals contained in .0; 1/. Then, in every such interval
E�.u/ is strictly decreasing with respect to �.

As it is suggested by numerical experiments (see below) in the 3 dimensional
problem we have˙0 ¤ ;, and�0.s/ changes its sign along D0. It is an open problem
to find whether ˙0 is a finite or infinite discrete set.

Blow-up analysis

The final part of this section is devoted to the asymptotic analysis of solutions
with increasing supremum norm along D0. Taking into account Proposition 3.2 and
Theorem 3.3, we have that any unbounded subset of D0 contains a subsequence
.�j; ujj@B/, with uj harmonic in B, such that uj > 0 on B \ fx3 > 0g and

0 < �j < 1; max
B

uj.x/ D uj.k/ D Mj ! 1 (18)

as j ! 1 (here x D .x1; x2; x3/, and k D .0; 0; 1/ denotes the north pole of B).
We choose a sequence rj such that rj ! 0 for j ! C1 and define the

transformation

y D k � x

rj
(19)

which maps B onto a sphere Bj (of radius r�1
j , center at y D r�1

j k and outer normal
�j D rjy � k) in the upper half plane y3 � 0. Note that the point k is mapped to the
origin y D 0 and that the sequence Bj exhausts R3C.

Let us now define

vj.y/ D e�Mj

rj

h
Mj � uj.�rjy C k/

i
(20)
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The functions vj are harmonic in Bj, positive and symmetric with respect to the
y3 axis, with minimum vj.0/ D 0. Moreover, they satisfy the following boundary
conditions

@�jvj.y/ D .rjy � k/ � ryvj.y/ D e�Mj

rj
.k � rjy/ � ryuj.�rjy C k/

D �e�Mj@�uj.�rjy C k/ D ��je
�Mj sinh.uj.�rjy C k//; y 2 @Bj (21)

By the assumptions on uj we have

��j

2

�
1 � e�2Mj

� � @�jvj.y/ < 0

for every y 2 @Bj \ fy3 < r�1
j g (the lower half of the spherical surface @Bj).

By the above estimate, one can infer that the sequence vj converges uniformly in
every bounded set of R3C. Of course, the form of the limit problem depends on the
choice of rj. By taking rj D e�Mj we get from (20) and (21),

@�jvj.y/ D ��je
�Mj sinh.Mj � vj.y// D ��j

2

h
e�vj.y/ � e�2MjCvj.y/

i
: (22)

Then (via suitable projections of the lower half spheres Bj \ fy3 < r�1
j g to the upper

half space y3 > 0 and letting j ! 1) we obtain the following limit problem

�v D 0 in R
3C

@�v D ��
�

2
e�v on R

2 � fy3 D 0g (23)

v D v.�; z/; v � 0 in R
3C; v.0/ D 0;

where �� 2 Œ0; 1
 is an accumulation point for the sequence .�j/. In this way, the
study of the asymptotic behaviour of D0 is related to the classification of the entire
solutions of problem (23).

Remark 3.4. The function

v�.y/ D ��

2
y3

solves Problem (23). Moreover, if �� > 0 it has infinite Morse index.
Indeed, by writing the energy functional associated with the problem:

E.v/ D 1

2

ˆ
R
3
C

jrvj2 � ��

2

ˆ
R2

e�v (24)



382 C.D. Pagani et al.

we have that v solves (23) if and only if

E0.v/Œ�
 D
ˆ
R
3
C

rv � r� C ��

2

ˆ
R2

e�v� D 0 (25)

for every � 2 C1
0.R

3/ (not necessarily vanishing on R
2 � fy3 D 0g); therefore

E00.v/Œ�; �
 D
ˆ
R
3
C

jr�j2 � ��

2

ˆ
R2

e�v�2 (26)

and

E00.v�/Œ�; �
 D
ˆ
R
3
C

jr�j2 � ��

2

ˆ
R2

�2: (27)

Now, for any fixed  2 C1
0.R

3/, r > 0 and � 2 R
3, we can choose

��.y/ D r .ry C �/, so that

E00.v�/Œ�� ; �� 
 D r2
ˆ
R
3
C

jrj2 � ��

2

ˆ
R2

2 < 0 for sufficiently small r:

As a consequence, for any m 2 N, one can easily find �1; : : : ; �m 2 R
3 in such a

way that Wm D span f��1 ; : : : ; ��mg has dimension m and E00.v�/ is negative defined
on Wm.

It remains an open question whether Problem (23) admits other nontrivial
solutions, apart from v�, and in such a case whether solutions with finite Morse
index may exist. In case �� > 0, the absence of finite Morse index solutions
to (23) would indicate the presence of infinitely many secondary bifurcation points
(turning points) along D0. Such kind of behaviour is also suggested by the numerical
simulations we discuss in the next section.

4 Numerical simulations

In this section we present and discuss the numerical scheme that was used in order to
approximate the bifurcation branches of problem (3). We then give some comments
on the numerical bifurcation diagram that we have obtained.

The mathematical literature concerning continuation methods is vast and it is
not our aim to give here a complete list of the possible solutions already available,
we just refer the interested reader to [19, 20] and to the references therein. As a
matter of fact, the method we implemented can be traced back to the large class of
predictor-corrector methods, where in our case the predictor step is obtained through
a projection on a suitable space of solutions, while the corrector step consists in a
time step of a suitable parabolic flow.
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From a previous numerical investigation it is clear that � cannot be used to
parametrize the curves of the bifurcation diagram, due to the nonmonotonicity of
this quantity along these curves. Moreover the fact that for any � > 0 the set of
trivial solutions .�; 0/ is also the stable branch discourages the direct use of more
classical methods, such as the standard parabolic flow. As a concluding remark,
we recall that even from the theoretical point of view, the branches of nontrivial
solutions are obtained in the functional space PH1.@B/, which is somehow unnatural
from a numerical point of view. For all these reasons, after preliminary numerical
investigations we consider worthwhile to assume the L1.@B/ norm of the solution
to be a possible parameter to describe the curve, as it has already been shown that
such norm is unbounded along any bifurcation branch.

Remark 4.1. Similar results can be obtained also in the case that we assume as
parameter the PH1.@B/ norm, even though the resulting method seems less efficient
in terms of convergence rate.

Let us point out that both the L1.@B/ and PH1.@B/ norms constitute an unnatural
choice as parameters from a point of view of the numerical method used in
the corrector step (step 9 in the algorithm), which is discretized using its weak
formulation in H1.B/. As a particular consequence, this makes the predictor step
a priori unfeasible, as the set fu 2 H1.B/ W kukL1.@B/ D sg (and fu 2 H1.B/W
kuk PH1.@B/ D sg) is not closed in the topology of H1.B/: this complicates the
convergence analysis, which is not carried out in the following.

Remark 4.2. One may also try to use a more sophisticated algorithm, such as the
Newton’s method. As it turns out from numerical investigation, the Morse index of
the solutions increases by one unit at each turning point, but the negative eigenvalues
of the linearized operator diverge rather rapidly (see Figure 2). Any attempt we tried
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in stabilizing such algorithm led us to lose the convergence of the original method,
and for this reason we chose to focus our attention on a more stable, even if less
efficient, fixed point method.

Now we proceed with some comments on the numerical bifurcation diagrams.
The plots are obtained from the simulation data using the LATEX-graphics packages
TikZ and PGFPLOTS. To start with, as we already mentioned, the L1.@B/ norm
of the solution is increasing along the branch essentially by construction. Also the
PH1.@B/ norm appears to increase (Figure 1). On the other hand, other norms are not
monotone, and the simulations suggest that D0 may be bounded in H1.B/ (Figure 3).
The energy

E�.u/ D 1

2

ˆ
B

jruj2 dx � �
ˆ
@B
.cosh u � 1/ d	

exhibits an analogous behaviour along the branch, but it loses smoothness: the
turning points of D0 become corner points for E�. Moreover, according to (17),
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1 Introduction

Over the last years partial differential equations on thin domains have received
considerable attention in the literature of pure and applied mathematics. They occur
in applications as in mechanics of nano structures (thin rods, plates, or shells), fluids
in thin channels (lubrication models, blood circulation), chemical diffusion process
on membranes or narrow strips (catalytic process), homogenization of reticulated
structures, as in the study of the stability (or instability) of the asymptotic dynamics
of singularly perturbed parabolic equations, see, for instance, [1–4, 8, 12, 14, 15, 17–
23, 26].

In all of these problems the aim is to describe the effective behavior of perturbed
elements. Generally this is made establishing a formal limit in order to compare
them, since, in many cases, the limit is simpler to study than the perturbed one.
Indeed, this is our goal here, establish the limiting regime for the family of solutions
of the elliptic equation

��pu C jujp�2u D f .u/; (1)
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posed on thin domains of the form

˝� D f.x; �y/ 2 R
mCn W .x; y/ 2 ˝g;

where ˝ � R
mCn is a smooth bounded domain and � > 0 is a small parameter.

�pu WD div.krukp�2ru/ denotes the p-Laplacian operator, p > 1 and f W R ! R

is a suitable nonlinearity which will be specified later. We consider (1) coupled by
Dirichlet

u D 0; on @˝�; (2)

or Neumann boundary conditions

@u

@�
D 0; on @˝�; (3)

where � denotes the outward unitary normal vector field to @˝� .
If Dirichlet boundary condition is considered, we show (Theorem 2.5) that

solutions of the perturbed problem (1)–(2) converge to the null function as � ! 0.
On the other hand, assuming Neumann boundary conditions we obtain a nontrivial
limiting equation (see (25)) posed in a lower dimensional domain which determines
the behavior of the solutions of the problem (1) and (3) as � ! 0.

We notice that if one considers quasilinear parabolic equations of the form

ut ��pu C jujp�2u D f .u/; Œ0;1/ �˝�; (4)

which are relevant in a variety of physical phenomena (see [7, 10, 13, 27]), the
solutions of (1) are the steady states of (4). If E� is the set of solutions of (1) and (3)
and E0 the solutions of (25), the results discussed here say with respect to the upper
semicontinuity of E� at � D 0, i.e., with some abuse of notation,

sup
u�2E�

inf
u02E0

ku� � u0kW1;p.˝�/

�!0�! 0:

Such result is the first step in order to prove the stability of the asymptotic dynamics
(attractors) of (4). For recent works on this topic, we indicate [5, 6, 25].

Finally, we would like to express our gratitude to Prof. Djairo G. de Figueiredo
who opened, and still opens paths through the field of PDEs for generations of
mathematicians in Brazil. Besides, the way he works as professor and scientist is
an inspiration for us. Indeed Djairo’s work [11] gave us the idea of write down this
paper which generalizes to the p-Laplacian operator some results obtained by Hale
and Raugel in the seminal work [14] in the case p D 2.
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The paper is organized as follows: in Section 2 we study the problem (1) with
Dirichlet boundary conditions and in Section 3, the case of Neumann boundary
conditions. In Section 4 we present as example a particular class of thin domains
defined as graphic of smooth functions.

2 Dirichlet boundary condition

Let˝ be a smooth and bounded domain in R
m �R

n not necessary a product domain.
As usual, we identify R

m �R
n with R

mCn writing .x; y/ for a generic point of RmCn

where x D .x1; � � � ; xm/ 2 R
m and y D .y1; � � � ; yn/ 2 R

n. We also write k.x; y/k D�kxk2 C kyk2�1=2 for the euclidian norm in the space R
mCn where k � k denotes

indistinctly the euclidian norm in R
m or Rn, and we adopt standard notation for the

inner product .x; y/ � .w; z/ D x � w C y � z for all .x; y/; .w; z/ 2 R
mCn. For a function

u 2 W1;p.˝/, we denote by ru D .rxu;ryu/ 2 Lp.˝/mCn the (distributional)
gradient of u. We will endow W1;p.˝/ with the equivalent norm

kukW1;p.˝/ D
�ˆ

˝


krxukp C kryukp C jujp

�
dxdy

	1=p

which still preserves the uniformly convexity of W1;p.˝/ [9]. Along the paper � will
represent a small positive parameter which will converge to zero.

2.1 The thin domain problem

Considering the squeezing operator ˚� W R
mCn ! R

mCn defined by ˚�.x; y/ D
.x; �y/, we set up the thin domain˝� WD ˚�.˝/ and we analyze convergence of the
solutions of the family of elliptic equations

��pu C jujp�2u D h�; in ˝�;

u D 0; on @˝�;
(5)

where

�pu WD div.krukp�2ru/ D
mX

iD1

@

@xi

�
krxuk2 C kryuk2

�.p�2/=2 @u

@xi

	

C
nX

iD1

@

@yi

�
krxuk2 C kryuk2

�.p�2/=2 @u

@yi

	

denotes the p-Laplacian operator, p > 1, and h� 2 Lp0

.˝�/, 1=p C 1=p0 D 1.
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Definition 2.1. Given h� 2 Lp0

.˝�/, we say that u 2 W1;p
0 .˝�/ is solution of the

problem (5) if

ˆ
˝�


krukp�2ru � r' C jujp�2u'

�
dxdy D

ˆ
˝�

h� ' dxdy; (6)

for all ' 2 W1;p
0 .˝�/.

It is well known (see, e.g., [16]) that for each value of � > 0, the p-Laplacian
operator can be seen as

��p W W1;p
0 .˝�/ ! W�1;p0

.˝�/

h��pu; vi
W�1;p0

;W
1;p
0

D
ˆ
˝�

krukp�2ru � rv dxdy; for u; v 2 W1;p
0 .˝�/;

where h�; �i
W

�1;p0

0 ;W
1;p
0

denotes the pair of duality between W�1;p0

.˝�/ and W1;p
0 .˝�/.

With ��p defined above, ��puCjujp�2u D J u, where J is the duality mapping1

corresponding to the normalization function  .t/ D tp�1 on the space W1;p
0 .˝�/.

We know from [16] that J is single valued and therefore, for each value of the
parameter � > 0, the problem (5) has a unique solution Nu� 2 W1;p

0 .˝�/. Moreover,
since the functional � W W1;p

0 .˝�/ ! R defined by

�.u/ D
ˆ kuk

W
1;p
0 .˝�/

0

 .t/ dt �
ˆ
˝�

h�u dxdy D 1

p
kukp

W
1;p
0 .˝�/

�
ˆ
˝�

h�u dxdy;

is Gatêaux differentiable and

h�0.u/; vi
W�1;p0

;W
1;p
0

D h�J u; vi
W�1;p0

;W
1;p
0

�
ˆ
˝�

h�v dxdy;

we have that Nu� is solution of the problem (5) if and only if �0.Nu�/ D 0. Since �
is convex and W1;p

0 .˝�/ is reflexive, we have the following characterization: Nu� 2
W1;p
0 .˝�/ is solution of (5) if and only if

1

p
k Nu�kp

W
1;p
0 .˝�/

�
ˆ
˝�

h� Nu� dxdy D min
'2W

1;p
0 .˝�/

�
1

p
k'kp

W
1;p
0 .˝�/

�
ˆ
˝�

h�' dxdy

�
:

(7)
Now, in order to obtain the limiting regime of the family of solutions fNu�g�>0, we

perform a dilatation of the domain˝� by a factor ��1 in the y-direction. Introducing

1J W W1;p
0 .˝�/ ! 2W�1;p0

.˝�/ is defined by J u WD fu� 2 W�1;p0

.˝�/ W ku�kW�1;p0
.˝�/ D

 .kukW
1;p
0 .˝�/

/kukW
1;p
0 .˝�/

; hu�; ui
W

�1;p0

0 ;W
1;p
0

D  .kukW
1;p
0 .˝�/

/g
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the operator

��
pu WD div


k.rxu;

1

�
ryu/kp�2.rxu;

1

�2
ryu/

�
; (8)

we obtain in the fixed domain ˝ the equivalent equation

���
pu C jujp�2u D f �; in ˝;

u D 0; on @˝;
(9)

where f �.x; y/ WD h�.x; �y/.
The relation between the functions spaces set in ˝� and those set in ˝ is given

by the isomorphism

˚�
� W Lp.˝�/ ! Lp.˝/

u 7! u ı ˚�; (10)

which also define an isomorphism from W1;p.˝�/ onto W1;p.˝/, as well as from
W1;p
0 .˝�/ onto W1;p

0 .˝/. It is not difficult to see that Nu� 2 W1;p
0 .˝�/ is solution

of (5) if and only if u� WD ˚�
� .Nu�/ 2 W1;p

0 .˝/ is solution of (9), i.e., it for all
' 2 W1;p

0 .˝/, u� must satisfy

ˆ
˝


k.rxu�;

1

�
ryu�/kp�2.rxu� � rx' C 1

�2
ryu� � ry'/C ju�jp�2u� '

�
dxdy

D
ˆ
˝

f � ' dxdy: (11)

As we can see from the last identity, when we consider the problem (1) in the
fixed domain ˝ (which is not thin anymore), it appears a factor ��1 on the gradient
of u� in the y-direction. Physically this means that there is a very strong diffusion
mechanism acting on the y-direction, and therefore one expects solutions become
homogeneous in this direction, i.e., is expected that in the limit � ! 0, the limiting
solution does not depend on the variable y. We formalize this in the next Proposition.

Proposition 2.2. Let f � 2 Lp0

.˝/ be a uniformly bounded (with respect to �) family
of functions. If u� 2 W1;p

0 .˝/ is the solution of (9), there exists u0 2 W1;p
0 .˝/ such

that ryu0 D 0 a.e. in ˝ and, up to subsequence,

u�
�!0�! u0; weakly in W1;p

0 .˝/ and strongly in Lp.˝/: (12)



394 M.C. Pereira and R.P. Silva

Proof. Taking u� as test function in (11) we obtain

ˆ
˝


krxu�kp C k��1ryu�kp C ju�jp

�
dxdy D

ˆ
˝

f � u� dxdy:

Therefore

ku�kp

W
1;p
0 .˝/

�
ˆ
˝


krxu�kp C k��1ryu�kp C ju�jp

�
dxdy

� kf �kLp0
.˝/ku�kLp.˝/; (13)

which implies that ku�k
W
1;p
0 .˝/

D O.1/. Since W1;p
0 .˝/ is reflexive and W1;p

0 .˝/ ,!
Lp.˝/ compactly, up to subsequence there exists u0 2 W1;p

0 .˝/ satisfying (12).

Also, due to (13), kryu�kLp.˝/ D O.�/ and then, ryu�
�!0�! 0 in Lp.˝/ implying

ryu0 D 0 in Lp.˝/. ut
Corollary 2.3. Let f � , u� and u0 as before. Then u0 D 0.

Proof. Since ˝ is bounded, by Poincare’s inequality [24, Lemma 5.1] there exists
C D C.˝; p/ such that

ku0kLp.˝/ � Ckryu0kLp.˝/:

The result follows from Proposition 2.2. ut
Corollary 2.4. ku�k

W
1;p
0 .˝/

�!0�! 0.

Proof. It follows from Proposition 2.2, Corollary 2.3, and (12) that u� ! 0 in
Lp.˝/. Hence, we get the result by estimate (13). ut

2.2 Nonlinearities

Now we consider the problem (11) with a nonlinearity f at the right side, i.e., we
consider the problem: find u� 2 W1;p

0 .˝/ such that

ˆ
˝


k.rxu;

1

"
ryu/kp�2.rxu � rx' C 1

"2
ryu � ry'/C jujp�2u'

�
dxdy

D
ˆ
˝

f .u/ ' dxdy; (14)

for all ' 2 W1;p
0 .˝/.
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This class of equations were deeply studied by Djairo’s et al in [11]. In order to
simplify our discussion, let us assume that the nonlinearity f satisfies

jf .s/j � c C d jsjp�1�˛; 8 s 2 R; (15)

for some constants c; d 2 R, ˛ > 0 such that p > 1 C ˛. The Nemytskii operator
Lp.˝/ 3 u 7! f ı u 2 Lp=.p�1�˛/.˝/ maps bounded sets into bounded sets and is
not difficult to see that the family of solutions u� of (14) is uniformly bounded in
W1;p
0 .˝/. Indeed, for any � 2 .0; 1/, we have similarly to (13) that

ku�kp

W
1;p
0 .˝/

�
ˆ
˝


krxu�kp C k��1ryu�kp C ju�jp

�
dxdy

� kf .u�/kLp=.p�1�˛/.˝/ku�kLp˛ .˝/ � Cku�kp�˛
Lp.˝/; (16)

where .p � 1 � ˛/=p C 1=p˛ D 1. Note that Lp.˝/ ,! Lp˛ .˝/.
Hence, we can argue as in the proofs of Proposition 2.2 and Corollary 2.3 to

conclude that the family of solutions of the nonlinear problem (14) converge to the
null function obtaining the following result.

Theorem 2.5. Let u� be a family satisfying (14) with f W R ! R continuous and

satisfying (15). Then ku�k
W
1;p
0 .˝/

�!0�! 0.

3 Neumann boundary condition

Now we consider a similar problem but with Neumann boundary condition rather
Dirichlet boundary condition. Given a family h� 2 Lp0

.˝�/, we analyze convergence
properties of the solutions of the family of elliptic equations

��pu C jujp�2u D h�; in ˝�;
@u

@�
D 0; on @˝�;

(17)

where � denotes the outward unitary normal vector field to the boundary of the thin
domain ˝� .

Definition 3.1. We say that u 2 W1;p.˝�/ is solution of the problem (17) if

ˆ
˝�


krukp�2ru � r' C jujp�2u'

�
dxdy D

ˆ
˝�

h� ' dxdy; (18)

for all ' 2 W1;p.˝�/.
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As before, in order to study the limiting behavior of the family of solutions of
equation (17), we stretch the domain ˝� by the factor ��1 in the y-direction. In this
case the equivalent equation in ˝ has the form

���
pu C jujp�2u D f �; in ˝;

rxu � x C 1

�2
ryu � y D 0; on @˝;

(19)

where��
p is the operator introduced in (8), f �.x; y/ WD h�.x; �y/ and .x; y/ denotes

the outward unitary normal vector field to @˝.
Hence, Nu� 2 W1;p.˝�/ is solution of (17) if and only if u� WD ˚�

� .Nu�/ 2 W1;p.˝/

is solution of (19), i.e., u� satisfies

ˆ
˝


k.rxu�;

1

�
ryu�/kp�2.rxu� � rx' C 1

�2
ryu� � ry'/C ju�jp�2u� '

�
dxdy

D
ˆ
˝

f � ' dxdy; (20)

for all ' 2 W1;p.˝/.
Here, we will see that the family of solutions fu�g�>0 of the problem (19) will

converge to a limit u0 which is solution of a suitable equation defined on a lower
dimensional domain. In order to obtain this limiting regime, we perform a dilatation
of the .m C n/-dimensional Lebesgue measure by a factor 1=�n. With this measure,
namely �� WD 1=�n � Lebesgue measure, we set the Lebesgue and Sobolev spaces
Lp.˝�I ��/ and W1;p.˝�I ��/. Now it is natural to consider in W1;p.˝/ the equivalent
norm

kuk� WD
�ˆ

˝


krxukp C 1

�p
kryukp C jujp

�
dxdy

	1=p

:

It is easy to see that the isomorphism defined in (10)

˚�
� W W1;p.˝�I ��/ ! W1;p

� .˝/

is indeed an isometry where W1;p
� .˝/ WD .W1;p.˝/; k � k�/. Similar observation can

be done considering ˚�
� W Lp.˝�I ��/ ! Lp.˝/.

We also denote by ˝1 WD �1.˝/ where �1 W RmCn ! R
m W .x; y/ 7! x, is the

projection onto the first m components. For each x 2 ˝1, let �x D fy 2 R
n W .x; y/ 2

��1
1 fxgg be the x-vertical section of ˝. We define ! W ˝1 ! RC by

!.x/ D j�xj;

the m-dimensional Lebesgue measure of �x.
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Now we consider the spaces Lp.˝1I!/ and W1;p.˝1I!/. The norm in
W1;p.˝1I!/ will be denoted by

kuk0 D
�ˆ

˝1

!
�krukp C jujp� dxdy

	1=p

:

Due to the nature of this specific kind of perturbation, we also introduce the
following operators

(Average projector)

M� W Lp.˝/ ! Lp.˝1/

.M�u/.x/ D 1

!.x/

ˆ
�x

u.x; y/ dy
(21)

(Extension operator)

E� W Lp.Rn/ ! Lp.˝�/

.E�u/.x; y/ D u.x/
(22)

Notice that M� ı E� D I, the identity operator in Lp.˝1/. Furthermore the extension
operator E� maps the family of spaces W1;p.˝1/ into W1;p.˝�/ and satisfies
@
@y .E�u/ D 0.

It is easy to see from Fubini-Tonelli Theorem and Hölder inequality that the
operators M� W Lp.˝�/ ! Lp.˝1/ satisfy kM�kL .Lp.˝� I��/;Lp.˝1// D 1. In fact, let
u 2 Lp.˝�/,

kM�ukLp.˝1I!/ D
�ˆ

˝1

!.x/jM�u.x/jpdx

	1=p

D
�ˆ

˝1

1

!.x/p�1

ˇ̌̌
ˇ
ˆ
�x

u.x; y/dy

ˇ̌̌
ˇ
p

dx

	1=p

�
�ˆ

˝1

1

!.x/p�1 !.x/
p�1

ˆ
�x

ju.x; y/jpdydx

	1=p

D
�ˆ

˝

ju.x; y/jpdxdy

	1=p

D kukLp.˝/:

The equality holds taking u independent of y in ˝.
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3.1 Convergence

Similarly to the previous section, we notice that u� 2 W1;p.˝/ is solution of (19) if
and only if u� satisfies

1

p
ku�kp

� �
ˆ
˝

f �u� dxdy D min
'2W1;p.˝/

�
1

p
k'kp

� �
ˆ
˝

f �' dxdy

�
:

Proposition 3.2. Assume that for all x 2 �1.˝/, �x is connected. Let f � 2 Lp0

.˝/

be a family of functions uniformly bounded with respect to � > 0 such that

M�f
� �!0
* f 0; w � Lp0

.˝1/:

If we define

�� D min
'2W1;p.˝/

�
1

p
k'kp

� �
ˆ
˝

f �' dxdy

�

and

�0 D min
'2W1;p.˝1/

�
1

p
k'kp

0 �
ˆ
˝1

!f 0' dx

�
;

then �� ! �0.

Proof. Taking ' D '.x/ we get

�� � 1

p

ˆ
˝


krx'kp C k��1ry'kp C j'jp

�
dxdy �

ˆ
˝

f �' dxdy

D 1

p

ˆ
˝1

!

krx'kp C j'jp

�
dx �

ˆ
˝1

!M�f
�' dx

D 1

p

ˆ
˝1

!

krx'kp C j'jp

�
dx �

ˆ
˝1

!f 0' dx C
ˆ
˝1

!.f 0 � M�f
�/' dx:

Taking the infimum over all ' 2 W1;p.˝1/ we obtain that lim sup�!0 �
� � �0.

Recalling the previous section, since f � 2 Lp0

.˝/ is uniformly bounded, if u� is
the solution of (19), we can obtain a function u0 2 W1;p.˝/ such that ryu D 0 a.e.
in ˝ and

u�
�!0�! u0; weakly in W1;p.˝/ and strongly in Lp.˝/: (23)

From the weak convergence in W1;p.˝/ and strong convergence in Lp.˝/ we
obtain that
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lim inf
�!0

�� D lim inf
�!0

�
1

p
ku�kp

� �
ˆ
˝

f �u� dxdy

�

� lim inf
�!0

�
1

p
ku�kp

W1;p.˝/
�
ˆ
˝

f �u� dxdy

�

� 1

p
ku0kp

0 �
ˆ
˝1

! f 0u0 dx � �0; (24)

which proves the statement. ut
Remark 3.3. Notice that we use u0 as a test function in the conclusion of the proof
of Proposition 3.2. This was possible thanks to the hypothesis �x connected.

Remark 3.4. By (24)

�� � 1

p
ku0kp

0 �
ˆ
˝1

! f 0u0 dx � �0;

consequently, we derive

�0 D 1

p
ku0kp

0 �
ˆ
˝1

! f 0u0 dx:

Therefore u0 is characterized as solution of the equation

� 1

!
div.!krukp�2ru/C jujp�2u D f 0; in ˝1;

@u

@�
D 0; on @˝1;

(25)

where ˝1 D �1.˝/ � R
m and � denotes the outward unitary normal vector field

to @˝1.

As a consequence of Proposition 3.2 we obtain:

Theorem 3.5. Let f � , u� , u0 and f 0 be as before. Then

u�
�!0�! u0; strongly in W1;p.˝/:

Proof. From the weak convergence u� * u0 in W1;p.˝/ and Proposition 3.2, we
have that
ˆ
˝

�krxu0kp C ju0jp� dxdy 6 lim inf
�!0

ˆ
˝

�krxu�kp C kryu�kp C ju�jp� dxdy

6 lim sup
�!0

ˆ
˝

�krxu�kp C kryu�kp C ju�jp� dxdy
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6 lim
�!0

ˆ
˝

�krxu�kp C k��1ryu�kp C ju�jp� dxdy

D
ˆ
˝1

! f 0u0 dydx D
ˆ
˝1

!
�krxu0kp C ju0jp� dydx

D
ˆ
˝

�krxu0kp C ju0jp� dxdy:

Now the result follows from the uniform convexity of W1;p.˝/. ut
Corollary 3.6. Let u� and u0 be as in Theorem 3.5. Then

ku� � E�u
0k� �!0�! 0:

Proof. Since we have strong convergence of u� to u0 in W1;p.˝/, the identity

ˆ
˝

�krxu0kp C ju0jp�dxdy D lim
�!0

ˆ
˝



krxu�kp C 1

�p
kryu�kp C ju�jp

�
dxdy;

obtained in the proof of Theorem 3.5, implies that ��1kryu�kLp.˝/

�!0�! 0. ut

3.2 Nonlinearities

In the case of Neumann boundary conditions if we consider a continuous nonlinear-
ity f W R ! R, the correspondent problem assumes the form

ˆ
˝


k.rxu;

1

"
ryu/kp�2.rxu � rx' C 1

"2
ryu � ry'/C jujp�2u'

�
dxdy

D
ˆ
˝

f .u/ ' dxdy; (26)

for all ' 2 W1;p.˝/.
Assuming that the nonlinearity f also satisfies (15) we have similarly to (16) that

the family of solutions u� of (26) is uniformly bounded in W1;p.˝/. Therefore we
still have the existence of a suitable limit u0 2 W1;p.˝1/ (see (23)) which satisfies
the nonlinear equation

ˆ
˝1

!

k.rxu/kp�2rxu � rx' C jujp�2u'

�
dx D

ˆ
˝1

! f .u/ ' dx;
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for all ' 2 W1;p.˝1/. As f .u�/ ! f .u0/ in Lp0

.˝/, we obtain, mutatis mutandis
the proof of Proposition 3.5, strong convergence in W1;p.˝/, and therefore a similar
convergence as stated in Corollary 3.6.

4 A specific example

In this section we present the case of a thin domain considered by Hale and Raugel
in the seminal paper [14] in the case p D 2. Let ˝1 be a smooth bounded domain
in R

m, n � 1, and g 2 C2.˝1IR/ a positive function. We define the family of thin
domains ˝� � R

mC1 as

˝� WD f.x; y/ 2 R
mC1 W x 2 ˝1; 0 < y < �g.x/g:

In ˝� we consider the family of elliptic equations

��pu C jujp�2u D h�; in ˝�;
@u

@�
D 0; on @˝�;

(27)

where h� 2 Lp0

.˝�/ and � denotes the outward unitary normal vector field to @˝� .
Considering the change of coordinates ˚� W ˝ ! ˝� , .x; y/ 7! .x; �y/, where

˝ D f.x; y/ 2 R
mC1 W x 2 ˝1; 0 < y < g.x/g, equation (27) becomes

���
pu C jujp�2u D f �; in ˝;

rxu � x C 1

�2
ryu � y D 0; on @˝;

(28)

where ��
p is the operator introduced in (8), f �.x; y/ WD h�.x; �y/ and .x; y/ is the

outward unitary normal vector field to @˝.
As proved in Section 3, the limiting problem is

�1
g

div.gkrukp�2ru/C jujp�2u D f 0; in ˝1;

@u

@�
D 0; on @˝1;

(29)

where f 0 2 Lp0

.˝1/ is the weak limit (in Lp0

.˝1/) of the family M�f � . This agrees
with the limiting problem founded in [14] with p D 2,

�1
g

div.gru/C u D f 0; in ˝1;

@u

@�
D 0; on @˝1:

(30)
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Spatial trajectories and convergence to traveling
fronts for bistable reaction-diffusion equations

Peter Poláčik

Dedicated to Professor Djairo Guedes de Figueiredo
on the occasion of his 80th birthday

1 Introduction

Consider the Cauchy problem

ut D uxx C f .u/; x 2 R; t > 0; (1)

u.x; 0/ D u0.x/; x 2 R; (2)

where f 2 C1.R/ and u0 2 C.R/ \ L1.R/. We assume that f is of a bistable
type and u0.x/ takes values between the two stable zeros of f and has a “front-like”
shape (see below for precise hypotheses). Classical results then tell us that, under
additional conditions on f and u0, the solution of (1), (2) approaches the orbit of a
traveling front. The main purpose of this note is to give a new proof of this result
and relax its hypotheses somewhat.

To discuss the large-time behavior of solutions in more specific terms, we
introduce two kinds of limit sets. Assuming that the solution of (1), (2) is bounded
we set

!.u/ WD f' W u.�; tn/ ! ' for some sequence tn ! 1g; (3)

˝.u/ WD f' W u.� C xn; tn/ ! ' for some sequences tn ! 1 and xn 2 Rg; (4)

where the convergence is in L1
loc.R/ (the locally uniform convergence) in both cases.

Since the solution u is determined uniquely by its initial value, we sometimes use
the symbols !.u0/, ˝.u0/ for !.u/, ˝.u/.
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By standard parabolic regularity estimates, the set fu.x C �; t/ W t � 1; x 2 Rg is
relatively compact in L1

loc.R/. This implies that both !.u/ and ˝.u/ are nonempty,
compact, and connected in L1

loc.R/. Clearly, !.u0/ � ˝.u0/, but the opposite
inclusion is not true in general. Both these limit sets give a useful information on
the solution u: while ˝.u/ gives a picture of the global shape of u.�; t/ for large
times and is also useful for investigating the behavior of u.�; t/ in moving coordinate
frames; !.u/ captures its large-time behavior in local regions.

To formulate our results, we first make precise our hypotheses. We assume the
following conditions on f :

(Hf) f 2 C1.R/, f .0/ D f .1/ D 0 and there is ˛ 2 .0; 1/ such that

f < 0 in .0; ˛/I f > 0 in .˛; 1/: (5)

Since we only investigate solutions satisfying 0 � u � 1, the values of f .s/ for
s 62 Œ0; 1
 are irrelevant. For convenience, we shall assume that

f > 0 in .�1; 0/I f < 0 in .1;1/I f 0 is bounded. (6)

Thus 0, ˛, 1 are all the equilibria of the ordinary differential equation (ODE)
P� D f .�/; 0, 1 are stable, whereas ˛ is unstable, both from above and below (thus
the name “bistable nonlinearity”). Obviously, the specific choice of the interval Œ0; 1

does not restrict generality; other bistable nonlinearities are brought to this form by
a suitable scaling and translation. We often view 0, ˛, and 1 as constant functions
and then they become steady states of (1).

Hypothesis (Hf) implies (see [2, 6, 16], for example) that there is a traveling front
of (1) joining 0 and 1, that is, a solution U of the form

U.x; t/ D �.x � Oct/; where Oc 2 R, � 2 C2.R/, and �0 > 0: (7)

Moreover, both the increasing “profile” function � and the “speed” Oc are uniquely
determined, up to translations of �, and sign Oc D �sign F.1/, where

F.u/ D
ˆ u

0

f .s/ ds: (8)

For definiteness we shall assume that

F.1/ D
ˆ 1

0

f .s/ ds � 0: (9)

This means that the front “travels to the left” (Oc < 0) or is a standing wave (Oc D
0). Again, assumption (9) is at no cost to generality; the other case is completely
analogous (or, one simply interchange the roles of the two stable equilibria). Note
that QU.x; t/ D U.�x; t/ is also a traveling front; it has a decreasing profile function
(namely, Q� D �.�x/) and the opposite speed.
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With ˛ as in (Hf), we assume the following conditions on u0:

(Hu) u0 2 C.R/, 0 � u0 � 1, and

lim sup
x!�1

u0.x/ < ˛ < lim inf
x!1 u0.x/: (10)

In this sense, u0 has a “front-like” shape.

Theorem 1.1. Assume that (Hf), (Hu) hold and F.1/ > 0. Let u be the solution
of (1), (2). Then

˝.u/ D f0; 1g [ f�.� � �/ W � 2 Rg; (11)

where � is as in (7).

Below we also give a theorem for F.1/ D 0 under an additional assumption on u0.
Similar results on the approach of solutions to traveling fronts for bistable

nonlinearities can be found in [6, 7], among many other publications. Let us discuss
the relation of Theorem 1.1 to these classical results in more detail. It is not difficult
to show (see Sect. 3) that (11) implies the following

Corollary 1.2. Assume that the hypotheses of Theorem 1.1 hold. Then there is a
C1-function �.t/ such that � 0.t/ ! 0 as t ! 1, and

u.�; t/ � �.� � Oct � �.t// ! 0 as t ! 1; (12)

where the convergence is in L1.R/.

This conclusion was proved in [7] under the extra assumption that u0 is monotone.
Note that Corollary 1.2 only says that the translation group orbit f�.� � �/ W � 2 Rg
of � attracts the solution; it does not say that the solution approaches a particular
traveling front, or, in other words, that �.t/ has a limit as t ! 1. The latter was
proved in [6] under the nondegeneracy condition

f 0.0/ < 0; f 0.1/ < 0: (13)

In this case, the monotonicity of u0 is not assumed and one even gets the exponential
rate of convergence in (12). There are many extensions of this convergence
results, see, for example, [2, 3, 9, 11–14, 16] and the references therein (for more
bibliographical notes and a discussion of classical results for bistable and other types
of nonlinearities, see [16, Sect. 1.6]). Usually, the convergence is proved by first
showing that the solution gets close to a particular traveling front at some time
(this property follows from (12); in the nondegenerate case (13), Fife and McLeod
[6] proved it by way of a Lyapunov functional) and then employing an asymptotic
stability property of the front. Conditions (13), or similar nondegeneracy conditions,
are typically needed to establish the linearized stability of the front. The convergence
with the exponential rate is then obtained from the principle of linearized stability
for parabolic equations [8, 15].
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Here, we only treat the more general case with the weaker conclusion, as
in Theorem 1.1, Corollary 1.2, without assuming the nondegeneracy conditions.
Our objective is to give a relatively simple geometric proof of the result. The
main technical tools of our method are intersection comparison (or zero number)
arguments and analysis of spatial trajectories of solutions of (1). If u is a solution,
then its spatial trajectory at time t is the set f.u.x; t/; ux.x; t// W x 2 Rg � R

2.
Note that if u is a steady state, then its spatial trajectory is independent of t and
it is a trajectory, in the usual sense, of the first-order system corresponding to the
ODE uxx C f .u/ D 0. Likewise, if u is a traveling wave, then its spatial trajectory
is independent of t and is a trajectory of the first order system corresponding to the
equation uxx C cux C f .u/ D 0, where c is the speed of the wave. Our proof depends
on a good understanding of how spatial trajectories of the solution of (1), (2) can
intersect spatial trajectories of steady states and traveling waves.

We remark that spatial trajectories also appear, though not under this name, in
[7]. In that paper, given a solution u with ux > 0, the authors consider a function
p.u; t/ D ux.�.u; t/; t/, where �.�; t/ is the inverse function to u.�; t/. They show
that p satisfies a degenerate parabolic equation and prove the attraction to traveling
fronts by delicate comparison arguments for this equation. Observe that for any
t, the graph of p.�; t/ is the spatial trajectory �.u.�; t// of u. Obviously, for the
spatial trajectory to be such a graph, the monotonicity in x is necessary. In contrast,
we work with the spatial trajectories as curves in R

2, thus we do not need the
monotonicity assumption. Also, we do not use any transformed partial differential
equations similar to the equation for p. All the essential information from which we
can rather easily prove Theorem 1.1 is contained in phase diagrams of the ODEs
uxx C cux C f .u/ D 0, for various c.

Theorem 1.1 can probably be proved in several different ways. For example, in
[16] it is suggested that, under the additional assumption that

lim
x!�1 u0.x/ D 0; lim

x!1 u0.x/ D 1; (14)

the following approach should work. First one proves that there is a function �.t/ >
0 such that �.t/ ! 0 as t ! 1 and u is increasing in x in the set f.x; t/ W �.t/ <
u.x; t/ < 1 � �.t/g. Once this is established, one can modify the arguments in the
monotone case, to get the conclusion in this more general situation. The method we
use in the present paper is more direct and seems to be simpler than this suggested
approach (and (14) is not needed).

Our method applies, with minor modifications, to more general situations where
the existence and uniqueness of the traveling front can be established (see [6]), but
for simplicity we just consider (5). The method is also useful in other problems; for
example, in [10] we will use similar techniques in the proof of quasiconvergence
of solutions with localized initial data. On the other hand, the scope of the method
seems to be limited to the one-dimensional spatially homogeneous equations.

In the case F.1/ D 0, we prove the same results as in Theorem 1.1 and
Corollary 1.2, but we need a stronger assumption on u0. For example, the following
will do.
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(Ha) Either u0 � ˛ has a unique zero, or the limits u0.˙1/ exist and one has

u0.�1/ � u0.x/ � u0.1/ .x 2 R/: (15)

Note that (15) is trivially satisfied if (Hu) and (14) hold.

Theorem 1.3. Assume that the hypotheses (Hf), (Hu), (Ha) hold and F.1/ D 0 (so
also Oc D 0). Let u be the solution of (1), (2). Then the conclusions of Theorem 1.1
and Corollary 1.2 hold.

Note that (11) in particular gives !.u/ � f0; 1g [ f�.� � �/ W � 2 Rg. One has
f0; 1g \ !.u/ ¤ ; if and only if the function � in (12) is unbounded. If �.t/ has a
finite limit � when t ! 1, then !.u/ consists of the single equilibrium �.� � �/

(and one can even take the uniform convergence in the definition of !.u/). This is
the case if the stable zeros are nondegenerate: f 0.0/; f 0.1/ < 0 [6], but without this
assumption the situation is not so clear. As far as we know, examples of solutions
satisfying the present hypotheses for which !.u/ is not a singleton are not available.

The paper is organized as follows. In the next section, we recall several useful
results concerning the zero number, ˝-limit sets, and solutions of the ODEs uxx C
cux C f .u/ D 0, c � 0. The proofs of the main results are given in Section 3.

2 Preliminaries

2.1 Phase space and traveling fronts

In this section we examine the solutions of the ODE

vxx C cvx C f .v/ D 0; x 2 R: (16)

This is the equation satisfied by steady states of (1) (if c D 0) and by the profile
functions of traveling fronts. Throughout the section we assume that the hypotheses
(Hf), (6), (9) are satisfied.

The first-order system associated with (16) is

vx D w; wx D �cw � f .v/: (17)

Its solutions are all global, by the Lipschitz continuity of f (see (6)). For c D 0, we
obtain a Hamiltonian system,

vx D w; wx D �f .v/; (18)

with the Hamiltonian energy

H.v;w/ WD w2=2C F.v/:
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Fig. 1 The phase diagram of system (18); the balanced case (F.1/ D 0) is on the left, the
unbalanced case (F.1/ > 0) on the right

In this case, the trajectories of (18) are contained in the level sets of H. Note in
particular that the level sets are symmetric about the v axis. We now summarize a
few basic properties of trajectories of system (18) (see Fig. 1); they are all proved
easily by an elementary phase plane analysis using the Hamiltonian and the standing
hypotheses (Hf), (6), (9). System (18) has only four types of bounded orbits:
equilibria (stationary solutions)—all of them on the v axis, nonconstant periodic
orbits, homoclinic orbits—which exist only in the case F.1/ > 0, and heteroclinic
orbits—only in the case F.1/ D 0. All bounded orbits, other than the equilibria
.0; 0/ and .1; 0/ are contained in the open strip

S WD f.v;w/ W 0 < v < 1g:

This strip is covered by the level sets

L� WD f.v;w/ W H.v;w/ D �g; � 2 ŒF.˛/;1/:

For each � 2 .F.˛/;1/, the level set L� intersects the vertical line f.˛;w/ W
w 2 Rg, at exactly two points .˛;˙p2.� � F.˛//; for � D F.˛/ there is just
one intersection, the equilibrium .˛; 0/. For � > F.1/, L� consists of two curves
not intersecting the v-axis. The solutions v whose trajectories �.v/ are given by
these curves are strictly monotone with infinite limits at ˙1. If F.1/ > 0 and
� 2 .0;F.1//, then the part of L� intersecting S coincides with a trajectory of a
solution v with limits v.˙1/ D �1. If � D F.1/ > 0, then L� consists of .1; 0/
and the trajectories of solutions which converge to 1 as x ! 1 or x ! �1. For
� 2 .F.˛/; 0/, the set L�\S coincides with a nonstationary periodic orbit (or, closed
orbit) of (18). For � D 0, L� \ S is a homoclinic orbit to .0; 0/ (this is the case if
F.1/ > 0) or the union of two heteroclinic connections between the equilibria .0; 0/,
.1; 0/ (if F.1/ > 0). If .v; vx/ is a nonstationary periodic solution of (18), then v�˛
has infinitely many zeros. Of course, all these zeros are simple by the uniqueness
for the Cauchy problem.

Let us now consider system (17) with c < 0. In this case, H is increasing along
the solutions:

dH.v.x/;w.x//

dx
D �cw2: (19)
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In particular, any bounded nonstationary solution of (17) with c < 0, is a
heteroclinic solution between two different equilibria. For c D Oc, and for this value
only, (17) has a heteroclinic solution from .0; 0/ to .1; 0/, given by the profile
function of the traveling front: .v;w/ � .�; �x/ [2, 6, 16]. Obviously, for any
solution .v;w/ of (17), v is increasing (resp. decreasing) when w > 0 (resp. w < 0).
One also shows easily that the sets

Q1 WD f.v;w/ W v � 1;w � 0g n f.1; 0/g;
Q3 WD f.v;w/ W v � 0;w � 0g n f.0; 0/g

are positively invariant in the sense that if a solution satisfies .v.0/;w.0// 2 Qi, for
i D 1 or i D 3, then for all x > 0 one has .v.x/;w.x// 2 Int Qi (the interior of Qi).
Similarly, the sets

Q2 WD f.v;w/ W v � 0;w � 0g n f.0; 0/g;
Q4 WD f.v;w/ W v � 1;w � 0g n f.1; 0/g

are negatively invariant.
Let now c D Oc, so that �.�/ is a heteroclinic orbit from .0; 0/ to .1; 0/. It is well

known that, regardless of whether f 0.0/, f 0.1/ vanish or are negative, �.�/ contains
all initial data .�; / 2 S such that the solution  of (16) with

 .0/ D �;  x.0/ D  (20)

satisfies either . .x/;  0.x// ! .1; 0/ as x ! 1, or . .x/;  0.x// ! .0; 0/ as
x ! �1 (see, for example, [2, Sect. 4]). Likewise, there is a solution Q�, such that
S \ �. Q�/ is precisely the set of initial data .�; / 2 S such that the solution  
of (16), (20) satisfies . .x/;  0.x// ! .1; 0/ as x ! �1. If Oc D 0, then Q� is given
simply by Q�.x/ D �.�x/ and �. Q�/ is a heteroclinic orbit from .1; 0/ to .0; 0/. If
Oc < 0, then �. Q�/ intersects the halfline f.0;w/ W w < 0g, hence by the positive
invariance of Q3 one has . Q�.x/; Q�x.x// 2 Q3 for all large enough x (see Fig. 2).
Since different trajectories of the autonomous system (17) cannot intersect, using
the above properties of �, Q� and the invariance properties of the sets Q1 � Q4, we
obtain the following characterization of the solutions of (16), (20) with

.�; / 2 S n .�.�/ [ �. Q�//: (21)

Fig. 2 The phase diagram of
system (17) with c D Oc < 0;
the dashed curves represent
orbits of (18).

10 α v

w
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Lemma 2.1. Let c D Oc and let  be the solution (16), (20), where .�; / is
as in (21). Consider the statements (ai)–(aiii) below. If Oc D 0, then one of the
statements (ai), (aii) holds; if Oc < 0, then either  � ˛ or one of the statements
(aii), (aiii) holds.

.ai/  is a periodic solution with 0 <  < 1 (that is, either  � ˛ or it is a
nonconstant periodic solution).

.aii/ There are numbers x1 < x2 such that

 .x/ 2 .0; 1/ .x 2 .x1; x2//;
 .x/ 62 .0; 1/ .x 2 R n .x1; x2//;
 .x1/ ¤  .x2/:

(22)

.aiii/ . .x/;  0.x// ! .˛; 0/ as x ! �1, and there is x0 2 R such that

0 <  .x/ < 1 .x 2 .�1; x0//I  .x/ < 0 .x 2 .x0;1//: (23)

Note that in (aii) and (aiii), . ; 0/ is not an equilibrium, hence  0.x/ ¤ 0

whenever  .x/ D 0 or  .x/ D 1. This and (22) imply that in (aii) we have

 .x1/;  .x2/ 2 f0; 1gI  0.x1/ ¤ 0;  0.x2/ ¤ 0; (24)

and in (aiii)

 .x0/ D 0;  0.x0/ < 0: (25)

Corollary 2.2. Assume that Oc < 0 and fix .�; / 2 S n �.�/. If c 2 .Oc; 0/ is
sufficiently close to Oc and  is the solution (16), (20), then either  � ˛ or one
of the statements (aii), (aiii) holds.

Proof. Denote the solution of (16), (20) by  c;  being the solution for c D Oc as in
Lemma 2.1. If .�; / D .˛; 0/, then of course  c � ˛.

Assume that .�; / ¤ .˛; 0/. For now assume also that .�; / is as in (21), so that
(aii) or (aiii) holds for c D Oc. We claim that these are robust properties, so, due to the
continuous dependence of the solution  c on c, they remain valid—possibly with
slightly perturbed x1, x2, or x0—if  is replaced with  c and c > Oc, c � Oc. This
is obviously the case with (aii) because of (24) and the invariance properties of the
sets Q1 � Q4. If (aiii) holds for c D Oc, there is x3 < x0 such that . .x3/;  x.x3// is
contained inside a periodic orbit of the Hamiltonian system (18). The same is then
true if  is replaced with  c and c � Oc. Then . c.x/;  x.x// is “trapped” inside this
periodic orbit, by the monotonicity of H, and . c.x/;  c

x .x// has to converge to the
equilibrium .˛; 0/ as x ! �1. The rest of the properties in (aiii) are clearly robust,
due to (25) and the positive invariance of Q3.

It remains to consider the case .�; / 2 �. Q�/. Shifting Q�, we may assume that
.�; / D . Q�.0/; Q�x.0//, so that

. Q�.0/; Q�x.0// D . c.0/;  c
x .0//: (26)
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It is clear that if c � Oc, then, going forward (that is, increasing x), the trajectory of
. c;  c

x / leaves S and then stays in Q3, just as the trajectory of . Q�; Q�x/ does. Going
backward, one can use comparison of solutions of (17) with different values of c (as
carried out in [2, Sect. 4], for example), to conclude from (26) that if c 2 .Oc; 0/ then
the trajectory of . c;  c

x / leaves S through the halfline f.1;w/ W w < 0g. Then it
stays in Q4 by the negative invariance. Hence (aii) holds with  replaced by  c if
c 2 .Oc; 0/ and c � Oc. ut

The following lemma will be used in a comparison argument below.

Lemma 2.3. If Oc < 0, then there exists numbers cn 2 .Oc; 0/, n D 1; 2; : : : , and
functions  n 2 C.R/, n D 1; 2; : : : , such that for each n,  n is a solution of (16)
with c D cn,  n < 1, lim supjxj!1  n.x/ < 0, and, as n ! 1, one has cn ! Oc and
maxx2R  n ! 1.

Proof. Take any .�; / 2 �.�/ with � > ˛ and let  c be the solution of (16) with
 c.0/ D � ,  c

x .0/ D  (at this point, c 2 .Oc; 0/ is arbitrary). A comparison of
solutions of (17) with different values of c [2, Sect. 4] shows that there are x1 < 0 <
x2 (depending on c) such that

 c.x1/ D 0;  c
x .x1/ > 0;  c.x2/ 2 .˛; 1/;  c

x .x2/ D 0: (27)

By the negative invariance of Q2, . c.x/;  c
x .x// 2 Q2 for x < x1. Now, if c is close

to Oc, then, by the continuity with respect to initial data, x2 is large and  c.x2/ is
close to 1. Using this and the structure of the level set of H for F.1/ D �Oc > 0 (cf.
Fig. 1), one shows easily that for x > x2, . c.x/;  c

x .x// stays in the lower half plane
and eventually enters the positively invariant quadrant Q3. Then  c.x2/ � 1 is the
maximum of  c, hence  c < 1. Taking a sequence fcng in .Oc; 0/ with cn ! Oc and
setting  n WD  cn , we obtain sequences with the stated properties. ut

2.2 Properties of ˝.u/

In this section we consider bounded solutions of the problem

ut D uxx C cux C f .u/; x 2 R; t > 0; (28)

u.x; 0/ D u0.x/; x 2 R; (29)

where f 2 C1.R/, u0 2 C.R/ \ L1.R/, and c 2 R (other assumptions are not
needed in this section). We define the ˝-limit set of a bounded solution u as in (4).
We shall denote this set by˝.u/ or˝.u0/, but it is useful to clarify the following. If
u is a bounded solution of (1), then the function Qu.x; t/ WD u.x C ct; t/ is a bounded
solution of (28). Obviously, ˝.u/ D ˝.Qu/ and Qu.�; 0/ � u.�; 0/. In other words, if
u0 is given, then ˝.u0/ is independent of the choice of c in the problem (28), (29).
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Assume that the solution u of (28), (29) is bounded. Then, the usual parabolic
regularity estimates imply that the derivatives ut, ux, uxx are bounded on R � Œ1;1/

and they are globally ˛-Hölder on this set for each ˛ 2 .0; 1/. The following
results are standard consequences of this regularity property: ˝.u0/ is a nonempty,
compact, connected subset of L1

loc.R/. Moreover, in (4) one can take the convergence
in C1

loc.R/, and ˝.u0/ is compact and connected in that space as well. The latter
implies that the set

f.'.x/; 'x.x// W ' 2 ˝.u0/; x 2 Rg

is compact and connected in R
2.

We now recall the invariance property of ˝.u0/. Let ' 2 ˝.u/, so that
u.xn C �; tn/ ! ' for some sequence f.xn; tn/g with tn ! 1. Then, passing to a
subsequence if necessary, one can show that the sequence u.xn C �; tn C �/ converges
in C1

loc.R
2/ to a function U which is an entire solution of (28) (that is, a solution

of (28) on R
2). Obviously, U.�; 0/ D '.

Finally, we note that ˝.u0/ is also translation-invariant: with each ' 2 ˝.u0/,
˝.u0/ contains the whole translation group orbit of ', f'.� C �/ W � 2 Rg. This
follows directly from the definition of ˝.u0/.

2.3 Zero number

Here we consider solutions of the linear equation

vt D vxx C cvx C a.x; t/v; x 2 R; t 2 .s;T/; (30)

where �1 < s < T � 1, a is a bounded continuous function on R � Œs;T/, and
c is a constant. In the next section we use the following fact, often without notice.
If u, Qu are bounded solutions of the nonlinear equation (28), then their difference
v D u � Qu satisfies a linear equation (30).

We denote by z.v.�; t// the number, possibly infinite, of the zero points x 2 R of
the function x ! v.x; t/.

The following intersection-comparison principle holds (see [1, 4]).

Lemma 2.4. Let v 2 C.R � Œs;T// be a nontrivial solution of (30) on R � .s;T/.
Then the following statements hold true:

(i) For each t 2 .s;T/, all zeros of v.�; t/ are isolated.
(ii) t 7! z.v.�; t// is a monotone nonincreasing function on Œs;T/ with values in

N [ f0g [ f1g.
(iii) If for some t0 2 .s;T/, the function v.�; t0/ has a multiple zero and z.v.�; t0// <

1, then for any t1; t2 2 .s;T/ with t1 < t0 < t2 one has

z.v.�; t1// > z.v.�; t2//: (31)
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If (31) holds, we say that zI.v.�; t// drops in the interval .t1; t2/.

Remark 2.5. It is clear that if z.v.�; s0// < 1 for some s0 2 .s;T/, then z.v.�; t//
can drop at most finitely many times in .s0;T/ and if it is constant on .s0;T/, then
v.�; t/ has only simple zeros for each t 2 .s0;T/.
Corollary 2.6. Assume that v is a solution of (30) such that for some s0 2 .s;T/
one has

lim inf
jxj!1

jv.x; s0/j > 0: (32)

Then there is t0 > 0 such that for t � t0 the function v.�; t/ has only finitely many
zeros and all of them are simple.

Proof. Since the zeros of v.�; s0/ are isolated, (32) implies that there is only a
finite number of them. The conclusion now follows directly from Lemma 2.4 and
Remark 2.5. ut

The next lemma shows that the property for a solution to have multiple zeros is
robust.

Lemma 2.7. Assume that v is a nontrivial solution of (30) such that for some s0 2
.s;T/ the function v.�; s0/ has a multiple zero at some x0: v.x0; s0/ D vx.x0; s0/ D 0.
Assume further that for some ı; � > 0, vn is a sequence in C1.Œx0 � ı; x0 C ı
� Œs0 �
�; s0 C �
/ which converges in this space to the function v. Then for all sufficiently
large n the function vn.�; t/ has a multiple zero in .x0 � ı; x0 C ı/ for some t 2
.s0 � �; s0 C �/.

This can be proved using a version of Lemma 2.4 on a small interval around x0 and
the implicit function theorem, see [5, Lemma 2.6] for details. Note that the vn are
not required to be solutions of any equation.

3 Proofs of Theorems 1.1, 1.3, and Corollary 1.2

Throughout this section we assume hypotheses (Hf), (Hu), (6), and (9) to be
satisfied, and let u be the solution of (1), (2). Recall that Oc � 0 is the speed of the
traveling front and � is its profile function. Here, we choose the specific translation
of the profile function such that �.0/ D ˛.

If  is a nonconstant periodic steady state of (1), we denote by Int.�. // the
interior of �. / (viewing �. / as a Jordan curve).

We start with the following estimates.

Lemma 3.1. One has

lim
t!1.lim inf

x!1 u.x; t// D 1; lim
t!1.lim sup

x!1
jux.x; t/j/ D 0: (33)
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lim
t!1.lim sup

x!�1
u.x; t// D 0; lim

t!1.lim sup
x!�1

jux.x; t/j/ D 0; (34)

Moreover, if Oc < 0 and c 2 .Oc; 0
, then for any x0 2 R one has

inf
x�x0

u.x C ct; t/ ! 1 as t ! 1: (35)

Proof. We prove (33) and omit the proof of (34), which is completely analogous.
It is sufficient to prove the first relation in (33), the second one then follows by
standard parabolic regularity estimates for the function 1 � u (which solves a
linear equation (30)). We can always replace u0 by a nondecreasing function Qu0,
which still satisfies the assumptions of Theorem 1.1 and is such that Qu0 � u0.
By the comparison principle, if we prove the first relation in (33) for Qu0, then it
also holds for the original function u0. We thus proceed assuming that u0 itself is
nondecreasing. Then u.x; t/ is nondecreasing in x for each t � 0. Therefore the limit
�.t/ WD limy!1 u.y; t/ exists for each t � 0. The function � is continuous on Œ0;1/

and it solves the ODE P� D f .�/ on .0;1/ (see, for example, [16, Theorem 5.5.2]).
Since �.0/ 2 .˛; 1
 by assumption, we have �.t/ ! 1, as t ! 1. This completes
the proof of (33).

We now prove (35). Again, without loss of generality, we may assume that u0 is
nondecreasing. Let cn and  n be as in Lemma 2.3. Given any � > 0, we can choose
n such that cn 2 .Oc; c/ and max n 2 .1 � �; 1/. Shifting  n, we may assume that
 n.0/ D max n. By (33) and Lemma 2.3, we can further choose positive constants
t0 and y0 such that

u.x C cnt0; t0/ >  n.x � y0/ .x 2 R/:

Since the functions u.x C cnt; t/ and  n.x � y0/ satisfy the same equation,
equation (28) with c D cn, the comparison principle gives

u.x C cnt; t/ >  n.x � y0/ .x 2 R; t � t0/:

Using the monotonicity of u.�; t/, we in particular obtain

u.x C ct; t/ � u.y0 C cnt/ >  n.0/ > 1 � � .x � y0 C .cn � c/t; t � t0/:

Since cn < c and � can be taken arbitrarily small, it is clear that (35) holds for
any x0. ut
Relations (33), (34), and the definition of ˝.u/ immediately give the following.

Corollary 3.2. The constant steady states 0 and 1 are elements of ˝.u/.

The next lemma comprises the crux of the proof of Theorem 1.1.
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Lemma 3.3. Let c 2 ŒOc; 0
 and let  be a solution of (16). Assume that either one
of the statements (ai), (aii) in Lemma 2.1 holds, or Oc < c < 0 and statement (aiii)
holds. Then there is T such that

�.u.�; t// \ �. / D ; .t � T/: (36)

Proof. The proof is by contradiction. We assume that

�.u.�; tn// \ �. / ¤ ; for some sequence tn ! 1: (37)

First we show that this leads to a contradiction if (ai) holds. If  � ˛, then �. / D
.˛; 0/ and (37) means that u.�; tn/�˛ has a multiple zero for n D 1; 2; : : : . We know
that this is not possible due to Corollary 2.6 and Lemma 3.1. Thus, we can proceed
assuming that  is a nonconstant periodic solution (and c D 0). Let � > 0 be the
minimal period of  . According to (37), for each n there is yn 2 Œ0; �/ such that the
function u.�; tn/ �  .� � yn/ has a multiple zero, say zn. Consequently, x D 0 is a
multiple zero of the function u.�Czn; tn/� .�Czn �yn/. Write zn D kn�C�n, where
kn 2 Z and �n 2 Œ0; �/. We may assume, passing to a subsequence if necessary, that
�n ! �0 2 Œ0; �
 and yn ! y0 2 Œ0; �
, hence

 .� C zn � yn/ D  .� C �n � yn/ !  .� C �0 � y0/ in C1
b.R/:

We may also assume that u.�Czn; tn/ ! ' for some ' 2 ˝.u/, and u.�Czn; �Ctn/ !
U in C1

loc.R
2/, where U is an entire solution of (1) with U.�; 0/ D ' (see Sect. 2.2).

Clearly, the function U.�; 0/� .�C�0�y0/ D '� .�C�0�y0/ has a multiple zero
at x D 0 and u.�C zn; �C tn/� .�C zn �y0/ ! U � .���0�y0/ in C1

loc.R
2/. Now,

V WD U� .� ��0�y0/ is an entire solution of a linear equation (30) (with c D 0) and
we verify in a moment that V.�; 0/ D '� .�� �0� y0/ 6� 0. Therefore, Lemma 2.7
implies that for each sufficiently large n, the function u.�Czn; sC tn/� .�Czn �y0/
has a multiple zero (near x D 0) for some small s. However, by Corollary 2.6 and
Lemma 3.1, u.�; t/� .��y0/ has only simple zeros for all sufficiently large t. Since
tn C s ! 1, we have a desired contradiction.

To verify that ' �  .� � �0 � y0/ 6� 0, we note that for t > 0, the function
u.�; t/�˛ has a finite number of zeros and this number is independent of t if t is large
enough (see Corollary (2.6)). On the other hand, as  .� � �0 � y0/� ˛ has infinitely
many simple zeros (see Sect. 2.1), the relations  .� � �0 � y0/ � ' D lim u.�; tn/
would give a contradictory conclusion that lim z.u.�; tn/�˛/ ! 1. This shows that
 .� � �0 � y0/ � ' cannot hold. The proof under condition (ai) is now complete.

Now assume that (aii) holds. Let Qu.x; t/ D u.x C ct; t/, so that Qu and  satisfy the
same equation (28). Obviously, �.Qu.�; t// D �.u.�; t// for any t, thus (37) means that
there is yn 2 R such that

Qu.�; tn/ �  .� � yn/ has a multiple zero zn. (38)
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In particular,  .zn � yn/ D Qu.zn; tn/ 2 .0; 1/, which implies that zn � yn 2 .x1; x2/
(cp. (aii)). We distinguish the following two possibilities regarding the sequence
fyng:

(a) fyng is bounded (b) fyng is not bounded.

If (a) holds, then fzng is bounded as well. We now use similar arguments as above
for (ai). Passing to subsequences we may assume that for some y0; z0 2 R and
' 2 ˝.u/, one has yn ! y0, zn ! z0, Qu.�; tn/ ! ' in C1

loc.R/. Also, we may
assume that Qu.�; � C tn/ ! QU in C1

loc.R
2/, where QU is an entire solution of (28) with

QU.�; 0/ D ' (see Sect. 2.2). Clearly, z0 is a multiple zero of QU.�; 0/ �  .� � y0/
and one has Qu.�; � C tn/ �  .� C y0/ ! U �  .� � y0/. The function V WD QU �
 .� � �0 � y0/ is a entire solution of a linear equation (30) and V 6� 0 by (aii) and
the fact that 0 � QU � 1. Lemma 2.7 implies that for each sufficiently large n, the
function Qu.�; s C tn/ �  .� C y0/ has a multiple zero for some s � 0. However, by
Corollary (2.6) and (aii), Qu.�; t/� .� C y0/ has only simple zeros for all sufficiently
large t, and we have a contradiction.

Next we consider the possibility (b). For definiteness we assume that, after
passing to a subsequence, one has yn ! �1; the case yn ! 1 can be treated
in an analogous way. By (22), (24), there is � > 0 such that j 0.x/j > �,
whenever x 2 Œx1; x2
 and  .x/ < �. By Lemma 3.1, there are positive constants
r and t0 such that u.x; t0/ C jux.x; t0/j < � if x < r. For Qu this means that
Qu.x; t0/ C jQux.x; t0/j < � if x < Qr WD r � ct0. Consequently, if n is so large that
x2Cyn < Qr, then Qu.�; t0/� .��yn/ has a unique zero in the interval Œx1Cyn; x2Cyn
.
Of course, by (22), Qu.�; t0/ �  .� � yn/ has no zero outside this interval, hence
z.Qu.�; t0/ �  .� � yn// D 1. Clearly, by (22), z.Qu.�; t/ �  .� � yn// � 1 for all
t, hence the equality must hold here by the monotonicity of the zero number (see
Lemma 2.4). The unique zero of Qu.�; t/ �  .� � yn/ has to be simple for all t > t0
(see Remark 2.5). This holds for all sufficiently large n, in particular, we can choose
n so that also tn > t0. We thus have a contradiction to (38).

Finally, we assume that Oc < c < 0 and (aiii) holds. As above, (38) holds
with Qu.x; t/ WD u.x C ct; t/. The possibilities that fyng is bounded, or fyng has a
subsequence converging to �1, can be treated similarly as in the case (aii); the
only possibility that requires a different consideration is that yn (replaced by a
subsequence) converges to 1. Assuming that yn ! 1, choose � > 0 such that
1 � � >  everywhere. By (35), there is t0 such that

Qu.x; t/ > 1 � � .x � 0; t � t0/:

This implies that if n is large enough, then all zeros of Qu.�; tn/� .��yn/ are located
in .�1; 0
; in particular, zn � 0, where zn is the multiple zero in (38). Hence, by
(aiii) and the assumption that yn ! 1,

.Qu.zn; tn/; Qux.zn; tn// D . .zn � yn/;  x.zn � yn// ! .˛; 0/: (39)
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We now take a periodic steady state Q of (1) such that 0 < Q < 1 and .˛; 0/ 2
Int.�. Q // (see Sect. 2.1 and cp. Fig. 1). Then (39) implies that for large n the spatial
trajectory �.Qu.�; tn// D �.u.�; tn// has to intersect �. Q / (it cannot be contained
entirely in Int.�. Q // because of Lemma 3.1). Thus we have a contradiction to the
result proved above in the case (ai). ut
Corollary 3.4. Let c and  be as in Lemma 3.3. Then for any ' 2 ˝.u/ one has
�.'/ \ �. / D ;.

Proof. Assume this is not true. Then for some y0 the function ' �  .� � y0/ has
a multiple zero. There is an entire solution U of (28) (with the same c as in the
statement of the lemma) such that U.�; 0/ D ' and u.� C xn C ctn; � C tn/ ! U
in C1

loc.R
2/ for some sequences xn 2 R, tn ! 1 (see Sect. 2.2). Then V WD U �

 .� � y0/ is a solution of a linear equation (30) and V 6� 0, as noted in the proof of
Lemma 3.3 (see case (ai) in the proof; if (aii) or (aiii) holds, then V 6� 0 is trivial).
Thus, using Lemma 2.7 as in the previous proof, we find sequences Qtn � tn, Qxn 2 R,
n D 1; 2; : : : , such that Qtn ! 1 and u.� C Qxn; Qtn/� .� C y0/ has a multiple zero for
n D 1; 2; : : : . This contradicts (36). ut

We next consider the set

K˝ WD ['2˝.u/�.'/ D f.'.x/; 'x.x// W ' 2 ˝.u/; x 2 Rg: (40)

This is a compact, connected subset of R2 (cp. Sect. 2.2).

Lemma 3.5. One has K˝ � ˙ , where

˙ WD
( f.0; 0/; .1; 0/g [ �.�/ if Oc < 0,

f.0; 0/; .1; 0/g [ �.�/ [ �. Q�/ if Oc D 0,
(41)

and Q� is defined by Q�.x/ D �.�x/ (as in Sect. 2.1).

Proof. Assume that K˝ 6� ˙ . Then there are .�; / 2 R
2 n ˙ and ' 2 ˝.u/ such

that .'.x0/; 'x.x0// D .�; / for some x0. Obviously, 0 � ' � 1 and the existence
of an entire solution through ' (see Sect. 2.2) and the comparison principle show
that either ' � 0, or ' � 1, or else 0 < ' < 1. Since .�; / 62 f.0; 0/; .1; 0/g, the
relations 0 < ' < 1 must hold and, in particular, 0 < � < 1. By Lemma 2.1 and
Corollary 2.2, there are c 2 ŒOc; 0
 and a solution  , such that . .0/;  0.0// D .�; /

and the assumptions of Lemma 3.3 are satisfied. For this  , we have �.'/\�. / ¤
;, in contradiction to Corollary 3.4. ut
Proof (Completion of the proof of Theorem 1.1). Let Oc < 0 Corollary 3.2
implies that K˝ contains the points .0; 0/, .0; 1/. Therefore, Lemma 3.5 and the
connectedness of K˝ imply that

K˝ D f.0; 0/; .1; 0/g [ �.�/: (42)
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Take now any ' 2 ˝.u/. As noted in the proof of Lemma 3.5, if ' is not one of
the constant steady states 0, 1, then 0 < ' < 1. In this case, (42) implies that
�.'/ � �.�/. Since �0 > 0, this means that for each x 2 R there is a unique �.x/,
such that

'.x/ D �.�.x//; '0.x/ D �0.�.x//: (43)

Moreover, � 2 C1 by the implicit function theorem. Differentiating the first identity
and comparing to the second one, we obtain that �0 � 1. Thus there is � 2 R such
that ' �  .� � �/. This proves (11). ut
Proof (Proof of Theorem 1.3, Part 1). Assume that Oc D �F.1/ D 0. Also assume
the additional hypothesis on u0, (Ha), to be satisfied. In this part of the proof we
show that (11) holds.

The arguments from the previous proof apply here, the only difference is that the
specific statement of Lemma 3.5 for Oc D 0 has to be used. Thus, in place of (42),
we can only say that one of the following possibilities occurs:

(oi) ˝.u/ D f0; 1g [ f�.� � �/ W � 2 Rg (as stated in Theorem 1.3),
(oii) Q� 2 ˝.u/.
We just need to rule out (oii); (11) then follows from (oi), as in the proof of
Theorem 1.1. Assume that Q� 2 ˝.u/: there are xn 2 R, tn > 0, n D 1; 2; : : :

such that tn ! 1 and u.� C xn; tn/ ! Q�. From this and Lemma 3.1 it follows
that for all large enough n, the function u.�; tn/ � ˛ has at least three zeros whose
mutual distances go to infinity as n ! 1. To contradict this conclusion, we employ
hypothesis (Ha).

First we note that the monotonicity of the zero number (see Lemma 2.4) implies
that z.u.�; t/ � ˛/ � 3. Thus, if z.u0 � ˛/ D 1, we have a contradiction already and
we are done. We proceed assuming that the other condition of (Ha) holds. We claim
that this condition is preserved at positive times: For each t > 0 the limits u.˙1; t/
exist and one has

u.�1; t/ < u.x; t/ < u.1; t/ .x 2 R; t > 0/: (44)

Indeed, the existence of the limits u0.˙/ implies that the limits �˙.t/ WD u.˙1; t/
exist for all t � 0 and they satisfy the ODE P� D f .�/ with the initial conditions
�˙.0/ WD u0.˙1/ (see [16, Theorem 5.5.2]). Relations (15) give ��.0/ � u0 �
��.0/. Of course, none of these inequalities is an identity by (Ha). Relations (44)
now follow from the strong comparison principle.

By Corollary 2.6, we can choose t0 > 0 such that for t � t0, the zeros of u.�; t/�˛
are all simple, and their number, say k, is finite and independent of t. Let �1.t/ <
� � � < �k.t/ denote the zeros of u.�; t/ � ˛ for t � t0. Since they are simple, the
functions �1; : : : �k are C1 on Œt0;1/.
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Using (44), one shows easily that there is a smooth increasing function Qu0
such that

u.�1; t0/ < Qu0.�1/ < min
�1.t0/�x��k.t0/

u0.x/;

u.1; t0/ > Qu0.1/ > max
�1.t0/�x��k.t0/

u0.x/:
(45)

Clearly, for such Qu0, if  is large enough, then

u0.x/ < Qu0.x C / .x � �k.t0//; (46)

u0.x/ > Qu0.x � / .x � �1.t0//: (47)

Let Qu be the solution of (1) on .t0;1/ with the initial condition Qu.�; t0/ D Qu0.
Then Qu.x; t/ is continuous on R � Œt0;1/ and increasing in x. By (45), the relations
Qu.�1; t/ < ˛ < Qu.�1; t/ hold for t D t0, hence they continue to hold for all for
all t � t0 (see Lemma 3.1). Therefore, for each t � t0 the function Qu.x; t/ � ˛ has a
unique zero �.t/ and t 7! �.t/ is continuous on Œt0;1/.

Consider now the relations

�.t/ �  < �1.t/; �k.t/ < �.t/C : (48)

They are both satisfied for t D t0 (use the monotonicity of u.�; t/ and the
relations (46), (47), with x D �1.t0/, x D �k.t0/, respectively). By continuity,
they are also satisfied it t > t0 is sufficiently close to t0. On the other hand, (48)
cannot be satisfied for all t > t0 by the properties of the sequence ftng stated above:
�k.tn/ � �1.tn/ ! 1. Thus there is t1 > t0 such that relations (48) hold for all
t 2 Œt0; t1/ and either �.t1/ �  D �1.t1/ or �k.t1/ D �.t1/ C . Assume that the
former holds (the latter can be dealt with in an analogous way). Then

Qu.�1.t1/C ; t1/ D Qu.�.t1/; t1/ D ˛ D u.�1.t1/; t1/: (49)

Since �.t/ �  is the unique zero of the function Qu.� C ; t/ � ˛ and �k.t/ > �1.t/,
the first relation in (48) yields

Qu.�k.t/C ; t/ > ˛ D u.�k.t/; t/ .t0 � t � t1/: (50)

Using this, (46), and the strong comparison principle, we obtain

Qu.x C ; t/ > u.x; t/ .x < �k.t/; t0 � t � t1/; (51)

contradicting (49).
With this contradiction, the proof of (11) is complete. ut
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Proof (Proof of Corollary 1.2 and Proof of Theorem 1.3, Part 2). Assume that
Oc D �F.1/ > 0 or that Oc D F.1/ D 0 and the additional assumption (Ha) is
satisfied. Under these assumptions, we have already proved that (11) holds. Since
�0 > 0, this implies in particular that if t is large enough, then ux.x; t/ > 0

whenever u.x; t/ D ˛. Consequently, for large t there is a unique �.t/ such that
u.�.t/ C Oct; t/ D ˛. Moreover, � 2 C1, by the implicit function theorem. Denote
Qu.x; t/ WD u.x C Oct; x/, so Qu and � solve the same equation (28), with c D Oc. Any
sequence tn ! 1 can be replaced by a subsequence such that Qu.� C �.tn/; tn/ ! '

in L1
loc.R/ for some ' 2 ˝.u/. Necessarily, '.0/ D ˛. Therefore, by (11) and our

choice �.0/ D ˛, we have ' D �. Since this limit is always the same, we have

Qu.� C �.t/; t/ ! � as t ! 1; (52)

with the convergence in L1
loc.R/.

To complete the proof, we need to prove that the convergence takes place in
L1.R/ and � 0.t/ ! 0 as t ! 1. We start with the latter. Recall that any sequence
tn ! 1 can be replaced by a subsequence such that Qu.� C �.tn/; � C tn/ converges
in C1

loc.R
2/ to an entire solution U of equation (28) with U.�; 0/ D �. Since � is

a steady state of (28), we have U � �, by uniqueness and backward uniqueness
for (28). Thus the convergence in C1

loc.R
2/ yields

.Qu.� C �.tn/; � C tn/; Qux.� C �.tn/; � C tn/; Qut.� C �.tn/; � C tn/ ! .�; �x; 0/:

Since this is true for any sequence tn ! 1, we have, in particular,

.Qu.�.t/; t/; Qux.�.t/; t/; Qut.�.t/; t/ ! .˛; �x.0/; 0/; (53)

as t ! 1. Now, differentiating the relation Qu.�.t/; t/ D ˛, we obtain
Qux.�.t/; t/� 0.t/ C ut.�.t/; t/ D 0. Since �x.0/ ¤ 0, from (53) we conclude that
� 0.t/ ! 0 as t ! 1.

It remains to prove that the convergence in (52) is uniform on R. Assume it is
not. Then there exist ı > 0 and sequences fxng, ftng such that jxnj ! 1, tn ! 1,
and

jQu.xn C �.tn/; tn/ � �.xn/j > 2ı: (54)

Assume for definiteness that fxng can be replaced by a subsequence so that xn !
�1 (the case when xn ! 1 can be treated similarly). Since �.�1/ D 0, (54) in
particular implies that for all large enough n one has Qu.xn C �.tn/; tn/ > ı. On the
other hand, using �.�1/ D 0 and (52), we find x0 such that Qu.x0 C �.t/; t/ < ı for
all sufficiently large t. These relations imply that if n is sufficiently large, then there
is yn between xn and x0, such that

Qu.yn C �.tn/; tn/ D ı; Qux.yn C �.tn/; tn/ � 0: (55)
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Take now a subsequence of Qu.�Cyn C�.tn/; tn/, which converges in C1
loc.R/ to some

' 2 ˝.u/. By (55), '.0/ D ı, '0.0/ � 0. However, by (11), ' D �.� � �/ for some
� , hence '0 > 0. This contradiction completes the proof. ut
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Regularity estimates for fully non linear elliptic
equations which are asymptotically convex
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1 Introduction

Regularity estimates for viscosity solution to a given fully nonlinear uniformly
elliptic equation

F.D2u/ D 0 in some domain ˝ � R
n (1)

have been a primary important line of research since the work of Krylov and
Safonov [10, 11] unlocked the theory. By formal linearization, both u and its
first derivative, u� , satisfy linear elliptic equations in non-divergence form, thus
Krylov-Safonov Harnack inequality implies that solutions are a priori C1;ˇ for some
universal, but unknown ˇ > 0. The language of viscosity solutions allows the
same conclusion without linearizing the equation, see [4]. The question whether
a viscosity solution is twice differentiable, i.e. classical, turned out to be truly
challenging. The first major result in this direct was obtained independently by
Evans [6] and Krylov [8, 9], see also [4, Chapter 6]. This is the content of the
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Evans-Krylov C2;˛ regularity theorem that assures that under concavity or convexity
assumption on F, viscosity solutions to F.D2u/ D 0 are of class C2;˛ for some
0 < ˛ < 1. After Evans-Krylov Theorem, many important works attempted to
establish a C2;˛ regularity theory for solutions to special classes of uniform elliptic
equations of the form (1), see, for instance, [2] and [19].

Recently Nadirashvili and Vladut [12, 13] showed that viscosity solutions to fully
nonlinear equations may fail to be of class C2. They have also exhibited solutions
to uniform elliptic equations whose Hessian blow-up, i.e., that are not C1;1. The
regularity theory for fully nonlinear equations would turn out to be even more
complex: Nadirashvili and Vladut quite recently showed that given any 0 < � < 1

it is possible to build up a uniformly elliptic operator F, whose solutions are not
C1;� , see [14, Theorem 1.1]. These examples are made in high dimensions. In [16]
and [15], they showed an example of a non C2 solution in five dimensions. This is
the lower dimension for which such result is available. In two dimensions, however,
it is well known that solutions are always C2. For dimensions n D 3 and n D 4,
the regularity of viscosity solutions to uniformly elliptic equations without further
structural assumptions remains an outstanding open problem.

After these stunning examples, it becomes relevant to investigate possible special
hidden structures on a given elliptic operator F which might yield further regularity
estimates for solutions to (1). In this paper we turn attention to an asymptotic
property on F, called the recession function. For any symmetric matrix M 2 R

n�n,
we define

F?.M/ WD lim
�!0

�F.��1M/: (2)

The above limit may not exist as � ! 0. In that case, we say that a recession
function F? is any one of the subsequential limits.

Heuristically, F? accounts the behavior of F at infinity. Recently recession
functions appeared in the study of free boundary problems governed by fully
nonlinear operators, [1, 17]. The main result we prove in this paper states that the
regularity theory for the recession function F?.M/ grants smoothness of viscosity
solutions to the original equation F.D2u/ D 0, up to C1;1�

.

Theorem 1.1. Let F be a uniformly elliptic operator. Assume any recession
function

F?.M/ WD lim
�!0

�F.��1M/

has C1;˛0 estimates for solutions to the homogeneous equation F?.D2v/ D 0. Then,
any viscosity solution to

F.D2u/ D 0;
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is of class C1;minf1;˛0g�

loc . That is, u 2 C1;˛
loc for any ˛ < minf1; ˛0g. In addition, there

holds

kukC1;˛.B1=2/ � CkukL1.B1/; (3)

for a constant C > 0 that depends only on n, ˛, and F.

An immediate Corollary of Theorem 1.1 is the following:

Corollary 1.2. Let FWS .n/ ! R be a uniform elliptic operator and u a viscosity
solution to F.D2u/ D 0 in B1. Assume any recession function F?.M/ WD
lim
�!0

�F.��1M/ is concave. Then u 2 C1;˛
loc .B1/ for every ˛ < 1.

Clearly the corresponding regularity theory for heterogeneous, non-constant
coefficient equations F.X;D2u/ D f .X/ is, in general, considerably more delicate.
Nevertheless, in this setting, L. Caffarelli in [3] established C1;˛ , C2;˛ and W2;p, a
priori estimates for solutions to

F.X;D2u/ D f .X/ 2 Lp;

for p > n, under appropriate continuity assumption on the coefficients. Caffarelli’s
results are, nevertheless, based upon the regularity theory available for the homo-
geneous, constant-coefficient equation F.X0;D2u/ D 0. Therefore, it is essential to
know the best possible regularity estimates available for equations of the form (1).
Of course, combining Caffarelli’s regularity theory and Theorem 1.1 it is possible to
establish the sharp regularity estimates for heterogeneous non-constant coefficient
equations.

An application of Corollary 1.2 concerns local regularity estimates for singular
fully nonlinear PDEs:

F.D2u/ 	 u�� ; 0 < � < 1: (4)

In [1] it has been proven that nonnegative minimal solutions are locally uniformly

continuous and grow precisely as dist
2

1C� away from the free boundary @fu > 0g.
Notice that such an estimate implies that u behaves along the free boundary as

a C1;
1��
1C� function. In particular, if � is small, such an estimate competes with

the (unknown) C1;˛F a priori estimate. By knowing the recession function, which
governs free boundary condition of the problem, it is possible to show that u is

locally of the class C1;
1��
1C� and such an estimate does not deteriorate near the free

boundary.

Corollary 1.3. Let u be a minimal solution to F.D2u/ 	 u�� ; in ˝ � R
n, with

0 < � < 1. Assume the recession function F� is unique and has a priori C2;˛�

estimates. Then u is locally of class C1;
1��
1C� in ˝.
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The proof of Corollary 1.3 will be delivered in Section 4. Finally, we would
like to point out that Theorem 1.1 provides eventual gain of smoothness beyond
universal estimates only up to C1;1�

. Nevertheless, such a constraint does not come
from limitations of the methods employed here. In fact, Nadirashvili and Vladut
built up an example of a fully nonlinear operator F that admits a viscosity solution
� 2 C1;1 n C2. Thus, we could deform F outside Bk�kC1;1

� S .n/ as to assure that
F? is linear, say F? D �. Nevertheless, � would still be a C1;1 n C2 solution to an
elliptic equation whose recession function is linear. The final result we prove gives
C1;Log-Lip estimates under the uniform limits and under the assumption that F� has
a priori C2;˛? interior estimates. More precisely we have

Theorem 1.4. Let FWS .n/ ! R be a uniform elliptic operator and u a viscosity
solution to F.D2u/ D f 2 BMO in B1. Assume the recession function F?.M/ WD
lim
�!0

�F.��1M/ exists and has a priori C2;˛? interior estimates. Assume further that

the limit lim
�!0

�F.��1M/ is uniform in M. Then u 2 C1;Log-Lip
loc .B1/, i.e.,

ju.X/ � Œu.X0/C ru.X0/ � .X � X0/
j � �CjX � X0j2 log jX � X0j:

2 Preliminaries

In this section make few comments about the notion of recession function.
Throughout this paper, Br denotes the ball of radius r > 0 in the Euclidean space
R

n and S .n/ denotes the space of all real, n � n symmetric matrices. A function
FWS .n/ ! R will always be a uniformly elliptic operator, as in [4]. That is, we
assume that there exist two positive constants 0 < � � � such that, for any
M 2 S .n/ there holds

�kPk � F.M C P/ � F.M/ � �kPk; 8P � 0: (5)

We will further assume, with no loss of generality, that F.0/ D 0.
A key information we shall use in the proof of Theorem 1.1 is the fact that

solutions to (1) are locally C1;� for some universal � > 0. Furthermore

kukC1;�.B1=2/ � CkukL1.B1/;

for a universal constant C > 0. As mentioned in the introduction, Nadirashvili
and Vladut have proven that C1;� is the best regularity theory available for general
fully nonlinear elliptic equations. The objective of this paper is to show that further
smoothness could be assured if we have information on the recession function of F,
defined in (2).
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Let us discuss a bit about recession functions for fully nonlinear elliptic
equations. Initially, it is straightforward to verify that for each�, the elliptic operator

F�.M/ WD �F.��1M/

is uniformly elliptic, with the same ellipticity constants as F. Thus, up to a
subsequence, F� does converge to a limiting elliptic operator F? as � ! 0. Any
limiting point F? will be called a recession function of F. This terminology comes
from the theory of Haminton-Jacobi equations, see, for instance, [7].

Initially, let us point out that recession functions may not be unique, as simple
1-d examples show. Nevertheless, if the recession function is unique, it is clearly
homogeneous of degree one, that is, for any scalar t, we have

F?.tM/ D tF?.M/:

Also, if F is homogeneous of degree one, then F D F?: In some applications, it is
possible to verify that

lim
kMk!1

Di;jF.M/ DW Fij: (6)

That is, F has a linear behavior at the ends. Under such condition, it is simple to
check that F? is a linear elliptic operator, and, in fact,

F?.M/ D tr
�
FijMij

�
:

A particularly interesting example is the class of Hessian operators of the form

F$.M/ D f$.�1; �2; � � ��n/ WD
nX

jD1
.1C �$j/

1=$;

where $ is an odd natural number. For this family of operators, we have

F?$ D �:

A priori F� converges pointwisely to F?. However, the following is a more precise
description of how the limit takes place.

Lemma 2.1. If F is any uniformly elliptic operator and F?.M/ D lim
�!0

�F.��1M/
for every symmetric matrix M, then for every " >, there exists a ı > 0 so that

jj�F.��1M/ � F�.M/jj � ".1C jjMjj/; (7)

for all � < ı.
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Proof. Since the function F is uniformly elliptic, we have that F.X C Y/ �
F.X/ � �jjYjj for some constant � and F is Lipschitz. This Lipschitz norm
is conserved by the scaling �F.��1M/. By the Arzela-Ascoli theorem we have
that up to a subsequence �F.��1M/ converges uniformly in every compact set.
Since �F.��1M/ converges pointwise to F�, then all its subsequential limits must
coincide with F? and therefore it converges to F? uniformly over every compact set.

That means that for every " > 0 there exists a ı > 0 so that

jj�F.��1M/ � F?.M/jj � ";

for all matrices M such that jjMjj � 1 and all � < ı. This already shows that (7)
holds if jjMjj � 1.

Now let M be a matrix with jjMjj > 1. For any � < ı, we can consider also
�1 D jjMjj�1� < � < ı. Therefore�����1F



��1
1

M

jjMjj
�

� F?



M

jjMjj
����� � ";

Observing that ��1
1

M
jjMjj D ��1M, and using that F� is homogeneous of degree one,

we obtain ���F
�
��1M

� � F? .M/
�� � "jjMjj:

This proves (7) for jjMjj > 1. ut
A model case though is when F equals F? outside a ball BR � Sym.n/, for

some R � 1. In this case, the convergence F� ! F? is uniform with respect to
M—compare with the hypothesis of Theorem 1.4.

3 C1;˛�

0 estimates

In this section we prove Theorem 1.1. We start off the proof by fixing an aimed
Hölder continuity exponent for gradient of u between 0 and ˛0, more precisely,
we fix

0 < ˛ < minf1; ˛0g: (8)

We will show that u 2 C1;˛ at the origin. It is standard to pass from pointwise
estimate to interior regularity. Initially, as mentioned in the introduction, it follows
from Krylov-Safonov Harnack inequality that u 2 C1;� for some universal � > 0.
We may assume, therefore, by normalization and translation, that

juj � 1 in B9=11 (9)

u.0/ D jru.0/j D 0: (10)
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Our strategy is based on the following reasoning: proving that u 2 C1;˛ at the
origin is equivalent to verifying that either there exists a constant C > 0 such that

sup
Br

ju.X/j � Cr1C˛; 8r < 1=5;

or else, by iteration, that for some ` > 0 and some r > 0, there holds

sup
Br

ju.X/j � 2�.1C˛/` sup
B
2` �r

ju.X/j;

see [5], Lemma 3.3 for similar inference. Therefore, if we suppose, for the purpose
of contradiction, that the thesis of the Theorem fails, there would exist a sequence
of viscosity solutions F.D2uk/ D 0, satisfying (9) and (10), and a sequence of radii
rk ! 0 such that

.sup
Brk

jukj/�1 � r.1C˛/k �! 0 (11)

sup
Brk

jukj � 2�.1C˛/` sup
2`�rk

jukj: (12)

For notation convenience, let us label

sk WD sup
Brk

jukj:

In the sequel, we define the normalized function

vk.X/ WD 1

sk
uk.rkX/:

Immediately, from definition of vk, we have

sup
B1

jvkj D 1: (13)

Also, it follows from (12) that vk growths at most as jXj1C˛ , i.e.,

sup
B
2`

vk � 2.1C˛/`: (14)

In addition, if we define the uniform elliptic operator

Fk.M/ WD .s�1
k � r2k /F

�
.sk � r�2

k /M
�
;

we find out that vk solves

Fk
�
D2vk

� D 0; (15)
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in the viscosity sense. By uniform ellipticity and (11), up to a subsequence, Fk

converges locally uniformly to a recession function F?. Thus, letting k ! 1, by
C1;� universal estimates, vk ! v1 locally in the C1;�=2.Rn/ topology. Clearly v1 is
a viscosity solution to

F?.D2v1/ D 0 in R
n:

Taking into account (10), (13), (14), we further conclude that v1 satisfies

v1.0/ D jrv1.0/j D 0; (16)

sup
B1

jv1j D 1; (17)

jv1.Y/j � jYj1C˛: (18)

Hereafter let us label

� WD minf1; ˛0g � ˛ > 0:

Recall any recession function F? is homogeneous of degree one for positive
multipliers. Therefore, fixed a large positive number ` � 1, the auxiliary function

V1.Z/ WD v1.`Z/
`1C˛

;

too satisfies

F?.D2V1/ D 0:

From (18) we verify that V1 is bounded in B1 and, hence, from the regularity theory
for the recession function, F?, there exists a constant C?, depending on dimension
and F?, such that

jrV1.Z/j � C?jZj˛C�; 8Z 2 B1=5: (19)

Finally, estimate (19) gives, after scaling,

sup
B `
5

jrv1.Y/j
jYj˛C� D `�� sup

B 1
5

jrV1.Z/j
jZj˛C�

D o.1/;

(20)

as ` ! 1. Clearly (20) implies that v1 is constant in the whole R
n. However,

such a conclusion drives us into a contradiction, since, from (16), v1 � 0 which is
incompatible with (17). The proof of Theorem 1.1 is concluded.
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4 Proof of Corollary 1.3

In this section we comment on the proof of Corollary 1.3. Given a point X 2 fu>0g,
with

d WD dist.X; @fu > 0g/ < 1

2
dist.X; @˝/;

we consider Y 2 @fu > 0g, such that d D jX � Yj. Applying Corollary 1.2 we can
estimate

Œu

C
1;
1��
1C� .Bd=4.X//

. 1

d
2

1C�

�kukL1.Bd=2.Z// C d2 � ku��kL1.Bd=2.Z//
�
: (21)

It then follows by the optimal control

u.�/ 	 dist.�; @fu > 0g/ 2
1C� ;

see [1, Theorem 9], that we can estimate, in Bd=2.Z/,

kukL1.Bd=2.Z// . d
2

1C� ; (22)

ku��kL1.Bd=2.Z// . d
�2�
1C� : (23)

Plugging (22) and (23) into (21) gives

Œu

C
1;
1��
1C� .Bd=4.X//

. 1;

and therefore u is locally of class C1;
1��
1C� , up to the free boundary. The proof is

complete. ut

5 Proof of Theorem 1.4

For this section we assume that lim�!0 �F.��1M/ exists and equals F�.M/ for
every matrix M. It is also part of our assumption that the limit is uniform in M. In
particular, given " > 0, we can find ı > 0, such that

ˇ̌
F�.M/ � F.M/

ˇ̌ � "; 8M

provided 0 < � � ı.
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Lemma 5.1. Assume F and F� are two fully nonlinear uniformly elliptic operators
such that

jF.M/ � F�.M/j � "; for any symmetric matrix M: (24)

Assume moreover that F�.0/ D 0 and F� has C2;˛� estimates in the form that any
solution u� of F�.D2u�/ D 0 in B1 satisfies

jju�jjC2;˛� .B1=2/ � C�jjujjL1.B1/: (25)

Then there exist two constants " and r (depending only on the ellipticity constants,
dimension, C� and ˛�) so that for any solution u of F.D2u/ D f in B1 with jjf jjL1 �
" and jjujjL1 � 1, there exists a second order polynomial P, such that jjPjj � C
and jju � PjjL1.Br/ � r2.

Proof. The value of r will be specified below in terms of the C2;˛� estimate (25)
only. For that value of r, we prove the lemma by contradiction. If the result was not
true, there would exist a sequence Fn, F�

n fn, un so that

jFn.M/ � F�
n .M/j � 1

n
for any symmetric matrix M;

jjfnjjL1.B1/ � 1

n
;

jjunjjL1.B1/ � 1;

Fn.D
2un/ D fn in B1;

Fn and F�
n have uniform ellipticity constants �;�;

where F�
n has C2;˛� estimates as in (25) but such polynomial P cannot be found for

any un.
Since the F�

n are uniformly elliptic, in particular they are uniformly Lipschitz. Up
to extracting a subsequence, they will converge to some uniformly elliptic function
F� which will also have C2;˛� estimates (25). Thus, we can assume that all F�

n are
the same by replacing them by F� (and taking a subsequence if necessary).

Since the Fn are uniformly elliptic, the functions un are uniformly C˛ in the
interior of B1 and there must be a subsequence that converges locally uniformly to
some continuous function u�. We extract this subsequence, and by abuse of notation
we still call it un. Since un ! u� locally uniformly, Fn ! F� locally uniformly, and
fn ! 0 uniformly, we have that F�.D2u�/ D 0 holds in the viscosity sense. From
the C2;˛� estimates (25), if we choose P to be the second order Taylor’s expansion
of u� at the origin we will have

jju� � PjjL1.Br/ � C�r2C˛� :
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We choose r small enough so that C�r˛� < 1=2. Note that this choice depends on
C� and ˛� only. We thus have

jju� � PjjL1.Br/ � r2

2
:

However, since un ! u� uniformly in Br, then for n large enough we also have.

jjun � u�jjL1.Br/ � r2

2
:

Combining the last two previous inequalities we obtain that

jjun � PjjL1.Br/ � r2;

and so we arrive to a contradiction since we were assuming that such polynomial P
did not exist for any n. ut
Proof (Proof of Theorem 1.4). We prove the result for x0 D 0 and assuming
f 2 L1—see [18] for the adjustments requested when f 2 BMO. From uniform
convergence hypothesis, we can find ı > 0 so that for all � < ı the inequality

jj�F.��1M/ � F?.M/jj � ";

holds, where " > 0 is the number from Lemma 5.1. We start off now with a
convenient rescaling of the problem. We find an r0, depending only on jjujjL1 and ı,
and consider the scaling

u0.x/ D "maxf1; kukL1 ; kf k1g�1u.r0x/:

We choose r0 	 p
ı, where ı is the number above. For this choice we have

ku0kL1.B1/ � 1I
�F.��1D2u0/ D Qf .x/;

for a � < ı and kQf k1 � ". Now we proceed to show that u0 is C1;Log-Lip at the
origin. The strategy is to show the existence of a sequence of quadratic polynomials

Pk.X/ WD ak C bk � X C 1

2
XtMkX;

where P0 D P�1 D 0, and for all k � 0,

F?.Mk/ D 0; (26)

sup
Qrk

ju0 � Pkj � r2k; (27)

jak � ak�1j C rk�1jbk � bk�1j C r2.k�1/jMk � Mk�1j � Cr2.k�1/: (28)
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The radius r in (27) and (28) is the one from Lemma 5.1. We shall verify (26)–
(28) by induction. The first step k D 0 is immediately satisfied. Suppose we have
verified the thesis of induction for k D 0; 1; � � � ; i. Define the re-scaled function
vW B1 ! R by

v.X/ WD .u0 � Pi/.riX/

r2i
;

It follows by direct computation that v satisfies jvj � 1 and it solves

�F
�
��1 �D2v C Mi

�� D Qf .rix/:

If we define

Fi.M/ WD F.M C Mi/ and F?i .M/ WD F?.M C Mi/;

it follows from uniform convergence that

Fi is close to F?i :

Furthermore, since F?.Mi/ D 0, the homogeneous equation

F?i .D
2�/ D 0

satisfies the same conditions as the original F?. We now apply Lemma 5.1 to v and
find a quadratic polynomial QP such that

kv � QPkL1.Br/ � r2: (29)

If we define

PiC1.X/ WD Pi.X/C r2i QP.r�iX/

and rescale (29) back, we conclude the induction thesis. In the sequel, we argue as
in [18]. From (28) we conclude that ak ! u0.0/ and bk ! ru0.0/, in addition

ju0.0/ � akj � C�2k (30)

jru0.0/ � bkj � C�k: (31)

From (28) it is not possible to assure convergence of the sequence of matrices
.Mk/k�1; nevertheless, we estimate

jMkj � Ck: (32)
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Finally, given any 0 < r < 1=2, let k be the integer such that

�kC1 < r � �k:

We estimate, from (30), (31) and (32),

sup
Qr

ju.X/ � Œu.0/C ru.0/ � X
j � �2k C ju.0/ � akj C �jru.0/ � bkj
C �2kjMkj
� �Cr2 log r;

and the Theorem is proven. ut
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