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Abstract This chapter presents a platform for modeling, design, optimization, and
co-simulation of mixed-signal systems using the SystemC-AMS standard. The
platform is based on a bottom-up design and top-down simulation methodologies.
In the bottom-up design methodology, an optimizer is inserted to perform a
knowledge-aware optimization loop. During the process, a PEANO trajectory is
applied for global exploration and the Nelder–Mead simplex optimization method
is applied for local refinement. The authors introduce an interface between
system-level models and their circuit-level realizations in the proposed platform.
Moreover, a transient simulation scheme is proposed to simulate nonlinear dynamic
behavior of complete mixed-signal systems. The platform is used to design and
verify a low-power CMOS voltage regulator for an implantable telemetry system.

4.1 Introduction

With the development of system on chip (SoC), the increasing complexity of
mixed-signal systems makes their simulation and validation a demanding task.
There is a trend toward hierarchical analog synthesis, automation, optimization,
mixed-signal systems, etc. For most systems, the simulation needs to take into
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account both system and circuit levels, and the challenge is to create a co-simulation
environment that allows synchronization and interaction between the two levels.
Recently, the Accellera Systems Initiative releases an open source SystemC-AMS
[1, 2]. As an extension to the SystemC [3], SystemC-AMS provides an extended set
of capabilities for system-level mixed-signal modeling.

Many existing co-simulation approaches are based on SystemC, SystemC-AMS,
or SPICE. In [4], co-simulation-refined models with timed data flow
(TDF) paradigm of SystemC-AMS are presented. SystemC-AMS acts as master
controlling VHDL testbench. In [5], the proposed solution relies on the integration
between an instruction set simulator (ISS) and the SystemC simulation kernel to
analyze the performances of embedded systems. In [6], it addresses a method for
simulator coupling allowing a transient time simulation of SPICE and the
mixed-signal language VHDL-AMS within one simulation process. Another
attempt to achieve analog and mixed-signal simulation using loose coupling
between SystemC and SPICE is presented in [7]. Nevertheless, all of these attempts
lack a clear implementation to establish a link between system-level description and
circuit-level realization.

This chapter presents a novel co-simulation framework used for modeling,
design, and verification of mixed-signal systems based on knowledge-aware opti-
mization engine. The complete system can be described using only the AMS
extension of SystemC with some parts described in SPICE netlists. With this
method, we can verify the impact of a circuit block (transistor netlist) on the system
level. At the same time, the circuit-level non-idealities propagate upward and affect
the system-level ideal behavior. In this co-simulation environment, the
SystemC-AMS simulation and the circuit SPICE simulation engines are synchro-
nized in order to perform a nonlinear time-domain analysis and to exchange data at
the end of each time step.

Moreover, the optimization engine is used to perform an automatic sizing and
biasing of the circuit level. It is a fast design space exploration of analog firm
intellectual properties (IP). The main contribution is to propose a knowledge-aware
optimization approach, instead of knowledge-based synthesis, which assumed that
performance equations are provided by the designer for the underlying topology.
We replace the performance equations by traditional SPICE-like netlists that are
much easier to provide. Besides, the new optimization algorithm is combined with
the hierarchical sizing and biasing methodology [8].

In summary, the advantages of the system-level to circuit-level co-simulation
and optimization approach can be summarized as follows:

1. Proposing a very fast sizing and biasing engine to implement the analog IPs.
2. Achieving an automation sizing and biasing based on circuit performances.
3. Presenting a transient simulation scheme to allow the simulation of system-level

non-conservative ideal models along with conservative non-ideal circuit-level
netlists.
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4. Basing only on the C/C++ language, our approach can be used both in
high-level modeling (SystemC-AMS) and low-level design (SPICE, optimiza-
tion engine).

The chapter is organized as follows. Section 4.2 describes the co-simulation and
optimization platform architecture by introducing the AMS extensions of SystemC
and the hierarchical sizing and biasing procedure that are part of the platform.
Section 4.3 gives a detailed explanation of the optimization engine. The implantable
telemetry system is selected as the case study and shown in Sect. 4.4. The simu-
lation cycle in co-simulation environment is introduced in Sect. 4.5. The simulation
results of the circuit in different model are reported in Sect. 4.6. Section 4.7 con-
cludes the demonstrated work.

4.2 Platform Architecture

Figure 4.1 represents the proposed platform architecture to link system models to
nonlinear circuit. This platform is composed of a bottom-up design path as well as a
top-down simulation path.

1. The bottom-up design path consists of the following:

• A SPICE simulator © is used for sizing purpose.
• The sizing simulator is controlled by the circuit sizing and biasing procedure

Ⓐ.
• An optimizer Ⓖ is called during the end_of_elaboration phase of a TDF

moduleⒺ, defined by the SystemC standard.
• The optimizer takes the circuit specifications as input parameters, calls the

sizing and biasing procedure, and compares the circuit performances with
specifications at each optimization iteration.

• The whole design procedure provides an optimized, sized circuit to be used
in the following top-down simulation.

2. The top-down simulation path consists of the following:

• The testbench B1 instantiates the SystemC-AMS models, generates the
stimuli, and monitors the simulation results.

• The instantiation of TDF models Ⓕ.
• The circuit simulator control engineⒷ is called by the processing phase of a

TDF module and applies the stimuli to the circuit netlist.
• A SPICE simulator is used for analyzing the complete circuit netlist

behavior.
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As shown in Fig. 4.1, the system to circuit interface B3 consists of two main
parts: the circuit sizing and biasing procedure Ⓐ and the circuit simulator control
engine Ⓑ.

A complete system can be described using only the AMS extension of SystemC
with some parts described in SPICE netlists. The proposed platform is capable to
simulate the whole system with different levels of abstraction. Along with it, the
circuit-level non-idealities propagate from upward and affect the system-level ideal
behavior.

4.2.1 SystemC-AMS (Analog and Mixed-Signal System
Design)

SystemC-AMS [1, 9] provides a framework for functional modeling [10], inte-
gration validation, and virtual prototyping [11] of embedded analog and mixed-
signal systems. SystemC-AMS has three different models of computation: TDF,
linear signal flow (LSF), and electrical linear networks (ELN).

Unlike the TDF modeling style, the LSF and ELN modeling styles can only be
composed from their own linear primitives. Therefore, in the proposed approach,
the TDF model of computation is selected. TDF is a discrete-time modeling style,
which considers data as signals sampled in time. These signals are tagged at discrete

Fig. 4.1 Proposed modeling, design, optimization, and co-simulation platform architecture
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points in time and carry discrete or continuous values, such as voltages. Besides,
TDF can be used with great efficiency to model complex non-conservative
behaviors at system, functional, and macromodel level. Figure 4.2 shows the
principle of the TDF modeling. The basic entities found in the TDF model of
computation are as follows: the TDF modules, the TDF ports, and the TDF signals.
The set of connected TDF modules form a directed graph, called a TDF cluster as
defined below:

• TDF modules are the vertices of the graph.
• TDF signals correspond to its arcs.

Each TDF module involved in the cluster contains a specific C++ member
function, named processing(), that computes a value at each time step.

If enough data samples are available at its input ports, depending on the involved
port rates, the samples computed by a TDF module are written to the related output
ports and describe continuous-time behaviors.

4.2.2 CHAMS Sizing and Biasing Engine

CHAMS [8, 12, 13] is a tool that provides assistance to the designer for the design
of analog firm IP [14, 15]. It allows to generate the analog IP sizing and biasing
procedure. It consists of the following three parts: sizing and biasing operators,
graph representation, and simulator encapsulation.

4.2.2.1 Sizing and Biasing Operators and Graph Representation

To size and bias a reference transistor, a bipartite directed acyclic graph (DAG) is
associated with it. The bipartite graph [16] for the sizing and biasing of the
diode-connected transistor using operator OPVGDðVEGÞ is shown in Fig. 4.3b.
A set of input parameters are defined for the diode-connected transistor. The sizing
and biasing operator OPVGDðVEGÞ is then called to compute the set of output
parameters.

4.2.2.2 Simulator Encapsulation

Sizing and biasing operators use a specific simulator encapsulation that allows to
interface with industrial design kits to ensure very accurate computed results. The
simulator encapsulation is illustrated in Fig. 4.4. At the bottom is an electrical
netlist that specifies the suitable technology and contains only 2 transistors: one
PMOS and one NMOS, entirely sizable and biasable through simulator interactive
commands. It is loaded by the electrical simulator launched in interactive mode.
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Three types of interactive commands are evaluated: set, get, and run. The first one
allows to set all transistor known parameters (sizes and biases) inside the simulator.
The second one enables to get all currents, voltages, and small-signal parameters
computed by the simulator. After a set command, a simulation must be run using

Fig. 4.2 A basic TDF model with 3 TDF modules and 2 TDF signals

(a) (b)

Fig. 4.3 a NMOS reference transistor. b Graph representing the input parameters and output
parameters of the operator OPVGD

Fig. 4.4 CHAMS sizing
engine: electrical simulator
encapsulation within sizing
and biasing operators
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run command, in order to compute the DC operating point of the transistor. An API
is developed using expect library [17] to automate set, get, and run commands
execution using simulator interactive mode. Sizing and biasing operators are
optimized to minimize the number of calls to the simulator, which can reach several
thousands during sizing.

4.3 Knowledge-Aware Simulation-Based Optimization
Method

Simulation-based synthesis encapsulating a simulator within an optimization loop is
presented in Fig. 4.5. Since the simulator is a verification tool, it starts with a set of
sizes and biases (vector V2). First, it computes small-signal parameters (vector V3)
by evaluating transistor models such as BSIM3v3 [18], BSIM4 [18], PSP [19], and
EKV [20]. Second, linear and nonlinear performances (vector V4) are evaluated
using a set of testbenches. We point that performance evaluation is performed by
the simulator, and performances are then compared with the specifications that are
specified by the designer.

Generally, the designer would like to use more meaningful design parameters
(vector V1) to design analog circuits. The mapping to sizes and biases (vector V2)

Fig. 4.5 Proposed loop for simulation-based synthesis with circuit optimization engine

4 Optimization and Co-simulation of an Implantable Telemetry … 89



becomes a laborious task that has to be repeated for each newly introduced circuit
topology. This step depends mainly on the designer expertise and the complexity of
circuit topology. Today, this step is not yet formalized; therefore, an automation
gap is identified in the analog design flow, as illustrated in Fig. 4.5. This use of a
formal representation favors the increase of analog design reuse, hence the reduc-
tion in design time. The automation gap is filled by generating design procedures
using the hierarchical sizing and biasing methodology, already presented in the
previous section.

Another major point is the performance evaluation. In general, performances are
classified into 3 categories: linear, weakly nonlinear, and strongly nonlinear. Linear
and weakly nonlinear performances may be easily modeled using mature symbolic
analysis techniques [21, 22]. Strongly, nonlinear performances may be modeled
using various techniques such as model-order reduction [23], support vector
machines [24], and many others. In [8], we assumed that performance equations
were mainly provided by the designer. Therefore, in this work, we propose to use
the testbenches for circuit performance evaluation. Besides, we propose a very
practical optimization method that is more adapted to the graph presentation as
expected in [25].

The architecture of the optimizer is depicted as follows. The optimization
variables comprise the set of design parameters chosen by the designer from vector
V1. In order to break the curse of dimensionality, a partitioning scheme is selected
where the n variables are partitioned into n/p groups of p variables each. Several
variable groups are formed, and each group is globally optimized using a
PEANO-like path exploration. During this global exploration, the best points are
retained. Then, each point is used to start a local search by defining an initial
simplex from this starting point and propagating this simplex until a convergence
criterion is fulfilled. These schemes are explained in detail in the following sections.

4.3.1 Global Exploration: PEANO Trajectory

The trajectory used during the global search to compute the objective function was
invented by the Italian mathematician PEANO [26] to establish a one-to-one cor-
respondence between the number of points on a straight line and the number of
points inside a square. This piecewise linear trajectory changes only 1 variable per
step, helping optimization engine to converge faster since each point is taken as a
prediction for the next one, based on the following Taylor expansion:

f ðx1;next; x2; . . .Þ ¼ f ðx1;prev; x2; . . .Þ
þ df
dx1

� ðx1;next � x1;prevÞ
ð4:1Þ
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Figure 4.6 visualizes a PEANO trajectory for 3 variables (X, Y, Z). It is clear
from the figure that moving on the PEANO path makes only 1 step change in 1
variable at a time.

4.3.2 Global Exploration: p Variable Partitioning
of an n-Dimensional Design Space (p ≪ n)

In order to break the Curse of dimensionality described by Richard Bellman in [27],
a partitioning scheme for the n-dimensional space is proposed as follows: If we
have n variables’ optimization problem, we are interested in calculating the
objective function at N points of a PEANO trajectory for each variable. In this case,
the number of objective function evaluations NOBJ 1 without partitioning is as
follows:

NOBJ 1ðPEANO;N; nÞ ¼ Nn ð4:2Þ

Let us assume we make a partitioning by dividing randomly the n variables into
n/p groups of p variables each. We repeat the partitioning process until a score of
M is obtained for each variable. M is defined as the total number of times a given
variable appears in all groups. In this case, the number of objective function
evaluation NOBJ 2 with partitioning is

NOBJ2ðPEANO;N;M; n; pÞ ¼ M � n
p
� Np ð4:3Þ

Equations 4.2 and 4.3 indicate that the number of function evaluation provided
by the p variable splitting is greatly reduced.

Fig. 4.6 PEANO trajectory
for only 3 variables (X, Y, Z)
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4.3.3 Local Exploration: Nelder–Mead Simplex

The Nelder–Mead simplex algorithm is the most widely used direct search method
for solving the unconstrained optimization problem.

min f ðxÞ ð4:4Þ

where f ðxÞ is called the objective function. A simplex is a geometric figure in
n dimensions that is the convex hull of n + 1 vertices. We denote a simplex with
vertices x1; x2; . . .; xnþ1. The vertices satisfy the following relation:

f ðx1Þ� f ðx2Þ� � � � � f ðxnþ1Þ ð4:5Þ

where x1 refers as the best vertex, and xnþ1 refers as the worst vertex. We eliminate
the worst point of the simplex by using the four possible operations: reflection,
expansion, contraction, and shrink, which are well defined in [28, 29].

The purpose of the global search is to extract lowest possible value points of the
objective function to start the simplex search in a better area of interest. An initial
simplex [30] placed symmetrically over these variables is an intuitive and rea-
sonable choice.

4.3.4 The Cost Function

The objective function measures the deviation of the current solution with respect to
objectives to minimize and constraints to meet. In our proposed formulation, the
objective function is not a weighted function. It is the sum of two 2 types of
contributions: hard constraints and soft constraints. A hard constraint must be
satisfied to produce a feasible solution. A soft constraint has no guarantee to be
satisfied. It may be minimized as best as possible.

A hard constraint is put off through a Heaviside function HðXÞ whenever it is
exceeded, while a soft constraint is always active, as long as at least one hard
constraint is exceeded.

We define the expression for a hard constraint as follows:

Hard C ¼ ð1� HðspecðiÞ � speclimðiÞÞÞ �
specðiÞ � speclimðiÞ

speclimðiÞ
� �2

ð4:6Þ

HðXÞ ¼ 1 if X ≥ 0, and HðXÞ ¼ 0 if X < 0.
We define the expression for a soft constraint as follows:
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Soft C ¼ a � specðiÞ � speclimðiÞ
speclimðiÞ

� �2

with a ¼ 1
nhard

Xnhard
i¼1

HðspecðiÞ � speclimðiÞÞ
ð4:7Þ

The general expression for the objective function Fobj is as follows:

Fobj ¼ a �
Xnsoft
i¼1

specðiÞ � speclimðiÞ
speclimðiÞ

� �2

þ
Xnhard
i¼1

ð1� HðspecðiÞ � speclimðiÞÞ �
specðiÞ � speclimðiÞ

speclimðiÞ
� �2

" # ð4:8Þ

Note: The spec represents the performance extracted from SPICE simulator,
while speclim is the target specification.

nsoft is the number of soft constraints, while nhard is the number of hard con-
straints. The objective function is a summation of squared terms; therefore, its value
is minimized when the specification spec reaches its target speclim at Fobj ¼ 0.

4.4 Case Study: Implantable Telemetry System

Recently, methodologies for energy harvesting received extensive attention in the
research community and gained significant momentum. Especially, in the case of
small animal subjects, rats and mouses in particular, the coupling inductive of RF
energy has become the primary method to transmit energy to the implantable
telemetry system. However, the level of available internal energy varies by several
orders of magnitude at the receiving side because of the subject’s movement.
Implication is that some form of AC/DC regulation is required for implantable
telemetry systems [31].

The case study selected is an analogue IC of an implantable telemetry system. It
is a RF-based CMOS voltage regulator for electromagnetic (EM) energy harvesting,
which consists of a rectifier/charge pump, a folded-cascode amplifier, and a
bandgap voltage reference sub-circuit, as shown in Fig. 4.7.

As the input RF power from the receiver is limited and constantly changing as
the receiver moves, it requires the rectifier to be power efficient and the regulated
supply to be stable when the given power supply changes. Consequently, it is
important to design an efficient implantable voltage regulator that also consumes a
minimal amount of energy for its own operation while providing continuous power
to the load.

For a wireless power transmission system, the RF power to DC power con-
version is realized in a rectifier. The generated steady DC voltage level depends on
input RF signal.
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The regulation feedback loop is formed by the folded-cascode amplifier, the
PMOS driver M0 and the voltage divider R1 and R2 network, which sets the ratio
between Vpwr and Vref voltages as

Vpwr ¼ 1þ R1

R2

� �
� Vref ð4:9Þ

High DC gain in folded-cascode amplifier helps to suppress the difference
between the Vref and the feedback voltage.

There are two main purposes to present this circuit:

1. Design: two blocks, bandgap voltage reference, and folded-cascode amplifier
are extremely important in order to guarantee the feedback system to work as
expected. Hence, we use the optimization engine to design and verify each
blocks by meeting their specifications.

2. Simulation: we want to show our proposed platform can be used to co-simulate
and verify a complete system that contains a feedback loop by propagating
circuit non-idealities to system performances.

4.4.1 Design Process and Model Evolution

Figure 4.8 presents the design process and model evolution of the voltage regulator.
It is a top-down structure and can be done in 3 steps:

• Step 1: Demonstrating the SystemC-AMS modeling environment, a set of TDF
modules (rectifier, PMOS, bandgap voltage reference, folded-cascode
amplifier) are organized to build the voltage regulator. Each module is

Fig. 4.7 Block diagram of energy-harvesting front-end circuit showing the inductors,
rectifier/charge pump, and closed-loop regulation with folded-cascode amplifier (OP in the figure)
and bandgap voltage reference (BG in the figure)
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integrated in a separate file. As shown in Fig. 4.8, the model contains a loop;
therefore, a mandatory port delay assignment with delay value 1 (D: 1) has been
performed on the output port of PMOS. This assignment allows the
folded-cascode amplifier + PMOS loop to adjust the output signals Vpwr and
keep it constant. The impact of the insertion of one delay can be neglected as a
result of the sampling frequency is very high (500 MHz).

• Step 2: Establish a SystemC-AMS, Eldo co-simulation environment. Firstly, we
optimize the folded-cascode amplifier by meeting their specifications. And then,
we replace the ideal folded-cascode amplifier and PMOS model with circuit
netlist and keep the rectifier and bandgap voltage reference as ideal model. At
last, with the co-simulation platform, we simulate the whole system and prop-
agate the nonlinearities of the folded-cascode amplifier at system level.

• Step 3: Optimize the bandgap voltage reference circuit and replace Rectifier
and Bandgap voltage reference model with circuit netlist. Since all the blocs
are in circuit netlist, the simulation can be done directly with Eldo.

Fig. 4.8 Synthesis flow of the voltage regulator, it is based on design concept, model evolution,
optimization, combination, and co-simulation

4 Optimization and Co-simulation of an Implantable Telemetry … 95



4.4.2 Folded-Cascode Amplifier

The high DC gain of the operational amplifier can be achieved by using a
single-stage folded-cascode structure. The diagram of folded-cascode amplifier is
shown in Fig. 4.9. It contains two parts: folded-cascode amplifier and its bias circuit.
Biasing voltages, V2, V3 and V4 need to be carefully calculated to ensure that the
associated devices operate in the saturation region over the load variation. They are
generated by the bias circuit which is associated with the left part of Fig. 4.9.

The sizing procedure of the whole folded-cascode amplifier circuit can be sep-
arated into two parts:

1. Firstly, we apply the optimizer engine to optimize the folded-cascode amplifier.
2. Secondly, with the desired biasing voltage (V2, V3 and V4), we size the bias

circuit to meet these biasing voltages.

Instead of optimizing the whole circuit, we optimize the core part of the circuit
and size the remain part using the sizing and biasing procedure without optimi-
zation. Such kind of optimization procedure can dramatically reduce the optimi-
zation complexity by decreasing the number of variables.

The sizing and biasing procedure of the folded-cascode amplifier is shown in
Fig. 4.10 for a 130-nm process (sizing procedure of the bias circuit is shown in
Fig. 4.11). It is a bipartite graph [13] that contains the designer’s knowledge to size
and bias the amplifier. The folded-cascode amplifier is composed of five devices:
D1, D2, D3, D4, D5 and a transistor Mb. The designer’s knowledge is represented by

Fig. 4.9 Schematic diagram of the folded-cascode amplifier
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Pin set of input parameters (at the top of the graph). Parameters in Pin (see in
Tables 4.3 and 4.4, these present fixed variables and optimized variables, respec-
tively) are spread in the graph and used by the sizing and biasing operators to
compute unknown sizes and biases. Rectangle nodes named “eq” represent
designer’s defined equations, and an example of equation is given with eq3:
IBias D2 ¼ IBias 1 þ IBias 2, (IBias 1 and IBias 2 are given from input parameters, and the
result IBias D2 is passed to device D2). The resulting output parameters Pout are
listed in Table 4.5. The bipartite graph is a sequence of sizing and biasing operators,
and it is evaluated from top to bottom to get the sizes and biases of all transistors.

Figure 4.11 shows the bipartite graph of the bias circuit of the folded-cascode
amplifier. The input parameters of the bias circuit are related to the output
parameters of the folded-cascode amplifier. In other words, the whole design pro-
cedure can be seen as a hierarchical sizing and biasing method.

We want a high gain to avoid any discrepancy in the DC input voltage on
positive and negative terminals of the amplifier. Table 4.1 gives the specifications to
be met and displays the optimized performances. The global search boundaries for
optimizing folded-cascode amplifier are shown in Table 4.2, and nine variables are
optimized: 3 lengths (LM1a, LM3a, and LM4a); 4 overdrive voltages (VEG;M4a,
VEG;M3a, VEG;M2a, and VEG;M1a); 2 currents (IBIAS 1 and IBIAS 2). The search boundary
for each variable has been selected arbitrarily.

Fig. 4.10 The bipartite graph (i.e., the design procedure) associated with the folded-cascode
amplifier. Sizing and biasing operators are part of the bipartite graph
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Fig. 4.11 The bipartite graph (i.e., the design procedure) associated with the bias circuit of the
folded-cascode amplifier

Table 4.1 Specifications for folded-cascode amplifier circuit in 130-nm technology

Specification Requirement Constraint type Performances

Gain ≥75 dB Hard 75.2 dB

Unity-gain frequency ≥1 MHz Hard 1.421 MHz

Phase margin ≥80° Hard 87.9°

Power (10 kΩ load) ≤10 μW Soft 10.5 μW

Table 4.2 Global search boundaries for optimizing folded-cascode amplifier

Parameter Boundaries values Parameter Boundaries values

LM1a (μm) 0:5� LM1a � 3 LM3a (μm) 0:5� LM3a � 3

LM4a (μm) 0:5� LM4a � 3 IBIAS1 (μA) 2:0� IBIAS1 � 5:0

IBIAS2 (μA) 2:0� IBIAS2 � 5:0 VEG;M1a (V) 0:06�VEG;M1a � 0:15

VEG;M2a(V) 0:06�VEG;M2a � 0:15 VEG;M3a (V) 0:06�VEG;M3a � 0:15

VEG;M4a(V) 0:06�VEG;M4a � 0:15
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Figure 4.12 illustrates the AC simulation results from optimized circuit. The DC
gain is equal to 75.2 dB, phase margin is equal to 87.9°, the transition frequency is
1.421 MHz, and the power consummation is about 10.5 μW with a 10 kΩ loaded
resistor. The load capacitance is set to 50 pF.

Table 4.3 Input parameters (Pin) of the folded-cascode amplifier (fixed variables)

Parameter Value Parameter Value Parameter Value

VDD (V) 1.2 VD;M5a (V) 0.3 LMb (μm) 1.0

VSS (V) 0.0 VD;M4a (V) 0.6 VEG;Mb (V) 0.10

VREF (V) 0.585 VS;M3a (V) 0.9 K2 ¼ LM2a=L2 5

K1 ¼ LM5a=L3 5

Table 4.4 Input parameters (Pin) of the folded-cascode amplifier (optimized variables)

Parameter Value Parameter Value Parameter Value

LM1a (μm) 0.655 LM3a (μm) 0.595 VEG;M2a (V) 0.0766

LM4a (μm) 0.880 IBIAS1 (μA) 2.071 VEG;M3a (V) 0.0695

IBIAS 2 (μA) 2.198 VEG;M1a (V) 0.0812 VEG;M4a (V) 0.0545

Table 4.5 Computed width for the folded-cascode amplifier (Pout)

Transistor Width Transistor Width Transistor Width

WD1 (μm) 1.325 WD4 (μm) 4.785 WD3 (μm) 3.730

WD2 (μm) 38.380 WD5 (μm) 5.855 WMb (μm) 1.405

100 101 102 103 104 105 106 107 108 109 1010
−100

−50

0

50

100

X: 1.413e+06
Y: 0.00952

100 101 102 103 104 105 106 107 108 109 1010
−400

−300

−200

−100

0

X: 1.413e+06
Y: −92.03

Fig. 4.12 Simulated gain and phase margin of the folded-cascode amplifier
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4.4.3 Bandgap Voltage Reference Circuit

A key target for an integrated voltage reference is to provide adequate temperature
stability and high rejection to power supply variations. These features are typically
achieved by using a bandgap-based reference.

In this section, we will present a low-voltage low-power temperature-insensitive
voltage reference. The schematic diagram of the circuit is presented in Fig. 4.13. To
be more specific, an amplifier implements the weighted sum between a comple-
mentary to absolute temperature (CTAT) voltage (generated by means of a
forward-biased diode) and a proportional to absolute temperature (PTAT) voltage.
In the CMOS 0.13 μm process, with this implementation, it is possible to work with
power supply voltage as low as 1.0 V. The bandgap voltage reference circuit
consists of a single-ended two-stage amplifier, which is detailed in the next
sub-section. The optimization of the bandgap voltage reference circuit is done in 2
steps:

1. The first step consists in optimizing the single-ended two-stage amplifier by
meeting some specifications.

2. The second step aims at optimizing the bandgap voltage reference circuit
structure using the previously optimized amplifier, by sizing the remaining
bandgap voltage reference circuit transistors.

4.4.3.1 Single-Ended Two-Stage Amplifier

A single-ended two-stage amplifier is used inside the bandgap voltage reference
circuit, as shown in Fig. 4.14. As the emitter–base voltage of Q1 varies from 0.5 to
0.8 V over the full temperature range, an NMOS input differential pair is used in
input stage of the amplifier.

Fig. 4.13 Schematic diagram
of bandgap voltage/current
reference circuit that consists
of PTAT core, Vref generator,
Iref generator, and a biasing
voltage generator
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We use the same methodology presented in Sect. 4.4.2 to optimize this amplifier.
With a 50-pF load capacitance, optimization results show that the DC gain is
67.8 dB, phase margin 75.5° with the transition frequency of 2.518 MHz.
Figure 4.15 presents the AC simulation results.

4.4.3.2 Temperature Independent of Bandgap Voltage Reference
Circuit

In the analysis of bandgap voltage reference circuit, shown in Fig. 4.13, assuming
for simplicity that (M1–M2–M3), (M4–M5–M6) are identical pairs, where I1 ¼ I2,
yielding the same behavior for IBIAS 1, we note that the transistor M7 works in the
saturation region. The current IBIAS 1 therefore equals

Fig. 4.14 Schematic diagram of the single-ended two-stage amplifier
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Fig. 4.15 Simulated gain and phase margin of the two-stage amplifier in the PTAT circuit
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IBIAS 1 ¼ ISD ¼ 1
2
lpCox

W7

L7
ðVSG � jVTPjÞ2 ð4:10Þ

we get

Vref ¼ VSG ¼ jVTPj þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2ISD

lpCox
W7
L7

s
ð4:11Þ

Note: jVTPj is the PMOS threshold voltage, lp is the carrier mobility, Cox is the
unit gate oxide capacitance, ISD is the bias current, and ðW=LÞ is the gate width to
length ratio. Therefore, a temperature-independent voltage/current reference is
required.

In this equation, the ISD and lp are two parameters related to the temperature and
hence:

@Vref

@T
¼ @jVTPj

@T
þ
@
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r
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þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1

2 CoxlpISD
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L7

s
� @ISD
@T

�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ISD
2 Coxl3p

W7
L7

s
� @lp
@T

ð4:12Þ

For a bipolar device, we can write IC ¼ IS expðVBE=VTÞ, where VT ¼ kT=q,
thus:

I2 ¼ DVEB

RC
¼ VBE2 � VBE1

RC

¼ VT ln IC2
IS2

� VT ln IC1
IS1

RC
¼ VT ln N

RC
¼ KT

qRC
lnN

ð4:13Þ

Now, returning to Eq. 4.11 and including @ISD=@T , we have

@Vref

@T
¼ @jVTPj

@T
þ 1
gm7

K lnN
qRC

�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ISD
2 Coxl3p

W7
L7

s
� @lp
@T

ð4:14Þ

To get a temperature-independent voltage, it should have a positive temperature
coefficient as well as a negative temperature coefficient. The above analysis helps to
select the global search boundaries for optimizing bandgap voltage reference cir-
cuit, as shown in Table 4.6, and five variables are optimized: IBIAS 1, N, RC, L, and
VM7;VS.

We choose the specifications of the bandgap voltage reference circuit. Firstly, we
expect the reference voltage is restricted to a very narrow range between 0.57 and
0.61 V. Secondly, the variation of Vref with temperature (between 0 and 100 °C) in
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typical mode and corner mode should be less than 0.5 and 1.5 mV, respectively.
Thirdly, as we design a low-power circuit, the power dissipation should be less than
10 mW with a 10 kΩ load. Table 4.7 gives the all the specifications to be met.

The sizing and biasing procedure of the bandgap voltage reference circuit is
presented in Fig. 4.16, note that the input parameters IBIAS 2 and VM6b;VS are
inherited from the sizing and biasing procedure of the folded-cascode amplifier,
which are equal to IMb;BIAS and VMb;VG

, respectively. The computed width values for
the bandgap voltage reference circuit are listed in Table 4.10.

4.4.3.3 Simulation Results of the Bandgap Voltage Reference Circuit

The optimization is performed using 3 SPICE netlists to simulate each of the corner
cases for the 130-nm technology. In our bandgap voltage reference circuit, we have 3

Table 4.6 Global search boundaries for optimizing bandgap voltage reference circuit

Parameter Boundaries values Parameter Boundaries values

L (μm) 0:5� L� 3 N 6�N � 15

RC (kX) 10�RC � 50 VM7;VS (V) 0:5�VM7;VS � 0:7

IBIAS (μA) 1� IBIAS � 4

Table 4.7 Specifications for bandgap voltage reference circuit in 130-nm technology

Specification Mode Performances Constraint type

Vmax of Vref Typical ≥0.57 (V) Hard

Vmin of Vref Typical ≤0.61 (V) Hard

DVref Typical ≤0.0005 (V) Hard

DVref Corner ≤0.0015 (V) Hard

Power (10 kX load) Typical ≤10 (μW) Soft

Table 4.8 Input parameters (Pin) of the bandgap voltage reference circuit (fixed variable)

Parameter Value Parameter Value Parameter Value

IBIAS 2 (μA) 4.15 VSS (V) 0.0 VM6b;VS (V) 0.46

VM6;VEG (V) −0.12 VDD (V) 1.0 K ¼ LM8;M9=L 5

VM6b;VEG (V) −0.12 VM3;VEG (V) −0.12

Table 4.9 Input parameters (Pin) of the bandgap voltage reference circuit (optimized variable)

Parameter Value Parameter Value Parameter Value

L (μm) 0.325 N 9 IBIAS1 (μA) 1.2198

RC (Ω) 26,610 VM7;VS (V) 0.5137
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Fig. 4.16 The bipartite graph (i.e., the design procedure) associated with the bandgap voltage
reference circuit. Sizing and biasing operators are part of the bipartite graph. Input parameters pin
(see Tables 4.8 and 4.9) are on the top of the graph

Table 4.10 Computed width for the bandgap voltage reference circuit (Pout)

Transistor Width Transistor Width Transistor Width

WM3 (μm) 0.525 WM6 (μm) 0.525 WM6b (μm) 1.695

WM7 (μm) 3.235 WM8 (μm) 32.055 WM3b (μm) 0.230

WM9 (μm) 0.320
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types of components:N-type transistor (typical, slow, fast), P-type transistor (typical,
slow, fast), and bipolar (typical, bmin, bmax), respectively. Therefore, we chose the
SPICE netlists to simulate the corners of these components as follows: the first netlist
for (typical, typical, typical), the second one for (fast, fast, bmax), and the third one
for (slow, slow, bmin). We use SPICE netlist to load specific corners, in order to
optimize the circuit process deviation. Actually, there are 27 (33) combination of the
corner netlist. Here, we keep only three cases, all typical, all slow and all fast.

Figure 4.17a–c represents, respectively, a SPICE DC temperature sweep simu-
lation from 0 to 100 °C. Figure 4.17a represents 3 curves corresponding to 3 sets of
parameters (typical, bmin, bmax) for bipolar, while the P-type transistor and N-type
transistor are set to the typical case. Figure 4.17b represents 3 curves corresponding to
3 sets of parameters (typical, bmin, bmax) for bipolar, while the P-type transistor and
N-type transistor are set to the slow case. Figure 4.17c represents 3 curves corre-
sponding to 3 sets of parameters (typical, bmin, bmax) for bipolar, while the P-type
transistor and N-type transistor are set to the fast case. This combination is generated
to further verify the electrical behavior of the bandgap voltage reference circuit.

The simulated curves of Vref versus temperature show that in condition of
NMOS/PMOS corners are typical, there is a very clear compensation, and the
lowest reference voltage point is around 65 °C. In condition of NMOS/PMOS
corners are fast, the compensation phenomenon is less obvious. In condition of
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Fig. 4.17 Reference voltage versus temperature: a 3 extreme sets of bipolar parameters (typical
for NMOS and PMOS). b 3 extreme sets of bipolar parameters (slow for NMOS and PMOS). c 3
extreme sets of bipolar parameters (fast for NMOS and PMOS)
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NOMS/PMOS corners are slow, there is no compensation phenomenon, but the
voltage variation from 0 to 100 °C is still less than 1.5 mv.

The variation of the reference voltage curve when VDD changes from 0.5 to
1.9 V at 37 °C is shown in Fig. 4.18. The inserted plot shows the zoom-in view for
VDD between 1 and 1.5 V, which confirmed the circuit can work as low as 1 V.

4.5 Simulation Cycle in Co-simulation Environment

In this section, we explain in detail the simulation cycle in SystemC-AMS, Eldo
co-simulation environment, which refers to step 2 in Fig. 4.8. As shown in
Fig. 4.19a, the co-simulation interface is related to the TDF module with circuit
netlist. It involves three member functions: end_of_elaboration(), initialize(), and
processing(). The end_of_elaboration() function calls the optimization engine,
which invokes the design procedure at each optimization iteration, and the design
procedure computes sizes and biases parameters (W , VG etc.) from the design
parameters such as VEG, ID, and L. The initialize() function sets these sizes and
biases variables to circuit netlist. The signal processing function processing(),
where the circuit netlist into the SPICE simulator is loaded, performs circuit-level
transient simulation.

Note that in the member functions end_of_elaboration() and processing(), call
two different simulators, named sizing simulator and analysis simulator. Both of
them encapsulate an electrical simulator, mentioned in Sect. 4.2.2.2. The only
difference between sizing simulator and analysis simulator is the transistor netlist
loaded by the electrical simulator. The sizing simulator contains only two transis-
tors: one PMOS and one NMOS, while the analysis simulator includes the complete
circuit netlist.

To further describe the integration methodology, a flowchart is represented in the
Fig. 4.19b, which introduces the algorithm to implement the design process and
co-simulation in the standard simulation cycle of SystemC-AMS. In this algorithm,
each step is defined by a number that corresponds to either a TDF module (①) or a
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Fig. 4.18 The reference
voltage dependence over VDD

(Typical, temperature = 37 °C)
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(a)

(b)

Fig. 4.19 a SystemC-AMS, Eldo co-simulation environment. b Algorithm that permits to realize
circuit sizing interface from system level to circuit level
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function call (②–⑫) shown in Fig. 4.19a. The number of each step is the same for
Fig. 4.19a and b.

This algorithm can be divided into two parts, which are system design and
system simulation, respectively:

1. The system design part corresponds to the sizing and biasing of the circuit within
the complete system-level description, and it is the bottom-up design part in
Fig. 4.1.

• In step ②, it defines all the required parameters used for circuit design
procedure, such as the configuration of the optimizer, the specifications of
the circuit. The sizing and biasing procedure is executed by using a sizing
simulator (Ⓒ in Fig. 4.1).

• In case of performing optimization, an optimizer is called in step ③, just
before calling the sizing and biasing procedure.

• In step ④, the optimizer invokes the sizing and biasing procedure, which is
presented by a graph as shown in Sect. 4.2.2.1.

• In step ⑤, the sizing simulator loads the suitable electrical netlist
NMOS/PMOS. Both transistors refer to a transistor compact model, entirely
sizable and biasable through simulator interactive commands.

• At each iteration of the optimization, the sizing simulator computes the sizes
and bias values based on different design parameters.

• The optimizer is closed in case the specifications are successfully met.
• At the end of the optimization loop, the optimized sizes and bias values will

be restored and transmitted in step ⑨.
• This sizing simulator is closed before the starting step ⑩.

2. From step ⑩, until the end of execution, the steps correspond to the system
simulation include the circuit-level propagation. It is the top-down simulation
path in Fig. 4.1.

• In steps⑩,⑪, and⑫, at each time step, the signal interface passes the input
samples and evaluates the simulated output samples. These steps are exe-
cuted until the last input sample is processed.

• At the first execution of step ⑩, an analysis simulator (Ⓓ in Fig. 4.1) is
opened, it calls the complete circuit netlist at the step ⑫, and it is closed at
the end of the system simulation.

• During the simulation, a loading and registration of the state of the circuit are
performed, respectively, before and after step ⑫ at each time step. These
two operations refer to the initial condition of the circuit transient simulation
(see Sect. 4.5.1 for more details).
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4.5.1 Transient Analysis Method

The TDF model of computation is not conservative, and it considers values that are
discrete in time and value. However, we aim at performing conservative nonlinear
simulations for the components described in SPICE netlist. To be able to handle
such problem, we convert the TDF input signal shown in Fig. 4.20a to the piece-
wise linear version shown in Fig. 4.20b. This conversion will be considered as the
stimuli signal during SPICE simulation.

The pulse width is set to the sampling period, and a transient analysis is per-
formed during each period. At the beginning of the transient analysis, the voltages
at nodes 1, 2, 3, 4, and 5 (The five nodes connect to all the small-signal capaci-
tances in the circuit.) marked in Fig. 4.14 are, respectively, set to previous state-
ment. At the end of current simulation, the value of each node is retrieved and used
as the initial conditions for the simulation of the next time step.

[Input TDF signal] [Transient simulation]
To construct a piecewise linear signal and perform the transient simulation from

tn to tnþ1, we should firstly know both the sample value Vn and Vnþ1. Then, we
consider the previous statement as the initial condition of this period. Finally, with
the command :TRAN tn dt uic in SPICE netlist, it activates the transient anal-
ysis. Note that dt is the sampling period, Eldo automatically initializes all the node
voltages itself as well as the option uic included in a .TRAN command.

Using the above approach, the unified platform for mixed-signal system design
can mix non-conservative system-level behavior with conservative nonlinear circuit
simulation.

4.6 Simulation Results

System responses against model responses for two different tests are given in
Figs. 4.21 and 4.22. For testing the functionalities of this feedback system, we keep
the most two sensitive blocs (PMOS, folded-cascode amplifier) in circuit netlist and
model the others modules in SystemC-AMS (bandgap voltage reference circuit,
rectifier), as shown in Fig. 4.8.

(a) (b)

Fig. 4.20 a TDF signal with sampled values. b Transient simulation with a set of pulsewise linear
signals
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Figure 4.21 shows the transient waveform of the regulated voltage when the
output load switches between 250 Ω and 10 kΩ. The line transient response is
measured in condition of the Vreg is equal to 1.5 V. The difference between the
voltage levels at the two stable states is equal to 6.2 mV. We notice that when the
output load decreases form 10 kΩ to 250 Ω, there is an oscillation at the beginning
before getting stable. This indicates that there might be stability issues in this
configuration.

Figure 4.22 shows the transient waveform of the regulated voltage when the
input voltage Vreg switches from 1.2 to 1.7 V within 250 ns. This line transient
response is measured for load condition (5 kΩ, we choose the mean value between
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Fig. 4.21 SystemC-AMS, Eldo co-simulation results, and output voltage waveform (Vpwr) when
the load changes from 10 kΩ to 250 Ω
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Fig. 4.22 SystemC-AMS, Eldo co-simulation results, and output voltage waveform (Vpwr) when
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110 Y. Li et al.



10 kΩ and 250 Ω, the load capacitance is set to 50 pF). The zoom part of the
simulation confirms that it takes about 0.5 μs to settle within 1 % of its final value.
The difference between the voltage levels at the two stable states is equal to 3.5 mV.

Another simulation is shown in Fig. 4.23. It presents the simulation result of
step 3 in Fig. 4.8, where the whole circuit netlist is simulated only in Eldo. To
compare with the co-simulation environment as shown in Fig. 4.22, we applied the
same configuration to simulate the whole circuit. We notice that it takes 0.8 μs to
settle within 1 % of its final value. The difference between the voltage levels at the
two stable states is equal to 1 mV. Besides, the transient response of Vref indicates
the optimized bandgap voltage reference circuit generates a very stable reference
voltage for the regulator circuit.

All of the results can be seen in two aspects. Firstly, we propagate the circuit
non-idealities and performances from circuit level to system level by using our
platform. Secondly, the proposed platform works well in a feedback system, where
the feedback loop is applied by introducing a delay. These observations demon-
strate the effectiveness and reliability of our proposed modeling, design, optimi-
zation, and co-simulation methodology.

4.7 Conclusion

We present a platform for modeling, design, optimization, and co-simulation of
mixed-signal systems. It is based on C/C++ language which can be used with
SystemC-AMS. In this platform, an optimization engine is introduced for
simulation-based hierarchical sizing and biasing using CHAMS. This optimization
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Fig. 4.23 Eldo simulation results, output voltage (Vpwr), and reference voltage waveform (Vref )
when the input voltage switches from 1.2 to 1.7 V

4 Optimization and Co-simulation of an Implantable Telemetry … 111



engine meets both linear and nonlinear specifications. It is a fast design exploration of
analog firm IP, where global exploration following the PEANO curves and Nelder–
Mead simplex optimization is performed to realize local exploration.

The co-simulation principles make it possible to link circuit performances to
system models, perform conservative nonlinear transient simulation for TDF model
of computation, and enable feedback of non-functional properties in the functions
models. The proposed approach is used to design and verify an implantable
telemetry system. The simulation results prove the efficiency and correctness of our
platform.

We foresee that the environment SystemC-AMS will be a common industry
platform for modeling, design, optimization, and verification of mixed-signal sys-
tems. Compiling of the different level of abstractions to reach this goal, researchers
should focus on the design aspects of the mixed-signal systems in SystemC-AMS.
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