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Preface

Computational intelligence has been an astounding success in the engineering
domain, particularly in electronic design. Over the last two decades, improved
techniques have raised the productivity of designers to a remarkable degree. Indeed,
in the areas of digital, analog, radio-frequency, and mixed-signal engineering, there
is a focused effort on trying to automate all levels of the design flow of electronic
circuits, a field where it was long assumed that progress demanded a skilled
designer’s expertise. Thus, new computational-based modeling, synthesis and
design methodologies, and applications of optimization algorithms have been
proposed for assisting the designer’s task.

This book offers the reader a collection of recent advances in computational
intelligence—algorithms, design methodologies, and synthesis techniques—applied
to the design of integrated circuits and systems. It highlights new biasing and sizing
approaches and optimization techniques and their application to the design of
high-performance digital, VLSI, radio-frequency, and mixed-signal circuits and
systems.

As editors, we invited experts from related design disciplines to contribute
overviews of their particular fields, and we grouped these into the following:

• Volume 1, “Computational Intelligence in Analog and Mixed-Signal (AMS) and
Radio-Frequency (RF) Circuit Design,” contains 17 chapters, divided into two
parts: “Analog and Mixed-Signal Applications” (Chaps. 1–8) and “Radio-
Frequency Design” (Chaps. 9–17).

• Volume 2, “Computational Intelligence in Digital and Network Designs and
Applications,” contains 12 chapters, divided into three parts: “Digital Circuit
Design” (Chaps. 1–6), “Network Optimization” (Chaps. 7–8), and “Applications”
(Chaps. 9–12).

Here, we present detailed descriptions of the chapters in both volumes.
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Volume 1—Computational Intelligence in Analog and Mixed-Signal (AMS)
and Radio-Frequency (RF) Circuit Design

Part I—Analog and Mixed-Signal Applications

Chapter 1, “I-Flows: A Novel Approach to Computational Intelligence for Analog
Circuit Design Automation Through Symbolic Data Mining and Knowledge-
Intensive Reasoning,” was written by Fanshu Jiao, Sergio Montano, Cristian Ferent,
and Alex Doboli. It presents an overview of the authors’ ongoing work toward
devising a new approach to analog circuit synthesis. The approach computationally
implements some of the facets of knowledge-intensive reasoning that humans
perform when tackling new design problems. This is achieved through a synthesis
flow that mimics reasoning using a domain-specific knowledge structure with two
components: an associative part and a causal reasoning part. The associative part
groups known circuit schematics into abstractions based on the similarities and
differences of their structural features. The causal reasoning component includes the
starting ideas as well as the design sequences that create the existing circuits.

Chapter 2, “Automatic Synthesis of Analog Integrated Circuits Including
Efficient Yield Optimization,” was written by Lucas C. Severo, Fabio N. Kepler,
and Alessandro G. Girardi. Here, the authors show the main aspects and implica-
tions of automatic sizing, including yield. Different strategies for accelerating
performance estimation and design space search are addressed. The analog sizing
problem is converted into a nonlinear optimization problem, and the design space is
explored using metaheuristics based on genetic algorithms. Circuit performance is
estimated by electrical simulations, and the generated optimal solution includes
yield prediction as a design constraint. The method was applied for the automatic
design of a 12-free-variables two-stage amplifier. The resulting sized circuit pre-
sented 100 % yield within a 99 % confidence interval, while achieving all the
performance specifications in a reasonable processing time. The authors imple-
mented an efficient yield-oriented sizing tool which generates robust solutions, thus
increasing the number of first-time-right analog integrated circuit designs.

Chapter 3, “Application of Computational Intelligence Techniques to Maximize
Unpredictability in Multiscroll Chaotic Oscillators,” was written by Victor Hugo
Carbajal-Gómez, Esteban Tlelo-Cuautle, and Francisco V. Fernández. It applies and
compares three computational intelligence algorithms—the genetic algorithm (GA),
differential evolution (DE), and particle swarm optimization (PSO)—to maximize
the positive Lyapunov exponent in a multiscroll chaotic oscillator based on a sat-
urated nonlinear function series based on the modification of the standard settings
of the coefficient values of the mathematical description, and taking into account the
correct distribution of the scrolls drawing the phase-space diagram. The experi-
mental results show that the DE and PSO algorithms help to maximize the positive
Lyapunov exponent of truncated coefficients over the continuous spaces.

Chapter 4, “Optimization and Cosimulation of an Implantable Telemetric
System by Linking System Models to Nonlinear Circuits,” was written by Yao Li,
Hao Zou, Yasser Moursy, Ramy Iskander, Robert Sobot, and Marie-Minerve
Louërat. It presents a platform for modeling, design, optimization, and cosimulation
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of mixed-signal systems using the SystemC-AMS standard. The platform is based
on a bottom-up design and top-down simulation methodologies. In the bottom-up
design methodology, an optimizer is inserted to perform a knowledge-aware opti-
mization loop. During the process, a Peano trajectory is applied for global explo-
ration and the Nelder–Mead Simplex optimization method is applied for local
refinement. The authors introduce an interface between system-level models and
their circuit-level realizations in the proposed platform. Moreover, a transient
simulation scheme is proposed to simulate nonlinear dynamic behavior of complete
mixed-signal systems. The platform is used to design and verify a low-power
CMOS voltage regulator for an implantable telemetry system.

Chapter 5, “Framework for Formally Verifying Analog and Mixed-Signal
Designs,” was written by Mohamed H. Zaki, Osman Hasan, Sofiène Tahar, and
Ghiath Al-Sammane. It proposes a complementary formal-based solution to the
verification of analog and mixed-signal (AMS) designs. The authors use symbolic
computation to model and verify AMS designs through the application of
induction-based model checking. They also propose the use of higher order logic
theorem proving to formally verify continuous models of analog circuits. To test
and validate the proposed approaches, they developed prototype implementations in
Mathematica and HOL and target analog and mixed-signal systems such as delta
sigma modulators.

Chapter 6, “Automatic Layout Optimizations for Integrated MOSFET Power
Stages,” was written by David Guilherme, Jorge Guilherme, and Nuno Horta. It
presents a design automation approach that generates automatically error-free area
and parasitic optimized layout views of output power stages consisting of multiple
power MOSFETs. The tool combines a multitude of constraints associated with
DRC, DFM, ESD rules, current density limits, heat distribution, and placement. It
uses several optimization steps based on evolutionary computation techniques that
precede a bottom-up layout construction of each power MOSFET, its optimization
for area and parasitic minimization, and its optimal placement within the output
stage power topology network.

Chapter 7, “Optimizing Model Precision in High Temperatures for Efficient
Analog and Mixed-Signal Circuit Design Using Modern Behavioral Modeling
Techniques: an Industrial Case Study,” was written by Sahbi Baccar, Timothée
Levi, Dominique Dallet, and François Barbara. It deals with the description of a
modeling methodology dedicated to simulation of AMS circuits in high tempera-
tures (HT). A behavioral model of an op-amp is developed using VHDL-AMS in
order to remedy the inaccuracy of the SPICE model. The precision of the model
simulation in HT was improved thanks to the VHDL-AMS model. Almost all
known op-amp parameters were inserted into the model which was developed
manually. Future work can automate the generation of such a behavioral model to
describe the interdependency between different parameters. This is possible by
using modern computational intelligence techniques, such as genetic algorithms, or
other techniques such as Petri nets or model order reduction.
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Chapter 8, “Nonlinearities Behavioral Modeling and Analysis of Pipelined ADC
Building Blocks,” was written by Carlos Silva, Philippe Ayzac, Nuno Horta, and
Jorge Guilherme. It presents a high-speed simulation tool for the design and
analysis of pipelined analog-to-digital converters implemented using the Python
programming language. The development of an ADC simulator requires the
behavior modeling of the basic building blocks and their possible interconnections
to form the final converter. This chapter presents a Pipeline ADC simulator tool
which allows topology selection and digital calibration of the frontend blocks.
Several block nonlinearities are included in the simulation, such as thermal noise,
capacitor mismatch, gain and offset errors, parasitic capacitances, settling errors,
and other error sources.

Part II—Radio-Frequency Design

Chapter 9, “SMAS: A Generalized and Efficient Framework for Computationally
Expensive Electronic Design Optimization Problems,” was written by Bo Liu,
Francisco V. Fernández, Georges Gielen, Ammar Karkar, Alex Yakovlev, and Vic
Grout. Many electronic design automation (EDA) problems encounter computa-
tionally expensive simulations, making simulation-based optimization impractical
for many popular synthesis methods. Not only are they computationally expensive,
but some EDA problems also have dozens of design variables, tight constraints, and
discrete landscapes. Few available computational intelligence methods can solve
them effectively and efficiently. This chapter introduces a surrogate model-aware
evolutionary search (SMAS) framework, which is able to use much fewer expen-
sive exact evaluations with comparable or better solution quality. SMAS-based
methods for mm-wave integrated circuit synthesis and network-on-chip parameter
design optimization are proposed and are tested on several practical problems.
Experimental results show that the developed EDA methods can obtain highly
optimized designs within practical time limitations.

Chapter 10, “Computational Intelligence Techniques for Determining Optimal
Performance Trade-offs for RF Inductors,” was written by Elisenda Roca, Rafael
Castro-López, Francisco V. Fernández, Reinier González-Echevarría, Javier Sieiro,
Neus Vidal, and José M. López-Villegas. The automatic synthesis of integrated
inductors for radio-frequency (RF) integrated circuits is one of the most challenging
problems that RF designers have to face. In this chapter, computational intelligence
techniques are applied to automatically obtain the optimal performance trade-offs of
integrated inductors. A methodology is presented that combines a multiobjective
evolutionary algorithm with electromagnetic simulation to get highly accurate
results. A set of sized inductors is obtained showing the best performance trade-offs
for a given technology. The methodology is illustrated with a complete set of
examples where different inductor trade-offs are obtained.

Chapter 11, “RF IC Performance Optimization by Synthesizing Optimum
Inductors,” was written by Mladen Božanić and Saurabh Sinha. It reviews inductor
theory and describes various integrated inductor options. It also explains why
integrated planar spiral inductors are so useful when it comes to integrated RF
circuits. Furthermore, the chapter discusses the theory of spiral inductor design,
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inductor modeling, and how this theory can be used in inductor synthesis. In the
central part of the chapter, the authors present a methodology for synthesis of planar
spiral inductors, where numerous geometries are searched through in order to fit
various initial conditions.

Chapter 12, “Optimization of RF On-Chip Inductors Using Genetic Algorithms,”
was written by Eman Omar Farhat, Kristian Zarb Adami, Owen Casha, and John
Abela. It discusses the optimization of the geometry of RF on-chip inductors by
means of a genetic algorithm in order to achieve adequate performance. Necessary
background theory together with the modeling of these inductors is included in order
to aid the discussion. A set of guidelines for the design of such inductors with a good
quality factor in a standard CMOS process is also provided. The optimization pro-
cess is initialized by using a set of empirical formulae in order to estimate the
physical parameters of the required structure as constrained by the technology. Then
automated design optimization is executed to further improve its performance by
means of dedicated software packages. The authors explain how to use
state-of-the-art computer-aided design tools in the optimization process and how to
efficiently simulate the inductor performance using electromagnetic simulators.

Chapter 13, “Automated System-Level Design for Reliability: RF Front-End
Application,” was written by Pietro Maris Ferreira, Jack Ou, Christophe Gaquière,
and Philippe Benabes. Reliability is an important issue for circuits in critical
applications such as military, aerospace, energy, and biomedical engineering. With
the rise in the failure rate in nanometer CMOS, reliability has become critical in
recent years. Existing design methodologies consider classical criteria such as area,
speed, and power consumption. They are often implemented using post-synthesis
reliability analysis and simulation tools. This chapter proposes an automated system
design for reliability methodology. While accounting for a circuit’s reliability in the
early design stages, the proposed methodology is capable of identifying an RF
front-end optimal design considering reliability as a criterion.

Chapter 14, “The Backtracking Search for the Optimal Design of Low-Noise
Amplifiers,” was written by Amel Garbaya, Mouna Kotti, Mourad Fakhfakh, and
Patrick Siarry. The backtracking search algorithm (BSA) was recently developed. It
is an evolutionary algorithm for real-valued optimization problems. The main
feature of BSA vis-à-vis other known evolutionary algorithms is that it has a single
control parameter. It has also been shown that it has a better convergence behavior.
In this chapter, the authors deal with the application of BSA to the optimal design of
RF circuits, namely low-noise amplifiers. BSA performances, viz. robustness and
speed, are checked against the widely used particle swarm optimization technique,
and other published approaches. ADS simulation results are given to show the
viability of the obtained results.

Chapter 15, “Design of Telecommunications Receivers Using Computational
Intelligence Techniques,” was written by Laura-Nicoleta Ivanciu and Gabriel
Oltean. It proposes system-, block- and circuit-level design procedures that use
computational intelligence techniques, taking into consideration the specifications
for telecommunications receivers. The design process starts with selecting the
proper architecture (topology) of the system, using a fuzzy expert solution. Next, at
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the block level, the issue of distributing the parameters across the blocks is solved
using a hybrid fuzzy–genetic algorithms approach. Finally, multiobjective optimi-
zation using genetic algorithms is employed in the circuit-level design. The pro-
posed methods were tested under specific conditions and have proved to be robust
and trustworthy.

Chapter 16, “Enhancing Automation in RF Design Using Hardware
Abstraction,” was written by Sabeur Lafi, Ammar Kouki, and Jean Belzile. It
presents advances in automating RF design through the adoption of a framework
that tackles primarily the issues of automation, complexity reduction, and design
collaboration. The proposed framework consists of a design cycle along with a
comprehensive RF hardware abstraction strategy. Being a model-centric frame-
work, it captures each RF system using an appropriate model that corresponds to a
given abstraction level and expresses a given design perspective. It also defines a
set of mechanisms for the transition between the models defined at different
abstraction levels, which contributes to the automation of design stages. The
combination of an intensive modeling activity and a clear hardware abstraction
strategy through a flexible design cycle introduces intelligence, enabling higher
design automation, and agility.

Chapter 17, “Optimization Methodology Based on IC Parameter for the Design
of Radio-Frequency Circuits in CMOS Technology,” was written by Abdellah
Idrissi Ouali, Ahmed El Oualkadi, Mohamed Moussaoui, and Yassin Laaziz. It
presents a computational methodology for the design optimization of
ultra-low-power CMOS radio-frequency front-end blocks. The methodology allows
us to explore MOS transistors in all regions of inversion. The power level is set as
an input parameter before we begin the computational process involving other
aspects of the design performance. The approach consists of trade-offs between
power consumption and other radio-frequency performance parameters. This can
help designers to seek quickly and accurately the initial sizing of the
radio-frequency building blocks while maintaining low levels of power consump-
tion. A design example shows that the best trade-offs between the most important
low-power radio-frequency performances occur in the moderate inversion region.

Volume 2—Computational Intelligence in Digital and Network Designs and
Applications

Part I—Digital Design

Chapter 1, “Sizing Digital Circuits Using Convex Optimization Techniques,” was
written by Logan Rakai and Amin Farshidi. It collects recent advances in using
convex optimization techniques to perform sizing of digital circuits. Convex opti-
mization techniques provide an undeniably attractive promise: The attained solution
is the best available. In order to use convex optimization techniques, the target
optimization problem must be modeled using convex functions. The gate sizing
problem has been modeled in different ways to enable the use of convex optimi-
zation techniques, such as linear programming and geometric programming.
Statistical and robust sizing methods are included to reflect the importance of

x Preface

http://dx.doi.org/10.1007/978-3-319-19872-9_16
http://dx.doi.org/10.1007/978-3-319-19872-9_17


optimization techniques that are aware of variations. Applications of multiobjective
optimization techniques that aid designers in evaluating the trade-offs are described.

Chapter 2, “A Fabric Component Based Approach to the Architecture and
Design Automation of High-Performance Integer Arithmetic Circuits on FPGA,”
was written by Ayan Palchaudhuri and Rajat Subhra Chakraborty. FPGA-specific
primitive instantiation is an efficient approach for design optimization to effectively
utilize the native hardware primitives as building blocks. Placement steps also need
to be constrained and controlled to improve the circuit critical path delay. Here, the
authors present optimized implementations of certain arithmetic circuits and
pseudorandom sequence generator circuits to indicate the superior performance
scalability achieved using the proposed design methodology in comparison with the
circuits of identical functionality realized using other existing FPGA CAD tools or
design methodologies. The hardware description language specifications as well as
the placement constraints can be automatically generated. A GUI-based CAD tool
has been developed, that is integrated with the Xilinx Integrated Software
Environment for design automation of circuits from user specifications.

Chapter 3, “Design Intelligence for Interconnection Realization in Power-
Managed SoCs,” was written by Houman Zarrabi, A.J. Al-Khalili, and Yvon
Savaria. Here, various intelligent techniques for modeling, design, automation, and
management of on-chip interconnections in power-managed SoCs are described,
including techniques that take into account various technological parameters such
as cross talk. Such intelligent techniques guarantee that the integrated intercon-
nections, used in power-managed SoCs, are well-designed, energy-optimal and
meet the performance objectives in all the SoCs operating states.

Chapter 4, “Introduction to Optimization Under Uncertainty Techniques for
High-Performance Multicore Embedded Systems Compilation,” was written by
Oana Stan and Renaud Sirdey. The compilation process design for massively
parallel multicore embedded architectures requires solving a number of difficult
optimization problems, nowadays solved mainly using deterministic approaches.
However, one of the main characteristics of these systems is the presence of
uncertain data, such as the execution times of the tasks. The authors consider that
embedded systems design is one of the major domains for which applying opti-
mization under uncertainty is legitimate and highly beneficial. This chapter intro-
duces the most suitable techniques from the field of optimization under uncertainty
for the design of compilation chains and for the resolution of associated optimi-
zation problems.

Chapter 5, “Digital IIR Filter Design with Fix-Point Representation Using
Effective Evolutionary Local Search Enhanced Differential Evolution,” was written
by Yu Wang, Weishan Dong, Junchi Yan, Li Li, Chunhua Tian, Chao Zhang,
Zhihu Wang, and Chunyang Ma. Previously, the parameters of digital IIR filters
were encoded with floating-point representations. It is known that a fixed-point
representation can effectively save computational resources and is more convenient
for direct realization on hardware. Inherently, compared with floating-point repre-
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sentation, fixed-point representation may make the search space miss much useful
gradient information and, therefore, raises new challenges. In this chapter, the
universality of DE-based MA is improved by implementing more efficient evolu-
tionary algorithms (EAs) as the local search techniques. The performance of the
newly designed algorithm is experimentally verified in both function optimization
tasks and digital IIR filter design problems.

Chapter 6, “Applying Operations Research to Design for Test Insertion
Problems,” was written by Yann Kieffer and Lilia Zaourar. Enhancing electronic
circuits with ad hoc testing circuitry—so-called design for test (DFT)—is a tech-
nique that enables one to thoroughly test circuits after production. But this insertion
of new elements itself may sometimes be a challenge, for bad choices could lead to
unacceptable degradations of features of the circuit, while good choices may help
reduce testing costs and circuit production costs. This chapter demonstrates how
methods from operations research—a scientific discipline rooted in both mathe-
matics and computer science, leaning strongly on the formal modeling of optimi-
zation issues—help us to address such challenges and build efficient solutions
leading to real-world solutions that may be integrated into electronic design soft-
ware tools.

Part II—Network Design

Chapter 7, “Low-Power NoC Using Optimum Adaptation,” was written by
Sayed T. Muhammad, Rabab Ezz-Eldin, Magdy A. El-Moursy, Ali A. El-Moursy,
and Amr M. Refaat. Two power-reduction techniques are exploited to design a
low-leakage-power NoC switch. First, the adaptive virtual channel
(AVC) technique is presented as an efficient way to reduce the active area using a
hierarchical multiplexing tree of VC groups. Second, power gating reduces the
average leakage power consumption of the switch by controlling the supply power
of the VC groups. The traffic-based virtual channel activation (TVA) algorithm is
presented to determine traffic load status at the NoC switch ports. The TVA
algorithm optimally utilizes virtual channels by deactivating idle VC groups to
guarantee high-leakage-power saving without affecting the NoC throughput.

Chapter 8, “Decoupling Network Optimization by Swarm Intelligence,” was
written by Jai Narayan Tripathi and Jayanta Mukherjee. Here, the problem of
decoupling network optimization is discussed in detail. Swarm intelligence is used
for maintaining power integrity in high-speed systems. The optimum number of
capacitors and their values are selected to meet the target impedance of the system.

Part III—Applications

Chapter 9, “The Impact of Sensitive Inputs on the Reliability of Nanoscale
Circuits,” was written by Usman Khalid, Jahanzeb Anwer, Nor H. Hamid, and
Vijanth S. Asirvadam. As CMOS technology scales to nanometer dimensions, its
performance and behavior become less predictable. Reliability studies for nano-
circuits and systems become important when the circuit’s outputs are affected by its
sensitive noisy inputs. In conventional circuits, the impact of the inputs on
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reliability can be observed by the deterministic input patterns. However, in nano-
scale circuits, the inputs behave probabilistically. The Bayesian networks technique
is used to compute the reliability of a circuit in conjunction with the Monte Carlo
simulations approach which is applied to model the probabilistic inputs and ulti-
mately to determine sensitive inputs and worst-case input combinations.

Chapter 10, “Pin Count and Wire Length Optimization for Electrowetting-
on-Dielectric Chips: A Metaheuristics-Based Routing Algorithm,” was written by
Mohamed Ibrahim, Cherif Salama, M. Watheq El-Kharashi, and Ayman Wahba.
Electrowetting-on-dielectric chips are gaining momentum as efficient alternatives to
conventional biochemical laboratories due to their flexibility and low power con-
sumption. In this chapter, we present a novel two-stage metaheuristic algorithm to
optimize electrode interconnect routing for pin-constrained chips. The first stage
models channel routing as a traveling salesman problem and solves it using the ant
colony optimization algorithm. The second stage provides detailed wire routes over
a grid model. The algorithm is benchmarked over a set of real-life chip specifica-
tions. On average, comparing our results to previous work, we obtain reductions of
approximately 39 and 35 % on pin count and total wire length, respectively.

Chapter 11, “Quantum Dot Cellular Automata: A Promising Paradigm Beyond
Moore,” was written by Kunal Das, Arijit Dey, Dipannita Podder, Mallika De, and
Debashis De. The quantum dot cellular automata (QCA) is a promising paradigm to
overcome the ever-growing needs in size, power, and speed. In this chapter, we
explore charge-confined low-power optimum logic circuit design to enhance the
computing performance of a novel nanotechnology architecture, the quantum dot
cellular automata. We investigate robust and reliable diverse logic circuit design,
such as hybrid adders and other binary adder schemes, among them bi-quinary and
Johnson–Mobius, in QCA. We also examine zero-garbage lossless online-testable
adder design in QCA. Multivalued logic circuit design, with potential advantages
such as greater data storage, fast arithmetic operation, and the ability to solve
nonbinary problems, will be important in multivalued computing, especially in the
ternary computing paradigm.

Chapter 12, “Smart Videocapsule for Early Diagnosis of Colorectal Cancer:
Toward Embedded Image Analysis,” was written by Quentin Angermann, Aymeric
Histace, Olivier Romain, Xavier Dray, Andrea Pinna, and Bertrand Granado.
Wireless capsule endoscopy (WCE) enables screening of the gastrointestinal tract
by a swallowable imaging system. However, contemporary WCE systems have
several limitations—battery, low processing capabilities, among others—which
often result in low diagnostic yield. In this chapter, after a technical presentation
of the components of a standard WCE, the authors discuss the related limitations
and introduce a new concept of smart capsule with embedded image processing
capabilities based on a boosting approach using textural features. We discuss the
feasibility of the hardware integration of the detection–recognition method, also
with respect to the most recent FPGA technologies.
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Finally, the editors wish to use this opportunity to thank all the authors for their
valuable contributions, and the reviewers for their help for improving the quality
of the contributions.

The editors are also thankful to Ronan Nugent, Springer Senior Editor, for his
support, and for his continuous help.

Enjoy reading the book.

Sfax Mourad Fakhfakh
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Paris Patrick Siarry
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Part I
Analog and Mixed-Signal Applications



Chapter 1
I-Flows: A Novel Approach
to Computational Intelligence
for Analog Circuit Design Automation
Through Symbolic Data Mining
and Knowledge-Intensive Reasoning

Fanshu Jiao, Sergio Montano, Cristian Ferent and Alex Doboli

Abstract This chapter presents an overview of the authors’ ongoing work toward
devising a new approach to analog circuit synthesis. The approach computationally
implements some of the facets of knowledge-intensive reasoning that humans
perform when tackling new design problems. This is achieved through a synthesis
flow that mimics reasoning using a domain-specific knowledge structure with two
components: an associative part and a causal reasoning part. The associative part
groups known circuit schematics into abstractions based on the similarities and
differences of their structural features. The causal reasoning component includes the
starting ideas as well as the design sequences that create the existing circuits.

1.1 Introduction

Research in cognitive psychology suggests that human reasoning relies on orga-
nized knowledge structures to perform activities such as concept comparison and
identification, concept learning, and problem solving through deduction and
induction [1–4]. In particular, analog circuit design mainly depends on the
designers’ expertise and ability to create new designs by combining basic devices,
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sub-circuits, and ideas from similar solutions as the source for innovation. These
activities are arguably hard to replicate through optimization-based methods, which
have been traditionally popular in analog circuit EDA [5–9]. This limits the
effectiveness of current EDA methods for activities such as circuit topology
selection, topology refinement through feature reuse, design retargeting, topology
design, and design verification.

Analog circuit design is knowledge intensive [10, 11]. Reasoning steps such as
abstraction, instantiation, analogies (similarities), induction, concept combination,
and constraint relaxation are utilized in complex design strategies (design plans) to
tackle a new application. While this process might involve optimization and
equation solving, it also includes pattern identification with respect to both the
utilized design features and reasoning sequences. In fact, it has been suggested that
the human brain is analogous to a sophisticated and effective pattern recognition
machine [12]. This observation suggests that the circuit design process realizes an
effective traversal of the design space by identifying, using, and reusing various
design patterns (design steps). These patterns (or design features) include various
topological circuit structures (e.g., differential input structures, cascode structures,
buffers, and current sources) as well as specific constraints among circuit param-
eters (i.e., matched devices). Using certain features is justified by the functional and
performance requirements of an application, and the performance trade-offs and
bottlenecks of current solutions. Hence, the circuit design process can be seen as a
collection of starting ideas (like ideas previously used in similar designs and new
insight) followed by a sequence of design steps, in which every step adds a design
feature that is causally justified by the need to address a given constraint of the
design. We think that extending current analog circuit EDA methods by incorpo-
rating activities inspired by human reasoning can leverage the effectiveness and
capabilities of automated tools by narrowing the gap between their solutions and
human-devised circuits.

The analog circuit design space is complex, nonlinear, tightly coupled, and
highly discontinuous. The traversal of the space to find new design features is
challenging. As explained in the next section, diversification is a major activity in
circuit design every time new structural (topological) features must be identified or
invented as the current features cannot tackle well the existing performance bot-
tlenecks. For example, addressing new performance challenges, such as ultrahigh
frequencies, low power consumption, and high robustness to process parameter
variations, required the creation of new structural features for more effective
compensation and adaptation [13–16]. Novel features are a diversification from the
current set of circuit features present in the knowledge domain. Effectively iden-
tifying the directions for diversification is difficult as traditional diversification
approaches, such as focusing on the unexplored regions or introducing random
changes into a solution, do not guarantee that an actual bottleneck is addressed.
Moreover, such strategies might produce very complex circuit structures even
though, often, there is a simpler solution.

This chapter presents an overview of our recent work toward devising a new
approach to analog circuit EDA by computationally implementing some of the
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facets of the knowledge-intensive reasoning tasks that humans perform when
tackling new problems [17–21]. This is achieved through a synthesis mechanism
that mimics reasoning on a domain-specific knowledge structure. The knowledge
structure has two components: an associative part and a causal reasoning compo-
nent. The associative part [17, 19] groups the known circuit schematics into
abstractions based on the similarities and differences of their structural features. The
associative part also characterizes the performance trade-offs (e.g., gain–band-
width–noise) and bottlenecks of every circuit instance and abstraction [18] in the
associative part. Each abstraction is a summary of the common symbolic expres-
sions that describe the behavior of the related instances. Abstractions support a
quick traversal of the solution space during synthesis, whenever a bottleneck must
be addressed (e.g., if the abstraction does not include the symbolic expression of the
bottleneck, then it includes an alternative topology that does not have the
bottleneck).

The reasoning procedure for synthesis is based on operators such as abstraction–
instantiation, induction, and concept combination [22, 23]. In addition, the synthesis
flow reuses design sequences that have been previously used to solve similar design
applications. Such sequences together with the starting design ideas are stored by the
causal reasoning component of the knowledge structure. The starting ideas constitute
the spark that initiated a design (or the aha moment [3]). A detailed presentation of
the algorithms that mine the starting ideas and design sequence of an existing circuit
is offered in [21]. This chapter offers a comprehensive yet intuitive presentation of
the synthesis routines and the related knowledge structure. In addition, the experi-
mental section gives detailed insight about the automated mining of the starting ideas
and design sequences for four high-performance analog circuits.

Figure 1.1 offers an intuitive description of the synthesis flow. It starts by iden-
tifying the initial features of the circuit, e.g., a circuit developed for a similar appli-
cation. Circuit2 is such a circuit in the figure. As the circuit includes a performance
bottleneck (i.e., gain–noise) that prevents it from meeting the requirements, the
synthesis approach uses the abstraction operator to move to node Abstraction; which
collectively describes Circuit1, Circuit2, and Circuit3. The common features of an
abstraction are denoted as set I (invariant) and the distinguishing features as set U
(uniqueness). Then, the features of the abstraction are combined with some features
of Circuit4 (e.g., its adaptation scheme) to produce Circuit5, the final solution. The
associative part of the knowledge structure includes the circuit instances and the
abstractions. The causal reasoning part presents the reasoning steps (like abstraction
followed by concept combination) that produced a new solution.

We think that the presented approach represents a new perspective on synthesis
of analog circuits to extend the capabilities of current optimization- and
solving-based techniques. Also, the approach is not similar to the older expert
system-based synthesis techniques as it is not limited to a static set of built-in
if-then rules. It automatically mines new design knowledge, such as in our ongoing
work to mine knowledge in real time from electronic documents in databases, such
as IEEE Xplore. While the overall synthesis flow is currently under development,
encouraging progress has been made on devising the associative component and the
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causal reasoning part of the knowledge structure, including the examples discussed
in this chapter. Finally, we think that this approach fits more naturally the way
analog designers reason, hence creating a still very limited yet intriguing path
toward computationally mimicking some facets of human creativity, a well-known
challenge in computing.

The chapter has the following structure. Section 1.2 discusses the importance of
diversification in analog circuit design and the challenges posed by two different
types of diversification. Section 1.3 presents the reasoning-based synthesis method
and the associative and causal reasoning components of the knowledge structure.
References to the detailed presentation of the algorithms are also indicated.
Section 1.4 presents new experimental results on mining the initial ideas and design
sequences for four state-of-the-art circuits. Finally, conclusions end the chapter.

1.2 Motivation: The Importance of Effective
Diversification

Analog circuit design is knowledge intensive. It is well accepted that the expertise
and experience of a designer are critical in deciding the quality of the final solution
(e.g., its performance) [10, 11]. The solution space of a circuit design problem is
complex, nonlinear, tightly coupled, and highly discontinuous. For example, a
circuit design includes a large number of variables, such as the transconductances
and capacitances of its devices. The variables are linked through complicated,

Abstraction

Associative component

Circuit 1 Circuit 2 Circuit 3 Circuit 5

Circuit 4

UI

I

initial idea
causal reasoning part

abstraction

concept
combination

Fig. 1.1 Synthesis flow based on knowledge-intensive reasoning
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nonlinear equations that express the DC, AC, and transient behavior of the circuit
[8, 18, 24]. Moreover, the variables are tightly coupled with each other through
symbolic (mathematical) expressions that describe a circuit’s behavior and per-
formance. Finally, strong discontinuities characterize the solution space as the
transitions from a given circuit schematics (topology) to an incremental extension
of it can introduce significant changes to the symbolic expressions of the circuit
behavior and performance. This section explains that traditional optimization
techniques, such as optimization-based methods, often experience difficulties in
tackling the complex analog circuit design solution space. Instead, circuit designers
use knowledge-intensive reasoning to find effective design plans and strategies to
address the above challenges.

We classify the nature of divergence specific to analog circuit design into two
types:

• Closed-ended (or enumerable) diversification: This diversification type corre-
sponds to situations in which the enumeration of all diversification cases is
possible, even though the number of resulting cases can be very large. Hence,
the set of diversification situations is enumerable. For example, the solution
space for optimizing the parameter values of a circuit includes many local
optima. Each parameter sub-range that corresponds to a local optimum defines
an area that is divergent (distinct) from another local optimum. The set of
possible parameter sub-ranges is enumerable starting from the possible device
sizes for a given fabrication process.

• Open-ended (or non-enumerable) diversification: This diversification type pre-
sents situations in which the diversification cases can be enumerated only with
respect to a given set of building blocks and block connection rules. However,
the resulting cases do not necessarily express all possible diversification situa-
tions as adding new building blocks and/or rules produces new diversification
cases. For example, the solution space for the possible circuit topologies can be
described using building blocks such as MOSFETs, resistors, and capacitors, as
well as rules to connect the building blocks, i.e., series, parallel, and star. Note,
however, that new diversifying cases can result by adding new building blocks,
e.g., new devices. The resulting diversifications are open-ended as an unboun-
ded (non-enumerable) number of new cases can be created through continuously
connecting the building blocks into structures of growing complexity.

In our previous work, we studied optimization algorithms tackling closed-ended
diversification [9]. The studied problem was to search for the circuit parameters that
optimize the performance of a given analog system, e.g., high-frequency
continuous-time filters or high-resolution DR analog-to-digital converters
(ADCs). As shown in Fig. 1.2, traditional optimization algorithms that exploit some
form of gradient descendant methods, such as simulated annealing, have difficulties
in finding good-quality parameter values mainly due to the hardness to systemat-
ically visit the divergent regions of a solution space. Diversification strategies, such
as randomly accepting worse solutions at higher temperatures (in simulated
annealing) or forcing the algorithm toward previously unexplored regions (in tabu

1 I-Flows: A Novel Approach to Computational Intelligence … 7



search), did not significantly improve solution quality. This is mainly because
interesting diversifying regions have characteristics that are hard to predict from
those of the current regions; therefore, it is difficult to identify (compute) the search
direction along which such diversifying regions are placed. The history of previ-
ously found good-quality regions might offer little insight about future good-quality
regions unless insight similar to designer reasoning is mined from the former.
However, knowledge about the parameter ranges that are likely to produce
high-quality solutions results in a significant improvement of the cost function
values as shown in Fig. 1.2.

This conceptual difficulty has been addressed by the proposed algorithm [9] by
using three different diversification-related steps: (i) variable domain pruning,
(ii) wave front expansion to cover all search directions, and (iii) identifying the
parameter correlation patterns specific to the promising search directions. Variable
domain pruning eliminates the parameter sub-domains for which the resulting
values of the system behavior and performance vary in large ranges. Even though
such parameter sub-domains can still produce constraint-satisfying solutions,
finding the performance-optimizing parameter values is harder than for the
parameter sub-domains for which the resulting behavior and performance presents a
lesser variation. Interval arithmetic was used for parameter domain pruning [9]. The
second step, wave front expansion, is called every time a convex subspace has been
fully explored (using a descending gradient-based search) and diversification is
needed. Wave front expansion is initially along all directions for changing the
parameter values, but as the number of possible directions grows quickly, it reduces
the search complexity by sampling the alternatives using orthogonal arrays. This
way of sampling encourages that each parameter sub-range combination has equal
chance of being searched. Otherwise, there is no guarantee that diversification
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Fig. 1.2 Synthesis convergence with and without knowledge about variable domains [9]
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systematically explores all alternatives. Finally, the third step, identifying correla-
tion patterns, further reduces the number of diversifying alternatives based on the
observation that high-quality design solutions implement certain required con-
straints among the parameter values, e.g., p1 � p2 or p3 � p4. Even though such
parameter correlations are probably unavailable at the start of an optimization
algorithm (unless designer expertise is employed to find them), correlations can be
automatically detected (learned) during wave front expansion. A search direction
that embeds a useful parameter correlation produces a rapid drop of the cost
function value, while less useful search directions are characterized by either
oscillating or plateaulike cost function values [9]. The latter directions are quickly
found and dropped during wave front expansion. Experiments for filter and DR
ADC synthesis showed that using the three steps for closed-ended diversification
finds more constraint-satisfying designs as well as designs of better performance,
i.e., the method found between 1.8 and 2.6 times more constraint-satisfying solu-
tions than other state-of-the-art tools [9].

Open-ended (or non-enumerable) diversification represents situations in which
the diversification cases are enumerated with respect to a given set of building
blocks and connection rules, even though new building blocks and/or rules can be
added to the set. Traditionally, such diversification situations have been tackled
through two methods: template-based search and genetic algorithms. In
template-based search [25–27], a structural template describes the characterizing
features of the possible circuit topologies, e.g., the main signal flows through the
contemplated circuit topologies. The diversification routine uses the set of building
blocks and connection rules to generate different topologies but which all realize the
same signal flow as the given template. Genetic algorithms (GA) [28–30] achieve
diversification through the well-known operators’ selection, mutation, and combi-
nation (and their extensions), which are sometimes extended with analog
design-related steps or constraints. GAs can construct, potentially, an unlimited set
of diversifying solutions. However, the arguably unsystematic traversal of the
solution space does not guarantee that optimal solutions are found for a problem.
Also, the search time might become very large for complex search problems.
Moreover, the repeated applying of the three operators can result in very complex
structures, which are less common to the topologies that a designer devises through
knowledge-intensive reasoning [31]. As explained in [31], traditional topology
synthesis, i.e., using GAs, might experience difficulties in producing circuits with
novel (hence diversifying) yet useful structural features. The synthesized circuit
topologies include unique features, but such features are rarely used by designers.

This chapter proposes a reasoning-based approach for tackling diversification
during circuit design. The approach attempts to mimic at a very basic level the
knowledge-intensive reasoning process conducted by a designer. The process starts
with a set of initial design features which are the starting points (e.g., the initial
ideas) for solving the problem. The performance bottlenecks of the initial features
are found, i.e., the design features that prevent the design from meeting the needed
performance. Then, a sequence of design steps attempts to remove the bottlenecks,
such that every step is justified either by addressing an existing performance
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limitation or by relaxing constraints, so that future performance-enhancing design
steps are possible (steps which are impossible without constraint relaxation). The
reasoning-based approach includes two main components, which are discussed in
the next section: (i) an associative component that presents the domain knowledge
specific to analog circuit design and (ii) a reasoning component that expresses the
various reasoning sequences that were used in creating a circuit solution. Reasoning
sequences are reused during the devising of new circuit solutions.

1.3 Knowledge Structures

The proposed knowledge-intensive reasoning method for circuit synthesis is shown
in Fig. 1.3. More details about the method can be also found in [32, 17]. It
incorporates design knowledge-intensive diversification using the associative and
reasoning components. As detailed next, the associative part includes instances
(e.g., actual circuit designs) and abstract concepts that summarize the features of a
set of instances. The first step of the methodology selects the initial features of the
design solution by relating every node Cx (instance or abstract concept) of the
associative part St to the desired design requirements and then finding the bottle-
necks that prevent it from achieving the needed performance. Another way of

Fig. 1.3 Conceptual description of knowledge-intensive reasoning method [32]
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selecting the initial solution features is by selecting a previously solved problem
that is most similar to the current requirements and then using its initial features as
the starting point of the new design. As explained in the second part of this section,
this requires reusing information stored by the reasoning component. Bottlenecks
are related to the actual structural elements of a circuit, i.e., its design variables (like
device sizes), the symbolic expressions describing the circuit behavior, and the
constraints imposed for correct operation. A technique for finding circuit bottle-
necks is presented in [18].

Next, the method selects node C, which is the most attractive candidate in
implementing the new circuit design. The node describes the initial features used to
develop the solution. The iterative process continues as long as the derived solution
C does not meet the desired functional and performance requirements expressed as
pair hf ; pi. Hence, distance d between the behavior of solution C and pair hf ; pi
exceeds an acceptable value. Each step of the method attempts three subsequent
reasoning steps:

• First, abstraction searches bottom up the associative part St to find an abstract
concept corresponding to node C, so that the abstract concept does not include
the performance-limiting bottleneck of node C. If the search is successful, it
indicates that the bottleneck is specific only to node C but not the abstract
concept to which node C corresponds to and for which node C is an imple-
mentation. Hence, the abstract concept can include alternative instances to node
C (e.g., another circuit topology) without the bottleneck. This instance becomes
the current design that is further extended into the final solution.

• Second, if abstraction was unsuccessful, concept combination attempts to
remove the bottleneck by combining the features of node C with the features of
a concept that does not include the bottleneck. For example, the combined
features might include various adaptation or compensation mechanisms that are
used to improve performances such as bandwidth and linearity.

• Third, if the previous two steps could not find a solution, then constraint
relaxation tries to lighten up the constraints that guarantee the correct operation
of the circuit, i.e., the constraints that set the right device operation regions or
the constraints on the device parameter values. This step might then enable
concept combinations that otherwise would not be feasible.

The detailed analysis used by the three steps utilizes an automated mechanism
for systematically producing comparison data between two analog circuits [18]. The
similar and distinguishing performance characteristics of circuits with respect to
gain, bandwidth, common-mode gain, noise, and sensitivity are captured. The
technique utilizes matching of both topologies and symbolic expressions of the
compared circuits to find the nodes with similar behavior. The impact on perfor-
mance of the unmatched nodes is used to express the differentiating characteristics
of the circuits. The produced comparison data are important for getting insight into
unique benefits and limitations of a circuit, selecting fitting circuit topologies for
system design, and optimizing circuit topologies.
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The next two subsections present the two parts used to support knowledge-intensive
reasoning by the proposed method, the associative component and the reasoning
component.

1.3.1 Associative Component

The associative component clusters the existing circuit instances into higher-level
descriptions, called abstractions [17, 19]. The clustering is based on the common
features (called attributes) of the instances forming a concept as well as the features
that offer unique expression of the specific attributes of each instance. These fea-
tures form a set that is called set I (invariants) [17]. In addition, a second set, set U
(uniqueness), presents the features that are unique to the abstraction as compared to
other abstractions. Finally, set E (enabling) introduces all conditions and constraints
that must be met during the operation of the design. All features are symbolic
expressions over variables.

This description is important because the symbolic expressions in set I indicate
the trade-offs and bottlenecks specific to an abstraction. Any instance of the
abstraction will include them. Hence, the abstraction step of the reasoning method
in Fig. 1.3 checks the existence or not of a bottleneck by analyzing set I of the
abstraction. Moreover, set U indicates whether a bottleneck is unique for an
abstraction, and therefore, diversifying toward other abstractions might result in
removing the bottleneck. Finally, set E is used by the constraint relaxation step of
the method to indicate the constraints that are candidates for removal.

Example Let us assume three design instances characterized by the following set of
features: D1 ¼ fxo ¼ x1 � x2; x1 ¼ 3 � xi; x2 ¼ x1 þ xi;g, D2 ¼ fxo ¼ x1 � x2; x1 ¼
8 � xi; x2 ¼ x1 þ xi;g, and D3 ¼ fxo ¼ x1 � x2; x1 ¼ 6 � xi; x2 ¼ x1 þ xi;g. (For
brevity, we did not use the symbolic expressions describing concrete circuit
topologies, but the analogy holds.) Each expression is a feature of the design, e.g., it
describes the behavior of the circuit. Variables xi are the design variables, where xi
is the input and xo is the output. The abstraction of the three instances is expressed
by the following features Da ¼ fxo ¼ x1 � x2; x1 ¼ A � xi; x2 ¼ x1 þ xi;g. Set
I ¼ fxo ¼ x1 � x2; x1 ¼ A � xi; x2 ¼ x1 þ xi;g. Note that feature x1 ¼ A � xi, with A
being a symbolic constant, represents the specific features x1 of each design Di.
Finally, compared to another abstraction, Db ¼ fxo ¼ x1 � x2; x1 ¼ B � xi; x2 ¼
x1 � xi;g, the set U of Da is feature x2 ¼ x1 þ xi as this feature does not occur for
Db. Set E might include constraints on the variables, e.g., xi 2 ð�1:0; 1:0Þ.

The description of similar instances as abstractions, of similar abstraction as
higher-level abstractions, and so on, produces a hierarchical, graphlike associative
component, as shown in Fig. 1.4. Arrows indicate instances of an abstraction, and
arrows with bubbled heads represent combined features. Note that the representa-
tion is a graph (not a tree) as instances can belong to multiple abstractions.
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The number of levels in the hierarchy depends on the sampling of the features of the
available designs, e.g., the alternative symbolic expressions of similar features, the
way in which one feature is combined with other features, and the function and
purpose (goal) of a design.

Example Figure 1.4b presents the associative component built for the five circuits
shown in Fig. 1.4a. Each circuit is described by its signal flow graph, in which the
nodes are the circuit nodes, arcs indicate the coupling among nodes, and poles are
attached to every node. Every arc is labeled by the symbolic expression of the
coupling among nodes. The symbolic expressions of the poles and couplings are
computed using the algorithm presented in [24, 33]. For brevity, the symbolic
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Fig. 1.4 Associative component of the knowledge structure [19]
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expressions were not shown in the figure. Nodes C6–C11 in Fig. 1.4b are the
abstractions computed for the five circuits. The invariant set (set I) of a circuit
includes all the symbolic expressions of the circuit poles and couplings through the
arcs. The unique features of the instances and abstractions (set U) correspond to
the symbolic expressions of the node poles and arcs shown in bold. They represent
the distinguishing elements of the instances or abstractions as compared to the other
alternatives that have the same parent in the graph.

In addition to circuit comparison, the proposed concept structure includes three
other symbolic operators: circuit concept instantiation–abstraction, circuit concept
combination, and design feature induction [22, 23]. The operators algorithmically
implement the steps of the method in Fig. 1.3. The first operator constructs the
associative component for a set of known solutions, while the later two provide the
mechanisms to extend the knowledge representation to find novel solutions.
Instantiation–abstraction organizes the features at various levels by replacing sig-
nals or blocks in a design through clusters of signals or blocks with the same
behavior [22]. The concept combination operator produces a new circuit concept for
an application by mixing the features of two existing circuits, so that resulting
performance is improved [20]. The generic concept induction operator uses the
existing information on design feature variety from all concepts in the structure to
create novel concepts that have not yet been explored, such as different connection
patterns among signal nodes that can relax trade-offs [22, 23].

Our ongoing work attempts to update the associative component, so that it gets
updated in real time every time a new circuit is published in the literature. A crawler
continuously scans databases for scientific literature on analog circuit design, e.g.,
journals and conference proceedings published by IEEE Xplore, and downloads the
papers presenting new circuits. The schematics of the circuit is automatically
identified in the pdf file and then converted into its Spice description. After con-
structing its macromodel (based on the Spice netlist) as presented in [24], the circuit
is then added to the associative component by using the clustering method proposed
in [19] as well as the symbolic circuit comparison algorithm in [18].

1.3.2 Causal Reasoning Component

Each abstraction of the associative component is a branching point (BP) in a
reasoning flow as the designer could have possibly adopted a different alternative to
realize a solution. Obviously, a different alternative might produce different out-
comes and performance. Each BP is characterized by a number of variables (e.g.,
the feature variables in sets I and U of the corresponding abstraction), the coupling
between variables (e.g., the number of shared variables between the features), and
performance values that can be achieved. The causal component of the knowledge
structure indicates the reasons that justified the designer’s selection of a particular
alternative [21]. Reasons include improvement of the performance capabilities of a
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design (e.g., by changing its bottlenecks), modifying the functionality (i.e., the
performed processing of the input signals), and relaxing the design constraints of set
E (enabling conditions).

As already explained, the knowledge-intensive reasoning method in Fig. 1.3
builds new design solutions starting from initial design features (e.g., initial ideas)
and then employing a design sequence, which are a set of reasoning steps that
ultimately produce a circuit design. Each step in a design sequence must be justi-
fied, meaning that it implements a structural feature of an abstraction or it enhances
the performance of another circuit design. Design sequences are design plans (or
reasoning strategies) that are reused by the method in Fig. 1.3 during circuit
synthesis.

The causal component includes the initial design features and design sequences
specific to the circuit instances that are stored by the associative component.
A detailed presentation of the algorithms that mine initial ideas and design
sequences for a given circuit is offered in [21]. We offer next a summary of the two
algorithms. The experimental section illustrates the two mining algorithms for
several modern, high-performance analog circuits.

The algorithm for mining the initial design features of an analog circuit attempts
to identify what were reasonably the starting ideas (of the authors) when devising
the circuit. While the complete, iterative process for devising a new circuit might be
impossible to infer, we think that at least the ideas (of the last iteration) that lead to
final solution can be automatically mined. The algorithm first identifies all the
structural features of a given circuit by matching its device connections to the
device connections present in the associative component. This set is denoted as set
R (also called complete set). Next, the algorithm implements the observation that all
features in set R should be justified by a design sequence starting from the set of
initial features. Hence, the set of initial features are those that allow the finding of a
design sequence of justified steps (hence, steps either which instantiate more
abstract features or which improve the performance of the circuit). Moreover, the
set of initial ideas includes (i) features that were previously used by the same
authors in devising new circuits (called set K), (ii) features that appear in the cited
papers (called set C), and (iii) features that indicate new insight by the authors. The
features of the first two categories can be found by analyzing previously published
designs as well as any cited circuits. They represent the tentative set of initial
features. Then, the algorithm attempts to find whether all the features of the
complete set R can be justified starting from the current set of initial features. If this
is successful, then the current set is also the final set of initial features. However, if
there are any unjustified features, then the algorithm finds the minimum subset
among the unjustified features which then justify all the remaining structural fea-
tures. The minimum set is added to sets K and C to represent the complete set of
initial features.

The algorithm for constructing a design sequence takes as input the current set
of initial features and then explores the maximal set of features in the complete set R
that can be justified based on the initial features. It iteratively finds the features that
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can be immediately justified from the initial set, and then, it finds the features that
can be justified based on the features found by the previous step and so on until no
more features in set R can be identified.

1.4 Experiments

This section presents four case studies to illustrate the mining of the initial features
(ideas) and design sequences that were used in creating a circuit. The procedures
use causal reasoning, e.g., understanding the cause—effect relations that produce
the performance bottlenecks of a circuit topology and how the design steps of the
sequence relax the performance trade-offs.

1.4.1 Circuit 1

The circuit in Fig. 1.5 is a highly linear, fully differential OTA for high-frequency,
continuous-time low-pass filters [15]. The complete set of features (setR) includes all
structural features of the circuit: three differential pair input stage (a cross-coupled
quad cell-based input stage together with an additional linearizing symmetrical
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differential pair), low voltage current mirror, fully differential structure, and cascode
current source biasing.

Figure 1.6 illustrates the mined starting ideas and the corresponding design
sequence. The starting features of the design (set S) include combining
cross-coupled quad cell-based input stage (set K), three differential pair input stage
(set K), current mirror at second stage (set K), and fully differential structure
(resulting from designer insight). The starting features correspond to structures
labeled as 1, 2, 3, and 4 in Fig. 1.5. Beginning with the starting features in set S, the
uncovered features of the circuit are computed by the difference: set R—set S. These
features are labeled as 5, 6, and 7 in the figure. They are used to mine the design
sequence that added these features to the circuit. For each feature, the analysis for
justifying the corresponding step starts first with the more abstract features as well as
the more likely features. The design steps of the sequence are as follows.

Design step N1 combines a three differential pair input stage, a cross-coupled
quad cell-based input stage together with an additional linearizing symmetrical
differential pair. The three differential input pair is justified by a previous and
similar design (cited by the paper) that uses a cross-coupled quad cell-based input
stage. The additional symmetrical differential pair realizes linear CMOS transcon-
ductance elements. To justify the need of having this structure as part of step N1,
the transient response of this circuit was compared with a straightforward reference,
the circuit with single differential pair input (OTA2). Table 1.1 summarizes the total
harmonic distortion results. Transistor sizing followed the design constraints pre-
sented in the paper. Both circuits are configured with the same biasing current and
input voltage. A 10-MHz sine wave simulation shows that circuit 1 (OTA) has
0.995 % total harmonic distortion. OTA2 with single differential input has 8.185 %
total harmonic distortion, which is more than 8 times worse.

Design step N2 adds a low voltage current mirror to the circuit. Using a low
voltage current mirror instead of a single current mirror is due to its high output
resistance and reduced drain–source voltage (only 0.4-V margin is left across
devices M9 and M13 for keeping both of them in saturation). In order to illustrate

cross-coupled quad
cell based input stage

three differential
pairs input stage

fully differential
structurecurrent mirror

combineinitial ideas

N2 justified step for low 
voltage current mirror

N3 justified step forcascode
current source biasing 

N1 justified step for the specific 
input stage implementation

Fig. 1.6 Initial ideas and design sequences for circuit 1
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its advantage with respect to high output resistance, Tables 1.2 and 1.3 compare the
trade-offs of the low voltage current mirror (M7, M9, M11, and M13) (OTA) and
basic current mirror (M11 and M13) (OTA3). The tables only include the variables
that cause different effects on gain, noise, and bandwidth. Table 1.3 indicates a
higher flexibility of gain and pole position because of the cascode devices M7 and
M9. The additional term gms9=gmd9 introduces an enhanced DC gain for the low
voltage current mirror structure.

Design step N3 adds a cascode current source biasing to the circuit. Using
cascode biasing instead of single current source biasing is justified by an improved
power supply rejection ratio (PSRR). For unity gain configuration, PSRR simula-
tion shows that the cascode current source biasing achieves 5.44-dB rejection.
A circuit with single current source biasing results in −7.06 dB rejection, which is
more than 12 dB less.

In summary, Fig. 1.6 presents the causal reasoning of the design sequence for
circuit 1. The design sequence starts from combining features such as cross-coupled
quad cell-based input stage, three differential pair input stage, current mirror, and
fully differential structure. The design sequence includes the justified design steps
that add to the circuit the specific three pairs input stage implementation, low
voltage current mirror, and cascode current source biasing.

Table 1.1 THD comparison
between OTA and OTA2

Circuit Ibias (μA) Input voltage (Vpp) THD (%)

OTA 200 1 0.995

OTA2 200 1 8.185

Table 1.2 Performance
trade-offs of OTA

Variables CM
gain

DC
gain

Noise Dominant
pole

cgs1 – – " –

cgs2 – – " –

cgs3 – – " –

cgs4 – – " –

cgs5 – – " –

cgs6 – – " –

gms19 – – " –

Table 1.3 Performance
trade-offs of OTA3

Variables CM
gain

DC
gain

Noise Dominant
pole

gmd7 # # " "
cgd7 þ cdb7 – – – #
gmg9 – – " –

gmd9 # # " –

gms9 " " # –

18 F. Jiao et al.



1.4.2 Circuit 2

Circuit 2 in Fig. 1.7 is a multi-path operational transconductance amplifier imple-
mented in a sixth-order 10.7-MHz band-pass switched-capacitor filter [13]. The
complete set of features (set R) includes all circuit features: three-path OTA (a
folded-cascode OTA, a current mirror cascode OTA, a current mirror
folded-cascode OTA), double differential pair cross-coupled input, CMFB circuit,
and current source biasing.

The starting features (set S) include combining the following features: a
folded-cascode OTA (set C), a current mirror cascode OTA (set C), a comple-
mentary folded-cascode OTA (set K), a multi-path OTA (set K), and a fully dif-
ferential structure. The starting features correspond to the structures labeled as 1 and
2 in Fig. 1.7. The multi-path OTA is an abstract idea originally discussed in a cited
paper and which implements a two-path OTA.

Beginning with the starting features in set S, the uncovered features of the design
are computed by the difference set R—set S and labeled as 3, 4, and 5. The
uncovered features are utilized to mine the design sequence that added them as
justified steps to the set of initial features. Similar to circuit 1, for each feature,
justification first starts with the more abstract features as well as the more likely
feature.

Figure 1.8 presents the causal reasoning information for circuit 2. The design
sequence starts from combining the features folded-cascode OTA, current mirror
cascode OTA, complementary folded-cascode OTA, multi-path OTA, and fully
differential structure. The design steps add the specific three-path OTA imple-
mentation, CMFB circuit, and current source biasing to the initial ideas.

Design step N1 adds the three-path OTA including a folded-cascode OTA, a
current mirror cascode OTA, and a current mirror folded-cascode OTA. The double
differential pair cross-coupled input is the unique causal structure, which is required
in consistent design sequence. The three-path OTA structure is justified by a pre-
vious design that used a two-path OTA. In order to illustrate its advantage over a
two-path OTA, Tables 1.4 and 1.5 present the trade-offs of circuit 2 (OTA) and the
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two-path OTA without devices M4 and M5 (OTA2). The common structures in the
two OTAs result in the same trade-offs on performance, which, for brevity, were not
included in the tables. Regarding DC gain, the additional variables gmg4 and gmd4

enhance gain by gmg4=gmd4 in the three-path OTA. Meanwhile, cgd4=cgs4 degrades
the noise performance.

Design step N2 adds the common-mode feedback CMFB to the circuit. A fully
differential amplifier usually requires CMFB circuit to stabilize the common-mode
level of the outputs. To justify using a CMFB circuit, sensitivity analysis was
performed on the common-mode configured circuits. Sensitivity analysis studies the
mapping of all circuit parameter variations onto the performance specifications of

folded-cascode
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current-mirror
cascode OTA

complementary
folded cascode 

OTA
multi-path

OTA
fully differential

structure

combine

N1 justified step 
for the specific implementation

of the three path OTA

N2 justified step 
for CMFB circuit

N3 justified step 
for current source biasing

initial ideas

Fig. 1.8 Initial ideas and design sequences for circuit 2

Table 1.4 Performance
trade-offs of OTA

Variables CM
gain

DC
gain

Noise Dominant
pole

gms4 – – # –

cgd4 – – " –

cgs4 – – # –

gmd4; gmd10 " # " –

gmg4 – " – –

gmg6 – " " –

gms6 – – " –

gms8 # " # –

Table 1.5 Performance
trade-offs of OTA2

Variables CM
gain

DC
gain

Noise Dominant
pole

gmd10 # # " –

gmg6 " " " –

gms6 # – " –

gms8 " " # –
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the circuit [34]. The results show that devices M12, M6, M16, and M14 increase the
common-mode gain, which degrades the common-mode performance. For com-
parison, in a circuit without CMFB circuit, devices M13, M1, M7, M16, M15, M6,
M10, and M11 reduce the common-mode performance for an equal sensitivity
value. Therefore, CMFB circuit is justified by improved common level of the
outputs.

Design step N3 adds current source biasing to the circuit. Current source biasing
is required as the circuit would not operate without biasing.

1.4.3 Circuit 3

Circuit 3 in Fig. 1.9 is a linearized operational transconductance amplifier
(OTA) for low-voltage and high-frequency applications [16]. The complete set of
structural features (set R) includes the following features: fully differential, double
cross-coupled pseudodifferential pair input, low voltage current mirror, linear
region transistors, common-mode feedforward (CMFF) and common-mode feed-
back (CMFB) circuits, and current source biasing.

The starting features (set S) include the following: combining common-mode
control system (set C), pseudodifferential input pair (set K), fully differential
structure (represents new insight of the designer), and nonlinearity cancelation (is
new insight of the designer). The starting features correspond to the structures
labeled as 1 and 2 in Fig. 1.9. Nonlinearity cancelation is among the starting ideas,
representing the abstract idea use transconductance linearization.

Figure 1.10 shows the causal reasoning information for circuit 3. The design
sequence starts from combining the features including the abstract idea of
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common-mode control system, pseudodifferential input pair, fully differential
structure, and nonlinearity cancelation. The actual design steps include the justified
steps for the specific input stage implementation for nonlinearity cancelation, the
specific implementation for common-mode control system, low voltage current
mirror, linear region transistors, and current source biasing circuit. The steps to
create the design sequence are as follows.

Beginning with the starting features set S, the uncovered features of the circuit
are computed as the difference set Σ—set S. The uncovered features are labeled as
3, 4, 5, 6, and 7 in Fig. 1.9. For each uncovered feature, justification starts first
analyzing the more abstract feature as well as the more likely feature.

Design step N1 adds the double cross-coupled pseudodifferential pair with
degenerated transistors’ input to the set of initial features. Step N1 is justified by a
previous design (cited by the paper) that uses pseudodifferential input pair. The
cross-coupled structure implements the abstract idea of nonlinearity cancelation. To
justify the resulting structure, the transient response of the structure was compared
with a circuit with single differential pair input and with ideal current source
(OTA2). Table 1.6 summarizes the total harmonic distortion for 10 MHz sine input.
The circuit without the design feature has a total harmonic distortion of 7.093 %.
The circuit proposed in Fig. 1.9 achieves better linearity performance. Tables 1.7
and 1.8 present the trade-offs of these two circuits for gain, noise, and bandwidth.

common mode 
control system

pseudo differential
input pair

fully differential
structure nonlinearity cancellation

combineinitial ideas

N1 justified step for the specific implementation
of nonlinearity cancellation input stage

N2 justified step for the specific implementation
of common mode control system

N3 justified step for low voltage current mirror

N4 justified step for linear region transistors

N5 justified step for current source biasing

Fig. 1.10 Initial ideas and design sequences for circuit 3

Table 1.6 THD comparison
between OTA and OTA2

Circuit Input voltage (Vpp) THD (%)

OTA 1 6.778

OTA2 1 7.093
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Circuit 3 has reduced gain performance because of the cross-coupled input stage.
Linearity is achieved at the cost of gain reduction. The dominant pole position is the
same for two circuits, but the cross-coupled stage introduces more noise.

Design step N2 adds the CMFF and CMFB circuits. This step is justified by the
requirement of a proper common-mode control system in a pseudodifferential
structure. The results for sensitivity analysis show that the circuit without
common-mode control has the same sensitivity but with larger cost. Devices M19,
M16, M2, M8, M14, M4, and M6 degrade the common-mode gain more in the
circuit without common-mode control.

Design step N3 adds the low voltage current mirror to the circuit. Having a low
voltage current mirror instead of a single current mirror is justified by its high
output resistance and reduced output voltage (as only 0.4-V headroom is left for
keeping devices M0 and M4 in saturation).

Design step N4 adds the linear region transistors to the circuit. The degenerated
resistors in the pseudodifferential stage are implemented by transistors. The linear
region transistors are justified by having the transconductance tuning ability that
compensates for the variation caused by the fabrication process and temperature.

Design step N5 adds the current source biasing to the circuit. The current source
biasing is a required step in the design sequence as otherwise the circuit would not
operate.

Table 1.7 Performance trade-offs for OTA

Variables CM gain DC gain Noise Dominant pole

cgd13 – – " –

gmd13 # # " –

gmg0 " " # –

gms0 – – " –

gmd4; gmd8 # # " "
gms4; gmg10; gms10; gmg13 " – # –

gmg6; gms6; gms13 – – # –

cgs10; cgs13 – – # –

gmd16; gmd19 " – " –

Table 1.8 Performance trade-offs for OTA2

Variables CM gain DC gain Noise Dominant pole

gmg0; gmg10 " " – –

gms0; gms4; gmg6; gms6 – – # –

gmd4; gmd8 # # " "

1 I-Flows: A Novel Approach to Computational Intelligence … 23



1.5 Circuit 4

Circuit 4 in Fig. 1.11 is a recycling amplifier based on folded-cascode transcon-
ductance amplifier [14]. The complete set of features (set Σ) includes the following
structural features: double differential pair cross-coupled input, current mirror
transistors as driving transistors, and transistors cascoded to single current mirror.

The starting features (set S) include combining conventional folded-cascode
amplifier, current mirror transistors work as driving transistors (set Γ), multi-path
OTA (set Γ), and single-ended output structure (represents insight by the designer).
The starting features correspond to the structures labeled as 1 in Fig. 1.11.

Figure 1.12 presents the causal reasoning information for circuit 4. The design
sequence starts from combining conventional folded-cascode amplifier, current
mirror transistors work as driving transistors, and multi-path OTA. The design steps
include the justified step for adding to the circuit the double differential pair
cross-coupled input, specific implementation of the current mirror, and the tran-
sistors cascoded to a single current mirror. The features that are added by the design
sequence are computed by the difference set Σ—set S and are labeled as 2, 3, and 4
in Fig. 1.11.

Design step N1 adds the double differential pair cross-coupled input to the initial
features. Step N1 is justified by the signal polarity since the output current is the
sum of positive input path and negative input path.

Design step N2 adds the current mirror transistors as driving transistors. The
recycling current mirror devices are justified by their additional current driving
capability. In order to illustrate this advantage, Tables 1.9 and 1.10 present the
trade-offs of the recycling folded-cascode and traditional folded-cascode circuit
(OTA2). For brevity, only the variables having different effects on gain, noise, and
bandwidth performance are shown. Table 1.10 indicates a higher flexibility of the
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Fig. 1.11 Circuit 4
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gain and bandwidth performance. DC gain is enhanced by devices M2 and M5, and
the dominant pole is pushed further away by adjusting the input parameters gmd1

and gms2.
Design step N3 adds the transistors cascoded to single current mirrors. Using

additional cascoded transistors is due to the reduced DC mismatch since current
mirrors have specific sizing. DC mismatch simulation is done on circuit 4 and the
circuit without devices M5 and M6 (OTA3). Table 1.11 summarizes the simulation

conventional folded 
cascode amplifier

current mirror transistors
work as driving transistors multi-path OTA

combine

double differential pair cross-coupled input

transistors cascoded to single current mirror 

N1 justified step for 

N2 justified step for specific 
current mirror implementation

N3 justified step for 

initial ideas

Fig. 1.12 Initial ideas and design sequences for circuit 4

Table 1.9 Performance trade-offs for OTA

Variables CM
gain

DC
gain

Noise Dominant
pole

gms13 – – # –

cgd1 þ cdb1; cgs2 þ csb2; cgd10 þ cdb10; cgs16 þ csb16 – – – #
gmd1 # # " "
cgd1; cgs1; cgs2; cgd10 – – # –

gmd2; gmd5; gmd12; gmd13; gmd15 # # " –

gmg1; gmg2 – " # –

gms1 – – – "
cgd2; cgd8; cgd11; cgd12 – – " –

gms2 – – # "
gmg10 " " – –

gmd10 # # " "
gmg12 – " – –

gms12; gmg14; gmg16 – – " –

gmd14; gmd16 # # " –

gms16 # " # "
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results. Both circuits are configured by the same biasing current and input voltage.
The cascoded transistors minimize the DC mismatch by 21 %, which justifies this
design step.

1.6 Conclusions

This chapter presents an overview of our recent work toward devising a novel
analog circuit synthesis method based on knowledge-intensive reasoning, similar to
(at a basic level) to the tasks that humans conduct when solving new problems. The
synthesis method mimics domain-specific knowledge-based reasoning. The rea-
soning procedure for synthesis is based on operators such as abstraction–instanti-
ation, induction, and concept combination. The knowledge structure used for
synthesis has two components: an associative part and a causal reasoning compo-
nent. The associative part clusters the known circuit schematics into abstractions.
Clustering uses the similarities and differences of the structural features of the
circuits. Each abstraction is a summary of the common symbolic expressions that
describe the behavior of the related instances. Also, the synthesis flow reuses the
design sequences that have been previously used to solve similar design applica-
tions. Such sequences together with the starting design ideas are stored by the
causal reasoning component of the knowledge structure. Experiments offer insight
about the automated mining of the starting ideas and design sequences for four
high-performance analog circuits.

Table 1.10 Performance trade-offs for OTA2

Variables CM
gain

DC
gain

Noise Dominant
pole

gms12; gmg14; gmg16 – – # –

cgd11 þ cdb11; cgs13 þ csb13 – – – #
cgd1; cgs1; cgd11; cgd12 – – " –

gmd1; gmd10; gmd12; gmd13; gmd14; gmd15; gmd16 # # " –

gmg1 " " # –

gms1 # – # "
gmd11 – – – "
gmg12 – " – –

gms13 – – # "
gms16 # ↑ ↓ –

Table 1.11 DC mismatch
comparison between OTA
and OTA3

Circuit DC mismatch (V)

OTA 0.651

OTA2 0.824
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Our ongoing research studies the effectiveness of the proposed domain knowl-
edge structure and reasoning-based flow to address new applications and new
design problems, e.g., by selecting or refining a circuit topology, identifying new
design opportunities (by analyzing the combining of design features that have never
been used together), and validating the design correctness by showing that all steps
in a design sequence are justified. We also think that there is the opportunity of
using the associative component of the knowledge structure to create in real-time
comprehensive summaries of the state of the art on a certain design problem, such
as by mining design information from electronic documents in databases, such as
IEEE Xplore. Finally, this approach could create an initial path toward computa-
tionally mimicking some facets of human innovation and creativity, a well-known
challenge in computing.
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No. 1247971. Any opinions, findings, and conclusions or recommendations expressed in this
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Chapter 2
Automatic Synthesis of Analog Integrated
Circuits Including Efficient Yield
Optimization

Lucas C. Severo, Fabio N. Kepler and Alessandro G. Girardi

Abstract In this chapter, the authors show the main aspects and implications of
automatic sizing, including yield. Different strategies for accelerating performance
estimation and design space search are addressed. The analog sizing problem is
converted into a nonlinear optimization problem, and the design space is explored
using metaheuristics based on genetic algorithms. Circuit performance is estimated
by electrical simulations, and the generated optimal solution includes yield pre-
diction as a design constraint. The method was applied for the automatic design of a
12-free-variables two-stage amplifier. The resulting sized circuit presented 100 %
yield within a 99 % confidence interval, while achieving all the performance
specifications in a reasonable processing time. The authors implemented an efficient
yield-oriented sizing tool which generates robust solutions, thus increasing the
number of first-time-right analog integrated circuit designs.

2.1 Introduction

Analog integrated circuit (IC) design presents different characteristics from its
digital counterparts in terms of number of devices, design methodologies, and
design automation.

As digital electronic systems are modeled using hardware description languages
(HDLs), digital design processes are largely removed from technology consider-
ations and from actual physics of the devices. Digital IC design typically focuses on
logical correctness, maximization of circuit density, placement, and routing of
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circuits. The highly automated process produces variable, fab-independent netlists
and easily generated layouts that are usually “right the first time.”

Analog/mixed-signal designs, on the contrary, are notorious for requiring more
than just one prototypation cycle. They typically include a wide variety of primitive
devices, such as digital MOS and mid- and high-voltage MOS and bipolar junction
transistors (BJT), as well as a host of passive elements that include capacitors,
resistors, inductors, varactors, and diodes. These devices are often required to
operate under unfriendly environments, where they have to cope with
high-temperature differences, high voltages, switching noise, and interference from
neighboring elements. Analog circuits are also much more sensitive to noise than
digital circuits, which can severely affect their performance.

Unlike digital designs, in which only a few device parameters, such as threshold
voltage, leakage, and saturation currents, need to be considered, analog/mixed-signal
design must cope with much more complex specifications. It is more concerned with
the physics of devices. Parameters such as voltage gain, matching, power dissipa-
tion, and output resistance, for example, depend on voltage levels, device dimen-
sions, and process parameters. Each device in the analog world must, therefore, be
carefully characterized and modeled across a very large parameter space to allow for
a reliable circuit design. This process usually leads to fab-specific designs that
typically require more than one iteration to get the mask set right [14].

The success for first-time-right analog design in a traditional design flow can be
summarized in three parts. The first is the experience of the design team. It can be
acquired with a library of tried and tested design topologies and well-characterized
devices, allowing a correct estimation of process variations. The second is the
availability of good design kits and device models, providing an accurate charac-
terization of transistor behavior in different operation points. Furthermore, a wide
range of statistical models must be made available, including worst-case models,
statistical corner models, and Monte Carlo mismatch models, making it possible for
circuit design sizing and design centering techniques to achieve high-yielding and
robust designs. The third is a good planning for optimizing the time necessary for a
full design cycle, from initial specification to a functional prototype. A tight
time-to-market, in general, plays a crucial role in the definition of the design
schedule. In this context, a mandatory strategy for first-time-right silicon in analog
design is the automation of critical design stages such as transistor sizing.

Automatic synthesis of analog integrated circuits is a very hard task due to the
complex relationship between technology process parameters, device dimensions,
and design specifications. The design of analog building blocks requires circuit
parameters to be sized such that design specifications are met or even optimized. An
efficient search in the design space is mandatory when hard specifications must be
accomplished, mainly for low-voltage and low-power design. The exploration of all
transistor operation regions is also fundamental for the search for an optimized
circuit [18].

As devices shrink with the fabrication technology evolution, the impact of
process variations on analog design becomes significant and can lead to circuit
performance degradation and yield falling below specification [1, 20, 35]. Gate
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oxide thickness, for example, approaches a few angstroms in state-of-the art
technologies. Although VDD scales to sub 1 V supply voltage headroom, threshold
voltage does not scale in the same proportion due to leakage. Less headroom means
more sensitivity to threshold voltage variation. This issue has led to the inclusion of
yield prediction as a fundamental step in the analog design process. However, this
prediction—estimated by Monte Carlo analysis—might demand high computa-
tional effort if included at each iteration of an optimization procedure [36].

With Monte Carlo simulation, one can find out how the distribution in circuit
response relates to the specification. The aspects of yield considered here are the
percentage of devices, which meet the specification and the design centering with
respect to the specification.

Another important aspect is avoiding over-design, when the circuit character-
istics are within specification but with a wide margin, which could be at the expense
of area or power and ultimately, cost. Although not recommended, this strategy is
still in use by most of the analog design teams because of the low level of design
automation.

A typical design process is iterative, first for finding a solution which meets the
nominal specification, and then moving on to a solution that meets yield and
economic constraints, including the effects of variations in device characteristics. It
helps to understand the relationship of the design parameters to the circuit response
and the relationships of the different types of circuit response. However, it is a slow
process, since it depends on the direct influence of the human designer.

The inclusion of yield prediction in the automatic circuit sizing procedure allows
for a realistic modeling which contributes for a first-time-right design. The problem
is that it often presents high complexity due to the long simulation time in the
optimization process. Several hours is often required to optimize a typical-sized
circuit.

In this work, we demonstrate the main aspects and implications of automatic
sizing including yield. Different strategies for accelerating performance estimation
are addressed.

In Sect. 2.2, we show the different strategies for automatic analog circuit sizing,
while in Sect. 2.3 we show how it can be approached as an optimization problem. In
Sect. 2.4, we present a tool for circuit sizing using optimization and considering
yield. Then, in Sect. 2.5, we discuss the results of the automatic design of a
Miller OTA using the tool. Finally, we draw conclusions in Sect. 2.6.

2.2 Strategies for Automatic Analog Integrated Circuit
Sizing

In the analog design flow, the definition of transistor sizes, device values, and bias
voltages and currents is called the sizing procedure. It can be implemented, in
general, by two approaches: knowledge-based sizing or optimization-based sizing.
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In the knowledge-based approach, the circuit sizing is performed based on the
experience of the design team. This method uses analytic design equations that
relate circuit performance to device characteristics. Although it is a good approach
for older technologies, it is not suitable for designs in modern fabrication tech-
nologies, since the modeling of short-channel effects turns the design equations
extremely complex and simplification leads to values far from the actual circuit
response. Also, it is difficult to explore transistor operation regions other than strong
inversion. An example of knowledge-based sizing tool is Procedural Analog Design
(PAD) tool [33].

The optimization-based approach transforms the design procedure in a general
optimization problem. The circuit performance is modeled in a cost function, and
the design space is explored automatically by an optimization heuristic in the search
for optimized solutions. According to Barros et al. [5], the optimization method is
dependent on the design optimization model, which can be classified in equation
based, simulation based, or learning based.

The equation-based method uses simplified equations originated from large- and
small-signal analysis of the circuit topology. It allows for a fast estimation of circuit
performance, but lacks in accuracy. The application of this method has been
demonstrated in the literature, mainly with the use of geometric programming [15,
23]. The circuit performance is modeled by posynomial equations, which guarantee
the finding of an optimal solution in a fast computational time. However, this
modeling implies simplifications that compromise accuracy, since performance
equations are not posynomials.

Simulation-based methods use electrical simulators such as SPICE to estimate
circuit performance. This performance estimation method is purely numerical and
tends to consume a large computational time, since several iterations are necessary
to resolve the convergence algorithm implemented by SPICE. However, this
method gives a very accurate performance estimation. Electrical simulation allows
the calculation of all design specifications, in both time and frequency domains.
Another advantage is that circuit variability and sensitivity can be estimated by
corner models or Monte Carlo simulation.

The tool proposed by Phelps et al. [29] uses simulated annealing heuristic to
explore a multi-objective cost function using Cadence Spectre simulator for per-
formance estimation. The exploration of the design space using multi-objective
genetic optimization is presented by De Smedt and Gielen [8], in which the cal-
culation of the hypersurface of Pareto-optimal design points explores the trade-off
between competing objectives.

Learning-based methods provide fast performance evaluation and good accu-
racy. It is obtained by using techniques such as support vector machines [5] and
neural fuzzy networks [3]. The models are trained from electrical simulations. The
drawbacks are the high effort necessary to train the models with the desired
accuracy—a huge amount of simulation data is necessary—and the low configu-
rability, since a simple modification in the circuit topology makes the trained model
no more suitable for the application.
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Figure 2.1 shows the execution scheme of an analog optimization-based tool
with simulation-based performance evaluation. The tool takes as input the circuit
topology, design specifications, and technology parameters. The optimization core
generates solutions for the optimization problem according to the implemented
optimization technique. For each iteration, it is necessary to evaluate the quality of
the generated solution. It is quantified by a cost function, which gives an indication
of the performance of the generated solution with respect to the desired specifi-
cations. The performance is estimated by SPICE simulation of a set of test benches
in which design specifications can be extracted.

2.2.1 Sources of Process Parameter Variability

Submicrometer integrated circuit technologies present high incidence of variability
in the fabrication process. These variations affect the performance of ICs, both
analog and digital. In digital circuits, the effects are directly perceived in the
propagation time of the digital signal. In analog circuits, process variations affect
the operation point of the individual transistors and cause mismatch that can lead to
loosing circuit functionality [10].

According to Orshansky et al. [27], the variations in the IC fabrication process
can be classified in three categories: front end, back end, and variations caused by
the environment. Front-end variations are caused by the first steps of device fab-
rication, such as ion implantation, oxidation, polysilicon deposition, and others.

Design Variables

Optimization Core

New Solution

Performance Evaluation

Design Specifications

Circuit Topology

Technology Parameters

Spice Simulation

Fig. 2.1 General
optimization-based design
flow
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In these stages, random variations occur in the transistor gate sizes (W and L),
threshold voltage (VTH), silicon oxide thickness (Tox), among others.

Back-end variations are characterized by the process variations caused in the
metallization step of the fabrication process. The width of metal lines and inter-
connection vias, at different metal levels, are affected by random variations. At the
same time, passive devices—such as capacitors and inductors—present variations
around the nominal values, because they are implemented, in general, by metal
lines.

The environment variations refer to the differences between the nominal and real
operation conditions of the IC. We can cite temperature and supply voltage vari-
ations as example. These variations are systematic and can be treated at design level
in order to attenuate their effects.

Figure 2.2 illustrates three of the main parameter variation sources present in an
IC fabrication process. A random fluctuation of dopants occurs due to the difficulty
in controlling the exact quantity and energy of the ion implantation in small
devices. Some ions are located at undesired regions, and the concentration presents
nonuniform patterns. At the same time, there is a random variation in the effective
channel length and width, making it slightly different from the drawn dimensions.
Devices with large gate length are less sensitive to process imperfections.
Polysilicon width does not produce large variations in W , since this dimension is
defined by the diffusion region, which, in general, has a large area [10]. Finally, the
gate oxide thickness Tox presents a random variation gradient along the wafer area.

According to Orshansky et al. [27], front-end variations are very relevant for an
analog design. In order to exemplify the influence of a variation in the fabrication
process over an integrated circuit, consider the threshold voltage VTH. For large
channel transistors with uniform doping [34], it can be estimated by

VTH ¼ VTH0 þ cð
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2j/F j þ VSB

p
�

ffiffiffiffiffiffiffiffiffiffiffi
2j/F j

p
Þ;

Fig. 2.2 Representation of the main variation sources in the integrated circuit fabrication process:
random doping fluctuation, effective gate dimensions, and gate oxide roughness
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where VTH0 is the threshold voltage for a long-channel device with source-bulk
voltage equal to zero, /F is the Fermi level, and c is obtained by

c ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2q�SiNsub

p
Cox

:

Here, q is the fundamental charge of an electron, �Si is the silicon permittivity,
Nsub is the density of electrons in the substrate, and Cox is the silicon oxide
capacitance.

In this context, we can verify that a variation in the number of dopants in the
substrate (Nsub) has a great effect in the threshold voltage. The same occurs with a
variation in Cox, which is dependent on the gate oxide thickness Tox:

Cox ¼ �ox
Tox

:

Although well controlled, the gate oxide thickness can present relevant varia-
tions over different regions of the wafer.

The standard deviation of VTH can be estimated by Orshansky et al. [27] as
follows:

rVTH ¼ 3:19 � 10�8 ToxN0:4
subffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

LeffWeff
p :

We can verify that, besides Tox and Nsub, the variation of VTH is related to the
inverse square root of the effective gate area. Small devices are, therefore, more
sensitive to process variations.

2.2.2 Estimating Circuit Yield

Yield is the ratio of accepted ICs over the total number of fabricated ICs. If the yield
is significantly less than 100 %, this implies a financial loss to the IC manufacturer.
Therefore, it is important to calculate and maximize the manufacturing yield already
during the design stage [12]. This is called design for manufacturability, which
implies techniques for yield estimation and yield optimization.

Failures that show up when the IC is in use in a product in the field are even
more expensive, for instance when the IC is used under extreme operating condi-
tions such as high temperatures. To try to avoid this, the design has to be made as
robust as possible. This is called design for robustness or design for quality, which
implies techniques for variability minimization and design centering.

Some works have been done in the analog automatic synthesis theme consid-
ering design for manufacturability. The strategy for calculating the yield-aware
specification Pareto front is explored by Mueller-Gritschneder and Graeb [25].
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Other approaches propose the use of simplified sampling techniques for yield
estimation in order to reduce computational time [6, 13, 22]. The use of response
surface method (RSM) for circuit performance modeled as quadratic functions of
the process parameters is also reported [31]. All of them, however, face challenges
in accuracy, compromising the search for the optimized circuit.

The problem is how to estimate yield with accuracy in a reasonable processing
time. Monte Carlo is the standard technique for statistical simulation of circuits and
for yield estimation during the design phase. The reason for this is that Monte Carlo
is applicable to arbitrary circuits, arbitrary statistical models, and all performance
metrics of interest, while allowing arbitrary accuracy. On the other hand, circuit
size, nonlinearity, simulation time, and required accuracy often conspire to make
Monte Carlo analysis expensive and slow. A single Monte Carlo run can cost a few
thousand SPICE simulations, and higher accuracy requirements demand longer
runs.

A detailed analysis of traditional pseudo-random Monte Carlo sampling, Latin
hypercube sampling (LHS), and quasi-Monte Carlo (QMC) techniques is done by
Singhee and Rutenbar [32]. The goal is to reduce the number of sample points
while keeping the accuracy of the yield prediction. For high-dimensional problems,
QMC presents advantages in terms of simulation speed, giving 2× to 8× speedup
over conventional Monte Carlo for roughly 1 % accuracy levels.

2.3 Problem Formulation

The problem of analog integrated circuit sizing is modeled as an optimization
problem by translating the circuit performance specifications to a cost function
dependent on the transistor dimensions, capacitances, resistances, and bias voltages
and currents (design free parameters). This cost function fully defines the perfor-
mance space, which can be explored by an optimization heuristic for a minimum (or
maximum) point. The optimized solution is contained in this point.

Consider a set of circuit performance functions (design specifications)
Xðp; qÞ ¼ fS1; S2; . . .; Skg, which depends on a set of design parameter values p
and on a set of technology parameter values q. S is an individual specification, and
k is the number of design specifications. Performance functions for an operational
amplifier can be the low-voltage gain (Av0), gain–bandwidth product (GBW), slew
rate (SR), dissipated power (Pdiss), etc. Design parameters are the free variables the
designer can handle in order to design the circuit, such as gate dimensions (length L
and width W), reference currents, and capacitor values. Technology parameters
include electrical MOS model parameters (such as oxide thickness Tox and
threshold voltage of the long-channel device at zero substrate bias VTH0), supply
voltages, and operation temperature range.
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The acceptance of a circuit by a specification test can be expressed as follows:

Xðp; qÞ 2 U.

U is the region of acceptable performance specifications in the performance
space. The acceptance region W in the design parameter space is defined by

Xðp; qÞ 2 U ! p 2 W:

A manufactured circuit will be considered acceptable if all of its actual perfor-
mances fall within acceptable limits, i.e., if SLi � Si � SUi , where the indexes L and U
correspond to lower and upper specification limits, respectively.

The parameter values q vary statistically around a nominal value, caused by
unavoidable process fluctuations in manufacturing, with a joint probability density
function (JPDF) gðp; qÞ.

Two different types of parameter variation are present in a semiconductor fab-
rication process: global (interdie) and local (intradie) variation. Global variation of
the electrical parameters is induced by process fluctuations in manufacturing, which
affect all devices in a circuit in the same way. It is independent of length L and
width W .

Local variation induces differences between identically designed devices caused
by edge roughness, doping variation, boundary effects, etc. In this case, the vari-
ation of L depends on the width of the device. Other parameters such as sheet
resistance, channel dopant concentration, mobility, and gate oxide thickness are
inversely dependent on the gate area (W � L), since the parameters average over a
greater distance or area [10]. Mismatch is dominated by local variation and affects
the electrical behavior of input differential pairs and current mirrors, even for
well-designed layouts.

The manufacturing yield Y of a circuit can be formulated by the number of
accepted circuits that pass the specification test over the total number of considered
circuits:

Y ¼ ProbðXðp; qÞ 2 UÞ:

The manufacturing yield can be estimated by repeating circuit electrical simu-
lation and performance specification evaluation. This is done by Monte Carlo
analysis, which simulates the variation of the electrical parameters that affect all
devices in a circuit. In order to simulate global variation, the process parameters are
randomly selected in each simulation run and globally assigned to all device
instances in a design. For local variation simulation, every instance of a device that
contains matching-relevant parameters receives an individual random value around
a typical mean.

There are some design techniques typically used to improve yield in analog
circuits [7]. These techniques can be implemented—in combination or not—in
three design stages: topology selection, transistor sizing, and physical synthesis
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[24]. The focus of this chapter is restricted to yield maximization at the transistor
sizing stage.

In our approach, yield maximization is performed by determining a set of
nominal values of the design parameters, p, that maximizes the probability of the
random performances lying within U [4]. However, there is not an explicit for
estimating gðp; qÞ. The yield optimization problem can be formulated in the space
of independent statistical disturbances. The region of acceptability in the distur-
bance space contains all possible combinations of disturbances that can occur in the
manufacturing of a circuit, which, for specific nominal parameter values, do not
result in unacceptable performance. Yield optimization is, therefore, performed by
modifying the acceptability region in a way that increases the coverage of a fixed
probability distribution [9].

This yield can be calculated in both the device parameter space and the circuit
performance space. This calculation, however, is complicated by the fact that, in
either space, one of the two elements is not known explicitly: the statistical fluc-
tuations are known in the device parameter space but not in the circuit performance
space, whereas the acceptability region is known in the performance space but not
in the parameter space [12]. Monte Carlo simulation, combined with an optimi-
zation procedure, is the most effective way to estimate acceptability region in the
performance space.

2.3.1 Transistor Sizing as an Optimization Problem

The proposed approach for optimization of circuit performance explores the yield
prediction as a design objective in an automatic sizing procedure. It is a nonlinear
programming problem and requires the formulation of a single performance func-
tion (cost) to minimize subject to a set of inequality constraints, as in the following
standard form [26]:

minimize
p;q

Fmðp; qÞ; i ¼ 1; . . .;M

subjectto Cnðp; qÞ�Cnðref Þ; n ¼ 1; . . .;N

where M is the total number of Fm specifications to optimize, and N is the number
of Cn constrained performance functions. Here, X can be rewritten as a set of design
objectives and design constraints:

Xðp; qÞ ¼ fF1; . . .;FM ;C1; . . .;CNg:

Cnðp; qÞ is a function that is dependent on the specification type: minimum
required value (Cminðp; qÞ) or maximum required value (Cmaxðp; qÞ) [5].
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These functions are shown in Fig. 2.3, where a is the maximum or minimum
required value, and b is the bound value between acceptable and unacceptable
performance values.

Acceptable but non-feasible performance values are the points between a and b.
They return intermediate values for the constraint functions in order to allow the
exploration of disconnected feasible design space regions. These functions return
additional cost for the cost function if the performance is outside the desired range.
Otherwise, the additional cost is zero.

The constrained problem can be transformed into an unconstrained minimization
problem using the penalty function approach:

fcðp; qÞ ¼
XM
m¼1

wm � F̂mðp; qÞ þ
XN
n¼1

vn � Ĉnðp; qÞ: ð2:1Þ

Here, wm and vn are weights that indicate the relative importance of design
objectives and design constraints, respectively. F̂ and Ĉ are normalized design
objective and design constraint functions, in order to keep all sum factors in the
same order of magnitude.

Yield prediction can be easily included as a design objective in the cost function
by adding a new term Ŷðp; q; �qÞ in the penalty function:

f Yc ðp; q; �qÞ ¼
XM
m¼1

wm � F̂mðp; qÞ þ
XN
n¼1

vn � Ĉnðp; qÞ þ Ŷðp; q; �qÞ: ð2:2Þ

This new term is dependent on the variability vector of technology parameters q
given by �q.

We define the characteristic function of U as

IUðXÞ ¼ 1 if X 2 U
0 if X 62 U

�

which is 1 for pass and 0 for fail. This is also known as the indicator function.

a b

Feasible

Acceptable Unacceptable

C (p,q)

ab

Feasible

AcceptableUnacceptable

(a) (b)
C (p,q)

Fig. 2.3 Design constraint performance metrics: a minimum required value specifications and
b maximum required value specifications
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We can now define the circuit yield as the probability of a circuit instance lying
in the acceptance region:

Y ¼
Z
<�

IUðXÞgðXÞdX:

There are other ways of calculating the yield, such as the use of process capa-
bility indexes (Cpk). The key idea is normalizing the distance to the feasible
boundary by the standard deviation (r) of its performance distribution to consider
different process sensitivity. The application of these indexes, however, is out of the
scope of this work.

In this work, the cost function is estimated by electrical simulations performed
by Synopsys HSpice®. The high computational cost of Monte Carlo simulations is
diminished by performing circuit statistical analysis only for a subset of design
solutions in the optimization process, as detailed in the next section.

2.3.2 Monte Carlo in the Optimization Flow

According to Eq. 2.2, we need to estimate circuit yield for the calculation of the cost
function in the optimization flow. However, it is computationally costly if done by
Monte Carlo simulation. On the other hand, if yield prediction is not considered, the
optimization algorithm tends to find optimal solutions close to the border of the
performance space. At these points, a small variation in the process parameters
makes the performance specifications fall outside the acceptable region. Thus, a
strategy for dealing with this problem must be included in the optimization process.
It is called design centering.

There are two approaches for improving processing time considering Monte
Carlo simulations: to reduce the number of iterations in which Monte Carlo sim-
ulations are necessary; and to reduce the number of runs in a Monte Carlo simu-
lation. Both strategies are essential for improving the processing time during the
search for an optimal design solution.

2.3.2.1 Reducing the Number of Monte Carlos Simulations

It is possible to reduce the number of iterations in which the calculation of Y is
necessary by analyzing the influence of this term over the entire cost function of
Eq. 2.2. Figure 2.4 illustrates this strategy. Consider first the cost function in
Eq. 2.1, which does not include yield. If the current solution is not a best solution
candidate, i.e., if it is already a worst solution even without the calculation of Y , this
solution can be discarded and Monte Carlo simulation is not necessary. As f Yc ðXÞ is
unknown before the Monte Carlo simulation, the test for best solution candidate is
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done by the calculation of fcðXÞ. Monte Carlo simulation is executed only when
fcðXÞ\minðf Yc ðXÞÞ—where minðf Yc ðXÞÞ is the current best solution.

At the start of the optimization process, the current best solution is frequently
updated. However, the update frequency tends to reduce along iterations.
Consequently, the number of iterations in which Monte Carlo simulation is nec-
essary also reduces. Computational time is spared, since useless Monte Carlo
simulations are avoided.

2.3.2.2 Reducing the Number of Runs in a Monte Carlo Simulation

The reduction in the number of runs in a Monte Carlo simulation can be imple-
mented with the calculation of the number of samples (n) necessary to achieve a
desired confidence level in the yield estimation.

From Optimization Core To Optimization Core

New Solution

Performance EvaluationSpice Simulation

fc(X) Calculation

Best Solution
Candidate?

Yield PredictionMonte Carlo Simulation

fY
c (X) Calculation

Yes

No

Fig. 2.4 Optimization flow including yield prediction only for best solution candidates
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The expected value of a random variable p is l ¼ EðpÞ. If we generate values
p1; . . .; pn independently and randomly from the distribution p, we can estimate l as

l̂ ¼ 1
n

Xn
i¼1

pi:

One of the great strengths of the Monte Carlo method is that the sample values
themselves can be used to get a rough idea of the error l̂n � l. The average squared
error in Monte Carlo sampling is r2=n. The most commonly used estimation of
standard deviation r2 is

r2 ¼ 1
n

Xn
i¼1

ðpi � l̂nÞ2:

Monte Carlo sampling typically uses large values of n for guaranteeing that this
estimation is a good approximation to the actual r2.

A variance estimate r2 tells us that the error is on the order of r=
ffiffiffi
n

p
. We know

that l̂n has mean l and we can estimate its variance by r2=n.
From the central limit theorem (CLT), we also know that l̂n � l has approxi-

mately a normal distribution with mean 0 and variance r2=n. The CLT can be used
to get approximate confidence intervals for l. For 95 % confidence interval,

l95% ¼ l̂n � 1:96
rffiffiffi
n

p :

For 99% confidence interval,

l99% ¼ l̂n � 2:58
rffiffiffi
n

p : ð2:3Þ

In a general way,

lc% ¼ l̂n � U�1ð1� a=2Þ rffiffiffi
n

p ;

where a ¼ 1� c=100 and Uð�Þ�1 is the inverse cumulative distribution function
(ICDF) of Nð0; 1Þ, the standard normal distribution. It is not available in closed
form, and computation requires careful use of numerical procedures. It is also called
“probit function,” an acronym for “probability unit function.” The probit function
can be calculated as

probitðpÞ ¼
ffiffiffi
2

p
� er f�1ð2p� 1Þ:

In Matlab, the erfinv function is available for er f�1 (inverse error function).
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The steps for determining the number of Monte Carlo runs that matches a 99 %
confidence interval for a determined specification are the following:

The correct choice of n0 is fundamental for correctly estimating niþ1, since the
confidence of r is dependent on n. With some simulations, we can infer that
n0 ¼ 50 is a good choice. Figure 2.5 shows the simulation of Eq. 2.3 for different
values of n for estimating the low-voltage gain of a Miller OTA. One can note that
the graph stabilizes for n ¼ 50, indicating a maximum number of samples (niþ1)
equal to 400.

2.4 The UCAF Tool

UCAF is a CAD tool we developed for the automatic design of analog basic blocks
including yield optimization. The tool sizes an integrated circuit by modeling it as
an optimization problem and exploring efficiently the design space searching for
optimal solutions. The main design flow of this tool is the same shown in Fig. 2.1.
This general design flow is implemented in Matlab, and Synopsys HSpice is used
for performance estimation.
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Fig. 2.5 Example of the
maximum number of Monte
Carlo runs calculated with
Eq. 2.3. The circuit is a Miller
amplifier, and the
specification being measured
is low-voltage gain. A good
choice for n0 is 50, the value
where the graph stabilizes
around 400
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The implementation of UCAF is made using modular functions to solve a
generic analog IC design. These modular functions are shown in Fig. 2.6.
Modularity allows a high degree of configurability, since each function can be
substituted by a similar one without loosing functionality. For example, the opti-
mization algorithm can be changed independently of the remaining functions. The
tool is configured with the aid of an specific script as the input interface. Also, a
graphical interface guides the user through the basic configurations. The output
interface presents the generated solutions.

The “Core” module is the main function, which creates and organizes a new
design, creates design folders, sets the modular functions, writes the simulation file,
and performs other important tasks.

The function “Manufacturing Technology” implements the interface between the
design and the fabrication technology. It reads and configures the parameters of
simulation models from the design kit provided by the foundry.

Each new analog block inserted in the tool is saved in a cell library. This task is
performed by the “Topology Library” function. These cells can be reused for
different design specifications.

Core

UCAF Options

Input and Output
Interfaces

Cost Function

Specifications

Electrical Simulations

Yield Prediction

Optimization

Topology Library

Manufacturing Technology

Modular Functions

Fig. 2.6 UCAF structure
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The “Optimization” function is responsible for the optimization algorithm that
will guide the design space exploration. This function will be detailed further in
Sect. 2.4.2.

The “Cost Function” implements Eq. 2.1 and is responsible for representing the
design as an unconstrained minimization problem. In order to evaluate the cost
function, it is necessary to estimate the values of the circuit specifications. Thus, the
UCAF tool has the “Electrical Simulation” and “Specifications” functions. These
functions are analyzed with more details in Sect. 2.4.3.

2.4.1 A Simplified Design Example

The design flow of the UCAF tool can be illustrated by the sizing of a simple active
load differential amplifier circuit, as shown in Fig. 2.7. It is composed of four
transistors and a tail current (Iref ). In order to simplify the design, we assume all
transistors have the same size and Iref is fixed at 10 μA. This is not of practical use,
but reduces the design problem to only two variables: the transistors channel width
(W) and length (L). It also allows the visualization of the design space and provides
an intuitive understanding of the optimization procedure.

M4M3

M1 M2

2

Vin1 Vin2

3 Vout

1

Iref

VSS

VDDFig. 2.7 Active load
differential amplifier

Table 2.1 Required
specifications for the
differential amplifier of
Fig. 2.7

Specification Required value

Gate area Minimize

Low-frequency gain (Avo) ≥40.00 dB

Phase margin (PM) ≥70.00

Gain–bandwidth product (GBW) ≥1.00 MHz

Input common-mode range (ICMR+) ≥0.40 V
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Table 2.1 summarizes the circuit performance specifications. The design
objective is to minimize the gate area (W � L). The cost function is calculated by

fcðXÞ ¼ 1
Arearef

� AreaðXÞ þ
XN
n¼1

CðXÞ; ð2:4Þ

where X is the vector of free variables (X ¼ ½WL�), Arearef is the weighting
parameter of the gate area, and CnðXÞ represents the constraint performance metric
for the required specifications.

P
CðXÞ is calculated by

X
CnðXÞ ¼ CminðAvðXÞ;AvrefÞ þ CminðPMðXÞ; PMrefÞ

þ CminðGBWðXÞ;GBWref Þ þ CminðICMRþðXÞ; ICMRþ
refÞ;

where Cmin and Cmax are the constraint performance functions shown in Fig. 2.3.
Assuming W can vary between 0.22 and 10 μm and L between 0.2 and 1 μm in

steps of 0.05 μm, the optimization problem has 3120 possible solutions. We
exhaustively calculated all 3120 solutions by electrical simulation. The resulting
design space is shown in Fig. 2.8, where one can see the high nonlinearity of the
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Fig. 2.8 Resulting design space composed by 3120 possible solutions for the differential amplifier
of Fig. 2.7
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cost function with respect to the design free variables. The optimization method
searches the design space in order to find the value of W and of L that make the cost
function have the lowest value. The optimal solution is reached at the point
W = 1.62 μm and L = 0.54 μm, with a cost value of 0:11958.

The yield of each solution is evaluated by Monte Carlo simulations with 200
samples. The yield design space is shown in Fig. 2.9. It is possible to see that the
design space is abruptly deformed at the region where the yield moves from 100 to
0 %. The optimal solution not considering yield represents, in practice, an yield of
51.8 %, indicating that the solution is located in a performance region very sensitive
to process variations.

Using Eq. 2.2, the design spaces of Figs. 2.8 and 2.9 can be joined to result in a
design space including yield prediction, shown in Fig. 2.10. The optimal solution is
now at W = 1.82 μm and L = 0.56 μm, with a cost value of 0:13658 and yield of
99.8 %. The optimal point moved just slightly, but enough for considerably
increasing the yield. The difference between this optimal value and the optimal
value without yield is ΔW = 0.02 μm and ΔL = 0.02 μm.

2.4.2 Optimization

This is the main function of the UCAF tool, because it is responsible for exploring
the design space. Here we opted for using genetic algorithms (GA), available in the
Matlab Genetic Algorithm Optimization Toolbox (GAOT) [17].
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Fig. 2.9 Yield design space estimated by Monte Carlo simulation
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The GA optimization approach is based on the biology theories of evolution and
genetics. It is a non-deterministic meta-heuristic and can be used for optimizing
nonlinear functions [11].

A specialized vocabulary is used for better reflecting the biological approach.
A solution is called an “individual,” and since GA work with a number of solutions
simultaneously, this set of solutions is called “population.” The iterations of the
optimization process are called “generations,” and the cost function is referred as
the “fitness” function.

In each generation, the individuals of the current population are crossed, gen-
erating new individuals that share characteristics from both parents (“crossover”)
and that may suffer “mutation.” Each individual is represented as a chromosome,
which in turn represents the optimization variables and their values.

Figure 2.11 shows the flowchart for optimizing the circuit size using GA.
The GA core receives three inputs: the configuration parameters, the design spec-
ifications, and the technology parameters. The first step is creating an initial set of
solutions, which is randomly performed by an initialization function. Each solution
is then evaluated according to the fitness (cost) function, given by Eq. 2.4, but
replicated here for convenience (recall that circuit specifications are estimated via
electric simulations):

fcðXÞ ¼ 1
Arearef

� AreaðXÞ þ
XN
n¼1

CðXÞ:
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Fig. 2.10 Design space considering yield prediction
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Afterward, a subset of the solutions is chosen based on a selection function.
The GAOT accepts the following selection functions: roulette wheel, normalized
geometric rank selection, and tournament selection. The roulette wheel function
first gives a normalized probability for each solution based on its fitness and then
builds a roulette based on these probabilities. A random number is generated, and
the solution with this number is selected. That way, the better the fitness, the higher
the chance of being selected.

The selection by ranking orders the solutions based on their fitness and assigns a
selection probability to each position. As with the roulette function, a solution is
randomly chosen according to the probabilities. The difference here is that the
probability of selection of a solution does not directly depend on its fitness, but only
on its rank.

The third selection function chooses a number of solutions uniformly at random
and keeps only the best solution. New tournaments are drawn, and the best overall
solution is kept.

GA Configurations Project Specifications Technology

Start

Create random
population

Select solutions

Apply crossover
and mutation

Insert solution
in population

Is stop condition
satisfied?

Cost function

Electric simulation

Finish: sized circuit

Yes

No

Genetic Algorithm Core

Fig. 2.11 Genetic algorithm flowchart for circuit sizing
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After selecting a subset of solutions, the next step in Fig. 2.11 is to perform
crossover and mutation over the solutions. These operations are responsible for the
state space search process of GA, since they generate new solutions. The crossover
operation takes two solutions (chromosomes), splits them at some random point,
and then combines one part from each chromosome, generating two new chro-
mosomes. The mutate operation takes a single chromosome, selects a random point,
and then inverts its value. Various functions for crossover and mutation are
described in Houck et al. [16].

The new population is tested and, if the stop condition is satisfied, the circuit is
sized and the process finishes. If it is not satisfied, a new generation (iteration) is
performed. A maximum number of generations or a minimum cost function dif-
ference can be used as stop conditions.

2.4.3 Circuit Characterization

The optimization procedure has an interface with an external electrical simulator to
estimate the circuit performance. For each specification, it is necessary to simulate a
circuit test bench, performing AC, DC, or transient analysis. The current version of
UCAF tool has some circuit standard test benches to measure the specifications of
operational amplifiers [2, 30]. These test benches are shown in Fig. 2.12.

An AC analysis is performed for measuring the low-frequency gain (Av0), the
gain–bandwidth product (GBW), and the phase margin (PM). The configuration is
shown in Fig. 2.12a. The results of this simulation can be plotted as a Bode
diagram. From the gain curve, Av0 and GBW specifications are extracted. In the
same way, the phase margin is obtained in the phase curve, as shown in Fig. 2.13.
In UCAF, this extraction is performed by the “Specification” modular function.

To obtain the input common-mode range (ICMR), the amplifier is connected in
unity gain configuration, as shown in Fig. 2.12b. In this simulation, the input
voltage is varied from a minimum to a maximum level through a DC analysis.
Positive and negative values are obtained from simulation output when the gain is
linear.

Figure 2.12c shows a circuit with a voltage gain of −10. This circuit is used for
measuring the output swing (OS) with a DC analysis of input voltage sweep. As the
gain is �10, the output level of saturation is obtained. The difference between the
minimum and maximum output levels is the OS specification.

The response speed of an amplifier (Slew Rate) is measured with the same
configuration as ICMR. The goal of this simulation is the transient analysis of a step
response of the circuit through the verification of the raise or fall behavior of the
output voltage level, as illustrated in Fig. 2.12d.

The common-mode rejection ratio (CMRR) is given by the ratio of the common
voltage (Vcm) by the generated output voltage. This specification represents the
rejection amount of the input common-mode voltage due to the non-idealities of the
amplifier. To measure this specification, an AC analysis is executed using the
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configuration shown in Fig. 2.12e, varying the operation frequency of the
common-mode voltage source.

Like the CMRR, the power supply rejection ratio (PSRR) indicates the amplifier
rejection capacity with respect to the noise coming from the power supply of the
circuit. The circuit used to measure the PSRR is shown in Fig. 2.12f. The noise
comes from the VDD and from the VSS power supplies, resulting in positive (PSRR

+)
and negative (PSRR−) rejection ratio, respectively. An AC analysis is executed to
sweep the frequency of the voltage sources, simulating the noise coming from the
power supplies. It is important to notice that these two simulations are performed
separately.

With a multi-core computer architecture, the electrical simulation task can be
carried out in parallel in different cores, since each specification has an independent
test bench. The UCAF implementation is capable of using all cores simultaneously
to simulate the circuit, resulting in a relevant reduction in the overall processing
time.

(a) (b)

(c) (d)

(f)

(e)

Fig. 2.12 Implemented test benches for measuring the performance of operational amplifiers.
a AC open loop. b ICMR. c Output swing. d Slew rate. e CMRR. f PSRR
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2.5 Automatic Design of a Two-Stage Amplifier

To illustrate the application of the optimization procedure described above, we
performed the automatic design of a two-stage CMOS Miller operational trans-
conductance amplifier (OTA). The schematics of this amplifier is shown in
Fig. 2.14. It is composed of an input differential amplifier as first amplification stage
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Fig. 2.14 Schematics of a
two-stage Miller amplifier
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and by an inverter amplifier in the second stage. A compensation capacitor (Cc) is
connected between stages for stability purposes [2].

This design has the following user specifications as input constraints:
low-frequency gain (Avo), gain–bandwidth product (GBW), phase margin (PM),
slew rate (SR), common-mode input range (ICMR), and output swing (OS). The
current mirrors and the differential pair result in the following matched transistors:
M1 ¼ M2, M3 ¼ M4 and M5 ¼ M8. Designing this circuit requires calculating all
CMOS gate sizes (W and L), the bias current source (IB), and the compensation
capacitor (Cc), resulting in the following 12 free variables: W1, L1, W3, L3, W5, L5,
W6, L6, W7, L7, IB, and Cc.

The target fabrication technology is XFAB 0.18 μm, which defines the minimal
values of transistor sizes: Lmin = 0.18 μm and Wmin = 0.22 μm, with a grid (k) of
0.01 μm. The variable bounds are shown in Table 2.2. The design space has 12
dimensions and 2:76� 1040 possible solutions, and thus, cannot be exhaustively
explored with current ordinary computational resources.

Table 2.2 Upper and lower
bounds for the free values in
the design of a Miller OTA

Variable Lower bound Upper bound

Wi 0.22 μm 50.00 μm

Li 0.18 μm 10.00 μm

IB 0.10 μA 100.00 μA

Cc 0.10 pF 10.00 pF

Table 2.3 Design specifications and results for the Miller amplifier

Specification Required
value

Automatic
design 1

Automatic
design 2

Automatic
design 3

Jafari
et al. [19]

Liu
et al.
[21]

Av0 (dB) ≥70.00 73.55 77.25 76.17 82.40 80.66

GBW (MHz) ≥2.00 2.32 2.39 4.17 9.77 2.04

PM (°) ≥50.00 55.69 54.17 66.58 60.00 55.60

SR (V/μs) ≥5.00 5.19 8.17 6.01 5.07 1.50

ICMR+ (V) ≥0.60 0.76 0.83 0.82 – –

ICMR− (V) ≤−0.60 −0.72 −0.68 −0.64 – –

OS (V) ≥1.00 1.17 1.65 1.61 1.17 1.91

Power
dissipation
(μW)

Min 25.82 108.49 144.16 52.00 1114.40

Gate area
(μm2)

Min 16.88 299.61 589.60 236.25 1407.78

Yield (%) Max 25.62 92.11 100 – –

Execution – 43.55 239.05 139.58 – 164.42

Time (min)
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The UCAF tool was set to use genetic algorithms with 100 binary individuals,
simple mutation, simple crossover, and roulette wheel selection function. The stop
criterion is the execution of 1000 generations, and the initial solution is randomly
generated. The cost function has power dissipation and gate area as design objec-
tives, and the remaining user specifications are the constraints. The required values
of the specifications are shown in the second column of Table 2.3.

The tool was executed in an Intel i7 processor with 8 GB of main memory. Three
different configurations were executed. The performance results are shown in the
third to fifth columns of Table 2.3, and device sizes are presented in Table 2.4.

The Automatic Design 1 was performed by UCAF without yield analysis in the
optimization procedure. This execution spent 43.55 min, and the final result sat-
isfied all constraints. The resulting power and area are equal to 25.82 μW and
16.88 μm2, respectively. Comparing with the designs presented by Jafari et al. [19]
and Liu et al. [21] for the same circuit, the values obtained by UCAF achieve a
considerable reduction in area and dissipated power.

To estimate yield of Automatic Design 1, we executed a Monte Carlo simulation
with 2000 samples. The resultant yield was 25.62 %, which is a very low pro-
ductivity index since approximately 3 of 4 of the fabricated circuits will not satisfy
the required specifications. This low yield was expected, because we did not
consider it in the optimization problem. The generated solution is very close to the
border of the performance space and is very sensitive to random fabrication process
variations in this region. Even a small variation causes the solution to move out of
the acceptable performance space. For example, the slew rate specification is
proportional to the bias current IB:

SR ¼ IB
Cc

:

At the same time, power dissipation depends on IB:

Pdiss ¼ ðVDD � VSSÞ � ð2 � IB þ I7Þ:

The optimization algorithm tries to satisfy the minimum SR constraint with the
smallest possible IB. This implies in reducing SR to the minimum value, moving the

Table 2.4 Generated solutions for the Miller amplifier designs

Variable Automatic design 1 Automatic design 2 Automatic design 3

W1/L1 (μm/μm) 2.87/0.27 2.89/5.87 38.99/0.58

W3/L3 (μm/μm) 5.84/0.21 27.61/1.95 35.97/2.80

W5/L5 (μm/μm) 1.42/0.90 8.99/5.39 10.68/0.86

W6/L6 (μm/μm) 31.90/0.26 43.87/0.52 31.58/4.55

W7/L7 (μm/μm) 2.36/0.82 6.06/6.34 21.12/8.6

IB (μA) 2.05 35.02 35.73

Cc (pF) 1.00 1.26 6.29
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solution point close to the border of the performance space. When not considering
yield prediction during the optimization procedure, all analog IC automatic design
tools tend to generate solutions with very low yield.

The other two configurations shown in Table 2.3 include yield prediction in the
optimization flow. The Automatic Design 2 was performed using MC simulation
for yield prediction for best solution candidates. As formulated in Sect. 2.3, this
strategy is used to reduce the number of Monte Carlo simulations. The number of
MC samples was fixed in 400. The generated solution satisfied all design con-
straints with 92.11 % of yield. The optimization process consumed 239.05 min,
which is 5.5 times slower than the process without considering yield. However, the
final yield increased to a practical value.

The Automatic Design 3 was executed with the same previous configuration, but
using the central limit theorem with 99 % confidence interval for determining the
number of MC samples in each iteration. The resulting solution showed 100 % of
predicted yield in 139.58 min of execution. With less processing time, this con-
figuration allowed a better exploration of the design space, leading to a solution
point with 100 % of yield.

The relevant increase in circuit yield in the Automatic Designs 2 and 3 is given
at the expense of gate area and power dissipation. This agrees with the Pelgrom’s
law [28], since the variation in the circuit performance is inversely proportional to
the square root of the gate area. Another characteristic of the yield optimization
results is that the distances between constraint values and reached specifications are
increased. This guarantees that specifications fall inside the performance space even
concerning the variations in the fabrication process.

2.6 Conclusion

The automatic design of a two-stage Miller amplifier including yield prediction in
the optimization flow generated a robust solution with 100 % of yield within a 99 %
confidence interval. All performance specifications were met, and gate area and
power dissipation were minimized.

The UCAF tool uses genetic algorithms for efficiently searching the design space
and produces reliable solutions, since the performance is estimated by means of
electrical simulation. The tool executes Monte Carlo simulations for yield predic-
tion, providing a realistic estimation of the performance sensitivity with respect to
fabrication process variations. The computational time is reduced by executing
Monte Carlo simulation only for best solution candidates and by calculating the
minimum number of MC samples for a given theoretical confidence interval.

We implemented an efficient yield-oriented sizing tool that generates robust
solutions, contributing for the increase in the number of first-time-right analog
integrated circuit designs.

The technique described in this work addresses the optimization of a single basic
analog block (a subsystem of a large analog circuit). When maximizing the yield of
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the whole circuit, losses might be caused by unmatched interconnections and
parasitic effects might appear when integrating subsystems on the top level.
Nevertheless, it is necessary to optimize the yield of each subsystem in order to
achieve a maximized yield in the whole circuit.

One of the drawbacks of our approach is dealing with large circuits composed by
several design variables. The computational cost rapidly increases with the number
of design variables, since the design space to be explored grows exponentially.
A practical strategy is to divide a large circuit into smaller parts and then size each
subcircuit at a time using our proposed methodology. After that, mixed-mode
simulation could be considered as an alternative to increase simulation speed for
these circuits.
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Chapter 3
Application of Computational Intelligence
Techniques to Maximize Unpredictability
in Multiscroll Chaotic Oscillators

Victor Hugo Carbajal-Gómez, Esteban Tlelo-Cuautle
and Francisco V. Fernández

Abstract This chapter applies and compares three computational intelligence
algorithms—genetic algorithm (GA), differential evolution (DE), and particle
swarm optimization (PSO)—to maximize the positive Lyapunov exponent in a
multiscroll chaotic oscillator based on a saturated nonlinear function series based on
the modification of the standard settings of the coefficient values of the mathe-
matical description, and taking into account the correct distribution of the scrolls
drawing the phase-space diagram. The experimental results show that the DE and
PSO algorithms help to maximize the positive Lyapunov exponent of truncated
coefficients over the continuous spaces.

3.1 Introduction

Some nonlinear systems show chaotic behavior, which is a bounded unstable
dynamic behavior that exhibits sensitive dependence on initial conditions and
includes infinite unstable periodic motions. Although it appears to be stochastic, it
occurs in a deterministic nonlinear system under deterministic conditions.

Nonlinear science has had quite a triumph in all conceivable applications in
science and technology. Generation of multiscroll chaotic attractors has received
considerable attention for more than a decade; such interest is both theoretical and
practical [17, 18] and has been an attractive field for research in various areas,
among them, physics, communications, and electronics [4, 5, 19, 23].

Chaotic oscillators have been investigated to generate multiscroll attractors.
Some of them can be modeled by piecewise-linear (PWL) approaches, so that the
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nonlinear problem can be transformed into a linear one. However, many research
challenges remain, for example: how to understand when a deterministic dynamical
system might exhibit chaotic behavior, the required conditions of this behavior, the
ways available to control it, the ways to implement it with electronic devices, and
the practical and theoretical implications that follow.

Every new chaotic system [17, 19, 27] is a candidate to improve engineering
applications. The circuit implementation of reliable nonlinear circuits, for gener-
ating various complex chaotic signals, is a key issue for future potential application
to communications, cryptography, and neural networks [5], particularly in
designing secure communication systems [3, 9, 11].

The main characterizations of chaotic systems are fractal dimension,
Kolmogorov–Sinai entropy, and Lyapunov spectrum [14, 20]. Among them, the
Lyapunov exponents provide a means of ascertaining whether the behavior of a
system is chaotic. In this manner, the presence of positive Lyapunov exponents has
often been taken as a signature of chaotic motion. In addition, a high value of the
positive Lyapunov exponent indicates a high degree of unpredictability of the
system; therefore, the system has a more complex dynamic behavior [22].

This chapter is organized as follows. Fundamentals of multiscroll chaotic oscil-
lators and their controlling parameters are presented in Sect. 3.2. The procedure for
computing the positive Lyapunov exponent is given in Sect. 3.3. The exploration of
the parameter space to maximize the positive Lyapunov exponent is performed by
applying computational intelligence techniques, briefly introduced in Sect. 3.4.
Section 3.5 presents experimental results of standard implementations of various
optimization algorithms: genetic algorithm (GA), differential evolution (DE), and
particle swarm optimization (PSO). Robustness of these algorithms is studied sta-
tistically, showing a high effectiveness in the maximization of the positive Lyapunov
exponent. The phase-space portraits (PSP) of non-optimized and optimized chaotic
oscillators are also compared. Finally, Sect. 3.6 summarizes the conclusions.

3.2 Multiscroll Chaotic Oscillator

A multiscroll chaotic oscillator can be described by the system of differential
equations given in (3.1) [4, 9, 17], where a; b; c; and d1 are the positive constants
and can have values in the interval ½0; 1�. The system is controlled by the PWL
approximation, e.g., a saturated function series f ,

_x1 ¼ x2
_x2 ¼ x3
_x3 ¼ �ax1 � bx2 � cx3 þ d1f ðx1;mÞ

ð3:1Þ

Now, it will be described how the saturated function f in (3.1) is obtained in detail.
Let f0 be the saturated function:
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f0ðx1;mÞ ¼
1; if x1 [m
x1
m if jx1j �m
�1; if x1\�m

8<
: ð3:2Þ

where 1
m is the slope of the middle segment and m[ 0. The upper radial

ff0ðx1;mÞ ¼ 1jx1 [mg, and the lower radial ff0ðx1;mÞ ¼ �1jx1\mg are called
saturated plateaus, and the segment f0ðx1;mÞ ¼ x1

m jjx1j �m
� �

between the two
saturated plateaus is called saturated slope [19]. Let us consider also the saturated
functions fh and f�h defined as:

fhðx1;m; hÞ ¼
2; if x1 [ hþ m
x�h
m if jx1 � hj �m
0; if x1\h�m

8<
: ð3:3Þ

and

f�hðx1;m;�hÞ ¼
0; if x1 [ hþ m
x�h
m if jx1 � hj �m
�2; if x1\h� m

8<
: ð3:4Þ

where h is called the saturated delay time and h[m. Therefore, a saturated
function series for a chaotic oscillator with s scrolls is defined as the function:

f ðx1;mÞ ¼
Xs�2
i¼0

f2i�sþ2ðx1;m; 2i� sþ 2Þ; ð3:5Þ

where s[ 2.
For example, using f ¼ f0 in (3.1), a 2-scroll chaotic oscillator can be generated.

Therefore, the saturated function series to generate 3 scrolls is f ðx1;mÞ ¼
f�1ðx1;m;�1Þ þ f1ðx1;m; 1Þ. To generate a 4-scroll oscillator, it will be
f ðx1;mÞ ¼ f�2ðx1;m;�2Þ þ f0ðx1;mÞ þ f2ðx1;m; 2Þ, and so on. This function series
are shown in Fig. 3.1 for m ¼ 0:1. Note that the value of h in (3.3) and (3.4)
represents the center of the saturated slopes.

Figure 3.2 shows the simulation of 2- to 7-scroll chaotic oscillator attractors
modeled by (3.1).
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Fig. 3.1 PWL-saturated
function series to generate 4
scrolls
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3.3 Computing Lyapunov Exponents

The deterministic, still unpredictable, behavior of nonlinear dissipative dynamical
systems is an important subject in more and more fields of science, from mathe-
matics to biology, and even in engineering. The Lyapunov exponents give the most
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characteristic description of the presence of a deterministic nonperiodic flow.
Therefore, Lyapunov exponents are asymptotic measures characterizing the average
rate of growth (or shrinkage) of small perturbations to the solutions of a dynamical
system [30]. Lyapunov exponents provide quantitative measures of response sen-
sitivity of a dynamical system to small changes in initial conditions [10]. The
number of Lyapunov exponents equals the number of state variables, and if at least
one is positive, this is an indication of chaos [10, 20, 22]. That way, an algorithm
capable of computing the Lyapunov exponents in a simple fashion is very much in
need to guarantee chaotic regime.

Let us consider an n-dimensional dynamical system:

_x ¼ f ðxÞ t[ 0 xð0Þ ¼ x0 2 R
n ð3:6Þ

where x and f are n-dimensional vector fields. To determine the n-Lyapunov
exponents of the system, one should find the long-term evolution of small pertur-
bations to a trajectory, which are determined by the variational equation of (3.6),

_y ¼ @f
@x
ðxðtÞÞy ¼ JðxðtÞÞy ð3:7Þ

where J is the n� n Jacobian matrix of f . A solution of (3.7) with a given initial
perturbation yð0Þ can be written as:

yðtÞ ¼ YðtÞyð0Þ ð3:8Þ

with YðtÞ as the fundamental solution satisfying

_Y ¼ JðxðtÞÞY Yð0Þ ¼ In ð3:9Þ

In (3.9), In is the n� n identity matrix. By considering the evolution of an infini-
tesimal n-parallelepiped ½p1ðtÞ; . . .; pnðtÞ� with the axis piðtÞ ¼ YðtÞpið0Þ for
i ¼ 1; . . .; n; where pið0Þ denotes an orthogonal basis of Rn, then the ith Lyapunov
exponent, which measures the long-time sensitivity of the flow xðtÞ with respect to
the initial data xð0Þ at the direction piðtÞ, is defined by the expansion rate of the
length of the ith axis piðtÞ and is given by

ki ¼ lim
t!1

1
t
ln kpiðtÞk ð3:10Þ

The Lyapunov exponents can be computed by applying the methods given in
[10, 20, 22].

To measure the three Lyapunov exponents of the original chaotic oscillator
system in (3.1), this original system is observed by expanding it with other three
systems that change according to the derivative of (3.1). If u ¼ ½ _x; _y; _z�T, u 2 R

3,
represents one state of the original dynamical system at any t[ 0, the state of the
new observed system will be v ¼ ½u; u1; u2; u3�T, v 2 R

12, where ui, for i ¼ 1; 2; 3,

3 Application of Computational Intelligence Techniques … 63



are the three added systems that will measure precisely the change of those small
perturbations on each orthogonal directions, for each of the three state variables in
(3.1). The initial state of the expanded system is set to

v0 2 R
12

v0 ¼ ½uT0 ; eT1 ; eT2 ; eT3 �T
ð3:11Þ

where u0 is the vector of initial conditions ½x0; y0; z0�T; ½e1; e2; e3� ¼ I; and I is the
identity matrix of size 3� 3. Thus, ei, for i ¼ 1; 2; 3, are each unitary column
vectors of the identity matrix I.

The observational system is integrated by several steps until a period TO is
reached. After this step, the state of the variational system is orthonormalized by
using the standard Gram–Schmidt method [14]. The next integration is carried out
by using the new orthonormalized vectors as initial conditions.

The Lyapunov exponents measure the long-time sensitivity of the flow in u with
respect to the initial data u0 at the directions of every orthonormalized vector.
This measure is taken when the variational system is orthonormalized. If
v ¼ ½u; p1; p2; p3�T is the state after the matrix ½u1; u2; u3� is orthonormalized, the
LE ki, for i ¼ 1; 2; 3, is calculated by

ki � 1
T

Xk
j¼1

ln kpik ð3:12Þ

where the number of summations k is calculated as ½ TTO�, and T is the simulation
time.

For instance, in [2], the period of time TO is selected by using the minimum
absolute value of all the eigenvalues of the system as:

TO ¼ 1
lmin

where lmin represents the value of the minimum eigenvalue of the system in (3.1)
[26].

3.4 Optimization Algorithms

A global optimization problem can be formulated as the minimization of the
function
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f : R
D ! R

f ðxÞ; such that xj 2 ½lj; uj�; j ¼ 1; . . .;D
ð3:13Þ

where f is the objective function, and x is a continuous variable vector of D
dimensions. The feasible domain of variable x is defined by specifying upper (uj)
and lower (lj) limits of each component j.

To solve the optimization problem in (3.13), efficient search or optimization
algorithms are needed. There are many optimization algorithms which can be
classified in many ways, depending on the focus and characteristics [1, 12].

If the derivative or gradient of a function is the focus, optimization can be clas-
sified into gradient-based algorithms and derivative-free or gradient-free algorithms.
Gradient-based algorithms use derivative information, and they are often very effi-
cient. Derivative-free algorithms do not use any derivative information but the values
of the function itself. Some functions may have discontinuities or it may be expensive
to calculate derivatives accurately, and thus derivative-free algorithms become very
useful [25]. From a different perspective, optimization algorithms can be classified
into trajectory-based and population-based algorithms. A trajectory-based algorithm
typically uses a single agent or one solution at a time, which will trace out a path as
the iterations continue. On the other hand, population-based algorithms use multiple
agents which will interact and trace out multiple paths [29]. Optimization algorithms
can also be classified as deterministic or stochastic. If an algorithm works in a
systematic deterministic manner without any random nature, it is called determin-
istic. For such an algorithm, it will reach the same final solution if we start with the
same initial point. On the other hand, if there is some randomness in the algorithm,
the algorithmwill usually reach a different point every time the algorithm is executed,
even though the same initial point is used.

Genetic algorithms (GA), differential evolution (DE), and particle swarm opti-
mization (PSO) are evolutionary computation algorithms. They work with a pop-
ulation of tentative solutions to the problem, and new solutions are generated by
somehow combining the information of the old ones and by surviving the ones with
better fitness. These algorithms are used as solver for global optimizations prob-
lems, more commonly in problems with continuous representations [25, 29].

The usefulness of these evolutionary algorithms relies in the fact that they need
only the value of function f to work, or in other words, it is not necessary that f be
continuous or get any information about the derivative of function f .

3.4.1 Genetic Algorithm

Genetic algorithms (GAs) are probably the most popular evolutionary algorithms
with a diverse range of applications. A vast majority of well-known optimization
problems have been solved by genetic algorithms. In addition, genetic algorithms
are population-based and many modern evolutionary algorithms are directly based

3 Application of Computational Intelligence Techniques … 65



on, or have strong similarities to, genetic algorithms [13]. Genetic algorithms,
developed by John Holland and his collaborators in the 1960s and 1970s [15], are a
model or abstraction of biological evolution based on Charles Darwin’s theory of
natural selection. GAs operate on the principle of “survival of the fittest.” In this
manner, a GA has the capability to generate new design solutions from a population
of existing solutions and to discard the solutions which have an inferior perfor-
mance or fitness. Holland was the first to use recombination, mutation, and selec-
tion in the study of adaptive and artificial systems. These genetic operators are the
essential components of genetic algorithms as a problem-solving strategy [15, 25].

This is often done through the following procedure: (1) definition of an encoding
scheme; (2) definition of a fitness function or selection criterion; (3) creation of a
population of chromosomes; (4) evaluation of the fitness of every chromosome in
the population; (5) creation of a new population by performing fitness-proportionate
selection, crossover, and mutation; (6) replacement of the old population by the new
one. Steps (4), (5), and (6) are then repeated for a number of generations. At the
end, the best chromosome is decoded to obtain a solution to the problem.

Each iteration, which leads to a new population, is called a generation.
Fixed-length chromosomes are used in most of the genetic algorithms at each
generation although there is substantial research on variable-length structures. The
coding of the objective function is usually in the form of binary arrays or
real-valued arrays in genetic algorithms. An important issue is the formulation or

Algorithm 3.1 Genetic Algorithm
1: N is the number of individuals
2: G is the number of iterations (generations)
3: Variable bounds xi ∈ [li,ui], for i= 1,2, . . .D
4: Procedure GA (N,G,li,ui)
5: for i=1:N do
6: for d=1:D do
7: xi[d] = ld +(ud − ld) · rand()
8: end for
9: Pop ← xi[d]

10: xi. f it ← evaluate Pop
11: end for
12: for i=1:G do
13: Rank the best N/2 solutions in Pop and save them in Pop1 Elitism based selection
14: Randomly select two solutions xA and xB from Pop Crossover
15: generate xC and xD by one-point crossover to xA and xB
16: save xC and xD to Pop2
17: for i= 1 : N/2 do
18: Select a solution x j from Pop2
19: mutate each bit of x j under the rate PM and generate a new solution x j Mutation
20: if x j is unfeasible then
21: update x j with a feasible solution by repairing x j
22: end if
23: update x j with x j in Pop2
24: end for
25: Pop = Pop1 +Pop2
26: end for
27: return the best solution xi[d] in Pop
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choice of an appropriate fitness function that determines the selection criterion in a
particular problem.

The structure and the steps that execute the proposed GA are highlighted in the
pseudocode depicted in Algorithm 3.1.

3.4.2 Differential Evolution Algorithm

Differential evolution (DE) was developed by Storn and Price [24]. It is a
vector-based evolutionary algorithm, and unlike genetic algorithms, differential
evolution carries out operations over each component (or each dimension of the
solution). Almost everything is done in terms of vectors, and DE can be viewed as a
self-organizing search, directed toward the optimum.

DE is an evolutionary algorithm that works with a population of tentative
solutions to the problem, and new solutions are generated by combining the old
ones and by surviving the ones with better fitness [29].

The general convention used to denote the DE strategy is DE=x=y=z. DE stands
for differential evolution algorithm, x represents a string denoting the vector to be
perturbed, y is the number of difference vectors considered for perturbation of x, and
z is the type of crossover being used (exp: exponential; bin: binomial).

We use the most common version of DE: DE/rand/1/bin. Hence, the perturbation
is on any randomly chosen vector, for perturbation a single vector difference is
used, and the type of crossover is binomial. For perturbation with a single vector
difference, out of three distinct randomly chosen vectors, the weighted vector dif-
ference of any two vectors is added to the third one. In binomial crossover, the
crossover is performed on each of the D variables whenever a randomly picked
number between 0 and 1 is below a certain threshold R. The pseudocode of DE is
shown in Algorithm 3.2. Each individual is represented by a vector x 2 R

D, and its
fitness value is represented as x:fit. The location j of individual i is represented as
xi½j�. randðÞ is a function that returns a random number greater or equal to zero and
less than one. evaluateðÞ is a function that calculates de-fitness function (function to
be optimized) [21]. The core of DE is in the loop on lines 15–24: A mutated
individual is generated from three different randomly chosen individuals; each
value of the new vector (a new individual) is calculated from the first individual,
plus the difference of the other two individuals multiplied by F, the difference
constant; the new vector value is calculated if random real number (between zero
and one) is less than R, the DE’s recombination constant. To prevent the case when
the new individual is equal to the first reference individual, at least one vector
component is forced to be calculated from the mutated vector, it is in line 16 of the
pseudocode, when d ¼ jrand, and jrand is an integer random number between 1
and D. Then, the new individual is evaluated. If it is better than the original one
(in line 26), then the child replaces it (line 27).
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Algorithm 3.2 Differential Evolution algorithm
1: N is the number of individuals
2: G is the number of iterations (generations)
3: Variable bounds xi ∈ [li,ui], for i= 1,2, . . .D
4: Procedure DE (N,G,{li},{ui})
5: for i= 1 : N do
6: for d = 1 : D do
7: xi[d] = ld +(ud − ld) · rand()
8: end for
9: xi. f it ← evaluate(xi)

10: end for
11: for i= 1 : G do
12: Let j1, j2 and j3 be three random numbers in {1,N}
13: without replacement and also different to i.
14: jrand ← [rand() ·D]+1
15: for d = 1 : D do
16: if rand()< R OR d = jrand then
17: y[d] = xi2[d]+F(xi0[d]− xi1[d])
18: if y[d]< ld OR y[d]> ud then
19: y[d] = ld +(ud − ld) · rand()
20: end if
21: else
22: y[d] = xi[d]
23: end if
24: end for
25: y. f it = evaluate(y)
26: if y. f it < xi. f it then
27: xi ← y; xi. f it ← y. f it
28: end if
29: end for
30: search q= xk|min(xk. f it), for k = 1,2, . . .,N
31: q is the solution at iteration i

3.4.3 Particle Swarm Optimization

Particle swarm optimization (PSO) was developed by Kennedy and Eberhart in
1995 [16] and was inspired on swarm behavior observed in nature such as fish and
bird schooling. Since then, PSO has generated a lot of attention, and now forms an
exciting, ever-expanding research subject in the field of swarm intelligence. PSO
has been applied to almost every area in optimization, computational intelligence,
and design applications. There are at least two dozens of PSO variants, as well as
hybrid algorithms obtained by combining PSO with other existing algorithms,
which are also increasingly popular [1, 25].
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PSO searches the space of an objective function by adjusting the trajectories of
individual agents, called particles. Each particle traces a piecewise path which can
be modeled as a time-dependent positional vector. The movement of a swarming
particle consists of two major components: a stochastic component and a deter-
ministic component. Each particle is attracted toward the position of the current
global best pbesti:posd and its own best known location pbestgbest½i�:pos in history.

When a particle finds a location that is better than any previously found loca-
tions, then it updates this location as the new current best for particle i. There is a
current best for all N particles at any time t at each iteration. The aim is to find the
global best among all the current best solutions until the objective no longer
improves or after a certain number of iterations [6].

The pseudocode for PSO is shown in Algorithm 3.3. Each particle pi has three
associated values: position pi:pos, velocity pi:vel, and value of the fitness function
pi:fit. Particle pbest has only position and fitness function value. gbest½� is a vector
that stores indexes to reference pbest particles. randðÞ is a function that returns a
random number greater or equal to zero and less that one. evaluateðÞ is a function
that calculates the value of the fitness for the problem to solve. This PSO version
was inspired from [6, 7, 16]. The main advantage of this PSO algorithm (not using
extra parameters) consists on having only the essential parameters, i.e., the number
of individuals (particles) and the number of iterations (generations). Particles
position pi are initialized randomly and also their velocities (in lines 5–10 and
11–15 in Algorithm 3.3, respectively). Each particle is evaluated and pbesti parti-
cles are initialized equal to the pi ones. For a given number of iterations, the
following process is applied: (1) three random numbers are calculated in ½1;N�
(N = population size) with replacement; gbest½i� points to the best particle inside this
cluster of three particles. (2) A new particle is calculated and its velocity is updated
(line 22–23). If this new particle is better than its associated pbest, then pbest
particle takes the values of the new particle. The core of PSO is in the loop of lines
17–23. The update rules are:

pi � posd  wpi � veld þ u1U1ðpbesti � posd � pi � posdÞ
þ u2U2ðpbestgbest½i� � posd � pi � posdÞ

where w is a parameter called inertia weight, u1 and u2 are two parameters
so-called acceleration coefficients, U1 and U2 are two random numbers uniformly
distributed in the interval ½0; 1Þ.
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Algorithm 3.3 Particle swarm optimization algorithm.
1: N is the number of particles
2: G is the number of iterations (generations)
3: Variable bounds xi ∈ [li,ui], for i= 1,2, . . .D
4: Procedure PSO (N,G,{li},{ui})
5: for i= 1 : N do Initialize particles positions
6: for d = 1 : D do
7: pi.posd = ld +(ud − ld) · rand()
8: pbesti.posd ← pi.posd
9: pi. f it ← evaluate(pi.pos)

10: pbesti. f it ← pi. f it
11: for i= N : D do Initialize particles velocities
12: for d = 1 : D do
13: vmin= ld − pi.posd
14: vmax= ud − pi.posd
15: pi.veld = vmin+(vmax− vmin) · rand()
16: for g= 1 : G do Iterate G generations
17: for i= 1 : N do For each particle
18: Let j1, j2 and j3 be three random numbers in {1,N}
19: gbest[i] = k|min(pbestk . f it), for k ∈ {i, j1, j2, j3}
20: for i= N : D do For each particle
21: for d = 1 : D do For each dimension
22: pi.posd ← w pi.veld +ϕ1U1(pbesti .posd − pi.posd)+ϕ2U2(pbestgbest [i].posd − pi.posd)
23: pi.veld ← pi.posd + pi.veld
24: If pi.posd < ld
25: pi.posd = ld ; pi.veld = 0
26: If pi.posd > ud then
27: pi.posd = ud ; pi.veld = 0
28: f = evaluate(p.posi)
29: If f < pbest. f iti then
30: pbesti.pos ← pposi
31: pbesti. f it ← f
32: search q= pbestk .pos – min(pbestk . f it), for k = 1,2, . . .,N.
33: q is the solution at iteration g.

3.5 Maximizing the Unpredictability in Multiscroll
Chaotic Oscillators

Unpredictability is an important property of chaotic systems, since it means that the
future events cannot be forecasted from the past events. Detecting the presence of
chaos in a dynamical system is an important problem that is solved by measuring
the largest Lyapunov exponent. The Lyapunov exponents give the most charac-
teristic description of the presence of a deterministic nonperiodic flow. Therefore,
Lyapunov exponents not only provide a qualitative characterization of dynamical
behavior but also the exponent itself determines the measure of predictability. This
means that a large Lyapunov exponent is equivalent to a high unpredictability [22].
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Hence, the estimation of the Lyapunov exponents as the useful dynamical classifier
for deterministic chaotic systems is an important issue in nonlinear chaotic systems
optimization.

The calculation of the Lyapunov exponents for the saturated nonlinear function
series-based chaotic oscillator described by (3.1) can be performed by simply
setting: a ¼ b ¼ c ¼ d1 ¼ 0:7, m ¼ 0:1 [2, 17].

In most reported approaches using saturated nonlinear function series-based
chaotic oscillator [11, 17, 19, 28], the coefficients of the system are fixed to 0.7, but
the positive Lyapunov exponent is relatively small, as shown in Table 3.1.
Furthermore, in this section, we present the application and comparison of three
computational intelligence algorithms: genetic algorithm (GA), differential evolu-
tion (DE), and particle swarm optimization (PSO), to maximize the positive
Lyapunov exponent in a multiscroll chaotic oscillator based on saturated nonlinear
function series with a modification of the standard settings of the coefficient values
of the mathematical description and taking into account the correct distribution of
the scrolls drawing the phase-space portrait.

For this chaotic oscillator, the optimization problem tries to find the values of the
four coefficient variables a; b; c, and d1 in (3.1) that maximize the Lyapunov
exponent. Those four coefficients can take values within the range ½0:0; 1:0�. In our
investigation, we use a resolution of 4 decimal digits for those variables, i.e., from
0:0001 to 1:0000 [2, 9].

The maximal Lyapunov exponent (MLE) was measured like it was described in
Sect. 3.3. In addition, a very new procedure reported in [8] to measure the disper-
sions of the PSP coverture among all generated scrolls was included in the opti-
mization loop. The procedure consists on counting the number of occurrences of the
state trajectory in generating each scroll. Figure 3.1 shows the PWL function to
generate 4 scrolls. The procedure for distributing the trajectories in the PSP basically
counts how many times the state variable, e.g., x, crosses the center of saturated
levels (horizontal zones) of function f in Fig. 3.1 at the set of values
x ¼ f�3;�1; 1; 3g. The quantitative measure taken in [8] is the standard deviation
among all crossing values at the end of the simulation time. In our case, we take the
average among all crossing values to decide if it is a feasible or unfeasible solution.
For a feasible solution, we take into account that 70 % of the average of the crosses is
reached for each saturated region, e.g., for 4-scrolls crosses ¼ f224; 315; 301; 210g,

Table 3.1 Calculated
positive Lyapunov exponent
(L.E.) with coefficients values
(a; b; c; d1 ¼ 0:7)

No. scrolls L.E. with (a; b; c; d1 ¼ 0:7)

2 0.105422

3 0.138087

4 0.142087

5 0.134534

6 0.147785

7 0.148159

3 Application of Computational Intelligence Techniques … 71



the average of these crosses is mean ¼ 262:5, then, if in each case 183 crosses are
reached, it is a feasible solution.

GA, DE, and PSO are stochastic algorithms in nature; hence, different results can
be obtained between different runs and such results may also depend on the
parameter settings [3, 9, 27]. For instance, Table 3.2 shows the MLE obtained for 2-
to 7-scroll chaotic oscillator by applying the three selected algorithms. Each
algorithm was executed 30 times, so Table 3.2 shows the best value of MLE, the
mean Lyapunov exponent value, and the standard deviation.

GA was executed with the crossover probability Pc ¼ 0:9 and mutation prob-
ability Pm ¼ 0:1. A population of 80 individuals and 50 generations were used. DE
was executed with the recombination constant R ¼ 0:8 and difference constant
F ¼ 0:6, a population of 40 individuals and 100 generations. Finally, PSO was
executed with the inertia weight w ¼ 0:721 and the acceleration coefficients
u1 ¼ u2 ¼ 1:193. A population of 20 particles and 200 generations were used.
Therefore, a total of 4000 fitness evaluations were allowed for each algorithm.

Figures 3.3, 3.4, 3.5, 3.6, 3.7, and 3.8 show the transient evolution and
phase-space portraits for the cases listed in Table 3.2 and those corresponding to the
non-optimized coefficients in Table 3.1.

As it can be seen, the dynamic behavior of the chaotic system is more complex
as the positive Lyapunov exponent increases, because it achieves greater
unpredictability.

Table 3.2 MLE values, mean values, standard deviation, and coefficient value of 30 executions of
each heuristic against number of scrolls

No. scrolls Algorithm M.L.E. Mean St. dev. Constants—[a; b; c; d1]

2 GA 0.221986 0.216023 0.005391 [0.9816, 0.8410, 0.4988, 0.6540]

2 DE 0.222767 0.218224 0.001765 [1.0000, 0.8284, 0.5321, 1.0000]

2 PSO 0.223114 0.219041 0.002024 [0.9970, 0.8469, 0.5098, 0.9221]

3 GA 0.298260 0.283042 0.011624 [0.9895, 0.7774, 0.3560, 1.0000]

3 DE 0.297813 0.290483 0.002884 [1.0000, 0.7782, 0.3416, 1.0000]

3 PSO 0.301033 0.294377 0.003385 [1.0000, 0.7724, 0.3618, 0.9927]

4 GA 0.303209 0.289411 0.014313 [0.9367, 0.6894, 0.3204, 0.9896]

4 DE 0.310734 0.300321 0.006029 [0.9399, 0.7037, 0.2854, 0.9660]

4 PSO 0.315349 0.306306 0.004998 [0.9607, 0.7028, 0.2728, 0.9880]

5 GA 0.296158 0.281553 0.012683 [0.9810, 0.8134, 0.2931, 1.0000]

5 DE 0.321793 0.302033 0.009817 [0.9770, 0.6622, 0.2180, 1.0000]

5 PSO 0.322885 0.309523 0.007469 [0.9497, 0.6494, 0.2749, 0.9966]

6 GA 0.313739 0.298833 0.008199 [0.9520, 0.5422, 0.2819, 1.0000]

6 DE 0.323515 0.307036 0.006663 [0.9167, 0.5410, 0.2467, 0.9521]

6 PSO 0.324055 0.310436 0.009127 [0.9502, 0.5745, 0.2395, 0.9916]

7 GA 0.322424 0.304251 0.016513 [0.9815, 0.7355, 0.1961, 1.0000]

7 DE 0.323100 0.307249 0.009793 [0.9692, 0.5269, 0.2312, 1.0000]

7 PSO 0.332127 0.320217 0.009676 [0.9391, 0.5217, 0.2172, 0.9699]
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Fig. 3.3 Diagrams of the cases listed in Table 3.2 for a 2-scroll chaotic oscillator: a Non-optimized
x1 value versus time, b non-optimized x1 versus x2 values, c GA-optimized x1 value versus time,
d GA-optimized x1 versus x2 values, e DE-optimized x1 value versus time, f DE-optimized x1
versus x2 values, g PSO-optimized x1 value versus time, h PSO-optimized x1 versus x2 values
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Fig. 3.4 Diagrams of the cases listed in Table 3.2 for a 3-scroll chaotic oscillator: a Non-optimized
x1 value versus time, b non-optimized x1 versus x2 values, c GA-optimized x1 value versus time,
d GA-optimized x1 versus x2 values, e DE-optimized x1 value versus time, f DE-optimized x1
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Fig. 3.5 Diagrams of the cases listed in Table 3.2 for a 4-scroll chaotic oscillator: a Non-optimized
x1 value versus time, b non-optimized x1 versus x2 values, c GA-optimized x1 value versus time,
d GA-optimized x1 versus x2 values, e DE-optimized x1 value versus time, f DE-optimized x1
versus x2 values, g PSO-optimized x1 value versus time, h PSO-optimized x1 versus x2 values

3 Application of Computational Intelligence Techniques … 75



0 5 10 15

x 10
4

−6

−4

−2

0

2

4

6

−6 −4 −2 0 2 4 6
−1.5

−1

−0.5

0

0.5

1

1.5

0 5 10 15

x 10
4

−8

−6

−4

−2

0

2

4

6

8

−8 −6 −4 −2 0 2 4 6 8
−4

−3

−2

−1

0

1

2

3

4

0 5 10 15

x 10
4

−8

−6

−4

−2

0

2

4

6

8

−8 −6 −4 −2 0 2 4 6 8
−5

0

5

0 5 10 15

x 10
4

−8

−6

−4

−2

0

2

4

6

8

−8 −6 −4 −2 0 2 4 6 8
−5

0

5

(a) (b)

(c) (d)

(e) (f)

(g) (h)

Fig. 3.6 Diagrams of the cases listed in Table 3.2 for a 5-scroll chaotic oscillator: a Non-optimized
x1 value versus time, b non-optimized x1 versus x2 values, c GA-optimized x1 value versus time,
d GA-optimized x1 versus x2 values, e DE-optimized x1 value versus time, f DE-optimized x1
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Fig. 3.7 Diagrams of the cases listed in Table 3.2 for a 6-scroll chaotic oscillator: a Non-optimized
x1 value versus time, b non-optimized x1 versus x2 values, c GA-optimized x1 value versus time,
d GA-optimized x1 versus x2 values, e DE-optimized x1 value versus time, f DE-optimized x1
versus x2 values, g PSO-optimized x1 value versus time, h PSO-optimized x1 versus x2 values
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Fig. 3.8 Diagrams of the cases listed in Table 3.2 for a 7-scroll chaotic oscillator: a Non-optimized
x1 value versus time, b non-optimized x1 versus x2 values, c GA-optimized x1 value versus time,
d GA-optimized x1 versus x2 values, e DE-optimized x1 value versus time, f DE-optimized x1
versus x2 values, g PSO-optimized x1 value versus time, h PSO-optimized x1 versus x2 values
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The Runge–Kutta method of fourth order [20] was used to solve (3.1) and also to
calculate the Lyapunov exponents. It was coded in C programming language, while
the GA, DE, and PSO algorithms were coded in MATLAB. The integration step
was selected as tstep ¼ TO

50. For this type of oscillator, the simulation was executed
first for 400 s and then for another 500 � s (s = number of scrolls) seconds, where
the Lyapunov exponents were measured. Also, the initial condition was set for all
the simulations to x0 ¼ ½0:1; 0:0; 0:0�T.

3.6 Conclusions

The optimization problem for the saturated nonlinear function series-based chaotic
oscillator is encoded to search for the feasible values of variables a; b; c, and d1 to
design a more robust and unpredictable chaotic oscillator. The search space in our
problem can be calculated from the size of a variable: each coefficient in (3.1) has one
significant digit that can be 0 or 1 and four decimal places can have values in f0; 9g
(each one). Then, the number of possible solutions is 10� 10� 10� 10 ¼ 104.
For the whole problem, the search space justifies the use of metaheuristics to solve
the problem of maximizing the Lyapunov exponent. As shown in Table 3.2, DE and
PSO algorithms produced a slightly greater value for the positive Lyapunov expo-
nent and a smaller standard deviation than the GA algorithm. Both algorithms, DE
and PSO, provide similar results in this application to maximize the positive
Lyapunov exponent. Particle swarm optimization (PSO) tends to find higher values
for the maximum Lyapunov exponent with a smaller population. It is noteworthy that
in the original implementation [2, 9], the Lyapunov exponent values are larger than
those obtained in this work and the scrolls will not appear uniformly in the
phase-space portrait. In this work, the number of feasible solutions has been limited
with the method described in Sect. 3.5. Therefore, there are lots of solutions that have
been discarded if the distribution in phase-space portraits is not such that at least
70 % of the average of the crosses is reached for each saturated region. It is pretty
clear from Figs. 3.3, 3.4, 3.5, 3.6, 3.7, and 3.8 that the optimized oscillator not only
presents a better chaotic behavior, but also the distributions of the trajectories among
the scrolls are well balanced. In this manner, one can select the appropriate one
according to the application at hand, chaos is guaranteed and the oscillator will show
all scrolls uniformly. This fact highlights the usefulness of applying computational
intelligence techniques to maximize unpredictability in multiscroll chaotic
oscillators.
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Chapter 4
Optimization and Co-simulation
of an Implantable Telemetry System
by Linking System Models to Nonlinear
Circuits

Yao Li, Hao Zou, Yasser Moursy, Ramy Iskander, Robert Sobot
and Marie-Minerve Louërat

Abstract This chapter presents a platform for modeling, design, optimization, and
co-simulation of mixed-signal systems using the SystemC-AMS standard. The
platform is based on a bottom-up design and top-down simulation methodologies.
In the bottom-up design methodology, an optimizer is inserted to perform a
knowledge-aware optimization loop. During the process, a PEANO trajectory is
applied for global exploration and the Nelder–Mead simplex optimization method
is applied for local refinement. The authors introduce an interface between
system-level models and their circuit-level realizations in the proposed platform.
Moreover, a transient simulation scheme is proposed to simulate nonlinear dynamic
behavior of complete mixed-signal systems. The platform is used to design and
verify a low-power CMOS voltage regulator for an implantable telemetry system.

4.1 Introduction

With the development of system on chip (SoC), the increasing complexity of
mixed-signal systems makes their simulation and validation a demanding task.
There is a trend toward hierarchical analog synthesis, automation, optimization,
mixed-signal systems, etc. For most systems, the simulation needs to take into
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account both system and circuit levels, and the challenge is to create a co-simulation
environment that allows synchronization and interaction between the two levels.
Recently, the Accellera Systems Initiative releases an open source SystemC-AMS
[1, 2]. As an extension to the SystemC [3], SystemC-AMS provides an extended set
of capabilities for system-level mixed-signal modeling.

Many existing co-simulation approaches are based on SystemC, SystemC-AMS,
or SPICE. In [4], co-simulation-refined models with timed data flow
(TDF) paradigm of SystemC-AMS are presented. SystemC-AMS acts as master
controlling VHDL testbench. In [5], the proposed solution relies on the integration
between an instruction set simulator (ISS) and the SystemC simulation kernel to
analyze the performances of embedded systems. In [6], it addresses a method for
simulator coupling allowing a transient time simulation of SPICE and the
mixed-signal language VHDL-AMS within one simulation process. Another
attempt to achieve analog and mixed-signal simulation using loose coupling
between SystemC and SPICE is presented in [7]. Nevertheless, all of these attempts
lack a clear implementation to establish a link between system-level description and
circuit-level realization.

This chapter presents a novel co-simulation framework used for modeling,
design, and verification of mixed-signal systems based on knowledge-aware opti-
mization engine. The complete system can be described using only the AMS
extension of SystemC with some parts described in SPICE netlists. With this
method, we can verify the impact of a circuit block (transistor netlist) on the system
level. At the same time, the circuit-level non-idealities propagate upward and affect
the system-level ideal behavior. In this co-simulation environment, the
SystemC-AMS simulation and the circuit SPICE simulation engines are synchro-
nized in order to perform a nonlinear time-domain analysis and to exchange data at
the end of each time step.

Moreover, the optimization engine is used to perform an automatic sizing and
biasing of the circuit level. It is a fast design space exploration of analog firm
intellectual properties (IP). The main contribution is to propose a knowledge-aware
optimization approach, instead of knowledge-based synthesis, which assumed that
performance equations are provided by the designer for the underlying topology.
We replace the performance equations by traditional SPICE-like netlists that are
much easier to provide. Besides, the new optimization algorithm is combined with
the hierarchical sizing and biasing methodology [8].

In summary, the advantages of the system-level to circuit-level co-simulation
and optimization approach can be summarized as follows:

1. Proposing a very fast sizing and biasing engine to implement the analog IPs.
2. Achieving an automation sizing and biasing based on circuit performances.
3. Presenting a transient simulation scheme to allow the simulation of system-level

non-conservative ideal models along with conservative non-ideal circuit-level
netlists.
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4. Basing only on the C/C++ language, our approach can be used both in
high-level modeling (SystemC-AMS) and low-level design (SPICE, optimiza-
tion engine).

The chapter is organized as follows. Section 4.2 describes the co-simulation and
optimization platform architecture by introducing the AMS extensions of SystemC
and the hierarchical sizing and biasing procedure that are part of the platform.
Section 4.3 gives a detailed explanation of the optimization engine. The implantable
telemetry system is selected as the case study and shown in Sect. 4.4. The simu-
lation cycle in co-simulation environment is introduced in Sect. 4.5. The simulation
results of the circuit in different model are reported in Sect. 4.6. Section 4.7 con-
cludes the demonstrated work.

4.2 Platform Architecture

Figure 4.1 represents the proposed platform architecture to link system models to
nonlinear circuit. This platform is composed of a bottom-up design path as well as a
top-down simulation path.

1. The bottom-up design path consists of the following:

• A SPICE simulator © is used for sizing purpose.
• The sizing simulator is controlled by the circuit sizing and biasing procedure

Ⓐ.
• An optimizer Ⓖ is called during the end_of_elaboration phase of a TDF

moduleⒺ, defined by the SystemC standard.
• The optimizer takes the circuit specifications as input parameters, calls the

sizing and biasing procedure, and compares the circuit performances with
specifications at each optimization iteration.

• The whole design procedure provides an optimized, sized circuit to be used
in the following top-down simulation.

2. The top-down simulation path consists of the following:

• The testbench B1 instantiates the SystemC-AMS models, generates the
stimuli, and monitors the simulation results.

• The instantiation of TDF models Ⓕ.
• The circuit simulator control engineⒷ is called by the processing phase of a

TDF module and applies the stimuli to the circuit netlist.
• A SPICE simulator is used for analyzing the complete circuit netlist

behavior.
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As shown in Fig. 4.1, the system to circuit interface B3 consists of two main
parts: the circuit sizing and biasing procedure Ⓐ and the circuit simulator control
engine Ⓑ.

A complete system can be described using only the AMS extension of SystemC
with some parts described in SPICE netlists. The proposed platform is capable to
simulate the whole system with different levels of abstraction. Along with it, the
circuit-level non-idealities propagate from upward and affect the system-level ideal
behavior.

4.2.1 SystemC-AMS (Analog and Mixed-Signal System
Design)

SystemC-AMS [1, 9] provides a framework for functional modeling [10], inte-
gration validation, and virtual prototyping [11] of embedded analog and mixed-
signal systems. SystemC-AMS has three different models of computation: TDF,
linear signal flow (LSF), and electrical linear networks (ELN).

Unlike the TDF modeling style, the LSF and ELN modeling styles can only be
composed from their own linear primitives. Therefore, in the proposed approach,
the TDF model of computation is selected. TDF is a discrete-time modeling style,
which considers data as signals sampled in time. These signals are tagged at discrete

Fig. 4.1 Proposed modeling, design, optimization, and co-simulation platform architecture
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points in time and carry discrete or continuous values, such as voltages. Besides,
TDF can be used with great efficiency to model complex non-conservative
behaviors at system, functional, and macromodel level. Figure 4.2 shows the
principle of the TDF modeling. The basic entities found in the TDF model of
computation are as follows: the TDF modules, the TDF ports, and the TDF signals.
The set of connected TDF modules form a directed graph, called a TDF cluster as
defined below:

• TDF modules are the vertices of the graph.
• TDF signals correspond to its arcs.

Each TDF module involved in the cluster contains a specific C++ member
function, named processing(), that computes a value at each time step.

If enough data samples are available at its input ports, depending on the involved
port rates, the samples computed by a TDF module are written to the related output
ports and describe continuous-time behaviors.

4.2.2 CHAMS Sizing and Biasing Engine

CHAMS [8, 12, 13] is a tool that provides assistance to the designer for the design
of analog firm IP [14, 15]. It allows to generate the analog IP sizing and biasing
procedure. It consists of the following three parts: sizing and biasing operators,
graph representation, and simulator encapsulation.

4.2.2.1 Sizing and Biasing Operators and Graph Representation

To size and bias a reference transistor, a bipartite directed acyclic graph (DAG) is
associated with it. The bipartite graph [16] for the sizing and biasing of the
diode-connected transistor using operator OPVGDðVEGÞ is shown in Fig. 4.3b.
A set of input parameters are defined for the diode-connected transistor. The sizing
and biasing operator OPVGDðVEGÞ is then called to compute the set of output
parameters.

4.2.2.2 Simulator Encapsulation

Sizing and biasing operators use a specific simulator encapsulation that allows to
interface with industrial design kits to ensure very accurate computed results. The
simulator encapsulation is illustrated in Fig. 4.4. At the bottom is an electrical
netlist that specifies the suitable technology and contains only 2 transistors: one
PMOS and one NMOS, entirely sizable and biasable through simulator interactive
commands. It is loaded by the electrical simulator launched in interactive mode.
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Three types of interactive commands are evaluated: set, get, and run. The first one
allows to set all transistor known parameters (sizes and biases) inside the simulator.
The second one enables to get all currents, voltages, and small-signal parameters
computed by the simulator. After a set command, a simulation must be run using

Fig. 4.2 A basic TDF model with 3 TDF modules and 2 TDF signals

(a) (b)

Fig. 4.3 a NMOS reference transistor. b Graph representing the input parameters and output
parameters of the operator OPVGD

Fig. 4.4 CHAMS sizing
engine: electrical simulator
encapsulation within sizing
and biasing operators
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run command, in order to compute the DC operating point of the transistor. An API
is developed using expect library [17] to automate set, get, and run commands
execution using simulator interactive mode. Sizing and biasing operators are
optimized to minimize the number of calls to the simulator, which can reach several
thousands during sizing.

4.3 Knowledge-Aware Simulation-Based Optimization
Method

Simulation-based synthesis encapsulating a simulator within an optimization loop is
presented in Fig. 4.5. Since the simulator is a verification tool, it starts with a set of
sizes and biases (vector V2). First, it computes small-signal parameters (vector V3)
by evaluating transistor models such as BSIM3v3 [18], BSIM4 [18], PSP [19], and
EKV [20]. Second, linear and nonlinear performances (vector V4) are evaluated
using a set of testbenches. We point that performance evaluation is performed by
the simulator, and performances are then compared with the specifications that are
specified by the designer.

Generally, the designer would like to use more meaningful design parameters
(vector V1) to design analog circuits. The mapping to sizes and biases (vector V2)

Fig. 4.5 Proposed loop for simulation-based synthesis with circuit optimization engine
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becomes a laborious task that has to be repeated for each newly introduced circuit
topology. This step depends mainly on the designer expertise and the complexity of
circuit topology. Today, this step is not yet formalized; therefore, an automation
gap is identified in the analog design flow, as illustrated in Fig. 4.5. This use of a
formal representation favors the increase of analog design reuse, hence the reduc-
tion in design time. The automation gap is filled by generating design procedures
using the hierarchical sizing and biasing methodology, already presented in the
previous section.

Another major point is the performance evaluation. In general, performances are
classified into 3 categories: linear, weakly nonlinear, and strongly nonlinear. Linear
and weakly nonlinear performances may be easily modeled using mature symbolic
analysis techniques [21, 22]. Strongly, nonlinear performances may be modeled
using various techniques such as model-order reduction [23], support vector
machines [24], and many others. In [8], we assumed that performance equations
were mainly provided by the designer. Therefore, in this work, we propose to use
the testbenches for circuit performance evaluation. Besides, we propose a very
practical optimization method that is more adapted to the graph presentation as
expected in [25].

The architecture of the optimizer is depicted as follows. The optimization
variables comprise the set of design parameters chosen by the designer from vector
V1. In order to break the curse of dimensionality, a partitioning scheme is selected
where the n variables are partitioned into n/p groups of p variables each. Several
variable groups are formed, and each group is globally optimized using a
PEANO-like path exploration. During this global exploration, the best points are
retained. Then, each point is used to start a local search by defining an initial
simplex from this starting point and propagating this simplex until a convergence
criterion is fulfilled. These schemes are explained in detail in the following sections.

4.3.1 Global Exploration: PEANO Trajectory

The trajectory used during the global search to compute the objective function was
invented by the Italian mathematician PEANO [26] to establish a one-to-one cor-
respondence between the number of points on a straight line and the number of
points inside a square. This piecewise linear trajectory changes only 1 variable per
step, helping optimization engine to converge faster since each point is taken as a
prediction for the next one, based on the following Taylor expansion:

f ðx1;next; x2; . . .Þ ¼ f ðx1;prev; x2; . . .Þ
þ df
dx1

� ðx1;next � x1;prevÞ
ð4:1Þ
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Figure 4.6 visualizes a PEANO trajectory for 3 variables (X, Y, Z). It is clear
from the figure that moving on the PEANO path makes only 1 step change in 1
variable at a time.

4.3.2 Global Exploration: p Variable Partitioning
of an n-Dimensional Design Space (p ≪ n)

In order to break the Curse of dimensionality described by Richard Bellman in [27],
a partitioning scheme for the n-dimensional space is proposed as follows: If we
have n variables’ optimization problem, we are interested in calculating the
objective function at N points of a PEANO trajectory for each variable. In this case,
the number of objective function evaluations NOBJ 1 without partitioning is as
follows:

NOBJ 1ðPEANO;N; nÞ ¼ Nn ð4:2Þ

Let us assume we make a partitioning by dividing randomly the n variables into
n/p groups of p variables each. We repeat the partitioning process until a score of
M is obtained for each variable. M is defined as the total number of times a given
variable appears in all groups. In this case, the number of objective function
evaluation NOBJ 2 with partitioning is

NOBJ2ðPEANO;N;M; n; pÞ ¼ M � n
p
� Np ð4:3Þ

Equations 4.2 and 4.3 indicate that the number of function evaluation provided
by the p variable splitting is greatly reduced.

Fig. 4.6 PEANO trajectory
for only 3 variables (X, Y, Z)
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4.3.3 Local Exploration: Nelder–Mead Simplex

The Nelder–Mead simplex algorithm is the most widely used direct search method
for solving the unconstrained optimization problem.

min f ðxÞ ð4:4Þ

where f ðxÞ is called the objective function. A simplex is a geometric figure in
n dimensions that is the convex hull of n + 1 vertices. We denote a simplex with
vertices x1; x2; . . .; xnþ1. The vertices satisfy the following relation:

f ðx1Þ� f ðx2Þ� � � � � f ðxnþ1Þ ð4:5Þ

where x1 refers as the best vertex, and xnþ1 refers as the worst vertex. We eliminate
the worst point of the simplex by using the four possible operations: reflection,
expansion, contraction, and shrink, which are well defined in [28, 29].

The purpose of the global search is to extract lowest possible value points of the
objective function to start the simplex search in a better area of interest. An initial
simplex [30] placed symmetrically over these variables is an intuitive and rea-
sonable choice.

4.3.4 The Cost Function

The objective function measures the deviation of the current solution with respect to
objectives to minimize and constraints to meet. In our proposed formulation, the
objective function is not a weighted function. It is the sum of two 2 types of
contributions: hard constraints and soft constraints. A hard constraint must be
satisfied to produce a feasible solution. A soft constraint has no guarantee to be
satisfied. It may be minimized as best as possible.

A hard constraint is put off through a Heaviside function HðXÞ whenever it is
exceeded, while a soft constraint is always active, as long as at least one hard
constraint is exceeded.

We define the expression for a hard constraint as follows:

Hard C ¼ ð1� HðspecðiÞ � speclimðiÞÞÞ �
specðiÞ � speclimðiÞ

speclimðiÞ
� �2

ð4:6Þ

HðXÞ ¼ 1 if X ≥ 0, and HðXÞ ¼ 0 if X < 0.
We define the expression for a soft constraint as follows:
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Soft C ¼ a � specðiÞ � speclimðiÞ
speclimðiÞ

� �2

with a ¼ 1
nhard

Xnhard
i¼1

HðspecðiÞ � speclimðiÞÞ
ð4:7Þ

The general expression for the objective function Fobj is as follows:

Fobj ¼ a �
Xnsoft
i¼1

specðiÞ � speclimðiÞ
speclimðiÞ

� �2

þ
Xnhard
i¼1

ð1� HðspecðiÞ � speclimðiÞÞ �
specðiÞ � speclimðiÞ

speclimðiÞ
� �2

" # ð4:8Þ

Note: The spec represents the performance extracted from SPICE simulator,
while speclim is the target specification.

nsoft is the number of soft constraints, while nhard is the number of hard con-
straints. The objective function is a summation of squared terms; therefore, its value
is minimized when the specification spec reaches its target speclim at Fobj ¼ 0.

4.4 Case Study: Implantable Telemetry System

Recently, methodologies for energy harvesting received extensive attention in the
research community and gained significant momentum. Especially, in the case of
small animal subjects, rats and mouses in particular, the coupling inductive of RF
energy has become the primary method to transmit energy to the implantable
telemetry system. However, the level of available internal energy varies by several
orders of magnitude at the receiving side because of the subject’s movement.
Implication is that some form of AC/DC regulation is required for implantable
telemetry systems [31].

The case study selected is an analogue IC of an implantable telemetry system. It
is a RF-based CMOS voltage regulator for electromagnetic (EM) energy harvesting,
which consists of a rectifier/charge pump, a folded-cascode amplifier, and a
bandgap voltage reference sub-circuit, as shown in Fig. 4.7.

As the input RF power from the receiver is limited and constantly changing as
the receiver moves, it requires the rectifier to be power efficient and the regulated
supply to be stable when the given power supply changes. Consequently, it is
important to design an efficient implantable voltage regulator that also consumes a
minimal amount of energy for its own operation while providing continuous power
to the load.

For a wireless power transmission system, the RF power to DC power con-
version is realized in a rectifier. The generated steady DC voltage level depends on
input RF signal.
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The regulation feedback loop is formed by the folded-cascode amplifier, the
PMOS driver M0 and the voltage divider R1 and R2 network, which sets the ratio
between Vpwr and Vref voltages as

Vpwr ¼ 1þ R1

R2

� �
� Vref ð4:9Þ

High DC gain in folded-cascode amplifier helps to suppress the difference
between the Vref and the feedback voltage.

There are two main purposes to present this circuit:

1. Design: two blocks, bandgap voltage reference, and folded-cascode amplifier
are extremely important in order to guarantee the feedback system to work as
expected. Hence, we use the optimization engine to design and verify each
blocks by meeting their specifications.

2. Simulation: we want to show our proposed platform can be used to co-simulate
and verify a complete system that contains a feedback loop by propagating
circuit non-idealities to system performances.

4.4.1 Design Process and Model Evolution

Figure 4.8 presents the design process and model evolution of the voltage regulator.
It is a top-down structure and can be done in 3 steps:

• Step 1: Demonstrating the SystemC-AMS modeling environment, a set of TDF
modules (rectifier, PMOS, bandgap voltage reference, folded-cascode
amplifier) are organized to build the voltage regulator. Each module is

Fig. 4.7 Block diagram of energy-harvesting front-end circuit showing the inductors,
rectifier/charge pump, and closed-loop regulation with folded-cascode amplifier (OP in the figure)
and bandgap voltage reference (BG in the figure)
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integrated in a separate file. As shown in Fig. 4.8, the model contains a loop;
therefore, a mandatory port delay assignment with delay value 1 (D: 1) has been
performed on the output port of PMOS. This assignment allows the
folded-cascode amplifier + PMOS loop to adjust the output signals Vpwr and
keep it constant. The impact of the insertion of one delay can be neglected as a
result of the sampling frequency is very high (500 MHz).

• Step 2: Establish a SystemC-AMS, Eldo co-simulation environment. Firstly, we
optimize the folded-cascode amplifier by meeting their specifications. And then,
we replace the ideal folded-cascode amplifier and PMOS model with circuit
netlist and keep the rectifier and bandgap voltage reference as ideal model. At
last, with the co-simulation platform, we simulate the whole system and prop-
agate the nonlinearities of the folded-cascode amplifier at system level.

• Step 3: Optimize the bandgap voltage reference circuit and replace Rectifier
and Bandgap voltage reference model with circuit netlist. Since all the blocs
are in circuit netlist, the simulation can be done directly with Eldo.

Fig. 4.8 Synthesis flow of the voltage regulator, it is based on design concept, model evolution,
optimization, combination, and co-simulation
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4.4.2 Folded-Cascode Amplifier

The high DC gain of the operational amplifier can be achieved by using a
single-stage folded-cascode structure. The diagram of folded-cascode amplifier is
shown in Fig. 4.9. It contains two parts: folded-cascode amplifier and its bias circuit.
Biasing voltages, V2, V3 and V4 need to be carefully calculated to ensure that the
associated devices operate in the saturation region over the load variation. They are
generated by the bias circuit which is associated with the left part of Fig. 4.9.

The sizing procedure of the whole folded-cascode amplifier circuit can be sep-
arated into two parts:

1. Firstly, we apply the optimizer engine to optimize the folded-cascode amplifier.
2. Secondly, with the desired biasing voltage (V2, V3 and V4), we size the bias

circuit to meet these biasing voltages.

Instead of optimizing the whole circuit, we optimize the core part of the circuit
and size the remain part using the sizing and biasing procedure without optimi-
zation. Such kind of optimization procedure can dramatically reduce the optimi-
zation complexity by decreasing the number of variables.

The sizing and biasing procedure of the folded-cascode amplifier is shown in
Fig. 4.10 for a 130-nm process (sizing procedure of the bias circuit is shown in
Fig. 4.11). It is a bipartite graph [13] that contains the designer’s knowledge to size
and bias the amplifier. The folded-cascode amplifier is composed of five devices:
D1, D2, D3, D4, D5 and a transistor Mb. The designer’s knowledge is represented by

Fig. 4.9 Schematic diagram of the folded-cascode amplifier

96 Y. Li et al.



Pin set of input parameters (at the top of the graph). Parameters in Pin (see in
Tables 4.3 and 4.4, these present fixed variables and optimized variables, respec-
tively) are spread in the graph and used by the sizing and biasing operators to
compute unknown sizes and biases. Rectangle nodes named “eq” represent
designer’s defined equations, and an example of equation is given with eq3:
IBias D2 ¼ IBias 1 þ IBias 2, (IBias 1 and IBias 2 are given from input parameters, and the
result IBias D2 is passed to device D2). The resulting output parameters Pout are
listed in Table 4.5. The bipartite graph is a sequence of sizing and biasing operators,
and it is evaluated from top to bottom to get the sizes and biases of all transistors.

Figure 4.11 shows the bipartite graph of the bias circuit of the folded-cascode
amplifier. The input parameters of the bias circuit are related to the output
parameters of the folded-cascode amplifier. In other words, the whole design pro-
cedure can be seen as a hierarchical sizing and biasing method.

We want a high gain to avoid any discrepancy in the DC input voltage on
positive and negative terminals of the amplifier. Table 4.1 gives the specifications to
be met and displays the optimized performances. The global search boundaries for
optimizing folded-cascode amplifier are shown in Table 4.2, and nine variables are
optimized: 3 lengths (LM1a, LM3a, and LM4a); 4 overdrive voltages (VEG;M4a,
VEG;M3a, VEG;M2a, and VEG;M1a); 2 currents (IBIAS 1 and IBIAS 2). The search boundary
for each variable has been selected arbitrarily.

Fig. 4.10 The bipartite graph (i.e., the design procedure) associated with the folded-cascode
amplifier. Sizing and biasing operators are part of the bipartite graph
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Fig. 4.11 The bipartite graph (i.e., the design procedure) associated with the bias circuit of the
folded-cascode amplifier

Table 4.1 Specifications for folded-cascode amplifier circuit in 130-nm technology

Specification Requirement Constraint type Performances

Gain ≥75 dB Hard 75.2 dB

Unity-gain frequency ≥1 MHz Hard 1.421 MHz

Phase margin ≥80° Hard 87.9°

Power (10 kΩ load) ≤10 μW Soft 10.5 μW

Table 4.2 Global search boundaries for optimizing folded-cascode amplifier

Parameter Boundaries values Parameter Boundaries values

LM1a (μm) 0:5� LM1a � 3 LM3a (μm) 0:5� LM3a � 3

LM4a (μm) 0:5� LM4a � 3 IBIAS1 (μA) 2:0� IBIAS1 � 5:0

IBIAS2 (μA) 2:0� IBIAS2 � 5:0 VEG;M1a (V) 0:06�VEG;M1a � 0:15

VEG;M2a(V) 0:06�VEG;M2a � 0:15 VEG;M3a (V) 0:06�VEG;M3a � 0:15

VEG;M4a(V) 0:06�VEG;M4a � 0:15
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Figure 4.12 illustrates the AC simulation results from optimized circuit. The DC
gain is equal to 75.2 dB, phase margin is equal to 87.9°, the transition frequency is
1.421 MHz, and the power consummation is about 10.5 μW with a 10 kΩ loaded
resistor. The load capacitance is set to 50 pF.

Table 4.3 Input parameters (Pin) of the folded-cascode amplifier (fixed variables)

Parameter Value Parameter Value Parameter Value

VDD (V) 1.2 VD;M5a (V) 0.3 LMb (μm) 1.0

VSS (V) 0.0 VD;M4a (V) 0.6 VEG;Mb (V) 0.10

VREF (V) 0.585 VS;M3a (V) 0.9 K2 ¼ LM2a=L2 5

K1 ¼ LM5a=L3 5

Table 4.4 Input parameters (Pin) of the folded-cascode amplifier (optimized variables)

Parameter Value Parameter Value Parameter Value

LM1a (μm) 0.655 LM3a (μm) 0.595 VEG;M2a (V) 0.0766

LM4a (μm) 0.880 IBIAS1 (μA) 2.071 VEG;M3a (V) 0.0695

IBIAS 2 (μA) 2.198 VEG;M1a (V) 0.0812 VEG;M4a (V) 0.0545

Table 4.5 Computed width for the folded-cascode amplifier (Pout)

Transistor Width Transistor Width Transistor Width

WD1 (μm) 1.325 WD4 (μm) 4.785 WD3 (μm) 3.730

WD2 (μm) 38.380 WD5 (μm) 5.855 WMb (μm) 1.405
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Y: −92.03

Fig. 4.12 Simulated gain and phase margin of the folded-cascode amplifier
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4.4.3 Bandgap Voltage Reference Circuit

A key target for an integrated voltage reference is to provide adequate temperature
stability and high rejection to power supply variations. These features are typically
achieved by using a bandgap-based reference.

In this section, we will present a low-voltage low-power temperature-insensitive
voltage reference. The schematic diagram of the circuit is presented in Fig. 4.13. To
be more specific, an amplifier implements the weighted sum between a comple-
mentary to absolute temperature (CTAT) voltage (generated by means of a
forward-biased diode) and a proportional to absolute temperature (PTAT) voltage.
In the CMOS 0.13 μm process, with this implementation, it is possible to work with
power supply voltage as low as 1.0 V. The bandgap voltage reference circuit
consists of a single-ended two-stage amplifier, which is detailed in the next
sub-section. The optimization of the bandgap voltage reference circuit is done in 2
steps:

1. The first step consists in optimizing the single-ended two-stage amplifier by
meeting some specifications.

2. The second step aims at optimizing the bandgap voltage reference circuit
structure using the previously optimized amplifier, by sizing the remaining
bandgap voltage reference circuit transistors.

4.4.3.1 Single-Ended Two-Stage Amplifier

A single-ended two-stage amplifier is used inside the bandgap voltage reference
circuit, as shown in Fig. 4.14. As the emitter–base voltage of Q1 varies from 0.5 to
0.8 V over the full temperature range, an NMOS input differential pair is used in
input stage of the amplifier.

Fig. 4.13 Schematic diagram
of bandgap voltage/current
reference circuit that consists
of PTAT core, Vref generator,
Iref generator, and a biasing
voltage generator
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We use the same methodology presented in Sect. 4.4.2 to optimize this amplifier.
With a 50-pF load capacitance, optimization results show that the DC gain is
67.8 dB, phase margin 75.5° with the transition frequency of 2.518 MHz.
Figure 4.15 presents the AC simulation results.

4.4.3.2 Temperature Independent of Bandgap Voltage Reference
Circuit

In the analysis of bandgap voltage reference circuit, shown in Fig. 4.13, assuming
for simplicity that (M1–M2–M3), (M4–M5–M6) are identical pairs, where I1 ¼ I2,
yielding the same behavior for IBIAS 1, we note that the transistor M7 works in the
saturation region. The current IBIAS 1 therefore equals

Fig. 4.14 Schematic diagram of the single-ended two-stage amplifier
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Fig. 4.15 Simulated gain and phase margin of the two-stage amplifier in the PTAT circuit
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IBIAS 1 ¼ ISD ¼ 1
2
lpCox

W7

L7
ðVSG � jVTPjÞ2 ð4:10Þ

we get

Vref ¼ VSG ¼ jVTPj þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2ISD

lpCox
W7
L7

s
ð4:11Þ

Note: jVTPj is the PMOS threshold voltage, lp is the carrier mobility, Cox is the
unit gate oxide capacitance, ISD is the bias current, and ðW=LÞ is the gate width to
length ratio. Therefore, a temperature-independent voltage/current reference is
required.

In this equation, the ISD and lp are two parameters related to the temperature and
hence:

@Vref

@T
¼ @jVTPj

@T
þ
@

ffiffiffiffiffiffiffiffiffiffiffiffi
2ISD

lpCox
W7
L7

r

@T

¼ @jVTPj
@T

þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1

2 CoxlpISD
W7
L7

s
� @ISD
@T

�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ISD
2 Coxl3p

W7
L7

s
� @lp
@T

ð4:12Þ

For a bipolar device, we can write IC ¼ IS expðVBE=VTÞ, where VT ¼ kT=q,
thus:

I2 ¼ DVEB

RC
¼ VBE2 � VBE1

RC

¼ VT ln IC2
IS2

� VT ln IC1
IS1

RC
¼ VT ln N

RC
¼ KT

qRC
lnN

ð4:13Þ

Now, returning to Eq. 4.11 and including @ISD=@T , we have

@Vref

@T
¼ @jVTPj

@T
þ 1
gm7

K lnN
qRC

�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ISD
2 Coxl3p

W7
L7

s
� @lp
@T

ð4:14Þ

To get a temperature-independent voltage, it should have a positive temperature
coefficient as well as a negative temperature coefficient. The above analysis helps to
select the global search boundaries for optimizing bandgap voltage reference cir-
cuit, as shown in Table 4.6, and five variables are optimized: IBIAS 1, N, RC, L, and
VM7;VS.

We choose the specifications of the bandgap voltage reference circuit. Firstly, we
expect the reference voltage is restricted to a very narrow range between 0.57 and
0.61 V. Secondly, the variation of Vref with temperature (between 0 and 100 °C) in
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typical mode and corner mode should be less than 0.5 and 1.5 mV, respectively.
Thirdly, as we design a low-power circuit, the power dissipation should be less than
10 mW with a 10 kΩ load. Table 4.7 gives the all the specifications to be met.

The sizing and biasing procedure of the bandgap voltage reference circuit is
presented in Fig. 4.16, note that the input parameters IBIAS 2 and VM6b;VS are
inherited from the sizing and biasing procedure of the folded-cascode amplifier,
which are equal to IMb;BIAS and VMb;VG

, respectively. The computed width values for
the bandgap voltage reference circuit are listed in Table 4.10.

4.4.3.3 Simulation Results of the Bandgap Voltage Reference Circuit

The optimization is performed using 3 SPICE netlists to simulate each of the corner
cases for the 130-nm technology. In our bandgap voltage reference circuit, we have 3

Table 4.6 Global search boundaries for optimizing bandgap voltage reference circuit

Parameter Boundaries values Parameter Boundaries values

L (μm) 0:5� L� 3 N 6�N � 15

RC (kX) 10�RC � 50 VM7;VS (V) 0:5�VM7;VS � 0:7

IBIAS (μA) 1� IBIAS � 4

Table 4.7 Specifications for bandgap voltage reference circuit in 130-nm technology

Specification Mode Performances Constraint type

Vmax of Vref Typical ≥0.57 (V) Hard

Vmin of Vref Typical ≤0.61 (V) Hard

DVref Typical ≤0.0005 (V) Hard

DVref Corner ≤0.0015 (V) Hard

Power (10 kX load) Typical ≤10 (μW) Soft

Table 4.8 Input parameters (Pin) of the bandgap voltage reference circuit (fixed variable)

Parameter Value Parameter Value Parameter Value

IBIAS 2 (μA) 4.15 VSS (V) 0.0 VM6b;VS (V) 0.46

VM6;VEG (V) −0.12 VDD (V) 1.0 K ¼ LM8;M9=L 5

VM6b;VEG (V) −0.12 VM3;VEG (V) −0.12

Table 4.9 Input parameters (Pin) of the bandgap voltage reference circuit (optimized variable)

Parameter Value Parameter Value Parameter Value

L (μm) 0.325 N 9 IBIAS1 (μA) 1.2198

RC (Ω) 26,610 VM7;VS (V) 0.5137
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Fig. 4.16 The bipartite graph (i.e., the design procedure) associated with the bandgap voltage
reference circuit. Sizing and biasing operators are part of the bipartite graph. Input parameters pin
(see Tables 4.8 and 4.9) are on the top of the graph

Table 4.10 Computed width for the bandgap voltage reference circuit (Pout)

Transistor Width Transistor Width Transistor Width

WM3 (μm) 0.525 WM6 (μm) 0.525 WM6b (μm) 1.695

WM7 (μm) 3.235 WM8 (μm) 32.055 WM3b (μm) 0.230

WM9 (μm) 0.320
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types of components:N-type transistor (typical, slow, fast), P-type transistor (typical,
slow, fast), and bipolar (typical, bmin, bmax), respectively. Therefore, we chose the
SPICE netlists to simulate the corners of these components as follows: the first netlist
for (typical, typical, typical), the second one for (fast, fast, bmax), and the third one
for (slow, slow, bmin). We use SPICE netlist to load specific corners, in order to
optimize the circuit process deviation. Actually, there are 27 (33) combination of the
corner netlist. Here, we keep only three cases, all typical, all slow and all fast.

Figure 4.17a–c represents, respectively, a SPICE DC temperature sweep simu-
lation from 0 to 100 °C. Figure 4.17a represents 3 curves corresponding to 3 sets of
parameters (typical, bmin, bmax) for bipolar, while the P-type transistor and N-type
transistor are set to the typical case. Figure 4.17b represents 3 curves corresponding to
3 sets of parameters (typical, bmin, bmax) for bipolar, while the P-type transistor and
N-type transistor are set to the slow case. Figure 4.17c represents 3 curves corre-
sponding to 3 sets of parameters (typical, bmin, bmax) for bipolar, while the P-type
transistor and N-type transistor are set to the fast case. This combination is generated
to further verify the electrical behavior of the bandgap voltage reference circuit.

The simulated curves of Vref versus temperature show that in condition of
NMOS/PMOS corners are typical, there is a very clear compensation, and the
lowest reference voltage point is around 65 °C. In condition of NMOS/PMOS
corners are fast, the compensation phenomenon is less obvious. In condition of
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NOMS/PMOS corners are slow, there is no compensation phenomenon, but the
voltage variation from 0 to 100 °C is still less than 1.5 mv.

The variation of the reference voltage curve when VDD changes from 0.5 to
1.9 V at 37 °C is shown in Fig. 4.18. The inserted plot shows the zoom-in view for
VDD between 1 and 1.5 V, which confirmed the circuit can work as low as 1 V.

4.5 Simulation Cycle in Co-simulation Environment

In this section, we explain in detail the simulation cycle in SystemC-AMS, Eldo
co-simulation environment, which refers to step 2 in Fig. 4.8. As shown in
Fig. 4.19a, the co-simulation interface is related to the TDF module with circuit
netlist. It involves three member functions: end_of_elaboration(), initialize(), and
processing(). The end_of_elaboration() function calls the optimization engine,
which invokes the design procedure at each optimization iteration, and the design
procedure computes sizes and biases parameters (W , VG etc.) from the design
parameters such as VEG, ID, and L. The initialize() function sets these sizes and
biases variables to circuit netlist. The signal processing function processing(),
where the circuit netlist into the SPICE simulator is loaded, performs circuit-level
transient simulation.

Note that in the member functions end_of_elaboration() and processing(), call
two different simulators, named sizing simulator and analysis simulator. Both of
them encapsulate an electrical simulator, mentioned in Sect. 4.2.2.2. The only
difference between sizing simulator and analysis simulator is the transistor netlist
loaded by the electrical simulator. The sizing simulator contains only two transis-
tors: one PMOS and one NMOS, while the analysis simulator includes the complete
circuit netlist.

To further describe the integration methodology, a flowchart is represented in the
Fig. 4.19b, which introduces the algorithm to implement the design process and
co-simulation in the standard simulation cycle of SystemC-AMS. In this algorithm,
each step is defined by a number that corresponds to either a TDF module (①) or a
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(a)

(b)

Fig. 4.19 a SystemC-AMS, Eldo co-simulation environment. b Algorithm that permits to realize
circuit sizing interface from system level to circuit level
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function call (②–⑫) shown in Fig. 4.19a. The number of each step is the same for
Fig. 4.19a and b.

This algorithm can be divided into two parts, which are system design and
system simulation, respectively:

1. The system design part corresponds to the sizing and biasing of the circuit within
the complete system-level description, and it is the bottom-up design part in
Fig. 4.1.

• In step ②, it defines all the required parameters used for circuit design
procedure, such as the configuration of the optimizer, the specifications of
the circuit. The sizing and biasing procedure is executed by using a sizing
simulator (Ⓒ in Fig. 4.1).

• In case of performing optimization, an optimizer is called in step ③, just
before calling the sizing and biasing procedure.

• In step ④, the optimizer invokes the sizing and biasing procedure, which is
presented by a graph as shown in Sect. 4.2.2.1.

• In step ⑤, the sizing simulator loads the suitable electrical netlist
NMOS/PMOS. Both transistors refer to a transistor compact model, entirely
sizable and biasable through simulator interactive commands.

• At each iteration of the optimization, the sizing simulator computes the sizes
and bias values based on different design parameters.

• The optimizer is closed in case the specifications are successfully met.
• At the end of the optimization loop, the optimized sizes and bias values will

be restored and transmitted in step ⑨.
• This sizing simulator is closed before the starting step ⑩.

2. From step ⑩, until the end of execution, the steps correspond to the system
simulation include the circuit-level propagation. It is the top-down simulation
path in Fig. 4.1.

• In steps⑩,⑪, and⑫, at each time step, the signal interface passes the input
samples and evaluates the simulated output samples. These steps are exe-
cuted until the last input sample is processed.

• At the first execution of step ⑩, an analysis simulator (Ⓓ in Fig. 4.1) is
opened, it calls the complete circuit netlist at the step ⑫, and it is closed at
the end of the system simulation.

• During the simulation, a loading and registration of the state of the circuit are
performed, respectively, before and after step ⑫ at each time step. These
two operations refer to the initial condition of the circuit transient simulation
(see Sect. 4.5.1 for more details).
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4.5.1 Transient Analysis Method

The TDF model of computation is not conservative, and it considers values that are
discrete in time and value. However, we aim at performing conservative nonlinear
simulations for the components described in SPICE netlist. To be able to handle
such problem, we convert the TDF input signal shown in Fig. 4.20a to the piece-
wise linear version shown in Fig. 4.20b. This conversion will be considered as the
stimuli signal during SPICE simulation.

The pulse width is set to the sampling period, and a transient analysis is per-
formed during each period. At the beginning of the transient analysis, the voltages
at nodes 1, 2, 3, 4, and 5 (The five nodes connect to all the small-signal capaci-
tances in the circuit.) marked in Fig. 4.14 are, respectively, set to previous state-
ment. At the end of current simulation, the value of each node is retrieved and used
as the initial conditions for the simulation of the next time step.

[Input TDF signal] [Transient simulation]
To construct a piecewise linear signal and perform the transient simulation from

tn to tnþ1, we should firstly know both the sample value Vn and Vnþ1. Then, we
consider the previous statement as the initial condition of this period. Finally, with
the command :TRAN tn dt uic in SPICE netlist, it activates the transient anal-
ysis. Note that dt is the sampling period, Eldo automatically initializes all the node
voltages itself as well as the option uic included in a .TRAN command.

Using the above approach, the unified platform for mixed-signal system design
can mix non-conservative system-level behavior with conservative nonlinear circuit
simulation.

4.6 Simulation Results

System responses against model responses for two different tests are given in
Figs. 4.21 and 4.22. For testing the functionalities of this feedback system, we keep
the most two sensitive blocs (PMOS, folded-cascode amplifier) in circuit netlist and
model the others modules in SystemC-AMS (bandgap voltage reference circuit,
rectifier), as shown in Fig. 4.8.

(a) (b)

Fig. 4.20 a TDF signal with sampled values. b Transient simulation with a set of pulsewise linear
signals
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Figure 4.21 shows the transient waveform of the regulated voltage when the
output load switches between 250 Ω and 10 kΩ. The line transient response is
measured in condition of the Vreg is equal to 1.5 V. The difference between the
voltage levels at the two stable states is equal to 6.2 mV. We notice that when the
output load decreases form 10 kΩ to 250 Ω, there is an oscillation at the beginning
before getting stable. This indicates that there might be stability issues in this
configuration.

Figure 4.22 shows the transient waveform of the regulated voltage when the
input voltage Vreg switches from 1.2 to 1.7 V within 250 ns. This line transient
response is measured for load condition (5 kΩ, we choose the mean value between
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Fig. 4.21 SystemC-AMS, Eldo co-simulation results, and output voltage waveform (Vpwr) when
the load changes from 10 kΩ to 250 Ω
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10 kΩ and 250 Ω, the load capacitance is set to 50 pF). The zoom part of the
simulation confirms that it takes about 0.5 μs to settle within 1 % of its final value.
The difference between the voltage levels at the two stable states is equal to 3.5 mV.

Another simulation is shown in Fig. 4.23. It presents the simulation result of
step 3 in Fig. 4.8, where the whole circuit netlist is simulated only in Eldo. To
compare with the co-simulation environment as shown in Fig. 4.22, we applied the
same configuration to simulate the whole circuit. We notice that it takes 0.8 μs to
settle within 1 % of its final value. The difference between the voltage levels at the
two stable states is equal to 1 mV. Besides, the transient response of Vref indicates
the optimized bandgap voltage reference circuit generates a very stable reference
voltage for the regulator circuit.

All of the results can be seen in two aspects. Firstly, we propagate the circuit
non-idealities and performances from circuit level to system level by using our
platform. Secondly, the proposed platform works well in a feedback system, where
the feedback loop is applied by introducing a delay. These observations demon-
strate the effectiveness and reliability of our proposed modeling, design, optimi-
zation, and co-simulation methodology.

4.7 Conclusion

We present a platform for modeling, design, optimization, and co-simulation of
mixed-signal systems. It is based on C/C++ language which can be used with
SystemC-AMS. In this platform, an optimization engine is introduced for
simulation-based hierarchical sizing and biasing using CHAMS. This optimization
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Fig. 4.23 Eldo simulation results, output voltage (Vpwr), and reference voltage waveform (Vref )
when the input voltage switches from 1.2 to 1.7 V
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engine meets both linear and nonlinear specifications. It is a fast design exploration of
analog firm IP, where global exploration following the PEANO curves and Nelder–
Mead simplex optimization is performed to realize local exploration.

The co-simulation principles make it possible to link circuit performances to
system models, perform conservative nonlinear transient simulation for TDF model
of computation, and enable feedback of non-functional properties in the functions
models. The proposed approach is used to design and verify an implantable
telemetry system. The simulation results prove the efficiency and correctness of our
platform.

We foresee that the environment SystemC-AMS will be a common industry
platform for modeling, design, optimization, and verification of mixed-signal sys-
tems. Compiling of the different level of abstractions to reach this goal, researchers
should focus on the design aspects of the mixed-signal systems in SystemC-AMS.
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Chapter 5
Framework for Formally Verifying
Analog and Mixed-Signal Designs

Mohamed H. Zaki, Osman Hasan, Sofiène Tahar
and Ghiath Al-Sammane

Abstract This chapter proposes a complementary formal-based solution to the
verification of analog and mixed-signal (AMS) designs. The authors use symbolic
computation to model and verify AMS designs through the application of
induction-based model checking. They also propose the use of higher order logic
theorem proving to formally verify continuous models of analog circuits. To test
and validate the proposed approaches, they developed prototype implementations in
Mathematica and HOL and target analog and mixed-signal systems such as
delta-sigma modulators.

Keywords Formal verification � Computer-aided analysis � Symbolic verifica-
tion � Theorem proving � Electronic design automation and methodology

5.1 Introduction

Analog and mixed-signal (AMS) integrated circuits are cornerstone components
used at the interface between an embedded system and its external environment [1].
As such, AMS designs are dedicated for realizing data processing functions over
physical signals, such as analog to digital (A/D) and digital to analog (D/A) con-
verters. Computer-aided design (CAD) methods have been proposed and developed
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to overcome challenges in the design process of AMS designs [2, 3].
Sophisticated CAD tools and concepts are then needed to provide unique insights
into the behavior and characteristics of the integrated circuits, to help the designer
select best design strategies. The verification of AMS designs is one of the most
important issues in their design.

In general, there exists two main approaches for validating an electronic systems
with respect to a set of given properties. The first method uses monitoring with
simulation to check if a property is valid or not. However, since realistic electronics
systems are accepting large numbers of input combinations, it is impossible to cover
all the behaviors using simulation. The major research efforts today are centered to
find a cleaver way to cover most operating modes through an intelligent generation
of test cases and coverage analysis. The second method, formal verification, is
exploring a mathematical model of the system in order to prove the correctness of
its properties. The foundations of this method are based on logic, automata, and
semantics in which roots originate from computational intelligence. For digital
circuits, this is applied using, for example, model checking or satisfiability-based
verification. A major obstacle here is that of state explosion as the number of states
of the system is exponential in the number of state variables.

However, the situation with analog and mixed-signal designs is radically dif-
ferent. The continuous-time behavior of analog circuits is expressed using models
of differential and algebraic equations, while discrete-time behavior is described
using a system of recurrence equations (SRE). In fact, closed-form solutions and
systematic mathematical analysis methods for these models exist typically only for
limited classes of systems. Usually, designers use differential and difference
equations models more with engineering and applied mathematics tradition, not
related to the careful semantics and methodological concepts developed for mod-
eling digital concurrent systems. However, as computer systems are becoming more
complex, the importance of analog components rises as AMS systems become more
often integrated. The verification with simulation alone is proven not to be enough,
and formal methods are advocated to occupy a complementary currently used
design methods for analog systems, as they already do for digital systems.

This chapter suggests changing the strategy by tackling the problem from the
point of view of difference equations (DE) used to describe the discrete-time
behavior of AMS designs. In fact, a basic understanding of discrete-time behavior is
essential in the design of modern AMS designs. For instance, discrete-time signal
processing is used in the design and analysis of data converters used in commu-
nication and audio systems. Moreover, discrete-time processing techniques based
on switched capacitor methods are used extensively in the design of analog filters
[4]. We extend the definition of DE in order to represent digital components. The
model then is called a generalized SRE. Then, we define the algorithms of bounded
model checking (BMC) [5] on the SRE model by means of an algebraic compu-
tation theory based on interval arithmetics [6]. We associate the bounded model
checking with a powerful and fully decidable equational theorem proving to verify

116 M.H. Zaki et al.



properties for unbound time using induction. We also propose to use higher order
logic theorem proving in order to formally verify continuous models of analog
circuits. In order to facilitate the user-guided verification process, we develop a
library of higher order logic models for commonly used analog components, such
as resistor, inductor, and capacitor, and circuit analysis laws, such as Kirchhoff’s
voltage and current laws. These foundations along with the formalization of cal-
culus fundamentals can be used to reason about the correctness of any AMS
property, which can be expressed in a closed mathematical form, within the sound
core of a theorem prover. We illustrate the proposed method on the verification of a
variety of designs including DR modulator and a voltage-controlled oscillator. The
rest of the chapter is organized as follows: We start in Sect. 5.2 by discussing
relevant related work. The bounded model checking methodology is presented in
Sect. 5.3 followed by a description of the theorem proving verification methodol-
ogy in Sect. 5.4 before concluding with a discussion in Sect. 5.5.

5.2 Related Work

Using formal methods, two types of properties are frequently distinguished in
temporal logic: Safety properties state that something bad does not happen, while
liveness properties prescribe that something good eventually happens. In the con-
text of AMS designs, examples of safety properties can be about voltages at specific
nodes not exceeding certain values throughout the operation. Such a property is
important when designing AMS circuits, as a voltage exceeding a certain specified
value can lead to failure of functionality and ultimately to a breakdown of the circuit
which can result in undesirable consequences of the whole design. On the other
hand, occurrence of oscillation or switching is good example of liveness properties.
A bounded liveness property specifies that something good must happen within a
given time; for example, switching must happen within n units of time, from the
previous switching occurrence. This section overviews the research activities in the
application of formal methods for the verification of AMS systems with respect to
safety and liveness properties. A detailed literature overview of AMS formal ver-
ification can be found in [7].

Model checking and reachability analysis are proposed for validating AMS
designs over a range of parameter values and a set of possible input signals.
Common in these methods is the necessity for the explicit computation of the
reachable sets corresponding to the continuous dynamics behavior. Such compu-
tation is usually approximated due to the difficulty to obtain exact values for the
reachable state space (e.g., closed-form solutions for ODEs cannot be obtained in
general). Several methods for approximating reachable sets for continuous
dynamics have been proposed in the literature. They rely on the discretization of the
continuous state space by using over-approximating representation domains such as
polyhedra and hypercubes [8, 9]. On-the-fly algorithms have been proposed to
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address shortcomings of the previous method [10–13]. The model checking tools
d/dt [14], CheckMate [15], and PHaver [16] are adapted and used in the verification
of a biquad low-pass filter [14], a tunnel diode oscillator and a DR modulator
[15, 17], and voltage-controlled oscillators [16].

5.3 First Verification Methodology: Bounded Model
Checking

Our methodology aims to prove that an AMS description satisfies a set of prop-
erties. This is achieved in two phases: modeling and verification, as shown in
Fig. 5.1. The AMS description is composed in general of a digital part and an
analog part. For the analog part, it could be described using recurrence equations.
For the digital part, it could be described using event driven models. The properties
are temporal relations between signals of the system. Starting with an AMS
description and a set of properties, the symbolic simulator performs a set of
transformations by rewriting rules in order to obtain a normal mathematical rep-
resentation called generalized SRE [18]. These are combined recurrence relations
that describe each property blended directly with the behavior of the system. The
next step is to prove these properties using an algebraic verification engine that
combines bounded model checking over interval arithmetic [6] and induction over
the normal structure of the generalized recurrence equations. Interval analysis is
used to simulate the set of all input conditions with a given length that drives the
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discrete-time system from given initial states to a given set of final states satisfying
the property of interest. If for all time steps the property is satisfied, then verification
is ensured; otherwise, we provide counterexamples for the non-proved property.
Due to the over-approximation associated with interval analysis, divergence may
occur, hence preventing the desired verification. To overcome such drawback,
unbounded verification can be achieved using the principle of induction over the
structure of the recurrence equations. A positive proof by induction ensures that the
property of interest is always satisfied; otherwise, a witness can be generated
identifying a counterexample.

5.3.1 Modeling and Specification

Recurrence equations are functional models used for the definition of relations
between consecutive elements of a sequence. In the current work, we argue that, for
certain classes of AMS designs, it is more natural to represent their behavior using
recurrence equations rather than other conventional models such as hybrid auto-
mata. The notion of recurrence equation is extended in [18] to describe digital
circuits with control elements, using what is called generalized If-formula. Such
formalization, we believe, is practical in modeling hybrid systems such as
discrete-time AMS design, where discrete components control the dynamics of the
circuit, for example, the valuation of an analog signal. In mathematical analysis, we
define recurrence equations by:

Definition 1 (Recurrence equation) Let K be a numerical domain (N;Z;Q or RÞ, a
recurrence equation of order n0 2 N is a formula that computes the values of a
sequence UðnÞ 2 K, 8n 2 N, as a function of last n0 values:

UðnÞ ¼ f Uðn� 1Þ;Uðn� 2Þ; . . .;Uðn� n0Þð Þ ð5:1Þ
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Fig. 5.2 Third-order DR modulator
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Definition 2 (Generalized If-formula) In the context of symbolic expressions, the
generalized If-formula is a class of expressions that extend recurrence equations to
describe digital systems. Let K be a numerical domain N;Z;Q;R or Bð Þ, a gen-
eralized If-formula is one of the following:

• A variable xiðnÞ 2 xðnÞ, with i 2 f1; . . .; dg, n 2 N, and xðnÞ ¼ fx1ðnÞ; . . .;
xdðnÞg.

• A constant C 2 K

• Any arithmetic operation } 2 fþ;�;�;�g between variables xiðnÞ 2 K

• A logical formula: any expression constructed using a set of variables xiðnÞ 2 B

and logical operators: not; and; or; xor; nor; . . ., etc.
• A comparison formula: any expression constructed using a set of xiðnÞ 2 K and

a comparison operator a 2 f¼; 6¼;\; � ; [ ; �g.
• An expression IFðX; Y ; ZÞ, where X is a logical formula or a comparison for-

mula and Y ; Z are any generalized If-formula. Here, IFðx; y; zÞ : B�K�K !
K satisfies the axioms:

1. IFðTrue;X; YÞ ¼ X
2. IFðFalse;X; YÞ ¼ Y

Definition 3 (Generalized SRE) The following describes the transition relation of
the system at the end of a simulation time unit n, by the way of a SRE; one equation
for each element x in the system is:

xiðnÞ ¼ fiðxjðn� cÞÞ; ðj; cÞ 2 ei; 8n 2 Z ð5:2Þ

where fiðxjðn� cÞÞ is a generalized If-formula. The set ei is a finite non-empty
subset of 1; . . .; d � N, with j 2 f1; . . .; dg. The integer c is called the delay.

Example 1 Consider the third-order discrete-time DR modulator illustrated in
Fig. 5.2. Such class of DR design can be described using vectors recurrence
equations:

Xðk þ 1Þ ¼ CXðkÞ þ BuðkÞ þ AvðkÞ ð5:3Þ

where A, B, and C are matrices providing the parameters of the circuit, uðkÞ is the
input signal, vðkÞ is the digital part of the system and b4 ¼ 1. In more detail, the
recurrence equations for the analog part of the system are:

x1ðk þ 1Þ ¼ x1ðkÞ þ b1uðkÞ þ a1vðkÞ
x2ðk þ 1Þ ¼ c1x1ðkÞ þ x2ðkÞ þ b2uðkÞ þ a2vðkÞ
x3ðk þ 1Þ ¼ c2x2ðkÞ þ x3ðkÞ þ b3uðkÞ þ a3vðkÞ

ð5:4Þ
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Also, the condition of the threshold of the quantizer is computed to be equal to
c3x3ðkÞ þ uðkÞ. The digital description of the quantizer is transformed into a
recurrence equation using the approach defined in [18]. Thus, the equivalent
recurrence equation that describes vðkÞ is vðkÞ ¼ IF c3x3ðkÞ þ uðkÞ� 0;�a; að Þ,
where a is the maximum output value of the quantizer, typically equals to one.

In order to reason about the functional properties of the design under verifica-
tion, we need a language that describes the temporal relations between the different
signals of the system, including input, output, and internal signals. We adopt the
basic subset of linear temporal logic (LTL) [19], as the specification language. Each
property PðnÞ is composed of two parts: a Boolean formula and a temporal oper-
ator. The Boolean formula pðnÞ is a recurrence time relation written using a logical
formula (see Definition 2) built over the SREs of the system. To describe properties
on analog signals such as current and voltages, atomic propositions, qðnÞ, are used,
which are predicates (inequalities) over reals. The provided propositions are alge-
braic relations between signals (variables) of the system, such that the Boolean
formula is a logical combination of such atomic propositions.

Definition 4 (Atomic Property) An atomic property qðnÞ is a logical formula
defined as follows: qðnÞ ¼ vðnÞ}y, where } 2 \; � ; [ ; � ;¼; 6¼f g; vðnÞ is an
arithmetic formula over the design signals and y is an arbitrary value (y 2 R)

The temporal operator can be one of the basic LTL operators: Next (X),
Eventually (F), and Always (G). As in traditional BMC, we define temporal
operators regarding a bounded time step k. Thus, the verification of the temporal
part is handled by the verification engine during reachability analysis.

Example 2 Consider the DR modulator of Example 1. The modulator is said to be
stable if the integrator output remains bounded under a bounded input signal, thus
avoiding the overloading of the quantizer in the modulator. This property is of a
great importance since the integrator saturation can deteriorate circuit performance,
hence leading to instability. If the signal level at the quantizer input exceeds the
maximum output level by more than the maximum error value, a quantizer overload
occurs. The quantizer in the modulator shown in Fig. 5.2 is a one-bit quantizer with
two quantization levels, +1 V and −1 V. Hence, the quantizer input should be
always bounded between specific values in order to avoid overloading [15]. The
stability property of the DR modulator is written as PðkÞ :¼ GpðkÞ, where

pðkÞ ¼ x3ðkÞ[�2 ^ x3ðkÞ\2ð Þ ð5:5Þ

The symbolic simulation algorithm is based on rewriting by substitution. The
computation aims to obtain the SRE defined in the previous section. In the context
of functional programming and symbolic expressions, we define the following
functions [20].
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Definition 5 (Substitution) Let u and t be two distinct terms and x be a variable. We
call x ! t a substitution rule. We use Replace u; x ! tð Þ, read “replace in u any
occurrence of x by t,” to apply the rule x ! t on the expression u.

The function Replace can be generalized to include a list of rules. ReplaceList
takes as arguments an expression expr and a list of substitution rules
R1;R2; . . .;Rnf g. It applies each rule sequentially on the expression.

ReplaceRepeatedðexpr;RÞ applies a set of rules R on an expression expr until a
fixpoint is reached, as shown in Definition 6.

Definition 6 (Repetitive Substitution) Repetitive substitution is defined using the
following procedure:

ReplaceRepeated(expr, )
Begin
Do

exprt = ReplaceList(expr, )
expr = exprt

Until FP(exprt , )
End

A substitution fixpoint FPðexpr;RÞ is obtained, if Replaceðexpr;RÞ � Replace
Replaceðexpr;RÞ;Rð Þ.
Depending on the type of expressions, we distinguish the following kinds of

rewriting rules:
Polynomial Symbolic Expressions RMath are rules intended for the simplification

of polynomial expressions R
n½x	ð Þ.

Logical Symbolic Expressions RLogic are rules intended for the simplification of
Boolean expressions and to eliminate obvious ones such as andða; aÞ ! að Þ and
not notðaÞð Þ ! að Þ.
If-formula Expressions RIF are rules intended for the simplification of compu-

tations over If-formulas. The definition and properties of the IF rules, such as
reduction and distribution, are defined as follows (see [21] for more details):

• IF Reduction: IF x; y; yð Þ ! y
• IF Distribution: f A1; . . .; IFðx; y; zÞ; . . .;Anð Þ !

IF x; f A1; . . .; y; . . .;Anð Þ; f A1; . . .; z; . . .;Anð Þð Þ
Equation Rules REq result from converting other equations in the SRE into a set

of substitution rules.
Interval Expressions RInt are rules intended for the simplification of interval

expressions.
Interval-Logical Symbolic Expressions RInt�Logic are rules intended for the

simplification of Boolean expressions over intervals.
Rules RInt and RInt�Logic are described in more detail later on. In the case of

symbolic expressions over R, the normal form is obtained using a Buchberger-
based algorithm for the construction of the Gröbner base. The symbolic
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computation uses the repetitive substitution ReplaceRepeatedðExpr;RÞ (defined in
Definition 6) over the set of rules defined above as follows:

Definition 7 (Symbolic Computation) A symbolic computation over the SREs is
defined as:

Symbolic Comp XiðnÞð Þ ¼ ReplaceRepeated XiðnÞ;Rsimp
� �

where RsimpðtÞ ¼ RMath [RLogic [RIF [REq [RInt [RInt�Logic:

The correctness of this algorithm and the proof of termination and confluence of
the rewriting system formed by all above rules are discussed in [18].

Example 3 Applying Definition 6 for the DR modulator of Example 1, we obtain
the following unified modeling for both the analog and discrete parts.

x1ðk þ 1Þ ¼ if c3x3ðkÞ þ uðkÞ� 0; x1ðkÞ þ b1uðkÞ � a1að ;

x1ðkÞ þ b1uðkÞ þ a1aÞ
x2ðk þ 1Þ ¼ if c3x3ðkÞ þ uðkÞ� 0; c1x1ðkÞ þ x2ðkÞ þ b2uðkÞð

�a2a; c1x1ðkÞ þ x2ðkÞ þ b2uðkÞ þ a2aÞ
x3ðk þ 1Þ ¼ if c3x3ðkÞ þ u� 0; c2x2ðkÞ þ x3ðkÞ þ b3uðkÞð

�a3a; c2x2ðkÞ þ x3ðkÞ þ b3uðkÞ þ a3aÞ

ð5:6Þ

The expression of the property in Example 2 after symbolic simulation is:

pðk þ 1Þ ¼ ifðc3x3ðkÞ þ uðkÞ� 0;

�2\c2x2ðkÞ þ x3ðkÞ þ b3uðkÞ � a3a;

c2x2ðkÞ þ x3ðkÞ þ b3uðkÞ þ a3a\2Þ

5.3.2 The Automated Verification Algorithm

The proposed verification algorithm is based on combining induction and bounded
model checking to generate correctness proof for the system. This method is an
algebraic version of the induction-based bounded model checking developed
recently for the verification of digital designs [22]. We start with an initial set of
states encoded as intervals as shown in Fig. 5.3. Then, iteratively the possible
reachable successors states from the previous states are evaluated using interval
analysis-based computation rules over the SREs, i.e., the output of this step is a
reduced If-formula where all variables are substituted by intervals. If there exits a
path that evaluates the property to be false, then we search for a concrete coun-
terexample. Otherwise, if all paths give true, then we transform the set of current
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states to constraints and we try to prove by induction that the property holds for all
future states. If a proof is obtained, then the property is verified. Otherwise, if the
proof fails, then the BMC step is incremented; we compute the next set of interval
states and the operations are re-executed.

In summary, the verification loop terminates in one of the following situations:

• Complete Verification:

– The property is proved by induction for all future states.
– The property is false and a concrete counterexample is found.

• Bounded Verification:

– The resource limits have been attained (memory or CPU) as the verification
is growing exponentially with increasing number of reachability analysis
steps.

– The constraints extracted from the interval states are divergent with respect
to some pre-specified criteria (e.g., width of computed interval states).

5.3.2.1 Background

Bounded Model Checking: Given a state transition system ðS; I;TÞ, where S is
the set of states, I
 S is the set of initial states, and T
S� S, the general bounded
model checking problem can be encoded as follows:

BMC step Find 
counterexample

Extract constraints

Proof by induction

Property is verified
for a bounded time

Initial 
conditions

Property is verified
for a unbounded time

Next interval 
states

Proved True

Divergence

False

True

Combined
SRE

BMC step Find 
counterexample

Extract constraints

Proof by induction

Property is verified
for a bounded time

Initial 
conditions

Property is verified
for a unbounded time

Next interval 
states

Proved True

Divergence

False

True

Combined
SRE

Fig. 5.3 Overview of the verification algorithm
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BMCðP; kÞ, Iðs0Þ ^
k̂�1

i¼0

Tðsi; siþ1Þ ! PðskÞ ð5:7Þ

where Iðs0Þ is the initial valuation for the state variables, T defines the transition
between two states, and PðskÞ is the property valuation at step k. For instance,

PðskÞ,GpðskÞ ¼
k̂

i¼0

pðsiÞ or PðskÞ,FpðskÞ ¼
_k
i¼0

pðsiÞ

In practice, the inverse of the property (:P) under verification is used in the
BMC algorithm [22], which we refer to as BMC. When a satisfying valuation is
returned by the solver, it is interpreted as a counterexample of length k and the
property P is proved unsatisfied (:P is satisfied). However, if the problem is
determined to be unsatisfiable, the solver produces a proof (of unsatisfiability) of
the fact that there are no counterexamples of length k.

Interval Arithmetics: Interval domains give the possibility to extend the notion
of real numbers by introducing a sound computation framework [6]. The basic
interval arithmetics are defined as follows:

Let I1 ¼ ½a; b	 and I2 ¼ ½a0; b0	 be two real intervals (bounded and closed), the
basic arithmetic operations on intervals are defined by:

I1UI2 , r1Ur2jr1 2 I1 ^ r2 2 I2f g

with U 2 þ;�;�; =f g except that I1=I2 is not defined if 0 2 I2 [6]. In addition,
other elementary functions can be included as basic interval arithmetic operators.
For example, the exponential function exp may be defined as expð½a; b	Þ ¼ ½expðaÞ;
expðbÞ	. The guarantee that the real solutions for a given function are enclosed by
the interval representation is formalized by the following property.

Definition 8 (Inclusion Function) [6] Let f : Rd ! R be a continuous function,
then F : Id ! I is an interval extension (inclusion function) of f if

f ðx1; . . .; xdÞjx1 2 X1; . . .; xd 2 Xdf g
F X1; . . .;Xdð Þ ð5:8Þ

where I is the interval domain and Xi 2 I, i 2 f1; . . .; dg.
Inclusion functions have the property to be inclusion monotonic (i.e.,

XI 
 YI ! FðXIÞ
FðYIÞ), hence allowing the checking of inclusion fixpoints [6].

d-induction: In formal verification, induction has been used to prove a property
GPðnÞ in a transition system by showing that P holds in the initial states of the
system and that P is maintained by the transition relation of the system. As such, the
induction hypotheses are typically much simpler than a full reachable state
description. Besides being a complete proof technique, when it succeeds, induction
is able to handle larger models than bounded model checking, since the induction
step has to consider only paths of length 1, whereas bounded model checking needs
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to check sufficiently long paths to get a reasonable confidence. Hence, simple
induction is not powerful enough to verify many properties.

d-induction [22] is a modified induction technique, where one attempts to prove
that a property holds in the current state, assuming that it holds in the previous d
consecutive states. Essentially, induction with depth corresponds to strengthening
the induction hypothesis by imposing the original induction hypothesis on d con-
secutive time frames. Given a state transition system ðS; I;TÞ, where S is the set of
states and I
 S is the set of initial states, T
 S� S, the d-induction proof is
defined as d-Indproof ,wd�base ^ wd�induc, where wd�base is the induction base and
wd�induc is the induction step defined as follows:

wd�base , Iðs0Þ ^ ^d�1

i¼0
T ðsi; siþ1Þ ) ^d

i¼0
pðsiÞ

and

wd�induc , ^kþd

i¼k
T ðsi; siþ1Þ ^ ^kþd

i¼k
pðsiÞ ) pðskþdþ1Þ

ð5:9Þ

It is worth noting that when d ¼ 1, we have exactly the basic induction steps
defined in classical induction. Similar to the general induction methods, (un)
satisfiability-based induction d-Indsat is the dual of the induction proof; Indsat ¼
:d-Indproof with d-Indsat ,/d�base _ /d�induc, where the formulas /d�base (the base
step) and /d�induc (the induction step) are defined as follows:

/d�base , Iðs0Þ ^ ^d�1

i¼0
Tðsi; siþ1Þ ^ _d

i¼0
:pðsiÞ

and

/d�induc , ^kþd

i¼k
Tðsi; siþ1Þ ^ ^kþd

i¼k
pðsiÞ ^ :pðskþdþ1Þ

ð5:10Þ

The advantage of d-induction over classical induction is that it provides the user
with ways of strengthening the induction hypothesis by lengthening the time steps d
computed. Practically speaking, /d�base is bounded model checking (BMC) as
defined earlier in this section. For the case of systems with variables interpreted
over real domains such as AMS designs, the satisfiability of the formulas with a
given set of initial conditions requires algorithms to produce bounded envelopes for
all reachable states at the discrete-time points. In the following, we demonstrate
how to achieve BMC using interval arithmetics.

5.3.2.2 BMC Realization

The bounded forward reachability algorithm starts at the initial states and at each
step computes the image, which is the set of reachable interval states. This pro-
cedure is continued until either the property is falsified in some state or no new
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states are encountered. We evaluate the reachable states over interval domains, at
arbitrary time steps. The verification steps for safety properties are shown in
Algorithm 5.1. The AMS model, described as a set of recurrence equations, is
provided along with the (negated) property :PðnÞ under verification. Initial and
environment constraints Env Const are also defined prior to the verification pro-
cedure described in lines (1–12) as a loop for Nmax time steps. At each step n, we
check whether the property is satisfied or not (line 2). If :PðnÞ is satisfied, then a
counterexample is generated (line 9); if not, then we check if fixpoint inclusion is
reached (line 3); otherwise, we update the reachable states (line 11) and go to the
next time step of verification. The functions Prop Check, Find Counterexample,
and Update Reach are described below.

Prop_Check: Given the property :P, apply algebraic decision procedures to
check for satisfiability. The safety verification at a given step n can be defined with
the following formula:

Prop Check, x½n	 ¼ f x½n� 1	ð Þ ^ :Pðx½n	Þ ^ x½n� 1	 2 I
d ð5:11Þ

Update_Reach(R1, R2): This function returns the union of the states in the sets
R1 and R2.

Reach[x½n	:] This evaluates the reachable states over interval domains, at an
arbitrary time step.

Find_Counterexample(:PðnÞ; x½n	;Env Const): This function returns a coun-
terexample, indicating a violation of the property, within the environment
constraints.

Setting bounds on the maximum number of iterations ensures that the algorithm
will eventually terminate in one of the following possibilities. If at a given time step
n�Nmax, no new interval states are explored, then fixpoint inclusion guarantees
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that the property will be always verified; otherwise, if a property is proved to be
incorrect, then a counterexample is generated. If we reach the maximum number of
steps n ¼ Nmax, and no counterexample is generated, then the property is verified up
to bounded step Nmax.

Example 4 Given the design in Example 1 and the safety property in Example 2,
we apply Algorithm 5.1. For instance, the correctness of the property Pðk þ 1Þ (see
Example 3) depends on the parameter vectors A;B, and C, the values of variables
x1ðkÞ, x2ðkÞ, and x3ðkÞ, the time k, and the input signal uðkÞ (see Table 5.1). We
verify the DR modulator for the following set of parameters inspired from the
analysis in [15]:

a ¼ 1 a1 ¼ 0:044 a2 ¼ 0:2881
a3 ¼ 0:7997 b1 ¼ 0:07333 b2 ¼ 0:2881
b3 ¼ 0:7997 c1 ¼ c2 ¼ c3 ¼ 1

8<
:

The initial constraints define the set of test cases over which interval-based
simulation is applied. If the property is false, as in the first and third cases in
Table 5.1, then the verification is completed and a counterexample is generated
from the simulated intervals. On the contrary, when the property is true, we have a
partial verification result as it is bounded in terms of simulation steps. The second
case in Table 5.1 illustrates such limitation.

Unfortunately, we note that in some cases (as case 4 in Table 5.1), divergence
happens quickly, so we cannot deduce useful information on the property. We

Table 5.1 Verification results for DR modulator in Example 4

Initial constraints Property
evaluation for
n ¼ 0 to Nmax

cycles

Counterexample CPU
time
used (s)

0:028� x1ð0Þ� 0:03
�0:03� x2ð0Þ��0:02
0:8� x3ð0Þ� 0:82; u :¼ 0:8

Nmax ¼ 40
n ¼ 0 to 15
true
n[ 15 false

x1½16	 7! 0:263

x2½16	 7! 1:256; x3½16	 7! 2:42

1.5

0:012� x1ð0Þ� 0:013
0:01� x2ð0Þ� 0:02
0:8� x3ð0Þ� 0:82; u :¼ 0:54

Nmax ¼ 38
true

31

0:163� x1ð0Þ� 0:164
�0:022� x2ð0Þ��0:021
0:8� x3ð0Þ� 0:82; u :¼ 0:6

Nmax ¼ 40
n ¼ 0 to 17
true
n[ 17 false

x1½19	 7! 0:163

x2½19	 7! 0:886; x3½19	 7! 2:47

0.8

0:012� x1ð0Þ� 0:013
0:01� x2ð0Þ� 0:02
0:8� x3ð0Þ� 0:82; 0:58� u� 0:6

Divergent at
time step 4

0.5
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tackle such problem by extending the bounded model checking with an induction
engine as proposed in the verification methodology.

5.3.2.3 Constrained Induction-Based Verification

In the following, we define an induction engine over the SREs for the safety
property verification of AMS designs. The inductive proof, which is a special case
of the d-induction described earlier in this chapter, for verifying a safety property
PðnÞ ¼ GpðnÞ, can be derived by checking the formula Indproof ,wbase ^ winduc,
where wbase is the induction base and winduc is the induction step defined as follows:

wbase , 8s 2 S0 : Iðs0Þ ) pðs0Þ
and

winduc , 8sk; skþ1 2 S : Tðsk; skþ1Þ ^ pðskÞ ) pðskþ1Þ
ð5:12Þ

The core of the induction engine is a decision procedure function that checks
satisfiability of algebraic formulas under certain constraints on quantified state
variables.

Definition 9 (The Prove Function)

Prove(quant(X ,cond,expr)) =
I f (Prop Veri f y(quant(X ,cond,expr))) = True,

True,
Find Counterexample(cond∧¬expr)

The decision procedure function Prove tries to prove a property of the form
quantðX; cond; exprÞ, using Prop Verify; otherwise, it gives a counterexample
using Find Counterexample, where quant 2 f8; 9g define quantifiers over a set of
state variables x, cond is a logical combination of comparison formulas constructed
over the variables x describing initial and environment constraints, and expr is an If-
formula expression representing the property of interest, obtained after applying the
symbolic rule outlined earlier. Similar to Prop_Check, Prop Verify applies alge-
braic decision procedures to check for satisfiability, but for all time steps n. The
safety verification can be defined with the following formula:

Prop Verify, 8n � ðx½n	 ¼ SREðx½n	ÞÞ ^ Pðx½n	Þ ð5:13Þ

The Prove function generates a counterexample if the property of interest cannot
be proved to hold using Find Counterexampleðcond ^ :exprÞ. If a proof cannot be
obtained, then we may need to find a particular combination of inputs and local
signal values for which the property is not satisfied. The properties verification
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using Prove starts by checking the validity at time t ¼ 1 and then at time t ¼ n
assuming that the properties are satisfied at time t ¼ n� 1. Case splitting divides
the property into subproperties for which validation results are conjuncted to check
the validation of the original property.

Let P be a property of the form quantðX; cond; exprÞ. We define the function
SplitProve that depending on the If-formula structure of expr, applies the function
Prove, or splits the verification. SplitProve is defined recursively as follows:

Definition 10 (The SplitProve Function) According to the nature of expr,
SplitProve can be one of the following:

• expr is a comparison formula C, SplitProveðquantðX; cond;CÞÞ ¼ Proveðquant
ðX; cond;CÞÞ

• expr is a logical formula of the form a}b, with } 2 f:;^;_;�; . . .g and a; b
are If-formulas that take values in B.
SplitProveðPÞÞ’SplitProveðquantðX; cond; aÞÞ}SplitProveðquantðX; cond; bÞÞ

• expr is an expression of the form IFðq; l; rÞ SplitProveðPÞ ¼ SplitProve
ðquantðX; cond ^ q; lÞÞ _ SplitProveðquantðX; cond ^ :q; rÞÞ
Let PðnÞ be the recurrence equation of the property P written as an If-formula,

condn0 the initial condition at time n0, condn the constraints that are true for all
n[ n0, and X the set of dependency variables of PðnÞ, and the proof by induction
over n is defined as follows:

Definition 11 (Proof by Induction)

SplitProve ForAll Xn0 ; condn0 ;Pðn0Þð Þð Þ
^
SplitProve ForAll n[ n0 ^ Xn; n 2 N ^ condn ^ PðnÞ;Pðnþ 1Þð Þð Þ

Example 5 We verify the DR modulator of Example 1 for two sets of parameters
inspired from the analysis in [15]:

Param1:
a ¼ 1 a1 ¼ 0:044 a2 ¼ 0:2881

a3 ¼ 0:7997 b1 ¼ 0:044 b2 ¼ 0:2881
b3 ¼ 0:7997 c1 ¼ c2 ¼ c3 ¼ 1

8<
:

Param2:
a ¼ 1 a1 ¼ 0:044 a2 ¼ 0:2881

a3 ¼ 0:7997 b1 ¼ 0:07333 b2 ¼ 0:2881
b3 ¼ 0:7997 c1 ¼ c2 ¼ c3 ¼ 1

8<
:

We apply induction in order to verify the DR modulator stability for the above
sets of parameters and for two cases of conditions (state space constraints).
Table 5.2 summarizes the verification results. The property is True if it is proved
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under the set of conditions and the set of parameters for all k[ 0. If there is no k for
which the property is valid, then it is False, and a counterexample is provided.
When the property is valid for some values of k and not for other values, we say that
the property is not proved and counterexamples are provided for both cases.

5.3.2.4 Combining d-Induction and Interval-Based BMC

The d-induction-based verification algorithm is an incremental algorithm, where
depth is incremented at each step and induction is applied on the new formulas until
a d-length counterexample is generated or the property is proved. The verification
steps are given in Algorithm 5.2.

The AMS model, described as a set of recurrence equations, is provided along
with the (negated) property :PðnÞ under verification. Initial and environment
constraints are also defined prior to the verification procedure described in lines (1–
18) as a loop of depth Nmax steps. For each depth d\Nmax, we first check the initial
d-induction step by verifying whether the property is verified for all steps up to this
depth d (line 3). If the property is false, we generate a counterexample (lines 4).
Before checking the induction step (line 10), we verify whether an inclusion fix-
point is reached. If so, the verification ends as it will be trivial to check for the
induction step as no new verification information can be implied. When we apply
the induction step, where either the property is verified for unbounded time (line
11), otherwise, we conclude that the current depth is not enough to verify the
property and the depth is incremented (line 14).

Table 5.2 Verification results for DR modulator in Example 5

State space
constraints

Property with Parameter1 Property with
Parameter2

Case 1 Values at t = 0 True True

0� x1ð0Þ� 0:01
�0:01� x2ð0Þ� 0
0:8� x3ð0Þ� 0:82; u :¼ 0:6

Values at t = n

�0:1� x1ðnÞ� 0:1
�0:5� x2ðnÞ� 0:5
0:5� x3ðnÞ� 1:5; u :¼ 0:6

Case 2 Values at t = 0 False False

0� x1ð0Þ� 0:02
�0:03� x2ð0Þ� � 0:01
1� x3ð0Þ� 1:4; u :¼ 0:8

Values at t = n x2½k	 7! 0:4237
x3½k	 7! 1:8378

x2½k	 7! 0:2103
x3½k	 7! 2�0:1� x1ðnÞ� 0:1

�1� x2ðnÞ� 0:5
�1� x3ðnÞ� 2:5; u :¼ 0:8
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It is worth noting that constraints used in the induction steps are extracted from
the previous reachable states. Hence, we strengthen the induction hypothesis by
lengthening the time steps d computed. In case a counterexample needs to be
generated, the extracted constraints allow for finding a partial path violating the
property. Setting bounds on the maximum number of iterations ensures that
Algorithm 5.2 will eventually terminate in one of the following possibilities. If the
initial induction step fails, a counterexample is generated; otherwise, if at a given
time step n�Nmax, no new interval states are explored, and then, fixpoint inclusion
guarantees that the property will be always verified. In case the induction step is
verified true, then the algorithm terminates; otherwise, we increase the induction
depth and restart the verification. If we reach the maximum number of steps
n ¼ Nmax, and no counterexample is generated, then the property is verified up to
bounded step Nmax.

5.3.3 Applications

We have implemented a prototype for the presented verification algorithms using
symbolic algebraic manipulation and real number theorem proving developed
inside the computer algebra tool Mathematica [23].
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5.3.3.1 Third-Order DR Modulator

We extended the verification results outlined throughout the chapter and summa-
rized in Tables 5.1 and 5.2 by applying the d-induction algorithm to verify the
stability of the third-order DR modulator for different combinations of design
parameters, inputs, and initial conditions. We are able to prove properties using the
inductive BMC method, which we were unable to verify previously using the
conventional BMC method (rows 2 and 4 in Table 5.1). In row 2 (Table 5.1), we are
able only to verify the property for a bounded time step, with the d-induction BMC
method; however, we are able to prove that the property will always hold (second
row with param2 in Table 5.3). On the other hand, in row 4 (Table 5.1), the
divergence occurs quickly; however, the property is proven True as shown in
Table 5.3, row 4 with param2.

5.3.3.2 Voltage-Controlled Oscillator

Recurrence equations have been proposed as a simplified operational modeling
framework for certain AMS designs, in which precise continuous-time modeling
poses challenging requirements to achieve simulation. As an instance, precise PLL
verification necessitates the accounting for different time constants which render the
simulation hard to achieve. Accordingly, at the early steps of the design, a
discrete-time model is constructed representing the main functional aspects of the
design. This can be later translated to a more refined model at subsequent design
stages.

Table 5.3 d-induction BMC verification results for the third-order DR modulator

State space constraints Verification results Verification
details

Param1 0� x1ð0Þ� 0:01
�0:01� x2ð0Þ� 0
0:8� x3ð0Þ� 0:82; u :¼ 0:6

Proved true by d-induction k-step = 3

0� x1ð0Þ� 0:02
�0:03� x2ð0Þ��0:01
1� x3ð0Þ� 1:4; u :¼ 0:8

Proved true by BMC then
divergent

k-step = 14

Param2 0� x1ð0Þ� 0:01
�0:01� x2ð0Þ� 0
0:8� x3ð0Þ� 0:82; u :¼ 0:6

Proved true by d-induction k-step = 3

0:012� x1ð0Þ� 0:013
0:01� x2ð0Þ� 0:02
0:8� x3ð0Þ� 0:82; u :¼ 0:54

Proved true by d-induction k-step = 3

0� x1ð0Þ� 0:02
�0:03� x2ð0Þ��0:01
1� x3ð0Þ� 1:4; u :¼ 0:8

Proved false by
counterexample

k-step = 16

0:012� x1ð0Þ� 0:013
0:01� x2ð0Þ� 0:02
0:8� x3ð0Þ� 0:82; 0:58� u� 0:6

Proved true by d-induction k-step = 3
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In the following, we apply the induction-based verification for the voltage-
controlled oscillator (VCO) block of a charge pump PLL. A VCO is an oscillator, in
which output frequency is controlled and varied by the applied input voltage. The
recurrence equation modeling of the VCO is based on the circuit shown in Fig. 5.4
that describes a relaxation oscillator, in which output is a digital signal [4]. In the
shown design, the input voltage is used to derive the VCO which according to some
switching conditions triggers the one-shot timer, which in turn acts by controlling
the discharging switch Sosc and the input to the toggle circuit. For instance, assume
that the capacitor Cosc is initially discharged, it will be slowly charged by the
current Iosc with the voltage V2 at each analysis step. Once the voltage Vth2 across
the capacitor Cosc exceeds the threshold voltage Vth2, then the output of the com-
parator goes to high (if it is not) and the one-shot timer is activated. The details
about the functionality modeling of this VCO can be found in [4].

For correct operation of the VCO within the PLL design, it is required that the
output will toggle from time to time (frequency of toggling is depending on the
input voltage to the VCO). Such property has a flavor of liveness characteristics,
which cannot be checked directly through induction. However, we use induction to
check whether the input voltage variations will not lead to improper functionality.
The verified property can be stated as follows: For a given set of input voltage
variations, Vosc will always remain unchanged (GVosc½n	 � Vosc½n� 1	 ¼ 0). If this
property is verified true, then we deduce that our choice of input signal range and/or
parameters values is inappropriate for a correct behavior for the design.

We verified the property over several input signal V1 ranges, for different values
of the transcendence of the VCO Gosc and the capacitor Cosc. The results in the
experiments are obtained using the parameters proposed in [4]. First, we choose the
range of input voltage as the interval [0, 2] volts. The property in this case is
verified true. However, when we increase the input range to [0, 2.3], the property
becomes false. From those two results, we deduce that a possible correct func-
tionality would require at least a larger swing for the input signal to the VCO. In
another experiment, we preserve the first input voltage range while perturbing the
set of parameter values and the property is verified again to false. Another inter-
esting property we checked is the following safety criteria: For all possible input

Q T

OSCI

2

C

V

One−Shot

OSC th2
V

V
OSC

1OSC
g    V

th1

cntlV

V
V1

+

−
+

−

Fig. 5.4 Voltage-controlled oscillator
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voltage ranges (i.e., V1 2 ½�2:5; 2:5	), the comparator input voltage V2 will never
exceed certain bounds (i.e., V2 2 ½�2:51; 2:51	). This property is verified true. In
fact, this verification is very beneficial as it provides us with the knowledge of the
upper and lower bounds of the reachable state space. It is important to note that the
correct functionality of the VCO requires the analysis over different voltage
changes and notice the output. This would demand a dynamic verification method
such as reachability or simulation, rather than a static method such as
induction-based verification. Nevertheless, this latter technique allows the designer
to have a better knowledge about the design limitations and to avoid and prune out
undesirable constraints and parameters values when integrating the design with
other components.

5.4 Second Verification Methodology: Theorem Proving

Most of the existing formal verification approaches work with abstracted discretized
models of analog circuits (e.g., [24, 25]). This is mainly because of the inability to
model and analyze continuous systems by the widely used formal verification
techniques, such as model checking or automated theorem proving. Thus, despite
the inherent soundness of formal verification methods, such analysis cannot be
termed as absolutely accurate. Higher order logic theorem proving can be used to
overcome these limitations due to the high expressiveness of the underlying logic.
However, most of the existing higher order logic theorem proving-based analog
circuit verification works (e.g., [26–28]) use discrete models of the given analog
circuits by abstracting the continuous details. Thus, neither real numbers nor dif-
ferential equations are used to represent the analog circuit behaviors in these
analyses, which makes them prone to round-off and approximation errors.

We argue that the high expressibility of higher order logic can be leveraged upon
to formalize the continuous models of analog circuit implementations and their
desired specifications. Their equivalence can then be verified within the sound core
of a theorem prover. Due to the high expressibility of higher order logic, the
proposed approach is very flexible in terms of analyzing a variety of analog circuits
and reasoning about their generic properties.

There are two main challenges in the proposed approach. Firstly, due to the
undecidable nature of higher order logic, the proofs have to be done interactively,
which may become very tedious due to the involvement of continuous elements and
transcendental functions. Secondly, no closed-form solutions exist for a large
number of analog circuits, and thus for these kinds of circuits, we cannot formally
reason about approximate solutions in a theorem prover. We overcome both of
these challenges in the proposed methodology [29], depicted in Fig. 5.5, by
developing a library of analog circuit analysis definitions, theorems, and automatic
simplifiers to minimize the user effort in the formal reasoning process and by using
the support of computer algebra system for solving differential equations for which
no closed-form solutions exist.
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The first step in the proposed methodology is to obtain an implementation model
of the given analog circuit by using the behavior of its individual components and
its overall structure. To facilitate this formalization, we developed a database of
formal definitions of commonly used analog components, such as resisters,
capacitors, and inductors, and circuit analysis laws such as Kirchhoff’s voltage and
current laws. The second step in the proposed methodology is to develop a formal
model of the specification of the circuit, which is usually expressed as a differential
equation. For this purpose, we choose the HOL4 theorem prover to implement the
proposed methodology since it provides formalized libraries of real numbers and
calculus foundations [30]. The third step is to verify the equivalence or implication
relationships between the formalized implementations and specifications. To min-
imize the user interaction, required in this step, we formally verified most of the
frequently used properties and developed some simplifying tactics with access to
these results so that the users can verify most of the proof goals associated with
analog circuit verification with minimal interaction. The main contribution in this
regard is the formal verification of properties related to solutions of differential
equation. Finally, if the differential equation corresponding to the given analog
circuit does not have a closed mathematical solution, then it can be fed to a
computer algebra system, such as Mathematica, to obtain its approximate solution.
It is important to note here that the soundness of the analysis is not compromised at
all by the computer algebra system link since it would only be invoked for the cases
where a closed-form precise solution cannot be attained.

Fig. 5.5 Proposed methodology for the formal verification of AMS circuits
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The main strengths of the proposed approach include its generic nature and
accuracy. Any kind of analog circuit can be modeled, and its corresponding linear,
nonlinear, homogenous, or non-homogenous differential equation can be formally
expressed in higher order logic. If a closed-form solution for this equation exists,
then it can be formally verified within the sound core of a theorem prover. In this
case, modeling or analysis does not involve computer arithmetics or any discreti-
zation and thus, actual continuous models are formally verified. On the other hand,
if a closed form does not exist, then the analysis is done using computer algebra
systems, which is definitely the most accurate method in this scenario.

In the rest of this section, we first provide a formalization of the solutions of the
second-order homogeneous linear differential equation to be able to reason about
the solutions of differential equations for which a closed-form solution exist. Many
interesting analog circuits lead to these kinds of equations. The formalization of
circuit analysis fundamentals, i.e., KVL, KCL, and basic circuit components, is
provided next. A couple of illustrative examples are then presented in the end.

5.4.1 Second-Order Homogeneous Linear Differential
Equations

Second-order homogeneous linear differential equations are widely used to model
analog circuits, and differential equations of higher order are seldom required in this
domain. They can be mathematically expressed as follows:

p2ðxÞ d
2yðxÞ
dx

þ p1ðxÞ dyðxÞdx
þ p0ðxÞyðxÞ ¼ 0 ð5:14Þ

where terms pi represent the coefficients of the differential equation defined over a
function y. The equation is linear because (i) the function y and its derivatives
appear only in their first power and (ii) the products of y with its derivatives are also
not present in the equation. By finding the solution of the above equation, we mean
to find functions that can be used to replace the function y in Eq. (5.14) and satisfy
it.

We proceed to formally represent Eq. (5.14) by first formalizing an nth-order
derivative function as follows [31]:

Definition 12 (Nth-order Derivative of a Function)

� (∀ f x. n order deriv 0 f x = f x) ∧
(∀ f x n. n order deriv (n+1) f x =

n order deriv n (deriv f x) x)

The function n_order_deriv accepts an integer n that represents the order of
the derivative, the function f that represents the function that needs to be
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differentiated, and the variable x that is the variable with respect to which we want
to differentiate the function f . The function deriv accepts two parameters f and x
and returns the derivative of the function f at point x. Thus, the function
n_order_deriv returns the nth-order derivative of f with respect to x. Now,
based on this definition, we can formalize the left-hand side (LHS) of an nth-order
differential equation in HOL4 as the following definition [31].

Definition 13 (LHS of a Nth-order Differential Equation)

� ∀ P y x. diff eq lhs P y x =
sum(0,LENGTH P)(λn.(EL n P x) *

(n order deriv n y x))

The function diff_eq_lhs accepts a list P of coefficient functions corre-
sponding to the pi’s of Eq. (5.14), the differentiable function y and the differenti-
ation variable x. It utilizes the functions sum (0,m) f and EL m L, which
correspond to the summation (

Pm�1
i¼0 fi) and the mth element of a list Lm, respec-

tively. It generates the LHS of a differential equation of order equal to the number
of elements in the coefficient list P using the length of the list function LENGTH.

If the coefficients pi’s of Eq. (5.14) are constants, then using the fact that the
derivative of the exponential function y ¼ erx (with a constant r) is a constant
multiple of itself dy=dx ¼ rerx, we can obtain the following solution of Eq. (5.14):

YðxÞ ¼ c1er1x þ c2er2x ð5:15Þ

where c1 and c2 are arbitrary constants and r1 and r2 are the roots of the auxiliary
equation p2r2 þ p1r1 þ p0 ¼ 0. In this chapter, we formally verify this result which
plays a key role in formal reasoning about the solutions of second-order homo-
geneous linear differential equations [31].

Theorem 1 Differential Equation with distinct roots

� ∀ a b c c1 c2 r1 r2 x.
(c + (b * r1) + (a * r12) = 0) ∧
(c + (b * r2) + (a * r22) = 0) ⇒
(diff eq lhs (const list [c; b; a])

(λx. c1 * (exp (r1 * x)) +
c2 * (exp (r2 * x))) x = 0)

where ½c; b; a	 represents the list of constants corresponding to the coefficients p0,
p1, and p2 of Eq. (5.14); r1 and r2 represent the roots of the corresponding auxiliary
equation as given in the assumptions; c1 and c2 are the arbitrary constants; and x is
the variable of differentiation. The function const_fn_list transforms a list of
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real numbers to the corresponding list of constant functions recursively, i.e.,
functions with data type real → real that return a constant value for all values
of arguments [31]. The formal reasoning about Theorem 1 is primarily based on the
linearity property of higher order derivatives

5.4.2 Kirchhoff’s Voltage and Current Laws

Kirchhoff’s voltage law (KVL) and Kirchhoff’s current law (KCL) form the most
foundational circuit analysis laws. The KVL and KCL state that the directed sum of
all the voltage drops around any closed network (loop) of an electrical circuit and
the directed sum of all the branch currents leaving an electrical node is zero,
respectively. Mathematically,

Xn
k¼1

Vk ¼ 0;
Xn
k¼1

Ik ¼ 0 ð5:16Þ

where Vk and Ik represent the voltage drops across the kth component in a loop and
the current leaving the kth branch in a node, respectively. The formalization is as
follows [29]:

Definition 14 (Kirchhoff’s Voltage and Current Law)

� ∀ V t. kvl V t =
(∀ x. 0 < x ∧ x < t ⇒

(sum (0,LENGTH V) (λn. EL n V x) = 0))
� ∀ V t. kcl I t =

(∀ x. 0 < x ∧ x < t ⇒
(sum (0,LENGTH I) (λn. EL n I x) = 0))

The function kvl accepts a list V of functions of type (real → real ), which
represents the behavior of time-dependant voltages in the given circuit and a time
variable t as a real number. It return the predicate that guarantees that the sum of all
the voltages in the loop is zero for all time instants in the interval ð0; tÞ. Similarly,
the function kcl accepts a list I, which represents the behavior of time-dependant
currents and a time variable t and returns the predicate that guarantees that the sum
of all the currents leaving the node is zero for all time instants in the interval ð0; tÞ.

We now present some of the foundational formalization that is required to
formally model analog circuits. The V–I characteristics of fundamental analog
components such as resistors, inductors, capacitors, and op-amps can be formalized
as [29]:
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Definition 15 (Resistor, Inductor Capacitor, and Op-amp)

� ∀ R i.resistor voltage R i = (λt.i t * R)
� ∀ R v.resistor current R v = (λt.v t / R)
� ∀ L i.inductor voltage L i =

(λt. L * deriv i t)
� ∀ L v Io.inductor current =

(λt. Io + 1/L * integral (0,t) v)
� ∀ C i Vo. capacitor voltage C i Vo =

(λt. Vo + 1/C * integral (0,t) i)
� ∀ C v. capacitor current =

(λt. C * deriv v t)
� ∀ Vpos Vneg A. op amp voltage Vpos Vneg A=

(λt. A * (Vpos t - Vneg t))

The variables i and v represent the time-dependant current and voltage variables,
respectively, in the above function definitions. While the variables R, L, and C
represent the constant resistance, inductance, and the capacitance of their respective
components, respectively. The variables Io and Vo are used in the definitions of
inductance and capacitance to model the initial current in the inductor and the initial
voltage across the capacitor, respectively. The parameters Vpos, Vneg, and A
represent non-inverting input, inverting input, and gain of an op-amp, respectively.
The function deriv accepts two parameters f and x and returns the derivative of
the function f at point x. Likewise, the function integral takes three parameters
f , a, and b and returns the integrated result of f in the interval (a, b). All these
functions return a (real → real) type function that models the corresponding
time-dependant voltage or current.

5.4.3 Applications

5.4.3.1 RLC Series Circuit

Serially connected resistor (R), inductor (L), and capacitor (C), or the RLC, circuit
is one of the classical examples of an AMS circuit. It is also widely used in
modeling parasitics in the metal interconnect of submicrometer ICs. We utilize the
foundational formalization for analyzing AMS circuits, described in the last two
subsections, to formally verify the electrical current flow relationship in the RLC
circuit, shown in Fig. 5.6, with the intent to demonstrate the proposed methodology
for formally analyzing AMS circuits.

The first step in the proposed methodology is to model the behavior of the given
circuit in higher order logic. The behavior of the given circuit can be captured using
the KVL as follows [31]:
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Definition 16 (RLC Series Circuit Model)

�∀ R L C V Vo i t.rlc ckt R L C V Vo i t =
kvl [resistor voltage R i;

inductor voltage L i;
capacitor voltage C i Vo; (λt. -V)] t

The list input of the function kvl is composed of all the elements of the circuit
that have a voltage drop. The dc voltage source V is modeled in this list as a
time-independent constant. The next step in the proposed methodology is to obtain
a differential equation representation of the given AMS circuit. We formally veri-
fied this relationship as follows [31].

Theorem 2 Differential Equation for the RLC Circuit

� ∀ R L C V Vo i t y.
(0 < y) ∧ (y < t) ∧
(∀x. 0≤x ∧ x≤t ⇒ i differentiable x) ∧
(∀x. 0≤x ∧ x≤t ⇒ ((λt.deriv i t))

differentiable x) ∧
(rlc ckt R L C V Vo i t) ⇒

(diff eq lhs(const list[1/C;R;L]) i y = 0)

The conclusion of Theorem 2 describes the second-order differential equation
corresponding to the RLC circuit given in the assumption using the function
rlc_ckt. The theorem is verified under the assumptions that both the current
function i and its first derivative are differentiable. It is also important to note that
the theorem is valid for all time y in the interval ð0; tÞ, where t represents the upper
bound of the time for which the behavior of the function rlc_ckt is valid.
Theorem 2 has been primarily verified using Theorem 1, some real analysis-based
reasoning.

Fig. 5.6 RLC series circuit with constant voltage
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5.4.3.2 Delta-Sigma Modulator

In order to illustrate the proposed methodology, we present the formal verification
of the first-order delta-sigma modulator, shown in Fig. 5.7, which is the widely used
benchmark in formal verification of analog circuits.

The implementation model of this circuit can be obtained by applying KCL
function at the input node of the op-amp:

Definition 17 (Implementation Model of Delta-Sigma Modulator)

� ∀ R C Vin Vout Vc Veq y.
delta sigma imp R C Vin Vout Vc Veq y =

(kcl [resistor current R Vin;
resistor current R Vout;
capacitor current C (λx. -Vc x)] t)∧

(Vout = (λt. Veq t - Vc t))

The next step is to formalize its specification:

Definition 18 (Behavioral Model of Delta-Sigma Modulator)

� ∀ R C Vin Vout Veq y.
delta sigma behav R C Vin Vout Veq y =

(diff eq [1; R * C] Vout y =
-Vin y + diff eq [0; R * C] Veq y)

The function diff_eq accepts the list of coefficients of a differential equation,
the differentiable function, and the differentiation variable and returns the corre-
sponding differential equation.

Next, we formally verified the following implication between the implementa-
tion and specification of the given first-order delta-sigma modulator.

Fig. 5.7 First-order
delta-sigma modulator
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Theorem 3 Implementation implies Specification

� ∀ R C Vin Vc Vout Veq t .
delta sigma imp R C Vin Vc Vout Veq t⇒
delta sigma behav R C Vin Vout Veq t

The proof was very straightforward due to the available formally verified
properties and simplifiers for real analysis-related reasoning in HOL. The differ-
ential equation of Definition 18 does not have a closed-form mathematical solution,
and thus, we feed it to a computer algebra system to obtain its solution and thus
other interesting characteristics of the delta-sigma modulator.

The proof scripts for both of the application theorems are composed of just 300
lines approximately. This is far less than the proof script for the formalization,
presented in the previous two subsections, which is more than 3500 lines of HOL
code. This fact clearly indicates the usefulness of our foundational formalization
associated with the proposed methodology. Just like the case studies, presented in
this section, our formalization results can be utilized to automatically verify
interesting properties of a wide variety of analog circuits in a straightforward
manner and the results would be guaranteed to be correct due to the inherent
soundness of theorem proving.

5.5 Summary

Early uncovering of design flows is a daunting procedure during the integration of
digital and AMS components. The heterogeneous verification of AMS designs
poses great challenges for the development of System-on-Chip because of the
infinite state space composed of continuous and discrete states. In this chapter, we
have presented two complementary formal verification methodologies that address
this obstacle. The rigorous characteristics of the methodology strengthen the veri-
fication and provide a support for simulation through state space exploration and
corner cases identification. Experimental results have proven the feasibility of the
approach. The symbolic-based method can find application along the design flow of
complex AMS designs. Formal verification can be applied to check conformance of
reduced order models. We are currently expanding the application of formal veri-
fication as a guidance during circuit sizing. In addition, our formally verified exact
solutions of differential equations can also be used to formally verify error bounds
for the numerical method-based solutions for the analog circuits for which the
differential equations do not have closed-form mathematical solutions. To broaden
the scope of analog circuit verification, we also plan to extend the library of analog
circuit components with diodes and transistors, etc. We are also working on
developing reasoning support for non-homogeneous linear differential equations.
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Finally, the calculus theories available in HOL-Light [32] are based on multivariate
real numbers and thus can model complex numbers. Moreover, this work has been
recently extended to formalize some Laplace transform theory [33]. Our formal-
ization can be ported in a very straightforward manner to HOL-Light to be able to
benefit from these mathematical foundations, which would enable handling the
formal analysis of analog circuits in the complex plane.
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Chapter 6
Automatic Layout Optimizations
for Integrated MOSFET Power Stages

David Guilherme, Jorge Guilherme and Nuno Horta

Abstract This chapter presents a design automation approach that generates
automatically error-free area and parasitic optimized layout views of output power
stages consisting of multiple power MOSFETs. The tool combines a multitude of
constraints associated with DRC, DFM, ESD rules, current density limits, heat
distribution, and placement. It uses several optimization steps based on evolu-
tionary computation techniques that precede a bottom-up layout construction of
each power MOSFET, its optimization for area and parasitic minimization, and its
optimal placement within the output stage power topology network.

6.1 Introduction

In integrated audio power stages or power management units (PMG), it is necessary
to design the layout of power transistors, but due to several technology design
constraints and lack of investment in dedicated tools, this task has been mainly
manual. Multiple constraints had hampered approaches based on parametric cells
(pcells), respectively:

• Design kits do not supply transistor pcells meeting ESD rules and guidelines;
• Electromigration constraints of maximum current densities on metal tracks, vias,

and contacts [1, 2];
• Design and manufacturing rules (DFM) specifically related with metal stress

relief and etching effects [3].
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Other approaches such as silicon compilers have being used for complex struc-
tures, such as memories and I/O cells [4, 5], and require the manual design of a large
library of basic building cell layout variants. This implies a large effort setting up the
compiler library for each retarget node, but the parametric flexibility of the block
design remains limited to a small amount of layout combinations/permutations.

Therefore, designers have been forced to manually design the layout of power
stages with the same basic topology over and over again, for different form factors
and dimensions on several technologies and process nodes. This time-consuming
process is also prone to bugs, but could easily be automated, saving design effort,
increasing productivity, and speeding up the development phase.

For illustration purposes, Fig. 6.1 depicts two common CMOS power stage
circuits, each having 4 power devices; Fig. 6.1a is an audio Class-D loudspeaker
driver, and Fig. 6.1b is a voltage inverter charge pump.

This chapter presents an automatic layout design tool capable of delivering area
and power optimized transistors, complying with DRC, DFM, and ESD rules and
guidelines. Given channel dimensions, maximum current rating, and expected
operating temperature, power transistor is automatically folded and partitioned, and
the layout is generated to comply all requirements, including current density limits
for long-term reliability. Reusability for fast process migration is achieved while
maintaining vast design flexibility.

The tool assures the layout is clean by design, automatically launching physical
verifications, and extracts the parasitic netlist of each device in an industry accepted
sign-off tool (e.g., Calibre®). Finally, the tool also launches electrically simulations
to rate the design and reports results.

Besides the automatic tool for device layout creation and verification reporting,
this chapter also considers a framework to automatically floorplan the power stage
devices, optimizing for circuit area, wire length at power nets, and heat transfer
profiling.
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Fig. 6.1 a H-bridge Class-D audio amplifier output stage. b Negative charge-pump power
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6.2 Power MOSFET Especial Requirements

Additionally to generic design rules, the layout of each power MOSFET must
follow additional rules and guidelines, especially electrostatic discharge
(ESD) rules since are intended to connect to external pins.

During manufacturing, it is inevitable that the IC will suffer various kinds of
ESD events. Different environments, wafer processing, packaging, testing, and
human handling will generate different kinds of ESD [6]. To prevent permanent
damage to the IC, which would reduce fabrication yield, foundries require several
protection schemes and deliver verification decks to check ESD mandatory rules.

One of the most effective protection schemes, which every foundry requires, is
the self-protection scheme associated to any externally connected device: No matter
NMOS or PMOS, they all exhibit snapback phenomena [7], and to prevent a
destructive effect by the positive feedback mechanism of the snapback,
silicide-blocking (SAB) is required on the drain side of the MOSFET. This will
prevent silicide formation on the terminal region connected to the PAD, which has
the effect of increasing the series resistance exponentially at the discharging path.
The resistance value depends on the instantaneous current passing at the corre-
sponding finger junction. Then, the discharging current cannot be increased above a
certain limit (e.g., 20 mA), and subsequently, current will be forced to flow to other
non-saturated regions, thus distributing along finger junctions uniformly.

SAB can also be used on both junction terminals of the MOSFET, drain and
source, which increases the device robustness to extreme ESD events, such as
charged-device-model (CDM) class of events [6]. However, foundries seldom
require self-protection on both terminals, at the drain side seems to be sufficient on
most cases, since the source is usually connected to a large and strongly protected
power rail.

Besides ESD rules, a power MOSFET must be carefully designed to comply
with electromigration (EM) rules or current density limits [1, 2]. Those rules belong
to the class design-for-manufacture (DFM) rules and intend to determine the reli-
ability and lifetime of metal lines, vias, and contacts under heavy current for long
periods of time. When a stress current is applied, metal ions move along the current
pathway and their vacancy at the origin will cause resistance increase to the point
tracks begin to fuse and the chip stops functioning.

The material lifetime prediction model can be calculated with the Black’s
equation [1]:

TTF ¼ A � J�n � eEa=kT ð6:1Þ

where TTF is the mean time to failure, A is a process constant, n is the exponent of
current density (n = 1), J is the current density flowing in metal, Ea is the activation
energy (Ea = 1.0 eV), k is the Boltzman constant, and T is the device temperature. It
is easy to understand that an increase in the device temperature can cause a sig-
nificant reduction in the TTF, and we can estimate the device expected lifetime due
to chip-level self-heating effects.

6 Automatic Layout Optimizations … 149



To facilitate EM verification, foundries usually deliver tables of current density
limits for several temperatures (e.g., 80, 100, 125 °C) and several metal track
widths.

Additional DFM rules and requirements are usually triggered from the fact that
power MOSFET layouts cover large silicon areas and favor large metal track widths
and large arrays of vias and contacts. Rules related to metal stress relief (metal slot
rules) and etching effects (density rules) must be taken to compliance. More
advanced DFM rules related with lithography friendly patterns are not usually
required since power MOSFETs are typically thick oxide devices using large mask
patterns, and designed for power management ICs implemented in mature
processes.

Regarding circuit-level layout considerations, the most important objectives are
area minimization and power loss minimization. By placing devices in very close
proximity helps reduce parasitic parameters and achieve high efficiency and per-
formance. However, high-density power stages also tend to exhibit higher tem-
peratures, hot spots and large heat gradients, which are detrimental to performance
of neighboring circuits, reliability, and lifetime.

6.3 A Tool for Automatic Power MOS Layout Creation

A framework of a tool for automatic layout of integrated MOSFET power stages
comprises two operating phases:

1. The generation of optimal power device layouts;
2. The floorplanning of the power stages.

The tool architecture is depicted in Fig. 6.2. It must start by loading and parsing
into internal dictionaries at least 2 files; one containing the stream layer table of the
fabrication process and another with all mandatory design rules.

The tool must also be feed with several sets of design parameters and form
factors for each target power MOSFET, which are extracted from an input SPICE
compatible circuit netlist. The total number of parameters is dependent on the
number of device transistors to create (k 2 N):

Channel width W ¼ w1; . . .;wkf g
Channel length L ¼ l1; . . .; lkf g
Number of fingers NF ¼ nf1; . . .; nfkf g
SAB Drain extension De ¼ de1; . . .; dekf g
SAB Source extension Se ¼ se1; . . .; sekf g
Upper metal plate M ¼ m1; . . .;mkf g
Max channel current Imax ¼ I1; . . .; Ikf g
Max working temperature T ¼ t1; . . .; tkf g
Max/Min form factor FFmax=min ¼ ff1; . . .; ffkf g

8>>>>>>>>>>>><
>>>>>>>>>>>>:
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Based on the inputs, the tool first phase will be the optimization of isolated
devices, using the MOSFET Optimizer block in Fig. 6.2. It will try to partition the
MOS transistor dimensions in several ways, adjusting the number of fingers, finger
dimensions, the number of contacts/vias, and the terminal metal paths, to comply
with the given maximum channel current Ii at temperature ti.

Using an internal optimization process, the tool discovers the best set of MOS
parameters that minimizes device area while complying with all design rules and
constraints and creates a hierarchical layout that exports in GDSII format.

After this layout creation step, the tool starts a GDSII verification phase, using
Calibre® and HSPICE®. It first starts physical DRC/DFM verifications (PV) and
then conducts a LPE netlist extraction for simulation purposes. Assuming there are
no errors, the tool triggers two electrical simulations based on two template test
benches: a DC sweep and a transient simulation. The first simulation measures the
total resistive pathway from source to drain, including MOS RON and parasitic
resistances. The second simulation measures dynamic power consumption when the
transistor is switched ON and OFF at 2 MHz. Therefore, on the last step of this first
phase, the designer has a clean layout of each device and two strong quality
measures of the extracted layout to access figures of merit.

If the results are not good enough, the designer can restart this tool again, with
different MOS dimensions. This method enables a fast and automated design cycle
that can be used to create a large set of possible devices for a given problem and
explore thereafter specification trade-offs.

After the power devices of a given circuit topology have being sized, they must
be laid out in a given space subject to optimal placement goals, such as optimization
for overall circuit area and wire length of power nets. This second phase is con-
ducted by the Floorplan Optimizer block as shown in Fig. 6.2.
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etc Device 
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Fig. 6.2 Tool architecture
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Figures 6.3 and 6.4 illustrate the general principle: During the first phase, all
power devices are optimized and their layout is generated. The tool’s internal
objects characterizing those devices are stored and reused again at the second phase,
including explicit device boundary dimensions and pin positions. Additional
information is also added: device connection information from the netlist and power
loss estimations from the LPE simulations. This later information is required to
optimize the floorplan of the power stage (optimization method described later),
weighing several factors in a cost function: circuit area, wire length, and expected
temperature spread over implantation area.

The optimized floorplan is streamed out to a second GDSII file, which instan-
tiates abstract views of the previously designed devices in an optimal layout. The
floorplan optimizer also creates several useful reports, including power density
maps and thermal maps of optimal solutions. Thermal maps are created with the
help of an external open-source FEM simulator.
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Fig. 6.3 Tool architecture—details for floorplan optimization phase
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The initial automatic layout problem could be solved globally: optimizing
devices and circuit at the same time, but the division into 2 phases allows opti-
mizations of simpler problems, containing lower number of design variables, and
taking less time to reach a feasible solution. However, this concentric optimization
framework cannot assure that the most optimal and global solution is reached at the
end of the second phase. It is possible to reuse the archived solution as a first draft
on a second pass into the tool, regenerating devices and the floorplan again. It is the
responsibility of the user to decide whether design is good enough or needs a respin
in the tool.

A different framework could consider the power devices equivalent to soft
macros from the start and shape them to match the best floorplan, but such an
approach could easily generate multiple design violations as ESD and DFM con-
straints would be very difficult to meet.

6.4 Floorplanning/Placement

The basic approaches to layout floorplan representations are as follows: the absolute
representation and the topological representation. The first manipulates the absolute
coordinates of the cells independently and was originally used on device-level
analog layout computer-aided design (CAD) tools, allowing the exploration of a
huge search space and placement of irregular shaped cells. The second—topolog-
ical representation—was early adopted by digital flow placement tools and encodes
the position relations between pair of cells, which are usually much more regular.

The absolute representation also allows illegal overlaps during the optimization
operations since there is no relation between coordinates of neighbor cells [8].
Therefore, the optimization algorithm has to severally penalize all cell overlaps and
at a given point of the optimization cycle, the number of feasible placements can be
quite low. As a result, the optimization run-time can be very high and the quality of
the final global placement is poor.

Topological representations reduce significantly the search space by encoding
relative positions between cells and eliminate the cell overlap issue, but require
more computational power to build feasible layouts. Topological floorplan repre-
sentations can be classified into two categories: (1) slicing floorplans or
(2) non-slicing floorplans.

6.4.1 Slicing Floorplans

A slicing floorplan can be obtained by repetitively cutting the layout area hori-
zontally or vertically (slicing), and the cells are organized in sets of slices as the
result of the recursive bisection of the layout. The slicing sequence and the relative
position of cells and slices can be recorded in a binary tree [9].
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A slicing tree is a binary tree with cells at the leaves and cut types at the internal
nodes. There are two types of cuts: V—the vertical cut where the left (right) branch
represents a left (right) sub-floorplan or cell; and H—the horizontal cut where the
left (right) branch represents the bottom (top) sub-floorplan or cell. However, the
resulting floorplan can be constructed following slightly different cutting orders,
and this means more than one slicing tree correspond to every floorplan. The
non-uniqueness of a layout representation can enlarge significantly the solution
domain space and reduce the optimization performance. Therefore, it is desirable to
suppress redundant representations using a characteristic that turns them unique—if
the tree does not contain a node of the same cut type as its right branch, then it is a
skewed slicing tree. Skewed slicing trees are univocal representations of floorplans.
Equivalent sequence representations of these binary trees are called normalized
Polish expressions.

During floorplan optimization, the searching algorithm does not move cells
explicitly, but alters the relative positions by modifying the slicing tree or the
normalized Polish expression [9]. Figure 6.5 represents a slicing structure, obtained
by recursively bisecting the floorplan area rectangles into smaller ones. The
respective skewed slicing tree and normalized Polish expression are also depicted.

The set of all normalized Polish expressions form the solution space and its size
can become quite large after a dozen cells. However, not all layout topologies have
a slicing structure and using this representation will increase the occupied area by
increasing white space utilization, thus making it less efficient. This problem
becomes more severe for sets of cells with very different form factors and
dimensions—this can be the case for several power stage topologies.

V

H H

H S5

S3 S4

S1 S2

S2

S1

S5

S4

S3

Normalized Polish expression: 12H34H5HV

Skewed Slicing Tree Slicing Floorplan

White space

Fig. 6.5 Example of a slicing floorplan, corresponding binary tree representation, and normalized
polish expression
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6.4.2 Non-slicing Floorplans

There are several non-slicing floorplan representations, which in turn can be divided
into classes. Some deserve mentioning are as follows:

• Class of mosaic representations—This class commonly divides the floorplan
implantation space in rectangular dissections (rooms) that form a mosaic, and
each room is assigned exactly one cell. Some recent mosaic representations are
as follows:

– Corner block list (CBL);
– Quarter-state sequence (Q-sequence);
– Twin binary trees (TBT).

• Class of compacted representations—This class shares a special packing
structure, for which the cells are compacted in relation to some corner of the
floorplan region, e.g., the bottom-left corner, and no cell can be shifted down or
left. The best known compacted representations are as follows:

– Ordered tree (O-tree);
– Upgraded binary tree (B*-tree);
– Corner sequence (CS).

• General class representations—This class gathers the most general and flex-
ible floorplan representations:

– Sequence pair (SP);
– Bounded-sliceline grid (BSG);
– Transitive closure graph (TCG);
– Transitive closure graph with a sequence (TCG-S);
– Adjacent constraints graph (ACG).

The last (general) class is especially suited for analog layout placement, since
most can handle major topological constraints, including device symmetry, prox-
imity, and matching. Performance metrics and comparison tables between repre-
sentations are easily available in literature [9]; Table 6.1 lists some of the above.

Within the above-listed non-slicing representations, one of the most popular is
the SP, which encodes “left–right” and “up–down” relations between cells [9]. The
solution space can be explored by a general random search algorithm. The most
common are the simulated annealing (SA) and the genetic algorithms (GA) [8, 10].

6.4.3 Competing Floorplan Representations

For this particular problem, the authors choose to use three competing floorplan
representations, the normalized Polish expression, the B*-tree, and the SP repre-
sentations. These representations are used in conjunction with the SA algorithm to
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solve the general power stage floorplan problem. The tool runs simultaneously three
optimizations, each using a different representation. After the optimization process,
all three solutions are stored and used to generate alternate floorplans, but the tool
also automatically compares them and selects the best based on the final score
value.

While the Polish representation is very fast to compute and will quickly con-
verge to a draft solution, it is less efficient than the other two in terms of area
optimization. The SP is the most general and flexible of the three, potentially
returning the best floorplans, but it is also the heaviest in term of CPU utilization as
it requires the calculation of the longest path or the longest common subsequence
algorithms. The B*-tree compact representation stays in the middle as a reasonable
balance between computation time and solution quality.

Each of the three representations requires a convenient data structure which can
be univocally translated to a floorplan—Table 6.2.

All three representations have a device orientation list that codes both device
rotations (0°, 90°, 180°, and 270°) and horizontal mirroring (flip). Device orien-
tation is critical to total wire-length and parasitic parameter reduction.

While the Polish representation uses one single expression list to create a viable
floorplan, as discussed previously at the slicing floorplan section, the other repre-
sentations require two lists.

The B*-tree representation has a first B*-tree list to hold device IDs that will be
used sequentially to build the tree accordingly to the order in the list. The second
B*-tree device index list establishes the relationship between the different device
IDs. In other words, given any new leaf/branch to be inserted in the tree, the second
list unequivocally defines where to add this new element.

The SP representation uses a pair of sequences stored in a horizontal list and a
vertical list to encode “left–right” and “up–down” relations between devices. If two
devices have the same sequence in the horizontal list and vertical list, this means
that the first device is on the left of the second. If the two devices have a different
sequence in the two lists, it means that the first device is on top of the second.

Table 6.1 Floorplan representations

Representation Solution space Packing time Flexibility

Polish expression O(n! 22.6n/n1.5) O(n) Slicing

CBL O(n! 23n−3) O(n) Mosaic

Q-sequence O(n! 23n−1) O(n) Mosaic

O-tree O(n! 22n/n1.5) O(n) Compacted

B*-tree O(n! 22n/n1.5) O(n) Compacted

CS O((n!)2) O(n) Compacted

SP (n!)2 O(n2) or O(n lg lg n) General

BSG O(n! C(n2, n)) O(n2) General

TCG-S (n!)2 O(n lg n) General

ACG O((n!)2) O(n2) General
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The allowable moves in each representation are listed in Table 6.3, and the
contents are self-explanatory.

The move function must not restrict the design space. At the beginning of the
move function, one random operation from the list of allowed operations is chosen.
One common operation used on all representations is node swapping. For these
kinds of moves, two randomly chosen nodes are swapped, changing their current
relationship within the representation which can imply a change from left–right to a
bottom–up relationship, or can just imply a change from or branch/leaf to another.

Every time a move is applied in the algorithm, it generates a unique slightly
different floorplan representation, enabling the exploration of the solution space.

6.5 Thermal Evaluation

An important aspect of power MOS placement is the expected steady-state thermal
profile of a set of power devices operating in very close proximity, as this is the case
for integrated power stages. Hot-spot temperatures and large temperature spreads
over the implantation area of power stages are detrimental to circuit performance
and accelerate aging effects, and will also cause physical stress that further reduces
reliability [11, 12].

The governing equation of the physics of heat transfer is derived from Fourier’s
law and the conservation of energy:

k � @2T
@x2

þ @2T
@y2

þ @2T
@z2

� �
þ g� q � C � @ T

@ t
¼ 0 ð6:2Þ

Table 6.2 Floorplan representation data set

Polish expression B*-tree Sequence pair (SP)

Polish expression B*-tree list SP horizontal list

Device orientation B*-tree device index SP vertical list

Device orientation Device orientation

Table 6.3 Floorplan representation moves

Polish expression B*-tree Sequence pair (SP)

Swaps 2 adjacent nodes Swaps 2 nodes in the main
list

Swaps 2 nodes in the horizontal
list

Flips a bisection type Swaps 2 nodes in the index
list

Swaps 2 nodes in the vertical list

Change device
orientation

Swaps 2 nodes in both lists Swaps 2 nodes in both lists

Change device orientation Change device orientation
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where T = T(x, y, z, t) is temperature as function of space and time, k is the thermal
conductivity, ρ the mass density, C the specific heat capacity, and g is the rate of
heat generation per unit volume. The heat equation is a typical example of a
parabolic partial differential equation, and although analytical solutions can be
found for simple cases, in integrated circuit heat transfer problems, numerical
solutions are preferable due to the multiplicity of heat generating sources and the
nature of the medium being non-homogeneous.

Numerical solutions use a mesh- or grid-like structure to perform a simulation
that can be based on one of several methods, but the most suitable and accurate
method is the FEM, since it is easy applicable to mediums possessing a multitude of
boundary conditions and nonlinearities of thermal properties [13, 14].

The FEM discretize Eq. (6.2) into a matrix equation, which must be solved
iteratively. To solve this equation faster, a method called model order reduction
(MOR) can be employed to find an approximation of lower order [13]. Lower order
matrix equations can be calculated much faster, and it is also possible to rewrite
those equations in a state-space format suitable to transform simplified heat-transfer
models into equivalent electrical R or RC networks [8]. Given that equivalent
parametric RC networks playing as thermal models make electrothermal simula-
tions possible.

The discretized version of the heat diffusion Eq. (6.2) is a good approximation
for calculating the steady-state spatial temperature, although considering the med-
ium homogeneous and completely linear thermal boundary characteristics. It could
be used with FEM within an optimization cycle for very simple floorplans.
However, it is prohibitively time-consuming to calculate the steady-state spatial
temperature of each floorplan candidate solution when the number of cells is higher
than a couple instances, since it requires the construction of a new thermal grid
matrix for each evaluation.

An approximate measure which can represent the temperature of each power
device and therefore could quickly calculate the power stage thermal profile is
highly desirable. Some simplification methods can be found in literature [15–19].
One of the simplest approaches considers absolute temperature not as important as
heat diffusion. Let us elaborate, starting from heat diffusion for each placed cells.

Besides internal heat generation, a very important factor in device temperature is
heat diffusion between adjacent cells. The heat diffusion HD between two adjacent
cells (S1, S2) is proportional to their temperature difference TS1 − TS2 and the length
of the shared cell boundary between them:

HD S1;S2ð Þ � TS1 � TS2ð Þ � boundary S1;S2ð Þ ð6:3Þ

The problemwith this approach is that we also do not know the exact temperatures
of the cells for each floorplan candidate solution, and it is impossible to calculate the
heat diffusion directly. The obvious alternative is to replace cell temperatures by yet
another approximation, for example, considering each cell in isolation:
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TSi � PSi � RSi � ICs=k � pdSi ð6:4Þ

where TSi should be the steady-state temperature, PSi the power dissipation, RSi the
thermal resistance, ICτ the thickness of the chip from the device channel to the most
convective chip boundary (usually the bulk adhesive in the chip package), k the
average thermal conductivity of the material, and pdSi the power density of the
device implantation (power dissipated/layout area). Equations (6.3) and (6.4) could
be incorporated into a matrix system and be solved numerically; however, this
succession of approximations will be accumulating errors and the final temperature
profile will suffer from severe deviations.

However, from a floorplan perspective, the absolute temperature is not as
important as the temperature spread over the placement area, then using the cell
power density on Eq. (6.3) allows the calculation of a total heat diffusion factor for
each cell HDSi, over all its neighbors:

HDSi /
X
j

pdSi � pdSj
� � � boundary Si;Sjð Þ ð6:5Þ

After calculating (6.5) for every cell, a floorplan temperature spread index (total
thermal diffusion) can be calculated by summing all heat diffusions:

DT /
X
i

HDSi ð6:6Þ

6.6 Device-Level Structural Design

MOSFET design is organized hierarchically, from a given set of parameters and an
abstract top-level transistor, is decomposed into several layout levels, and ends in
basic shapes—Fig. 6.6.

From top-to-bottom, the set of initial MOS parameters are rearranged in a way it
minimizes several fitting goals, and the top-level transistor can be divided in an
aggregated matrix of unit-level MOS transistors having a small number of fingers
and viable (violations free) dimensions, both isolated or inserted into a matrix. In
turn, each unit-MOS instance can be decomposed into a set of aggregated shapes,
designed sequentially.

On top of the unit-MOS matrix, it is placed columns of stacked metal tracks,
filled with vias, to short-circuit drain and source terminals in the YY direction—
Fig. 6.7. Those terminal metal stacks are automatically generated from Metal-2
through a given top-plane mi. The XX direction is dedicated to bulk and gate
connections, and only Metal-1 is used for this purpose.

The algorithm flowchart is depicted in Fig. 6.8. The core function of the tool is
the lay_pwrmos method, responsible for designing aggregated power MOSFETs.
This method starts by loading layer and rule files (context dictionaries) in order to
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do some calculations related with EM compliance limits and expected active area.
Those calculations are not based on any generated layout, but pre-layout estima-
tions to be used as rating equations on the next step, an optimization method by
random search.

The optimization method uses the GA to select the best hierarchical partition and
optimal unit-MOS dimensions that minimize area and parasitics. After the opti-
mization is done, a recalculation of parameters is executed to take in account
terminal pitch and guardring parameters. Thereafter, the unit-MOS can be effec-
tively created and aggregated in the top-level layout matrix, which will also
incorporate several unit terminal connection cells instantiated around the aggre-
gation matrix.

Basic shapes

Aggregated 

shapes

Unit MOS

MOS 

array

Top-level 
MOSFET

Fig. 6.6 Top-to-bottom design approach
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Fig. 6.7 Aggregated MOS layout is an array of unit-MOS
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The design of a unit-MOS cell (lay_upmos) is sequential, all necessary rules are
loaded, and thereafter, starting from a reference point, a bunch of calculations are
made to produce the coordinates of aggregated and basic shapes. The construction
process repeats itself for every other layer, starts with a calculation phase and ends
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Fig. 6.8 Aggregated MOS design flow

6 Automatic Layout Optimizations … 161



with a design phase. This simple process is similar to methods employed in pcell
generation.

To illustrate an example, Fig. 6.9 shows a basic unit transistor with two fingers,
one contact column at source regions and two parallel contact columns at the drain
region. In order to calculate the necessary parameters of the diffusion shape (a
rectangle), one must load several contact-related rules (depicted in the same figure)
and then make the following calculations:

• Drain diffusion width: Ddiff w ¼ CT ENC AAþ CT W þ CT SP CTPO
• Source diffusion width: Sdiff w ¼ 2 � CT W þ CT SP CTCT þ 2 � CT SP

CTPO
• Total diffusion width: Tdiff w ¼ 2 � Sdiff wþ Ddiff wþ 2 � length
• Total diffusion length: Tdiff l ¼ width

If the coordinates of the bottom-left corner are (orig_xx, orig_yy), then the
rectangle object that defines the diffusion shape is built by the following 2 vertices:

orig xx; orig yyð Þ ! orig xxþ Tdiff w; orig yyþ Tdiff lð Þ

Further, if we consider SAB extensions, the necessary rule list increases and the
equations also suffer a proportional increase in complexity.

Figure 6.10 depicts two small aggregated MOSFETs created by the tool, having
terminal extensions with SAB, one N-channel and another P-channel. One of them,
the NMOS (Fig. 6.10a), have SAB regions on both junctions.
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6.7 Optimization Procedures

This design framework uses two different random search optimization algorithms:
the SA and the GA. The first is very simple to code and operate and has been the
optimization method of choice on the vast majority of floorplanning and geometry
placement problems. The proposed framework uses the SA for circuit-level floor-
planning. The GA is more complex to code and tune, but is becoming accepted and
used on a large scale of different problems and engineering areas, because of its
flexibility and superior capability of finding solutions in hard problems. The authors
choose it for optimizing single device layouts.

6.7.1 Optimization for Circuit Floorplanning—Simulated
Annealing

The SA mimics a phenomenon in nature—the thermal annealing of solids—and
applies the same basic principle to optimize a given system. Annealing refers to
heating a solid and then cooling it slowly, causing atoms to assume a nearly
globally minimum energy state. The SA simulates a small random displacement of
an atom that results in a change in energy. If the change in energy is negative, the
energy state of the new configuration is lower and the new configuration is
accepted. If the change in energy is positive, the new configuration has a higher

Fig. 6.10 a Aggregated NMOS having terminals with SAB. b Aggregated PMOS having only
drain with SAB
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energy state; however, it may still be accepted according to the Boltzmann prob-
ability factor:

P ¼ e �DE=kbTð Þ ð6:7Þ

where ΔE is the difference between energy values, kb is the Boltzmann constant,
and T the current temperature. The probability of acceptance is proportional to
temperature, but as the solid cools, the probability gets smaller and inversely
proportional to the difference of energy values.

For the floorplanning problem (or any other optimization problem), an analogy
is made between SA energy and a cost function value. The design is started at a
high “temperature,” where it potentially has a high cost value we want to minimize.
Random perturbations are then made to the design, and the cost function is eval-
uated. If the cost value becomes lower, the design solution is updated by the current
design, but if it is higher, it may still be accepted according the probability given by
the Boltzmann factor (6.7). This allows the algorithm to escape local minima and
continue to explore the design space for a minimum global cost value.

The cost function is a linear combination of the total circuit area, total wire
length, and temperature spread across the layout area:

cost ¼ PA �
X
j

Aj þ PL �
X
j

Lj þ PT � DT ð6:8Þ

PA, PL, and PT are the weighing coefficients for total area, wire length, and
temperature diffusion, respectively.

The wire-length metric is an index used to estimate the total wiring required to
route the power nets within the floorplan. There are several possible indexes, the
half perimeter wire-length (HPWL), the Steiner-tree wire-length (STWL), the
minimum spanning tree wire-length (MSTWL), the complete graph wire-length
(CGWL), the minimum chain wire-length (MCWL), etc.

This work uses the HPWL metric as this is one of the simpler, easily to code and
faster. The HPWL estimates a net wire-length by creating a bounding box around
all the pins to the routed and then taking the half perimeter of this box as the
estimation value.

6.7.2 Optimization for MOS Device Layout—Genetic
Algorithm

The GA belong to the larger class of evolutionary algorithms (EA), which generate
solutions to optimization problems using techniques inspired by natural evolution,
such as inheritance, mutation, selection, and crossover. The GA uses a stochastic
search optimization method, which enables simultaneous local and global search
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capability, either for continuous or discrete kind of problems, and do not require
continuous, convex, or differentiable objective functions. This kind of optimization
strategy also avoids problem formalization (of classic methods) and is easier to use
and modify. The GA can also model multiobjective, multiconstraints, and multi-
modal nonlinear problems, making it one of best choices, even when used only on a
simple single-objective problem as this one.

In a GA, a population of variables (called chromosomes or the genotype of the
genome) encodes candidate solutions (called individuals, creatures, or phenotypes)
in an optimization problem and evolves them toward better solutions.

The evolution usually starts from a population of randomly generated individ-
uals and happens in generations. In each generation, the fitness of every individual
in the population is evaluated and multiple individuals are stochastically selected
from the current population (based on their fitness), and modified (recombined and
occasionally randomly mutated) to form a new population. The new population is
then used in the next iteration of the algorithm. Commonly, the algorithm termi-
nates when either a maximum number of generations has been produced, or a
satisfactory fitness level has been reached for the population. If the algorithm has
terminated due to a maximum number of generations, a satisfactory solution may or
may not have been reached.

The GA algorithm flowchart is depicted in Fig. 6.11.
The GA requires a genetic representation of the solution domain; in this case, it

can be a segment of the object parameters, specifically:

• Number of unit-cell fingers;
• Unit-cell multiplier in the XX direction;
• Unit-cell multiplier in the YY direction;
• Number of parallel column contacts at the drain and source.

The GA also requires a fitness function to score possible solutions accordingly to
results from several tests. Key layout characteristics are calculated for each indi-
vidual of the population of possible solutions and therefore tested against:

• ESD minimum/maximum finger constraints;
• Current density limit at metal fingers;
• DRC maximum active area separation to pick up constraint;
• Form factor constraints;

Additionally to the constraint tests, the fitness function also calculates the pro-
jected MOS area for each individual of the population. This value is used to rank all
the possible solutions within the population; however, if any constraint tests is
violated, the respective individual is severely penalized and potentially discarded
from the selection poll.
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6.8 Results

6.8.1 Half-Bridge Class-D Output Stage

The tool is demonstrated in a design of a half-bridge power stage for a Class-D
amplifier and compared with a reference manual design at an 180 nm process. The
target MOS characteristics are stated in Table 6.4.

The transistors include SAB extension only at the drain, by the minimum
required by ESD rules. The gates are connected on both sides by a minimum of 2
parallel line contacts. Each transistor has drain and source terminal connections
from Metal-1 to Metal-5 and must pass EM current density limits for a maximum of
1 A at an expected maximum temperature of 100 °C, and warrant safe operation
during 10 years. The reference design took 1 min week to layout on an 180-nm
CMOS process and has the metrics stated in Table 6.5.

Using these results as reference, 2 automatic designs were generated with slight
different form factors on the same 180-nm process and registered as designs #1 and
#2. Yet another design was generated in a similar 130 nm process and registered as
design #3. Automatic designs took around 2 min to be generated and characterized,
and all use the same target characteristics. Metrics are compared with the manual
reference in Table 6.6, by Eq. 6.9:

Metric comparison ¼ Design Metric
Manual Design Reference

� 1
� �

� 100 % ð6:9Þ

Negative values represent a reduction of the respective metric, while positive
values represent an increase. The literature reference [20] designed in a 250 nm
process is also compared.

Table 6.4 Target MOS
characteristics

Characteristic PMOS NMOS Unit

Ron 0.30 0.30 ohm

Imax 1 1 A

Tmax 100 100 °C

W 18,900 7560 μm

L 0.35 0.35 μm

Metal stack 1–5 1–5 –

Table 6.5 Reference layout
metrics

Metric PMOS NMOS Unit

Dynamic loss 1.04 1.02 mW

Ron 0.42 0.33 ohm

Area 84,420 42,076 μm2

6 Automatic Layout Optimizations … 167



6.8.2 H-Bridge Class-D Output Stage

The tool is also demonstrated for a full H-bridge Class-D output stage containing 4
power transistors and 2 gate driver circuits. Each transistor is divided in 2 equal
slices, which creates a problem with 8 power devices and 2 additional shapes to be
placed in the implantation area. The target characteristics are listed in Table 6.7.

The tool was deployed in a bulk CMOS 180 nm process. At the first phase, the
slices of the power devices were created and electrically characterized for Ron and
dynamic power losses. The bounding boxes of those resulting transistors and pin
positions were then used on the second phase. The extracted parasites were also
reused to over-estimate power losses in normal operation and allow thermal eval-
uations. Each power device was set to dissipate 10 times the value measured at the
dynamic loss simulation, and the gate driving circuits were set to dissipate 4 mW in
a worst-case scenario. The transistors include SAB extension at the drain side and

Table 6.7 Target
characteristics

Characteristic PMOS NMOS Unit

Ron 0.30 0.30 ohm

Imax 0.75 0.75 A

Tmax 125 125 °C

W 18,900 7560 μm

L 0.35 0.35 μm

Device slices 2 2 –

Metal stack 1-5 1-5 –

Driver circuit area 1400 1400 μm2

Power loss at drivers 4 4 mW

Table 6.6 MOS layout comparison

Design PMOS (%) NMOS (%)

Dynamic loss @2 MHz Design #1 at 180 nm −1.06 −13.23

Design #2 at 180 nm −1.16 −13.80

Design #3 at 130 nm −3.19 −16.30

Reference [19] at 250 nm 810.39a 428.06a

Ron Design #1 at 180 nm −23.47 −10.21

Design #2 at 180 nm −24.65 −10.63

Design #3 at 130 nm −19.04 −12.79

Reference [19] at 250 nm 2.33 −32.82

Area Design #1 at 180 nm 12.13 −0.13

Design #2 at 180 nm −0.16 −6.45

Design #3 at 130 nm −24.63 −23.11

Reference [19] at 250 nm 329.46b 356.15b

aValues from gate charge graph equated in same conditions as reference design
bValues from micrograph and scale
Italic value shows a worst case
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must pass EM current density limits for a maximum of 0.75 A at a junction
temperature of 125 °C.

The main results are listed in Table 6.8. The best floorplan solution was obtained
by the Polish method, achieving zero area overhead (floorplan area/summation of
all element areas − 100 %) and zero white space.

Using an external FEM thermal simulator, it was possible to calculate the
maximum hot-spot temperature, temperature spread over the implantation area, and
the temperature map—Fig. 6.12. The magnitude of these outputs will depend
greatly on heat conduction coefficients of the process and heat transfer coefficients
of package and heat sink.

Table 6.8 Power stage
layout characteristics

Characteristic PMOS NMOS Unit

Dynamic loss 0.9425 0.747 mW

Ron 0.4049 0.393 ohm

Device area 82,942 39,678 μm2

Total area 248,040 μm2

Area overhead 0 %

Maximum junction
temperature

315.2 K

Temperature spread 4.9 K

Fig. 6.12 Thermal evaluation of the H-bridge—power density and temperature maps
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Figure 6.13 illustrates a chip model with a traditional QNF package, soldered to
a PCB, and a simplified thermal resistance model network. This model allows the
designer to find absolute values of temperature at the chip junction level. In the
example, the primary heat transfer is the substrate to PCB path via exposed pad, and
the main external parameters that affect temperature value are thermal conductivity
of solder-joints and copper traces, and copper area connected to the exposed pad.
Board-level thermal loading (dissipation of other PCB components) and air velocity
on PCB and components are also major parameters.

The maximum junction temperature is expected to be 315 K and the spread
4.9 K, using effective heat transfer coefficients of 4 × 105 and 1 × 105 on the
primary and secondary paths, respectively.

Figure 6.14b shows the resulting circuit-level floorplan. The total implantation
area is 0.248 mm2. The same specifications were pursed at a manual design in the
same process (Fig. 6.14a) and required 0.344 mm2 of area. The manual design took
1.5 min weeks to design and validate, while the automatic one took 15 min. The
automatic solution achieves savings of 28 % on area and speeds up the design flow
by orders of magnitude.

6.8.3 Floorplan Benchmarks

The floorplanning capability of this tool was further verified on a set of hard MCNC
benchmark problems. The listed problems have a limited number of blocks, below
12 elements, but the number of nets can be higher than a hundred. Table 6.9 states
area overhead (circuit area/sum of device areas − 100 %) and average convergence
time in seconds, for the three concurrent floorplan representation algorithms.
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Fig. 6.13 Cross-sectional view of a QFN package soldered to a PCB, and simplified thermal
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It is impossible to recognize a preferable algorithm, while SP returns better
solutions for the apte, it is clearly the worst on the xerox problem. The posfix
representation takes advantage of being the fastest one and can iterate much more
often than the others, which compensates from being inherently less efficient in
terms of area utilization.

An arbitrary problem with 12 devices and 14 nets, called default, was also
floorplaned, this time enabling and disabling the thermal evaluation. This problem
systematically returned the best balanced results with the B*-tree representation.
The results are listed in Table 6.10. When disabling the thermal evaluation, the tool
speeds up by 36.7 % and improves area utilization from 11.34 to 9.52 % area

Fig. 6.14 Layout of H-bridge. a Manual reference design. b Automated design
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overhead. However, the maximum temperature and spread increases by 2° over the
implantation area.

Conducting a systematic run of the same default problem over 100 times with
fixed number of iterations, and creating the histogram illustrated in Fig. 6.15a, is
possible to see that while the B*-tree (BS) and SP representations have a more
continuous cost function than the Polish representation (BT). The Polish represen-
tation exhibits tall hills and deep valleys, having higher frequencies at specific cost

Table 6.9 Floorplan benchmarks

Benchmark Metric B-tree B*-tree SP

apte Area overhead 2.15 % 2.08 % 0.78 %

Avg. time (s) 3.57 4.68 3.53

hp Area overhead 5.15 % 6.04 % 5.87 %

Avg. time (s) 4.99 6.44 6.19

xerox Area overhead 5.35 % 5.35 % 13.48 %

Avg. time (s) 3.87 5.64 4.37

Table 6.10 Default floorplan example

Metric B-tree
Including thermal cost

B*-tree
Excluding thermal cost

Area overhead (%) 9.52 % 11.34 %

Wire-length (μm) 305.00 224.00

Max. temp. (K) 340.40 342.30

Temp. spread (K) 12.80 14.80

Avg. time per cycle (μs) 870 550

Fig. 6.15 Histogram of area
overhead cost from 100
solutions for the default test
problem
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values and zero frequency at other cost intervals. This behavior is a consequence of
the smaller and more discretized design space of the Polish representation.

Yet another systematic run was conducted for a larger problem, the ami33 of the
MCNC benchmarks. This time the wire-length coefficient PL of Eq. (6.8) was
swiped from zero to a normalizing value where the wire cost is equal to 30 % of the
area cost. The results are depicted in Fig. 6.16, and a downward trend on the
wire-length cost is clearly seen as the coefficient approaches one. The upward trend
in area cost is not as explicit, but exists and is to be expected since some area must
be sacrificed in order to reduce wire-length.

One of the possible solutions of Fig. 6.16a is depicted in Fig. 6.16b and the
corresponding thermal map in Fig. 6.16c. It is clear that the three conflicting goals
are creating a considerable white space in the floorplan.

Fig. 6.16 The ami33 benchmark problem. a Wire coefficient sweep results. b Floorplan layout,
including air-wires. c Thermal map
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Besides increasing the number of iterations, to improve the quality of solutions,
it would be advisable to change form factors and pin relative positions. Floorplan
optimizations with soft macros are beyond the scope of this work, because here
macros are power devices. Power transistors cannot have independent form factors
which can easily generate multiple design violations as ESD and DFM constraints
can become difficult to meet.

6.9 Conclusions

An automatic tool for layout generation of integrated MOSFET power stages in
bulk CMOS was demonstrated. The tool starts by generating optimal power device
layouts in isolation and at a second phase floorplans those devices in power stages.

The generated devices were compared with reference manual designs, and the
results obtained are superior: lower resistance and dynamic power losses, while
attaining or saving silicon area. Generated power devices are automatically com-
pliant with DRC, DFM, and ESD rule sets, and technology independent. Several
designs were generated in 2 process nodes: 180 and 130 nm CMOS nodes.

The tool generates optimized floorplans of power stages for area and total
wire-length minimization. Circuit-level floorplans can be thermal-aware solutions
to smooth temperature distribution profiles and increase reliability and performance.
An example was demonstrated using total thermal diffusion as an evaluation index
of junction temperature spread. Parasitic metrics, power dissipation, and thermal
maps are automatically generated to completely characterize generated solutions.

All created designs were directly exported into GDSII format, which allows
complete independence from any IC design platform and permits that the exported.
gds files can be automatically or semi-automatic validated by industry accepted
sign-off tools. Automatic physical validation, parasitic extraction, and post-layout
electrical characterization were performed on all power stage examples.

The layout design and verification flow was speed up by several orders of
magnitude.
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Chapter 7
Optimizing Model Precision in High
Temperatures for Efficient Analog
and Mixed-Signal Circuit Design Using
Modern Behavioral Modeling Technique:
An Industrial Case Study

Sahbi Baccar, Timothée Levi, Dominique Dallet
and François Barbara

Abstract This chapter deals with the description of a modeling methodology
dedicated to simulation of AMS circuits in high temperatures (HT). A behavioral
model of an op-amp is developed using VHDL-AMS in order to remedy the
inaccuracy of the SPICE model. The precision of the model simulation in HT was
improved thanks to the VHDL-AMS model. Almost all known op-amp parameters
were inserted into the model, which was developed manually. Future work can
automate the generation of such a behavioral model to describe the interdependency
between different parameters. This is possible by using modern computational
intelligence techniques, such as genetic algorithms, or other techniques such as
Petri nets or model order reduction.
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7.1 Introduction

7.1.1 High-Temperature Electronics (HTE) Circuits

In the last decades, there was a considerable growth of many industries requiring
electronic circuits operating in high temperature such as oil, aerospace, and auto-
motive. In such applications, circuits are integrated in industrial systems that
measure either physical parameters (temperature, pressure, speed, position) or
specific parameters of the application (geological parameters, mechanical parame-
ters, etc.) [1, 2]. The value of 125 °C was chosen as the reference temperature from
which every circuit operating up to it is considered as belonging to the family of
high-temperature electronics (HTE). Conventional electronics are defined as cir-
cuits which operate in a temperature ranging from −40 to 125 °C (Fig. 7.1).

Figure 7.1 illustrates and compares HTE circuits’ family to some other circuits’
families with their defined temperature ranges. The operating temperature of some
HT applications can reach some values that are much greater than 125 °C. The
operating temperature depends on the industrial application and its specificities [3–
6]. Appearing of new extreme conditions not only has defined a new family of
circuits but has mainly motivated industrial and scientific researches in this area [7].
As a result, the arrival of first circuits dedicated to HT was announced in the end of
the 1990s. In spite of the availability of such circuits, many industrials believe that
maturity age of dedicated HT circuits is not yet reached. Moreover, integrating of
such high technology circuits with novel materials that resist to HT effects is not
immediately possible. The major reason is the fact that dedicated HT circuits are
still expensive and their usage in great number in an industrial chain raises the
production cost. Actually, there are still few companies that manufacture such
circuits. Besides, there is a lack of mastering the new technology of these circuits.

Fig. 7.1 High-temperature electronics family compared to other circuits families
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Finally, HT circuits cover often only a limited number of electronic functionalities
[8]. Consequently, designers prefer until today to use conventional electronics.
They add to them appropriate adaptation circuits to compensate the undesirable
effects of the increasing of temperature. Another solution consists in adding a
cooling system in order to obtain an operating temperature that belongs to typical
temperature ranges of conventional electronics. In Fig. 7.2, we have summarized
different possibilities of using HT circuits near an industrial process.

It is clear that scenario (1) leads to a better value of SNR ratio compared to the
other possibilities by putting directly dedicated HT circuits near the industrial
process. In addition, the size of the circuitry is smaller than that of other alterna-
tives. However, the major drawback of the alternative (1) is the huge cost. In
alternative (3), conventional electronics are put in a temperature which is lower than
125 °C. The industrial process and the circuitry are linked with wire, and this is the
main disadvantage of such solution. Actually, this wire is exposed to many severe
sources of interference. Consequently, parasitic signals will contribute to decrease
the SNR value. It is possible to overcome this problem by moving the circuitry
close to the industrial process as shown in alternative 2. However, a cooling system
must be added, and this will increase the cost and the size. That is why using
conventional electronics with appropriate adaptation circuits (solution 4) that
eliminate or at least reduce HT effect seems to be an attractive solution. It is a good
trade-off between the three criterions: the cost, the size, and the fact of acquiring
properly the signal. However, this alternative is not an ideal as there is really an
accuracy problem when using industrial circuits’ models for HT simulation. More
details about this issue are given in the second part of this section.

Fig. 7.2 Different possibilities for interfacing HT circuits to an industrial HT process
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7.1.2 The Issue of Using HTE Models

In order to conceive precise instrumentation and measurement systems, the per-
formance and behaviors of the circuitry part should be predicted with efficient
simulation tools and should be tested in a second step. It is well known that a
simulation is based on a set of precise models that describe the behavior and the
performance of the studied circuits in specific conditions. Besides the models of
circuits, simulation of electronic circuits relies on a specific program that was
developed by exploring some known formula in electronics (mainly Kirchhoff
laws).

SPICE program is especially considered as the most famous program that has
allowed the circuits’ design to be automated. Since the development of its first
version in Berkley University, it was used by academics, industrials, researchers,
etc. Many versions of the program were developed by many EDA companies. In
parallel, the first models of analog circuits and then mixed-signal circuits have also
started to be published. Many transistor families with different technologies were
modeled according to the SPICE format. Using these models has facilitated the job
of analog and mixed-signal (AMS) designers. Using SPICE program and SPICE
models becomes so common that publishing SPICE models of manufactured cir-
cuits becomes almost a requirement for semiconductors companies.

In our case, there is a really a problem when using SPICE model if alternative
(4) in Fig. 7.2 is adopted. Actually, if this alternative will avoid the using of
expensive dedicated HT circuits with a good quality of the signal and with a
reasonable size, the accuracy of the used models is not guaranteed. The conven-
tional electronics and the adaptation circuits are commercial circuits having specific
SPICE models that are offered by their constructors. Models are supposed to predict
the performances of the circuit in a temperature that does not exceed 125 °C. As we
are interested here in making the circuits operating in a greater temperature than
125 °C, we have to test first the validity of the used SPICE models in HT.

If the industrial SPICE model will be inaccurate in HT, we will be constrained to
choose among two possibilities: either extending the SPICE model validity in HT or
developing a new model with another modeling methodology that will fit better the
industrial application context. This will be the main goal of this work. In order to
reach it, we will study the feasibility of each choice. We will select the possible
modeling approaches with a comparative study of the known modeling approaches
of AMS circuits. Once the modeling approach is chosen, we select the modeling
language, and we test the model and validate it in HT. The chapter is organized as
follows. Section 7.2 will be devoted to detailing the development of the modeling
methodology in HT. We will study a specific device that is considered as a key
component of the most of the instrumentation circuits: the op-amp. In Sect. 7.2.1,
we will test first the accuracy of a SPICE model of a commercial op-amp in HT.
Secondly, we will present the behavioral modeling approach that was chosen
to remedy the inaccuracy of SPICE model in HT. The modeling methodology will
be detailed, and the advantages of the behavioral modeling will be argued.
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The simulation results that will validate the model in HT will be presented in
Sect. 7.3. The improvement of the model precision will be evaluated. Finally, we
conclude this work in Sect. 7.4 and give some prospects.

7.2 Modeling Methodology for Accurate HT Simulation

The goal of this part consists in developing a modeling methodology that will
optimize the precision of the simulation results in HT. This study deals with AMS
circuits on an instrumentation AFE. However, the study was limited to an op-amp
as it is omnipresent in AMS circuits.

Op-amp is a really a key component of AMS circuits as it is present in almost all
AMS circuits dedicated to instrumentation [9, 10]. Instead of developing each AMS
circuit model separately in HT, it will be more practical to develop their model from
an accurate op-amp model in HT by using an architectural description as illustrated
in Fig. 7.3. The section starts by studying an industrial SPICE op-amp model in HT.
We expect that such model will be inaccurate. We will develop an accurate one
with an appropriate methodology that takes into account industrial constraints.
Measurement and theoretical equations will validate such model. We will assess the
inaccuracy of the considered SPICE model by comparing simulations results to
measurements. A brief interpretation and analysis of this inaccuracy will be pre-
sented. At the end of the section, we will make a comparison between all different
modeling approaches in order to choose the appropriate one for industrial con-
straints. We will show that behavioral modeling approach seems to be the most
appropriate choice for such constraints.

Fig. 7.3 Using a HT op-amp model for developing a HT analog filter model by using architectural
description
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7.2.1 Op-Amp Parameters Test in HT

The studied op-amp is a commercial reference. For confidentiality reasons, this
reference will not be given. However, some values of the op-amp parameters were
summarized in Table 7.1.

The values of these parameters are given for temperatures ranging from −40 to
85 °C, a common-mode voltage that equals zero and a power supply voltage that
equals the nominal value (Vs = ±15 V). A campaign of measurements of each
parameter was lead to enable to test accuracy of SPICE simulations and technical
specification of the constructor.

Among mentioned parameters in Table 7.1, the offset voltage Vos was chosen to
be simulated with SPICE model. This parameter is defined as the algebraic devi-
ation of the linear zone of the op-amp characteristic. On other words, it is equal to
the input voltage of the op-amp that will give an output voltage that equals zero.
The offset voltage is caused by the dissymmetry and imperfection in the transistors
of the op-amp input stage. The typical values of offset voltage vary from some
microvolts to some millivolts [11]. They depend on the operating conditions such as
humidity, circuit age, and mainly temperature. Tolerated values of offset voltage
depend on the application; it can be some microvolts or even some decades of
microvolts for a specific application, whereas it should not exceed 1 microvolt in
other applications [12]. Offset voltage represents often a random variation aspect.
For this reason, it is often presented by histograms in technical specification doc-
uments. It is considered by industrials as the most sensitive parameter to the
temperature variation. Its sensitivity is evaluated by the coefficient “voltage
Temperature Coefficient” (VTC): VTC = ΔVos/ΔT, where ΔVos is the voltage offset
variation, and ΔT is temperature variation. The used unity of this coefficient in
technical documents is µV/°C. Thereby, the formula of VTC definition assumes a
linear evolution of Vos. Measurement will show that this assumption is valid only
until a specific temperature.

Table 7.1 Characteristics of the studied op-amp as given by the constructor

Parameter Symbol Values Unity

Minimal Typical Maximal

Offset voltage Vos 180 650 µV

Vos deviation ΔVos/ΔT 1 3 µV/°C

Offset current Ios 10 30 nA

Polarization current Ib 55 150 nA

Common mode-rejection ratio CMRR 82 101 dB

Power supply rejection ratio PSRR 90 108 dB

Open-loop gain Aol 1000 3500 V/mV

Slew rate SR 2 3 V/µS

Gain bandwidth product GBWP 3 5 MHz
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The measurement apparatus is illustrated by Fig. 7.4. We can see the part with
which a thermal flew is applied in order to heat the circuit so that its temperature
can reach high values. The process of measurement is automated and commanded
by a computer program. By following a step of 10 °C, measurements were achieved
for temperature going from 20 to 220 °C. In order to avoid uncertainty errors, each
measurement is repeated 10 times. To test the effect of the power supply and
common-mode voltages on op-amp parameters, measurements are taken each time
for a specific value of each of these two voltages. Almost all op-amp parameters
were measured automatically. It was possible thanks to a specific test-bench circuit
that is depicted in Fig. 7.5. This structure comprises two op-amps whose one is the

Fig. 7.4 Experimental apparatus for measurement and test of op-amp performances
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DUT. The second op-amp is ideal and is called “nulling op-amp” [13]. It is fed in its
negative input by a loop that controls the tested op-amp. Depending on the tested
parameter, some switches are in the “on” position and others in the “off” one.
Furthermore, the suitable signal is generated depending on the measured parameter.
It can have different types: an AC source, DC source, impulse signal, etc.

7.2.2 Simulation of SPICE Op-Amp Model in HT

The temperature simulation in SPICE is based on a parametric analysis of temporal,
DC or AC analysis. This means that SPICE program has the capacity to simulate
the temperature of complex circuits, but models should be accurate in order to
obtain precise simulation. The simulation of Vos is performed for each temperature
separately. The circuit simulation is in an open loop in which a macromodel of the
tested op-amp is connected to a variable DC voltage source by its positive input.
A DC simulation with a parametric analysis of the temperature enables to plot the
output voltage Vout as the function of the input voltage Vin. The obtained curve is
the characteristic curve of the op-amp for the chosen temperature. Referring to the
offset voltage definition, the simulated Vos will be the intersection point of the linear
part of the characteristic curve with the input voltages axis. From such DC analysis
output, we can read in the same time, the voltage offset, the open-loop gain, and
positive and negative saturation voltages. Finally, we notice that, as measurement
were done many times, the measured value is considered as the mean of all the
measured values for each temperature.

The measured and simulated values of Vos are plotted for different temperatures
in [20 °C, 220 °C]. The simulated values are weak compared to the measured ones.
SPICE predicts a linear evolution of Vos in accordance with technical specifications.
We make a zoom on both the measurement curve and the simulation curve to
observe clearly the linear evolution of SPICE values. However, the measurement
curve has two parts: the first part whose variation is quasi-linear between 20 and
140 °C and a second exponential part from 150 °C. The maximal simulated value
corresponds to 220 °C, and it is equal to 323.34 µV. The maximal measured value
is 119988.2 µV and occurs in the same temperature. We remind that the technical
specification gives also the maximal and the typical values in [−40 °C, 85 °C]. They
are 180 and 650 µV, respectively (Table 7.1). The typical value is in good
agreement with SPICE simulation that predicts values ranging from 94.84 µV at
20 °C to 158.43 µV at 80 °C. The linear part is characterized in the datasheet by the
coefficient VTC having a typical value of 1 µV/°C and a maximal one of 3 µV/°C.
The simulated value of VTC is the slope of the linear curve found by SPICE
simulation in [20 °C; 80 °C]. It equals 1.16 µV/°C. In the linear part of the
measurement curve and by using a fitting tool also, we have obtained the value of
VTC in this part; it equals 0.47 µV/°C. This shows that the SPICE simulation is
inaccurate even in the linear part of the offset voltage curve. Moreover, in the
second part of the measurement curve, the evolution seems to be rather exponential,
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whereas it is always linear in the simulation curve. Actually between 160 and 220 °
C, the value of the measured Vos almost doubles each 10 °C. This represents
successive elements of a geometric progression that can be always approximated by
an exponential law. Table 7.2 summarizes some values of measurement results,
simulation outputs, and simulation errors. We note especially that the error is very
huge in the HT region [120 °C, 220 °C]. This is also clear from Fig. 7.6b. Thus, this
confirms the limitation of the tested SPICE model and invites us to develop a new
modeling methodology to correct such imprecision. It will be possible to interpret
and understand these SPICE simulations’ error sources if we analyze the structure
of the SPICE model.

7.2.2.1 Analysis and Interpretation of the Source of the Offset Voltage
Error

In order to understand better the offset voltage error in SPICE simulation, we
review the structure of the SPICE op-amp model. The detailed structure of an
industrial circuit cannot be given in a technical specification mainly because of
confidential reasons and also the complexity of industrial circuits. Moreover, as

Table 7.2 Some numerical values of Vos simulation and measurement results of Vos

Temperature
(°C)

SPICE
(µV)

Mean value of
measurement (µV)

Error in absolute
value (µV)

Error in
percentage (%)

20 94.84 64.8 30.04 46.35

40 115.24 69.4 45.84 66.05

80 158.43 88.65 69.78 78.71

120 204.5 110.40 94.1 85.23

160 253.09 273.1 20.01 7.32

180 277.96 1427.75 1149.79 80.53

220 323.34 11988.2 11664.86 97.30

(a) (b)

Fig. 7.6 SPICE simulation of Vos (a) and the error in percentage (b) in [20 °C, 220 °C]
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industrial circuits comprise an enormous number of transistors, giving their detailed
structure in SPICE format will make simulation very slow. Generally, a much
simpler circuit having almost the same performances is provided by the constructor.
In our case, besides the op-amp model, an equivalent circuit containing 16 tran-
sistors was presented in the technical document. The op-amp SPICE model is
simpler than this equivalent circuit since it contains only two transistors. However,
there are more usual components such as resistors, capacitances, and diodes of
currents. A part of the SPICE model is presented in Fig. 7.7, which illustrates the
definition of one of the two transistors in the SPICE model with its parameters.

The two transistors are denoted Q1 and Q2. The nodes of each transistor are also
declared (11, 2, and 13 for Q1). The models of the transistor Q1 is denoted with the
same name as illustrated in Fig. 7.7b. This model is recognized by the program
SPICE. It belongs to BSIM models that were developed by “BSIM Research
Group” in the department “Electrical Engineering and Computer Sciences” of
Berkeley University [14, 15]. IS, BF, XTB, XTI, and KF are the parameters of the
model of each transistor. The values of the two transistor parameters are not
identical which means that there is a dissymmetry in the part of the model con-
taining the two transistors (called the input stage). We will detail the source of this
dissymmetry by exploring Kirchhoff laws and characteristic equations of each
transistor. Finally, only XTB and XTI are present in equations in which the tem-
perature parameter is present. Temperature simulation of the op-amp with SPICE is
based on these equations and parameter values.

BFðTÞ ¼ BF � T
Tnom

� �XTB

ð7:1Þ

IsðTÞ ¼ IsðTnomÞ � T
Tnom

� �XTI

� exp Eg � q T1 � T0ð Þ
k � T1 � T0ð Þ

� �
ð7:2Þ

XTB and XTI are the unique responsible of the behavior of the op-amp over
temperature in the SPICE model. Unfortunately, the parameter values are supposed
only valid in the zone [−40 °C, 85 °C]. Reviewing them is a complex task as it
requires a perfect knowledge of the transistor technology. It requires also a precise
campaign measurement on a physical abstraction level. In an industrial context, this
is not possible since the access to the manufactured circuit’s technology is only
possible for the constructor. That is why another modeling alternative that will be
more convenient for industrial constraints should be developed. The next part will

(a) (b)

Fig. 7.7 Declaration of one of the two transistors in the op-amp SPICE model
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be devoted to discussing all possible alternatives that can meet industrial con-
straints. Before that, we finish this part with the reviewing of the equations linking
the offset voltage to op-amp input-stage parameters in order to interpret the error
source in SPICE simulation of Vos .

Transistors Q1 and Q2 have a common emitter and a common collector also. RC1
and RC2, collector resistances of, respectively, Q1 and Q2 are connected to the node
VDD ( Fig 7.8). The voltage offset results from the dissymmetry between the two
transistors. Referring to [16], Vos has the expression given by Eq. (7.3), where T is
temperature. A1, B1, A2, and B2 expressions are given by Eqs. (7.4)–(7.7). q and k are,
respectively, the electron charge constant and Boltzmann constant.

VOS ¼ A1 exp B1 � Tð Þ � A1 exp B2 � Tð Þ ð7:3Þ

A1 ¼ IS1=gm ¼ IS 1þ DIS=2ISð Þ=gm ð7:4Þ

A2 ¼ IS2=gm ¼ IS 1� DIS=2ISð Þ=gm ð7:5Þ

B1 ¼ VBE1 � q=k ð7:6Þ

B2 ¼ VBE2 � q=k: ð7:7Þ

Voltages VBE1 and VBE2 are, respectively, the base–emitter voltage of Q1 and
Q2. IS1 and IS2 are, respectively, saturation currents of Q1 and Q2. The mean of
these two currents is denoted Is, and their difference is denoted ΔIs. SPICE linea-
rizes any nonlinear expression including exponential functions by using specific
methods of linearization [17]. As coefficients B1 · T and B2 · T keep small values, it
is possible to linearize the exponential functions in Eq. (7.3) as shown in Eq. (7.8)
by using Taylor series of exponential function.

Vos � A1 � A2ð Þ þ A1B1 � A2B2ð ÞT þ � � � ð7:8Þ

However, depending on the values of B1 and B2 and if the temperature increases,
the approximation of the exponential function in Eq. (7.8) is no longer valid. This is

Vos

VI(+)
VC1

Q1 Q2

RC1
VC1

I

VDD

+

-

VI(-)

RC2

Fig. 7.8 A macromodel on
an input op-amp stage: a
differential pair implemented
with BJTs
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the main error source in the simulation of the offset voltage in HT. Thus, a poly-
nomial function should approximate more precisely the dependency of Vos to
temperature. This will be possible in appropriate approach and a relevant modeling
environment in which such equations and functions can be inserted easily.

7.2.3 Choosing a Modeling Approach, a Modeling Tool
and a Modeling Software

We compare different modeling approaches of AMS circuits (geometrical, electri-
cal, and behavioral) to choose the most suitable one (Fig 7.9). We focus on their
advantages and disadvantages for solving the modeling issue of HTE circuits. All
approaches will be compared regarding to some specific criterions that can evaluate
their performances.

Structural modeling approach is based on a circuit description with elementary
and usual components such as resistances, capacitances, transistors and diodes. The
developed model is called device-level abstraction model. A macromodel is an
“electrical” model that is supposed to present a maximal simplification of the
circuit. Moreover, generally, the quasi-totality of transistors is eliminated in a
macromodel. The advantage of a macromodel is that nonlinear equations of tran-
sistors are replaced by linear equations of usual components.

SPICE program is the most used simulator of electrical models and macro-
models. Commercial versions such as SPICE contain specific libraries of each
semiconductor constructor. In addition, SPICE simulator allows temperature effect
description in SPICE models and the simulation in temperature can be achieved
easily with a parametric analysis. Nevertheless, industrial SPICE models of con-
ventional electronics could be inaccurate in HT, and their revision cannot be done
by designers. This is mainly due to the presence of some transistors. Reviewing
their parameters is not possible in HT because only manufacturers can have detailed

Fig. 7.9 Model evolution depending on granularity
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idea about the used technology. Physical equations of transistors have to be
reviewed also as their behavior changes in HT. This involves a great experimental
work for characterizing transistors of the model. For all these reasons, extension
SPICE model validity to HT cannot be an appropriate choice for developing an
accurate op-amp model in HT.

Geometrical modeling approach uses generally mathematical formulation for
discretizing the space and the time in order to solve differential equations that
describe the circuit behavior. This technique can be used either for transistors or
more complex circuits. It uses numerical methods such as finite difference
time-domain (FDTD) method and finite element method (FEM) that solve,
respectively, Maxwell equations and the equation of the heat (Fig. 7.10).

The advantage of this approach consists in their great accuracy. However, its
major drawback is the fact that it requires huge computing resources and a great
time for simulation. Moreover, it requires a perfect knowledge about the details of
internal and external geometry of the integrated circuit with all its material prop-
erties’ details. For a commercial circuit, this information is not available, which
presents another limitation for using this method in an industrial context. It is
commonly used, however, in academic research works in order to investigate
capacities and performances of new and modern circuits.

A behavioral modeling approach describes a circuit with only mathematical
equations instead of electronic devices. A behavioral model does not focus on the
structure of the circuit nor on its electronic details and physical realization or even
its equivalent electronic representation. The circuit is described by some relations
linking the input parameters (I1, I2, …, In) to output parameters (O1, …, Op). Other
internal or local variables can exist in these equations to describe either global
behavior or a local and specific behavior of the circuit. As illustrated in Fig. 7.11,
we note that a mixed modeling approach consists in modeling behaviorally some
parts of the circuit and representing other parts with structural models. This is
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especially useful when these structural models are not complex and available or
when it seems to be difficult to find mathematical relations between parameters.
Such models give more flexibility for designers but require a convenient modeling
language and simulation environment to take into account the two model types.

It will be also an appropriate choice even for developing more AMS circuits for
HT industrial applications. Actually, as circuits become more and more complex,
even macromodels require non-neglected computing time and memory. As
behavioral models represent a great simplification of the circuit, we expect that such
model will accelerate simulation. Then, extension of SPICE model is a difficult and
limited solution that requires an access to the technology information each time
transistors are present in the model.

Moreover, nowadays, behavioral modeling has benefitted from the advances in
computational intelligence in order to improve its performances and remedy to
some limitations, especially for an industrial using. Actually, as behavioral mod-
eling is a technique that becomes more and more used and integrated in EDA tools,
automated generation of models with these tools from measurement and experi-
mental data becomes a new challenging research topic. Indeed, simple behavioral
models are developed manually by humans and are easily interpretable by their
user. Generally, such behavioral models are developed in the basis of performance
parameters and figures of merit. They are developed for a simple device and are
generally limited to describe a global behavior of the circuit. By increasing the
number of performance parameters, the manual development of behavioral model
becomes a complex task. Describing the interdependency between these parameters
makes the manual development harder and slower which cannot be acceptable in an
industrial application. There is rather a more attractive alternative: automating
generation of behavioral models for AMS circuits. There are many techniques that
enable such automation and that have been studied in literature [19–22]. We cite
especially the method of model order reduction (MOR) [23] and the regression
method [24].

Thus, behavioral modeling offers many advantages: possibility of extending the
model, automating its generation, reduction time and computing resources, and
avoiding the restriction of the perfect knowledge of the inner and physical structure

(a)
(b)

Fig. 7.11 Behavioral modeling (a) and mixed modeling (b)
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of the circuit. For all these reasons, we have selected finally the behavioral/mixed
modeling technique to develop a new and accurate op-amp model in HT. However,
the model will be developed manually as we focus here only on the evolution of
each performance parameter of the op-amp. The obtained model can be then revised
and enriched by using in a second step an appropriate automatic generation tool of
behavioral model. This can be treated in a future works.

A more detailed discussion about the choice of the modeling approach for AMS
circuits was already achieved in [25, 26]. Results of this discussion with different
considered criterion are summarized by Table 7.3.

After choosing the modeling approach, we will select the modeling and simu-
lation tools. Two categories of tools are generally used: the environment
MATLAB/Simulink and hardware description languages (HDLs). MATLAB/
Simulink has the ability to develop behavioral models by using the rich mathe-
matical functions in MATLAB and mathematical function boxes of Simulink.
Moreover, MATLAB/Simulink includes many useful toolboxes that are specialized
in many simulation topics (signal processing, mobile communications, etc.). Recent
versions of MATLAB include some useful toolboxes dedicated to electronic sim-
ulation such as “SimPowerSystems” and “SimElectronics.” The first Simulink
toolbox extends capacities of Simulink to modeling and simulating many power
electronics circuits. This toolbox enables a multi-domain simulation. Differential
equations are elaborated from these models and integrated in the global Simulink
model. They will be solved by one of the different Simulink solvers. The library
“SPICE compatible components” of “SimElectronics” contains SPICE models of
usual AMS circuits with the same predefined parameters. These models define
particularly the temperature parameter. Thus, thanks to “SimElectronics” toolbox, it
is possible to develop with MATLAB/Simulink a mixed model in which some parts
are described with mathematical functions, whereas some parts are described with
electrical components represented in SPICE format. This offers a great flexibility
since in SPICE simulators, adding customized blocks with mathematical functions
is not well developed. However, the representation of the temperature effect is only
limited to some circuits in the library “SimElectronics.” So, in spite of the interest
of the new added toolbox, MATLAB/Simulink cannot still defy other common
tools for modeling and simulation of electronic circuits. The idea of mixing

Table 7.3 Comparison of different modeling approaches of AMS circuits (example of
analog-to-digital converter) [25]

Modeling approach Complexity Precision Flexibility Application to indus.
HTE

Transistor level −− ++ −− −−

Macromodeling/electrical + + + −

LUT method − + −− −−

Behavioral modeling + + + ++

Mixed modeling + + ++ ++
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electrical description with mathematical equations can be kept. This is possible if
we use a HDL as modeling tool.

HDLs are more known in digital electronics modeling and simulation (examples
of VHDL and Verilog). These languages with their particular syntax have the
advantages to model circuits by mixing structural and behavioral descriptions. This
is the great asset of these languages as there is a great flexibility to move from an
abstraction level to another depending on the modeling constraints, specifications,
and characteristic of the circuit. VHDL and Verilog languages were extended to
model and simulate AMS circuits [27–29]. The results were two new modeling
languages: VHDL-AMS and Verilog-AMS that kept almost the same syntax. Some
extensions were added to describe analog quantities (voltage, current, etc.) and to
describe circuit details (nodes, branches, etc.). In opposition to Verilog-AMS which
was first used by industrials, VHDL-AMS was standardized since 1999 [30].
Moreover, a main and interesting feature of VHDL-AMS consists in dividing a
VHDL-AMS model in two parts: an entity and architecture. The entity defines the
generic parameters of the model, its output and its input ports. The architecture part
defines the structure that models the circuits with a mixing of structural, physical,
and behavioral description. By considering these features, we have chosen
VHDL-AMS to develop an op-amp model in HT. We have used ADVanceMS of
Mentor Graphics to develop this VHDL-AMS model which will be then stored in
Cadence library after its validation. The test-bench circuits were also simulated in
Cadence Virtuoso environment. We have chosen Cadence because it is largely used
by designers and because it can be easily interfaced to ADVanceMS.

7.2.3.1 A Summary of the Modeling Methodology

Figure 7.12 summarizes different steps that were followed to reach the final model in
HT. Some steps were already described: the study of the circuit specification, SPICE
simulation of some op-amp parameters, and the study of the structure of the SPICE
model. These tasks will be useful when studying the precision of the VHDL-AMS
op-amp model. The characterization will let to know the evolution of each parameter
over temperature. Such variation can be expressed with mathematical function
(especially exponential or polynomial) by using a fitting tool. This function can be
then easily inserted in the VHDL-AMS model. This task is called “parameters
extraction.” In order to optimize the VHDL-AMS model precision, the fitting
operation is achieved many times until reaching an acceptable mean fitting error. The
specification error evaluates the difference between measurement results and speci-
fication data. The VHDL-AMS op-amp model is set in two steps. First, a model in
VHDL-AMS that does not depend on temperature is developed. We start with a
model of an ideal op-amp that will be enriched by adding at each time a new part that
describes an imperfection and inserting its respective parameter (Table 7.4). The new
model is each time validated with an appropriate test-bench circuit.
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7.3 Optimizing HT Model Precision with Behavioral
Approach

7.3.1 Ideal Op-Amp Model

The ideal op-amp model will be the “core” of the non-ideal model as non-idealities
will be added to it gradually with their respective performance parameters. The
model starts with the definition of required libraries to use operators and particular
types in the model. Figure 7.13 shows the “ENTITY” and “ARCHITECTURE” parts
of the op-amp model. The ideality means that the op-amp gain has a great value
(instead of an infinite value in theory) and the saturation voltages equal to nominal
values (generally equal to the power supply voltages). More precisely, the
open-loop gain equals 107 in linear scale, and the saturation voltages are symmetric

Industrial 
circuit

Characterization
(mesurement loop)

Study of circuit 
specification

 Mesurement 
table

HT models 
development in 

VHDL-AMS

List of test-bench 
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Fig. 7.12 Modeling methodology and interaction between different steps
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and equal ±15 V. No errors are present in this first model. Furthermore, the effects
of temperature or frequency are not taken into account.

Generic parameters are Gain (the gain) and Vs (positive voltage saturation).
ENTITY part defines also with PORT the inputs and outputs of the op-amp and their
natures (ELECTRICAL). The model comprises exactly two inputs (in_p and
in_n) and one output (output).The power supply voltages are not present in the
model. They are simply assimilated to the values of the saturation voltages. In
non-ideal op-amps, there is a little difference in values of these two parameters.
ARCHITECTURE part describes the op-amp behavior. It starts with the definition of
the currents and voltages in the op-amp inputs using QUANTITY. ARCHITECTURE
describes the different zones of the op-amp characteristic curve by using IF
loop. This is a purely behavioral description of the characteristic that cannot be

Table 7.4 List of inserted parameters in the non-ideal model of the op-amp

Symbol Name Symbol Name

Vos Offset voltage PSRR− Negative power supply rejection ratio

Voh High saturation voltage Iomax Maximal current delivered by the op-amp

Vol Low saturation voltage Icc+ Parasitic current in the positive power
supply port

Ios Input offset current Icc− Parasitic current in the negative power
supply port

Ib Input bias current Rin Differential Input resistance

Aol Open-loop gain Rcm Common-mode input resistance

GBWP Gain bandwidth product Cin Differential input capacitance

SR+ Positive slew rate Rout Output resistance

SR− Negative slew rate RL Load resistance

CMRR Common-mode rejection ratio CL Load capacitance

PSRR+ Positive power supply
rejection ratio

gm Op-amp trans-conductance

(a) (c)

(b)

Fig. 7.13 Parts of the op-amp model, a op-amp symbol, b ENTITY, and c ARCHITECTURE
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defined in SPICE-based simulators. Using of BREAK and ABOVE attributes enables
to prepare the simulator to slope discontinuity when changing from the linear part to
one of the saturation parts. Once the model compiled, a symbol is generated and
will be stored in the library in which the VHDL-AMS model was created. It can be
reused in more complex circuits. After that, the model will be tested in Cadence in
order to observe the op-amp characteristic curve. The simulation result is depicted
in Fig. 7.14. The test-bench circuit is an open-loop circuit. The simulation result
presents two saturation zones and a linear zone. Moreover, the simulated charac-
teristic presents a perfect symmetry. This means that there is no offset voltage error.
We can read also easily the input voltages from which the zone is no longer linear.
Their values are −1.5 and 1.5 µV. Their output values are, respectively, −15 and
15 V. So, we can calculate graphically the gain value, and it is equal to the linear
slope: p = 30/3 × 106 = 107. This is exactly the inserted value of the gain in the
model. Thus, the first ideal op-amp model was validated.

7.3.2 Non-ideal Op-Amp Model

The definitive list of used performance parameters of the non-ideal op-amp is
detailed in Table 7.5. We describe in this paragraph the modeling of each param-
eter, its validation, and its simulation with the appropriate test-bench circuit.

7.3.2.1 Offset Voltage, Saturation Voltages, and Open-Loop Gain

In order to model these parameters, we carry out some modifications to the initial
VHDL-AMS model. First, ports’ configuration is kept, but some generic parameters
are added: Aol (open-loop gain), Voff (offset voltage), Vol (low saturation

Fig. 7.14 Simulation result
of an open-loop circuit using
the ideal VHDL-AMS
op-amp model
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voltage), and Voh (high saturation voltage). Saturation zones are described by Vol
and Voh parameters (Fig. 7.15).

A further node (n1) is added in order to define a voltage source between the
input in_n and n1. This voltage source delivers a voltage v1. The offset voltage is
affected to v1. Thus, by defining so, the different nodes and voltages and as the
simulator uses Kirchhoff laws, the offset voltage will be added to the op-amp input.
The parameters Voh and Vol are affected to Vout in IF loop depending on the
saturation zone. The test bench consists in an open-loop circuit in which a DC
voltage in a first time then a sinusoidal source are connected to the op-amp. Two
analyses are achieved: a DC analysis for a DC source and a transient analysis for the
sinusoidal source. Two samples of the op-amp were used with different parameter
values (op-amp 1: Vos = 5 µV, Voh = 15 V, Vol = −14 V, Gain = 105; op-amp 2:
Vos = 2 µV, Voh = 9 V, Vol = −10 V, Gain = 106).

By using a DC analysis, we have observed two op-amp characteristic curves
similar to the curve plotted in Fig. 7.14, one for each op-amp. These two curves
were not presented. The values of high saturation voltages obtained by DC analysis

Table 7.5 Comparison of offset voltage values found by VHDL-AMS simulation

Temperature
(°C)

Spice
(µV)

Measurement
(µV)

Fitting value
(µV)

VHDL-AMS
(µV)

20 94.84 64.8 64.3735 64,3714

40 115.24 69.4 70.0983 70.0927

80 158.43 88.65 88.4068 88.3793

120 204.5 110.40 110.061 109.97

160 253.09 273.1 288.14 287.16

180 277.96 1427.75 1412.64 1409.27

220 323.34 11988.2 11983.66 11982.16

(a) (c)

(b)

Fig. 7.15 VHDL-AMS model of a non-ideal op-amp model including offset voltage and
saturation voltages
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were 15 V for op-amp 1 and 9 V for op-amp 2. The low saturation voltages
obtained by the same analysis are −14 V for op-amp 1 and −10 V for op-amp 2.
The slope of the linear part is, respectively, 105 and 106. The offset voltage value
was read by making a zoom in abscise axis. The simulated values are equal to 5 µV
for op-amp 1 and 2 µV for op-amp 2. In the transient analysis, illustrated by
Fig. 7.16, the same values of saturation voltage are found. They are the same values
that were inserted into the model. Thus, modeling saturation voltages were vali-
dated by these two simulations.

7.3.2.2 Input Offset and Bias Currents

Ideally, there are no currents in the inputs of an op-amp. Industrial op-amps are not
perfectly ideal. Some currents are measured in their inputs even if the input voltage
equals zero. These currents are caused by the same factors that cause the offset
voltage: imperfections of transistors in the input stage [11]. The measured currents
in the positive and negative inputs are called, respectively, positive input bias
current and negative input bias current and are denoted, respectively, Ib+ and Ib−.
Input bias currents are always not equals. Their difference is called the input offset
current and is denoted Ios. Relations between Ib+, Ib−, and Ios are defined by
Eqs. (7.9), (7.11), and (7.12). The mean of Ib+ and Ib− is called input bias current
and is defined by (7.10). From Eqs. (7.9) and (7.10) and as Kirchhoff’s current laws
are used by the simulator, we can define three current sources to insert the bias and
offset currents in the VHDL-AMS model as illustrated in Fig. 7.17.

IOS ¼ Ibþ � Ib� ð7:9Þ

Ib ¼ Ibþ þ Ib�
2

: ð7:10Þ

Fig. 7.16 Transient simulation of saturation voltages using a sinusoidal source
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Ibþ ¼ Ib þ Ios
2
: ð7:11Þ

Ib� ¼ Ib � IOS
2

: ð7:12Þ

Ib and Ioff implantations were tested and validated with a simple circuit in
which an op-amp is directly linked to the ground without inserting any source.
Then, a transient analysis is performed, and currents in the op-amp inputs are
simulated. The chosen values of generic parameters Ioff and Ibias are,
respectively, 3 and 2.5 nA. Theoretical values of Ib+ and Ib− are, respectively, 1 and
4 nA. All these values were found also by simulation, which means that their
modeling is validated.

7.3.2.3 Differential Input Resistance, Differential Input Capacitance

Ideal op-amp has an infinite resistance and a null capacity. Industrial op-amps
represent very big resistance and very low capacitance values. We have inserted
these components in the VHDL-AMS model. Modeling of the resistance and
capacitance is done by using their characteristic equations (Ohm’s law equation and
the equation linking the current to capacitance and the derivative of the voltage)
(Fig. 7.18).

The simulation is again performed with an open-loop circuit in which the
developed op-amp model is connected to a sinusoidal voltage source. The chosen
analysis is the transient analysis. The simulation with a sinusoidal source enables to
observe the effect of the operator ‘dot that calculates the derivative regarding time.

(a) (c)

(b)

Fig. 7.17 Modeling the input bias current and the offset current in the VHDL-AMS model
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The chosen frequency is 1 kHz, and the magnitude equals 1 V. The inserted values
of Rin and Cin are, respectively, 40 MΩ and 10 pF. The currents i_Rin and i_Cin
in the ports of the resistance and the capacitance are sinusoidal. However, the phase
of i_Cin equals π/2 contrarily to i_Rin whose phase equals 0. This is due to the
operator ‘dot in the expression of the capacitance current. Frequencies of all
plotted currents are the same and equal 1 kHz. The theoretical value of the mag-
nitude of i_Cin is ICin = Cin · 4π · f × 10−6 = 125.66 × 10−12 A. This is almost the
magnitude of the capacitance current in Fig. 7.19. Thus, the implantation of dif-
ferential resistance and capacitance is validated.

(a) (b)

Fig. 7.18 Modeling the input resistance and the input capacitance
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Fig. 7.19 Simulation results of input resistance and input capacitance
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7.3.2.4 Modeling and Simulation of CMRR, PSRR, Rcm, and Ccm

Parameters

The insertion of CMRR, Rcm, and Ccm parameters enables to model the effects of
the common mode. Contrarily to the differential mode, the common mode consists
in connecting the two op-amp inputs to a unique node. In such case, an ideal
op-amp will deliver a null value. However, for an imperfect op-amp, the output
voltage is different from zero. The common-mode voltage Vin_cm is the input
voltage in a common mode and Vout_cm is the output voltage in the same mode. We
define the common-mode gain, denoted Acm, as the ratio of Vout_cm by Vin_cm. So,
the total output voltage Vout of an op-amp depends rather on both the differential
mode and the common mode as shown in (7.13) where Ad is the differential gain.
Expressions of Vin_cm and Vin_d as the function of voltages Vp and Vn (respectively,
voltage in positive and negative ports) are given by Eqs. (7.14) and (7.15).

Vout ¼ Ad � Vin�d þ Acm � Vin�cm ð7:13Þ

Vin�d ¼ Vp � Vn ð7:14Þ

Vin�cm ¼ ðVp þ VnÞ=2 ð7:15Þ

CMRR is defined as the ratio of the differential gain Ad by the common-mode
gain Acm. For an ideal op-amp, the CMRR value equals the infinity. For a real
op-amp, CMRR values in dB are very high and they exceed generally 100 dB. The
expression of the output voltage becomes as shown in (7.17).

CMRR ¼ Ad=Acm ð7:16Þ

Vout ¼ Ad Vin�d þ Vin�cm=CMRRð Þ ð7:17Þ

Vin_cm/CMRR is considered as a further offset voltage whose value depends on
the common-mode voltage Vin_cm and mainly on CMRR. Thus, we insert in the
model the effect of the common mode almost in the same manner with it the voltage
offset was inserted. Moreover, CMRR has generally a frequency dependency that
will be described in the paragraph dealing with the frequency response of the
op-amp. Here, only the DC part of CMRR is considered, that is why the parameter
was called CMRRdc in the VHDL-AMS model (Fig. 7.20).

In order to validate the implantation of CMRR, we used a test-bench circuit in
which a sinusoidal source is connected to an op-amp in a common mode.
Simulation results of a transient analysis are illustrated by Fig. 7.21. The inserted
values of parameters are Vos = 5.0 µV, CMRR = 120.0 dB, and Aol = 120 dB. The
expression of the voltage source is given by Eq. (7.18). The theoretical value of
Vin_d is zero. Consequently, Vin_cm equals the source voltage as shown also in
(7.18). The new expression of Vout is given by Eq. (7.19). A zoom shows a sinu-
soidal variation with amplitude equaling 1 µV added to a DC part that equals −5 V.
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Vin;cm ¼ 1:0 lV sinð2p � fintÞ ¼ Vin ð7:18Þ

Vout ¼ Aol � Vos þ Aol � Vin;cm=CMRR ¼ �5þ 1:0� 10�6ðsin 2p � fintÞ ð7:19Þ

This theoretical result is the same that the obtained value by simulation. This
validates the implantation of the CMRR parameter in the model. The common
mode is also characterized by a common-mode resistance Rcm and a common-mode
capacitance Ccm. In the model, two resistances are defined in order to represent Rcm

(Rcmp is connected to the positive input, and Rcmn is connected to the negative
input). In the same manner, two capacitances are defined in order to represent Ccm.
Ideally, there is symmetry between these resistances and capacitances.
Consequently, Rcmp = Rcmn = 2Rcm and Ccmp = Ccmn = Ccm/2. Again, the same
test-bench circuit is used to test the implantation of Rcm and Ccm. We define ircm and
iccm as the currents crossing, respectively, common-mode capacitance and resis-
tance in one of the op-amp inputs. The considered values of Rcm and Ccm are,
respectively, 25 MΩ and 10 nF. The expression of the input voltage is Vin = A · sin
(2π · fint). The expressions of iccm and ircm are given by Eqs. (7.20) and (7.21). Vrcm

is the common-mode voltage and is equal to Vin.

(a) (b)

Fig. 7.20 Modeling CMRR parameter and defining the common-mode voltage a modeling the
common-mode resistance and b capacitance

6 7 8 9
Ouput 

voltage

0 1 2 3 4 5 6 10 11 12 13 14 15

O
u

tp
u

t 
vo

lt
ag

e 
(V

)

9
-7

-6

-5

-4

-3 -5.0

5.000001

-4.999999

7 8
Time (s)

Fig. 7.21 Simulation result
of the DC part of CMRR
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iccm ¼ ðCcm=2Þ dVrcm=dt ð7:20Þ

ircm ¼ Vrcm=ð2RcmÞ ð7:21Þ

Because of the derivative, the current phase changes from 0 to π/2. The theo-
retical value of the magnitude of ircm is then equal to Vrcm/(2Rcm) = 1/
(2 × 25.108) = 20 nA and that of iccm is equal to (Ccm/2) × 2πfin = 31.44 µA
(A = 1 V and fin = 1 kHz). These are almost the same values obtained by simulation
(Fig. 7.22). We have thus validated the implantation of the common resistance and
common capacitance.

We model now the PSRR parameter. It evaluates the effect of a power supply
voltage changing ΔVsup leading to a variation of the output voltage ΔVout. Its
expression is then PSRR = ΔVsup/ΔVsup. Such variation is due also to imperfections
of transistors that are close to power supply ports. Since there is not a perfect
symmetry between the positive and the negative power supply ports, two PSRRs
are defined in some references: PSRR+ = ΔVsup+/ΔVout+ for the positive power
supply port and PSRR− = ΔVsup−/ΔVout− for the negative power supply port. In
order to insert these two parameters in the VHDL-AMS model, two power supply
ports were added in ENTITY. The parameters PSRRdc_p and PSRRdc_n are
added to the generic parameters list in ENTITY. The initial values of other
parameters are CMRR = 120 dB, Aol = 60 dB, and Vos = 0 V. Values of PSRR+ and
PSRR+ equal both 120 dB. Instead of nominal values of 15 V and −15, the power
supply voltages are 14 V in the positive port and −15 in the negative port. This
means that ΔVsup+ = 1 V and ΔVsup− = 0. The new expression of Vout, with these
different numerical values, is given by Eq. (7.22). The test bench contains only the
op-amp model and the two DC voltage sources for power supply (having 14 and
−15 V values). There are no input voltages in this circuit. We choose transient
analysis and plot Vout. Theoretical value of Vout is the same that of the simulated

Fig. 7.22 simulation results of iccm and ircm
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value (1 mV). By inverting the ports and the values of ΔVsup+ and ΔVsup−, we find
the same results. This validates the implantation of PSRR+ and PSRR−.

Vout ¼ Aol � Vin;diff|fflffl{zfflffl}
0

þ Aol � Vos|{z}
0

þ Aol � Vin;cm|fflffl{zfflffl}
0

=CMRR þ Aol � DVsupþ|fflfflffl{zfflfflffl}
1

=PSRRþ þ Aol � DVsup�|fflfflffl{zfflfflffl}
0

=PSRR�

ð7:22Þ

7.3.2.5 Modeling the Frequency Response of the Op-Amp

By frequency response, we mean not only the frequency dependency of open-loop
gain but also frequency dependency of some main other parameters such as CMRR,
PSRR+, and PSRR−. Generally, an op-amp has a behavior of a first-order filter. This
behavior is characterized by GBWP parameter. GBWP equals the product of the
cutoff frequency fol by the gain AOLDC. It equals also the frequency for which the
gain is 0 dB.

AOLDC � fol ¼ f Aol ¼ 0 dBð Þ ¼ GBWP: ð7:23Þ

In industrial SPICE models, a first-order filter is modeled by a RC circuit
(fol = 1/RC). With VHDL-AMS, we can model such behavior in many manners. It
is possible for example to use the Eq. (7.24) defining the complex gain. It is
possible also to use the differential Eq. (7.26) that is resulting from Laplace
transform of Eq. (7.24). The transform equation is represented by Eq. (7.25).

Aol ¼ AOLDC

1þ jf
fol

ð7:24Þ

LTF ¼ K
1þ ss

ð7:25Þ

Vin1 ¼ 1=Aolð Þ 1
xOL

� dVout

dt
þ Vout

� �
ð7:26Þ

All these three equations can be easily implanted in VHDL-AMS. As shown in
Fig. 7.23a, we have used the differential equation as it will be easier to integrate it
with precedent equations of the other parameters. Describing the frequency
behavior of CMRR, PSRR+, and PSRR− has been achieved with the ‘LTF attribute.
This attribute is defined regarding the parameters defining the Eq. (7.25) (Fig. 7.24).

We test the implantation of GBPW with an open-loop circuit in which the
op-amp model is related to an AC source. An AC analysis enables to plot the
spectrum of Vout. The magnitude of the sinusoidal source is 1 µV. Power supply
voltages equal both ±15 V. Inserted values of GBWP and Aol are, respectively,
5 MHz and 120 dB. Simulation result is illustrated by Fig. 7.25. It indicates
that GBWP corresponds to Vout = −120 dB and a frequency value of 5 MHz.
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The simulated value of GBWP is 5 MHz. It is clear also that the cutoff frequency
equals 5 Hz. By dividing 5 MHz/5 Hz and converting the value in dB, we find the
simulated value of Aol: 120 dB.

Simulation of the frequency behavior of CMRR uses the same circuit as that
used to simulate CMRRdc. However, we use here an AC analysis. The expression
of the input voltage is Vin = 1 V · sin (2πfint). The inserted values of differential
input voltage and common-mode voltages are, respectively, Vin_d = 0 V and
Vin_cm = Vin. Power supply voltage equal ±15 V. In order to simplify the computing
of theoretical values, Vos and Aol (in dB) are taken null. Moreover, frequency cutoff
of CMRR equals 1 MHz and CMRR equals 120 dB. By replacing these numerical
values in the expression of Vout, we obtain first Eq. (7.27) and then Eq. (7.28) which
links CMRR, Vin, and Vout.

(a) (b)

Fig. 7.23 Implantation of frequency behavior of Aol, CMRR, PSRR+, and PSRR− (a) and
VHDL-AMS modifications (b)

(a) (b)

Fig. 7.24 Description of the frequency behavior of Aol, CMRR, PSRR+, and PSRR− in the
VHDL-AMS model

204 S. Baccar et al.



Vout ¼ Aol � Vin;diff|fflffl{zfflffl}
0

þAol � Vos|{z}
0

þ Aol|{z}
¼1

�Vin;cm|fflffl{zfflffl}
6¼0

=CMRRþ Aol � DVsupþ|fflfflffl{zfflfflffl}
0

=PSRRþ þ Aol � DVsup�|fflfflffl{zfflfflffl}
0

=PSRR�

ð7:27Þ

VoutðdBÞ ¼ ðVin cm=CMRRÞdB ¼ ð1=CMRR)dB ¼ �CMRRðdBÞ ð7:28Þ

By converting in dB, the relation (7.27) becomes Vout(dB) = −CMRR (dB). We
can see the same evolution in Fig. 7.26a. Moreover, the value of the cutoff fre-
quency equals the inserted value (1 MHz). This validates the implantation of the
frequency behavior of CMRR.

In order to simulate the frequency behavior of PSRR+, we connect a sinusoidal
source to the positive power supply port and we apply 15 V. The expression of the
total power supply voltage becomes as described by Eq. (7.29). We choose,
respectively, the following values for Vos, fcc+, Aol, PSRR+, and the PSRR+ cutoff
frequency are, respectively, 0 V, 1 kHz, 0 dB, 100 dB, and 1 kHz.

Vccþ ¼ 1V � sin 2p� fccþtð Þ þ 15V ð7:29Þ

Vout ¼ Aol � Vin;diff|fflffl{zfflffl}
0

þ Aol � Vos|{z}
0

þ Aol � Vin;cm|fflffl{zfflffl}
0

=CMRR þ Aol � DVsupþ|fflfflffl{zfflfflffl}
6¼0

=PSRRþ þ Aol � DVsup�|fflfflffl{zfflfflffl}
0

=PSRR�

ð7:30Þ

VoutðdBÞ ¼ �PSRRþðdBÞ ð7:31Þ

The expression of Vout is given by Eqs. (7.29) and (7.30), which is more sim-
plified and is given in dB. The final theoretical Eq. (7.31) is in good agreement with

Fig. 7.25 Simulation result of fol, Aol, and GBWP
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simulation result as shown in Fig. 7.26b. Moreover, we find the same value of the
cutoff frequency which is 1 kHz. This validates the implantation of frequency
behavior of PSRR+.

7.3.2.6 Modeling of the Slew Rate

The slew rate evaluates the maximal variation in time of the output voltage with
respect to input voltage. The definition of this parameter is given by Eq. (7.32), and
its unity is V/µs. Depending on the sign of the variation, we define two parameters:
SR+ and SR−. In VHDL-AMS, the ‘slew attribute enables to insert directly such
parameter as shown in Fig. 7.27.

(a)

(b)

Fig. 7.26 Simulation results of frequency behavior of CMRR and PSRR+
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SR ¼ Max
dVout

dt

� �
ð7:32Þ

We use, however, two test-bench circuits with two different voltage sources. The
first is an open-loop circuit that contains a sinusoidal source and the second a pulse
voltage source. The frequency of the sinusoidal source is fin = 10 MHz. The period
of the pulse signal is 100 µs. It oscillates between 0 and 10 V values. We choose the
value 1 V/µs for SR+ and SR−. Simulation results are depicted in Fig. 7.28. The
output voltage is in green, and the input voltage is in magenta.

We can see that with a sinusoidal source, the output voltage is no longer
sinusoidal. It has rather a triangular shape. In the case of a pulse voltage, the output
is no longer perfectly rectangular, but the signal makes a time to rise from 0 to
10 mV. The speed of the rising and the speed of falling of the output voltage equal
both 1 V/µs. This is the same value that was inserted for SR+ and SR− parameters.
We have thus validated the implantation of these two parameters.

7.3.2.7 Modeling Maximal Current, the Trans-Conductance, Quiescent
Currents, Output Impedance, and Load Impedance

The slew rate is related to trans-conductance and maximal current delivered by the
op-amp denoted, respectively, gm and Iomax. Actually, if Cp is the capacitance that is
used in Boyle model, SR is related to the maximal current Iomax as expressed in
Eq. (7.33).

SR ¼ 2Iomax

Cp
: ð7:33Þ

In order to take into account Iomax, a current limiter is added to the VHDL-AMS
model. It was implanted also with an IF loop similarly to the implantation of the
voltage limiter defining the characteristic curve of the op-amp. Moreover, we insert
a controlled voltage–current source in order to model gm. Besides PSRR+ and
PSRR− ratios, non-idealities in power supply ports can be characterized by some
currents that circulate from these ports to the output port [31]. These currents are
called quiescent currents and were added to the model. We have also inserted the
load resistance, the load capacitance, and the output resistance. Figure 7.29 illus-
trates an enriched structure of the op-amp after representing these parameters.

Fig. 7.27 Implantation of SR+ and SR− with slew attribute in VHDL-AMS
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To test the implantation of the maximal current and the trans-conductance, we
have used again an open-loop circuit. The power supply voltage values are ±15 V.
We have inserted the following values: Rout = 1 Ω, CL = 100 pF, RL = 2 kΩ,
Imax = 10 mA, SR+ = SR− = 1 V/µs, GBWP = 5 MHz, gm ¼ Imax � GBWPð Þ=
SRþ � 106
� � ¼ 50� 10�3 S, and Icc+ = 1 nA. The model is simulated with a DC

(a)

(b)

Fig. 7.28 Simulation result of the slew rate

Fig. 7.29 Insertion of slew rate, trans-conductance, output resistance, load resistance, and load
capacitance parameters
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analysis. We plot the current iamp which is delivered by the trans-conductance in
Fig. 7.30a. It is clear that evolution of iamp is linear. The slope of this line is the
simulated trans-conductance of the op-amp. This value is graphically equal to
50 × 10−3 S. Thus, theoretical and simulated values are equal. The op-amp char-
acteristic (Iout, Vin) is plotted in Fig. 7.30b. This characteristic has also two satu-
ration zones and a linear zone. The minus sign in the equation defining the
trans-conductance makes the slope negative. Moreover, the maximal current in
absolute value is 10 mA. This value equals the inserted value of Iomax. We have thus
validated the added parameters.

7.3.3 Parameters Extraction and Insertion of Temperature
Dependency

In the previous paragraph, we have developed a non-ideal model containing many
parameters by using a behavioral modeling approach and VHDL-AMS language.

iamp current

Output voltage(V)

C
ur

re
nt

(m
A

)

iout current 

Input voltage (V)

C
ur
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n(

m
A

)

(a)

(b)

Fig. 7.30 simulation of iamp the current generated by the trans-conductance
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All of the inserted parameters were simulated, and their implantation was validated
by simple test-bench circuits. The model does not yet include a temperature
dependency of these parameters. However, the resulting model is
well-parameterized and includes almost all the used op-amp parameters in technical
documents and references. The following step will consist in converting this model
to a temperature-dependent model. In order to reach that, we define first the
parameter temp in the generic parameters of ENTITY. This parameter will rep-
resent the simulated temperature value. We will express each performance
parameter as a function of temp. Some parameters will be defined as quantity
or constant in ARCHITECTURE part. Some others will be considered as
constant and will not be dependent on the temperature (resistance load,
capacitance load, etc.). The equation linking performance parameters to temp were
obtained by fitting by using Cftool of MATLAB. Most of them are described by
either polynomial or exponential functions. Cftool uses specific algorithms such as
trust-region method, Levnberg-Maquardlt method, and Newton–Gauss algorithm.
This tool can achieve interpolation operation by using linear and polynomial
functions or by using cubic interpolation (spline).

Evolutions of different parameters in [20 °C, 220 °C] are not similar. Actually,
some parameters have almost a linear evolution. Some others have a more
important evolution especially in the HT region. In some cases, we have found
some difficulties to find a unique function that approximates the evolution in the
entire interval [20 °C, 220 °C]. That is why we were constrained to describe the
evolution of such parameters by different mathematical functions so that each
function describes the parameter evolution in a subinterval of [20 °C, 220 °C]. An
example of the fitting error of Vos in [20 °C, 140 °C] and [150 °C, 220 °C] is plotted
in Fig. 7.31. Fitting error does not exceed 6 %, and its mean value is very weak in
the two intervals.

We have inserted the obtained equation by fitting in the VHDL-AMS model.
The validation of the implantation of the evolution for each parameter will be done
with a test bench that is inspired from the experimental circuit. This test bench is
more complex than the used test-bench circuits in simulation when developing the
non-ideal model. It will give more credibility when comparing measurement results
to simulation results of the final VHDL-AMS model. We have chosen again the
offset voltage to show how its temperature dependency was implanted and to give
its simulation results. Other parameters were implanted and tested in almost the
same manner. In the VHDL-AMS model, as shown in Fig. 7.32, we insert first pi
coefficients defining the polynomial function. Finally, by using IF loop, voff_ht
and voff_bt are affected to voff. voff will be then assigned to v1 the voltage
defined between n1 and in.

From the simulation results, we have calculated the VHDL-AMS error. We have
plotted this error and the SPICE error in Fig. 7.33. SPICE error is superior to 40 %
for almost all temperatures. However, this error does not exceed 5 % for the
VHDL-AMS model.

Table 7.5 gives some numerical values of the different obtained offset voltage
values (by SPICE simulation, measurement, fitting, and VHDL-AMS simulation).
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Fig. 7.32 Implantation of voff dependency to temperature
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In Table 7.6, we compare different errors in many temperature points and we can
see clearly that the error VHDL-AMS-measurement has low values. We have thus
validated the implantation of the evolution of the offset voltage in temperature. The
implantation of the evolution of other parameters is achieved in the same manner.
We succeed finally to realize a reusable model whose performances are more
accurate than the industrial SPICE model in HT.

7.4 Conclusion

The goal of this work was to develop an accurate op-amp model in HT for industrial
applications since the used SPICE models of commercial circuits are inaccurate in
HT. In the beginning of the chapter, we have shown that using conventional elec-
tronics for HT applications with compensation circuits will be a good trade-off. It will
reduce the cost, minimize the size, and keep an acceptable SNR. However, the only
difficulty for this scenario consists in using accurate models in HT. Actually, as the
conventional electronics are manufactured for being used in temperature lower than
those of HT region, their industrial models are expected to be not precise. The goal of
this work was to develop a methodology in order obtain accurate model of com-
mercial circuits dedicated for HT applications. We focused especially in the structure
of AFE used in data acquisition systems. As most of the AMS circuits of AFE are
based on op-amps, we were particularly interested in the study of this device. We
have considered a commercial op-amp with its SPICEmodel that was provided by its
constructor. This model was tested in HT region by simulating Vos in the interval
[20 °C, 220 °C]. A campaign of measurement was performed in order to evaluate the
precision of the SPICE model in HT. The experimental results have shown that Vos

has an exponential evolution in HT, whereas SPICE simulation and technical doc-
uments predict a linear evolution in HT. We have analyzed the inner structure of the
SPICE model in order to understand the origin of the error in the simulation of Vos.
We have shown that extending the industrial SPICE model to HT will be a complex
task. It will require the reviewing of the structure of the model and especially the

Table 7.6 Comparison of different error values in different temperatures in [20 °C, 220 °C]

Temperature
(°C)

SPICE-
measurement
error (%)

Fitting-
measurement
error (%)

VHDL-AMS-
fitting error
(%)

VHDL-AMS-
measurement error
(%)

20 46.11 0.66 0.004 0.66

40 65.89 1.01 0.009 0.99

80 78.64 1.33 0.032 0.306

120 85.21 0.55 1.9 2.2

160 7.33 1.06 0.34 5.14

180 94.59 0.2 0.14 1.19

220 97.3 0.0125 0.037 0.05
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reviewing of parameter values of the two model transistors. So, we decided to search
another modeling approach that could profit from the achieved measurements of
performance parameters and that could be compatible with industrial constraints.
After comparing different approaches, we have chosen the behavioral modeling
approach. We started with an ideal op-amp model that will be enriched gradually by
adding different parameters. Once the non-ideal model written in VHDL-AMS is
developed and validated, we use the measurement data in order to convert the evo-
lution of measurement parameters to polynomial or exponential functions. These
equations were inserted in the VHDL-AMS model after making some modifications
in ENTITY and ARCHITECTURE parts. We have simulated then Vos in many
temperatures of [20 °C, 220 °C] by using the final VHDL-AMS model. By com-
paring SPICE and VHDL-AMS errors, we have concluded that the simulation error
was largely optimized. Thus, simulating industrial conventional electronics and their
adaptation circuits will be possible with such VHDL-AMS model. It will be possible
to simulate in a first step some op-amp-based circuits such as instrumentation
amplifier, analog filter, and analog-to-digital converter.

This work has shown the usefulness of behavioral modeling approach to remedy
some limitations of classical SPICE models especially in industrial applications.
Such modeling approach has many advantages. First, it accelerates simulation as it
minimizes the description of the structure of the circuit. It minimizes also the
number of transistors whose models contains many nonlinear equations. Then, it
enables to get rid of the confidentiality limitation of commercial circuits since it
models the circuits as a black box and focuses on its inputs and outputs relations.
Finally, there are more and more tools that implant such approach. This makes it a
modern technique that could solve many limitations and difficulties in designing
new and performant circuits for industrial applications. This work can be extended
by studying the possibilities of developing a multi-domain model in which the
mutual transfer between electrical and thermal domains is well described. Finally, a
great extension and improvement of the work will be in developing an algorithm
that will automate the modeling methodology and generates then the model auto-
matically. We can profit from some works that have already studied and developed
methods and algorithms that generate automatically circuits’ models. The obtained
result will be a behavioral model that is developed automatically by just providing
experimental data.
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Chapter 8
Nonlinearities Behavioral Modeling
and Analysis of Pipelined ADC Building
Blocks

Carlos Silva, Philippe Ayzac, Nuno Horta and Jorge Guilherme

Abstract This chapter presents a high-speed simulation tool for the design and
analysis of pipelined analog-to-digital converters (ADCs) implemented using the
Python programming language. The development of an ADC simulator requires the
behavior modeling of the basic building blocks and their possible interconnections
to form the final converter. This chapter presents a pipeline ADC simulator tool that
allows topology selection and digital calibration of the frontend blocks. Several
block nonlinearities are included in the simulation, such as thermal noise, capacitor
mismatch, gain and offset errors, parasitic capacitances, settling errors, and other
error sources.

8.1 Introduction

ADCs are the key blocks in today’s modern systems by providing the link between
the analog world and the digital systems. Due to the extensive use of analog and
mixed analog–digital operations, analog-to-digital converters (ADCs) often appear
as the bottleneck in data processing applications, limiting the overall speed or
precision. Thus, efficient design strategies and tools are fundamental to cope with
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the design complexity of high-performance ADCs and with extremely large sim-
ulation times at transistor level. In the last decades, some approaches have been
proposed to model, simulate, and synthesize different ADC topologies, e.g., Flash
[1], Sigma-Delta [2–4], Pipeline [5, 6], Successive Approximation [7, 8], and
Nonlinear [9], mainly at system-level and aiming at generating the sub-block
specifications [10–14]. Technology evolution to deep nanometer integration nodes
brings new challenges in terms of non-idealities; therefore, more accurate modeling
and simulation techniques, as well as topology exploration facilities, are mandatory
[15, 16].

This chapter describes a state-of-the-art tool for behavior simulation of pipeline
ADCs [17]. The simulation tool operates through a user interface (GUI) to choose
the converter topology (number of stages and resolution per stage) and provides
integral and differential nonlinearities (INL and DNL) profiles, together with the
output spectrum analysis (FFT). Foreground calibration can be chosen on the
frontend stages to improve performance in high-resolution converters [18].
Additionally, circuit nonlinearities such as offset voltage originated in comparators
and amplifiers, capacitor mismatch, amplifier gain, thermal noise, amplifier slewing
and linear settling, and clock jitter are modeled [19–22] and can be defined for each
stage independently. Finally, to speed up simulations, a multiprocessor option can
be enabled. The tool includes a module to automatically generate the required
Verilog code used to implement the digital calibration, for high-resolution pipeline
ADC, up to 3 calibrated stages. Component nonlinearity as capacitor and resistor
voltage-dependent second-order effects is also modeled.

8.2 Pipelined ADC Structure

The pipeline architecture provides an elegant way to achieve high-speed and
high-resolution A/D conversion in a CMOS process. A pipeline ADC (Fig. 8.1)
consists of a cascade of several stages which could have different resolution per
stage. In case of SCALES simulator, this resolution can be 1.5, 2.5, 3.5, 4.5, or
5.5 bits/stage and can be simulated up to a maximum of 16 stages plus the final
Flash, which can defined with a resolution of 2, 3, 4, or 5 bits.

Each stage digitizes its analog input with a resolution Bj and sends a residue
voltage to the next stage. The use of digital correction algorithm (RSD) [18, 19]

Vin Stage 1 Stage 2 Stage K-1 Stage KS/H

B1+r B2+r BK-1+r BK

Digital delay line and Digital correction logic

N bits output word

Fig. 8.1 Implemented pipeline ADC topology
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minimizes comparator offset errors that affect the linearity of the converter. RSD
algorithm uses a redundant sign bit r that is added to total number of bits of the
stage. All stages have one redundancy bit, except the final stage. Each stage has
Bi + r bits of resolution, in which Bi represents the effective resolution of stage and
r represents the redundancy bit.

Each stage has two main components (Fig. 8.2), a sub-ADC which performs the
input signal quantization and determines the digital output, and a multiplying DAC
which generates a residue voltage using a switched capacitor’s array. This residue
voltage is amplified by a power of two and sent to the remaining stages.

The full scale range of the converter varies from −Vref to +Vref. In the Flash
converter, that is the basic component of the sub-ADC in a pipeline stage, the
quantization is performed by a voltage divider and a set of comparators.

The resolution of a Pipeline A/D converter with k stages of m different individual
resolutions Bj, where Bk is the resolution of the last stage (final Flash), is given by:

N ¼
Xm
j¼1

kjBj þ Bk ð8:1Þ

Most errors that affect a Pipeline A/D converter are originated in the multiplying
DAC, MDAC. In addition to kT/C noise, other errors are analyzed and modeled by
SCALES [17]: capacitance errors (capacitor mismatch, nonlinearity and charge
injection); time errors (settling and jitter errors); amplifier errors (offset, slew rate,
finite open-loop gain, nonlinear DC gain); and comparators offset [18, 19]. Each
non-ideality can be activated individually or simultaneously. A description of the
implemented nonlinearities is done on the following paragraphs.

8.2.1 Sample and Hold

The input signal has to be sampled by the first stage of the pipeline or by an
independently S&H block. This S&H can be designed to have unity gain or a gain
higher than one. The gain value is dependent on the capacitor network usually build

Vin +

-

Sub-DACSub-ADC

Vout

Bj bits

S / H

Bj bits Bj bits

2Bj

Fig. 8.2 Topology of a Bj bits stage on the SCALES simulator
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using one or two capacitors determined by noise constrains. The sampling capacitor
has a value that is a multiple of the CU (Capacitor Unit). The tool allows the user to
build the pipeline converter with or without the S&H stage, and select the gain as
unity or gain >1 as shown in Figs. 8.3 and 8.4. The use of an S&H affects the total
input referred noise Vni as given by [20–22]:

Vni ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
v2no;S=H
G2

0
þ v2no;Stage1

G2
0G

2
1

þ v2no;Stage2
G2

0G
2
1G

2
2
þ � � �

v2no;Stageðk�1Þ
G2

0G
2
1G

2
2. . .G

2
k�1

s
ð8:2Þ

where Vno is the corresponding output thermal noise voltage in each stage, and Gi

(G0 is the S/H gain) is the gain of the residue amplifier, and k is the number of
pipeline stages.

• If selectable S&H gain = 1: (1 capacitor): G0 = 1.0
• If selectable S&H gain = 1: (2 capacitor): G0 = C1/C2 ≃ 1.0
• If selectable S&H gain >1: G0 = 1 + C1/C2

8.2.2 1.5 Bits Stage

The 1.5-bit stage is a basic stage of the pipeline that can be extrapolated to higher
stage resolutions. Other bit resolutions are similar, with the corresponding increase
in the number of components such as the number of sampling capacitors Cs, the

vin

C1

vout

S1 S2

S3

vin

C1

vout

S1 S2

S3

C2(a) (b)

Fig. 8.3 Sample and hold circuit with gain = 1, (1 capacitor—a; 2 capacitor—b) [20]

vin

C1
vout

S1 S3

C2

S2

S4

S5

Fig. 8.4 Sample and hold
circuit with gain >1 [20]
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number of comparators and consequent number of transition levels in the voltage
divider.

Figure 8.5 presents the 1.5-bit stage implemented in SCALES simulator. The
diagram also includes a logical module used in the calibration process. It contains
the control unit for the associated switches and the capacitor Caux that generates a
forced offset used during the referred calibration process. The φC switch position is
controlled by this logical module and is only used if calibration process was
checked for active simulation. During normal conversion process, Caux is kept with
its lower plate connected to GND.

8.2.3 Sub-ADC

The sub-ADC is a simple Flash converter with an extra comparator to allow the
implementation of digital correction. The structure of the 1.5-bit sub-ADC is pre-
sented in Fig. 8.6.

The digital output of sub-ADC is given by:

Dout ¼
00 if Vi\� Vref

4
01 if� Vref

4 �Vi � Vref
4

10 if Vi [ Vref
4

8<
: ð8:3Þ

Vin Cf = C

Cs0 = C

-

+

Caux = C/2

Vres

+Vref

-Vref

DIGITAL

LOGIC

BLOCK

1 = sampling phase
2 = hold phase
C = calibration errors   

determination

1

2

C

1

2 + C

C

1+ 2

1 + C

Csn = C
1

2 + C
+Vref

-Vref

+Vref

-Vref

Fig. 8.5 Pipeline 1.5-bit stage
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8.2.4 MDAC (Multiplying DAC)

The MDAC module calculates the residue of the stage and amplifies it before
delivering to the next stage. It consists of three components with separate functions,
but that complement each other. The first element is a sub-DAC converter (D/A
converter, which converts digital data into analog signals). It converts the output of
the sub-ADC to an analog signal that will be subtracted to the input voltage, in the
second element, the Sample and Hold, using an array of switched capacitors. The
difference signal is amplified in the third element, the operational amplifier.
The output residue voltage is then evaluated through the remaining stages of the
Pipeline.

The sampling phase is presented in Fig. 8.7. An input signal Vin is connected to
Cs and Cf that have their bottom plates connected to GND, and in the same time, the
sub-ADC converts the analog input into a digital code. During the hold phase
(Fig. 8.8), the bottom plate of Cf is connected in a closed loop mode to the output of
the amplifier. To the bottom plates of the sampling capacitors Cs, it is applied +Vref,
−Vref or GND, depending on the digital output of the stage, determined by the
sub-ADC. The output voltage is calculated by subtracting the equivalent analog
value of the digital output code of sub-DAC with the input signal, and amplifying
this residue such that [4]:

Dout = 00, 01, ou 10
Encoder

3R

3R

2R

+Vref

Vin

+Vref/4

-Vref /4 -

+

-

+

- Vref

Fig. 8.6 Structure of the
1.5-bit sub-ADC

Dout

Vin
Cf

Cs1

-

+ Vout

+Vref-Vref

Sub-ADC

Multiplying DACSub-DAC

1 = sampling

1

1 2 x1

Fig. 8.7 Sampling phase on
the 1.5-bit stage
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Vout ¼
1þ Cs

Cf

� �
Vin � Cs

Cf
Vref if Vin [ þVref

4

1þ Cs
Cf

� �
Vin if �Vref

4 �Vin � þVref
4

1þ Cs
Cf

� �
Vin þ Cs

Cf
Vref if Vin\ �Vref

4

8>>><
>>>:

ð8:4Þ

Figure 8.9 presents the residue of a 1.5-bit stage when a ramp is applied in the
input of the pipeline stage.

The residue voltage can be determined by [20]:

Vout;i ¼ Gi � Vin þ Di � Vref ð8:5Þ

where Di is an integer corresponding to the output Bi of the sub-ADC and:

Di 2 � 2 � Bi � 1ð Þ;þ 2 � Bi � 1ð Þ½ � ð8:6Þ

The ideal gain G is given by [18, 22]:

Dout

Vin
Cf

Cs1

-

+ Vout

+Vref-Vref

Sub-ADC

Multiplying DACSub-DAC

2 = hold

2

2

2 x1

Fig. 8.8 Hold phase on the
1.5-bit stage

To be determined
on next stage

0.25-0.25

00 01 10
Digital
output

Digital
output

Digital
output

Fig. 8.9 Residue of a 1.5-bit
stage (ramp input)
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G ¼ 2Biþ1�r or G ¼ 2n ð8:7Þ

where n is the number of sampling capacitors Cs of the stage, and r is the value of
the redundant bit for digital correction. Real gain Gi is different from ideal gain
G due to the capacitors mismatch and is given by [20, 22]:

Gi ¼
Cf þ

Pn�1
j¼0 Cs;j

Cf
ð8:8Þ

where n = (2N – 1) is the number of sampling capacitors of i stage. The multiplying
factor Di used to determine Vdac = (Di . Vref) can be given by:

Di ¼
Pn�1

j¼0 mj � Cs;j
� �
Cf

ð8:9Þ

where m is a multiplying factor applied to the values of the sampling capacitors Cs,
equal to +1, 0, or −1, dependent of the digital output code of sub-ADC (Bi + r) and
is given by:

mi ¼ �1 if Di\�1
mi ¼ 0 if Di ¼ 0
mi ¼ þ1 if Di [ 1

8<
: ð8:10Þ

Finally, the residue output of the stage can be rewritten as [4]:

Vout;i ¼
Cf þ

Pn�1
j¼0 Cs;j

Cf
� Vin þ

Pn�1
j¼0 mj � Cs;j
� �
Cf

� Vref ð8:11Þ

8.3 Errors on a Pipeline A/D Converter

8.3.1 Non-idealities

Most errors that affect a pipeline A/D converter have origin in the MDAC. The
analysis of those errors in this block is fundamental in the sense of developing
calibration algorithms that increase the performance of the pipeline converter.
Several types of error can be simulated:

• Thermal noise kT/C
• Comparators offset VOS
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• Comparators errors (offset, resistors mismatch)
• Capacitance errors (mismatch, charge injection, nonlinearity)
• Time errors (Settling error, jitter error)
• Amplifier errors (offset, limited GBW, slew rate, finite open-loop gain), non-

linear gain, and parasitic capacitance)

Some of those non-idealities are represented in Fig. 8.10, a simplified diagram of
a generic MDAC that includes the simulated error sources. Amplifier noise and
offset are always referred to the input, therefore, independent of the stage gain.
Comparators’ offset is also referred to the input. Vcnl represents the effect of CNL
(capacitors nonlinearity) at the output of the stage.

8.3.2 Offset Errors

Comparators offset are defined by a random value based on an average one defined
by user. The offset in comparators is very important; however, with the use of
digital correction, we can minimize their impact. The maximum allowed offset in
comparators is given by [19]:

VosCðmaxÞ ¼ � r
2Biþr

� Vref ð8:12Þ

The residue amplifier offset VosC is measured on his negative input during the
sampling phase. Capacitors Cs and Cf have their bottom plate connected to GND
and the amplifier offset does not affect their charge. During the hold phase, how-
ever, the effect of the amplifier offset on his output is given by [20], where Caux is

Cs1 + 
ΔCs1

-

+
Vout

1

21

+Vref + ΔV
0

Vos

Cpar Coutr0

Vin

-Vref + ΔV

+Vref + ΔV

0
-Vref + ΔV

Csn + 
ΔCsn

Cf + 
ΔCf

Imax

gm

1

1
eR

ets

eAo

eJ

Vcnl

Fig. 8.10 Simplified diagram of a generic MDAC with error sources in red

8 Nonlinearities Behavioral Modeling and Analysis … 225



only taken into account on simulations with calibration activated, and VosA,i is the
offset voltage at the amplifier output:

VosA;i ¼ Gi � Vos ¼ 1þ
Pn�1

j¼0 Cs;j þ Caux

Cf
� Vos ð8:13Þ

Vos is an average value defined by user, on the simulator GUI. The effect of the
offset on a 1.5-bit stage output is shown in Fig. 8.11.

8.3.3 Gain Error

The gain error is a multiplicative factor that affects the input signal of a pipeline
A/D converter. The most common source of gain error is due to the capacitors
mismatch and reduced amplifier gain. The incomplete establishment of the sampled

Ideal

with offset

Fig. 8.11 Effect of amplifier
offset errors on a 1.5-bit stage

Ideal

With Gain 
error

Fig. 8.12 Effect of gain
errors on a 1.5-bit stage
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signal also creates a gain error. Another gain error source is the reference voltage
mismatch but his mismatch is typically so low that it can be negligible (Fig. 8.12).

8.3.4 Open-Loop Gain Errors

Some static errors also affect the output voltage of the stage. The effect of the
open-loop gain error is represented in Fig. 8.13.

The amplifier finite open-loop gain Ao and parasitic capacitance Cpar affect
output of the stage. So, the output Vout is given by [20]:

Vout;j � Cf þ
Xn�1

j¼0
Csj þ Caux

� �

¼ Vout;j � 1þ 1
AO

� �
Cf þ

Pn�1
j¼0 Csj þ Caux

AO
þ Cpar

AO

" #
þ Vref �

Xn�1

j¼0
mj � Csj

� �

, Vout;j ¼
Cf þPn�1

j¼0 Csj þ Caux

Cf
Vos;j �

Pn�1
j¼0 mj � Csj þ Caux

Cf
Vref

" #
� 1
1þ 1

AO�f
ð8:14Þ

When 1/AO ⋅ f ≫ 1, Eq. (8.14) can be expressed as [4]:

Vout;j ¼
Cf þPn�1

j¼0 Csj þ Caux

Cf
Vos;j �

Pn�1
j¼0 mj � Csj þ Caux

Cf
Vref

" #
� 1� 1

AO � f ;

AO ¼ 10
Gain½dB�

20

ð8:15Þ

Amplifier finite open-loop gain Ao affects the output by an error eAo that is given
by [4]:

Ideal

With O.L. 
Gain error

Fig. 8.13 Effect of finite
open-loop gain errors on a
1.5-bit stage
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eAO ¼ 1
AO � f ð8:16Þ

where f is the feedback factor given by [20]:

f ¼ Cf

Cf þPn�1
j¼0 Csj þ Cpar þ Caux

ð8:17Þ

On Eqs. (8.16) and (8.19), Caux is only important when calibration is activated
during simulation; otherwise, its value is considered equal to 0.

8.3.5 Capacitors Mismatch

Capacitors mismatch errors are one of the main causes of nonlinearity in the transfer
function of the converter. The mismatch value is dependent on the used CMOS
technology. By introducing capacitors mismatch ΔC in the equation of the output
residue voltage, it leads to [20]:

Vout;i ¼
Cf þ DCf þPn�1

j¼0 Csj þ DCsj
� �

Cf þ DCf
Vin;i �

Pn�1
j¼0 mj � Csj þ DCsj

� �	 

Cf þ DCf

Vref

ð8:18Þ

In the multiplicative part that affects Vin, capacitors mismatch originates a gain
error, and the part that affects Vref originates an amplitude error in the comparators
thresholds levels. The capacitors standard deviation is modeled based on a unit
capacitor value defined by the user with the following expression:

rCðCÞ ¼ AC

�4Cpþ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
16Cp2þ4Ca�C

p
2Ca

� �
� ffiffiffi

2
p � 100

ð8:19Þ

where AC, Cp, and Ca are technology-dependent parameters defined by the user
and are, respectively, the typical mismatch (%), the capacitance per perimeter
(fF/µm) and the capacitance per area (fF/µm2).

8.3.6 Flash Resistors Mismatch

Flash resistor mismatch affects sub-ADC’s threshold voltages, creating undesired
variations on threshold levels, on all comparators. The unity resistor is defined by
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the user (20 kΩ by default were considered as typical value), and one of the
resistors dimensions must be considered as fixed, and the other dimension is
determined based on the first dimension and on the unit resistor (UR) value. Some
parameters are technology dependent, like AR (resistors mismatch [% of UR]) and
the sheet resistance RS [kΩ/*]. The Flash resistor ladder is divided into several
groups of resistors. Usually, the middle groups have 2 resistors (2R) and the upper
and lower groups are formed with 3 resistors (3R), as we can see in Fig. 8.14 for a
1.5-bit sub-ADC stage:

When the user fixes L (Length), the width W is determined by:

W ¼ RS � L
UR

ð8:20Þ

When the user fixes W (Width), the length L is determined by:

L ¼ UR �W
RS

ð8:21Þ

The variation of the resistors values can be calculated by:

rR ¼ AR� 10�6ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
W � DWð Þ � ðL� DLÞp � 100 ð8:22Þ

- Vref / 4

+ Vref / 4

+ Vref

- Vref

R

R

R

R

R

R

R

R

3 x R

3 x R

2 x R

Fig. 8.14 Resistors ladder of
a 1.5-bit stage
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Resistance also varies with temperature, and these non-idealities are taken into
account on the simulation. In practice, temperature is the same for all resistors, on
all sub-ADCs, so temperature does not affects the threshold levels. We calculate the
effect of temperature on resistors only to obtain the most accurate values for the
resistors. The temperature effect on resistors, considering a room temperature of Tr
[K], follows the expression:

R ¼ 1þ TC1 � T � Trð Þ þ TC2 � T � Trð Þ2 ð8:23Þ

with TC1 and TC2 the first- and second-order temperature coefficients.

8.3.7 Slew Rate, −3 dB Corner Frequency and Settling
Error

In the beginning of the Hold mode, we have a settling phase where the amplifier
outputs the maximum current Imax. Over time, the transition level tends to
approximate real input value, limited only by gm of the amplifier and the effective
capacitance CL (Fig. 8.15).

The slew rate is defined by the user, but can also be calculated by [5]:

SR ¼ Imax

CL þ Cpar þ Cf
with CL ¼

Xn�1

j¼0

Csj þ Caux þ Cf ð8:24Þ

Cpar and Cout are determined as a percentage (δ) of the sum of the sampling
capacitors Cs and Caux, and δ is defined by the user (different values of δ can be
defined for Cpar and Cout):

Fig. 8.15 Amplifier settling on hold mode [20]
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Cpar;Cout ¼
Xn�1

j¼0

Csj þ Caux

 !
� d ð8:25Þ

And CL,total is given by:

CL;total ¼ CL þ Cout ð8:26Þ

where Cout is the parasitic capacitance of the amplifier. During exponential settling,
the output of the stage is given by [22]:

Vout;iðtÞ ¼ 1� e�x�3dB�tð Þ � V 0
out;i ð8:27Þ

where the –3 dB corner frequency x�3dB is given by [20]:

x�3dB ¼ xu � f ¼ gm
CL;H

� f ð8:28Þ

The effective charge capacitance during Hold mode, CL,H, is given by:

CL;H ¼ CL þ Cout þ
Cf

Pn�1
j¼0 Csj þ Cpar þ Caux

� �
Cf þPn�1

j¼0 Csj þ Cpar þ Caux
ð8:29Þ

So, the −3 dB corner frequency expression can be rewritten as:

x�3dB ¼ xu � f ¼ gm
CL;total

f þPn�1
j¼0 Csj þ Cpar þ Caux

ð8:30Þ

Settling time is dependent of exponential time texp and slew rate and is given by:

tst ¼ 1
3 � fs �

Vref
2

SR
� 10�6 ð8:31Þ

The settling error that affect output voltage residue of the stage is given by [4]:

ets ¼ e�x�3dB�tst ð8:32Þ

Assuming a finite open-loop gain eAo, both errors affect output voltage of the stage
as follows [4]:

Vout;i ¼ V 0
out;i þ Vos;i

� �
1� eAoð Þ � 1� etsð Þ ð8:33Þ

where V′out,i is the ideal output of the stage. The effect of those errors in the output
of the stage is presented in Fig. 8.16.

8 Nonlinearities Behavioral Modeling and Analysis … 231



8.3.8 Thermal Noise kT/C

Thermal noise affects the SNR of the converter. The source of thermal noise is the
noise generated in active circuits such as amplifiers and in the switched capacitor
circuits. The power of the generated noise is given by (8.34), based on an average
value VnA defined by user:

eR ¼ 1þ
Pn�1

j¼0 Csj þ Caux

Cf
�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
V2
nA þ k � T

Cf þPn�1
j¼0 Csj þ Caux

s
ð8:34Þ

8.3.9 Jitter Error

The jitter or aperture jitter is originated by uncertainty in the exact aperture time and
can originate noise that can affect the effective amplitude of the hold signal, due to
the effective time when the signal was sampled. To be certain that the jitter error
does not affect the output; the input signal must not varies more than ½ LSB (least
significant bit) during the jitter time. For an input signal Vin [20, 21]:

Vin ¼ A � sin 2p � fi � tð Þ ð8:35Þ

Jitter time must be less than:

dV
dt

� 2p � fi � A � cos 2p � fi � tð Þ\�1=2LSB
taj

ð8:36Þ

Ideal

With OpAmp 
errors

Fig. 8.16 Effects of settling
and finite amplifier gain errors
on a 1.5-bit stage
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where A is the amplitude of half full scale, and taj is the jitter time. As ½ LSB is
given by A/2N, the maximum frequency that jitter noise does not affect conversion
process is given by [21]:

f\
1

2p � 2N � taj ð8:37Þ

The error due to sampling jitter is proportional to the amplitude of the input
signal and is most significant for larger amplitudes. If we apply a sinusoid as input
signal with amplitude VFS/2 and a frequency fi, a sampling jitter with a deviation σa
results in an error voltage given by:

vrms;a ¼ VFS � p � fi � ra ð8:38Þ

that originates a noise power at output given by:

e2J;ra ¼
vrms;a

2
¼ p2

2
� V2

FS � f 2i � r2a ð8:39Þ

The jitter error is determined based on the average jitter time tj defined by user
as:

eJ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

gm � tj
� �2

2 � e�ð2�-�3dB�texpÞ

s
texp ¼ 1

3 � fs ð8:40Þ

that must be added to quantization and thermal noise and affect negatively the SNR.

8.3.10 Capacitors Nonlinearity

For any capacitor Ck, the capacitor real value is dependent on the applied voltage
due to capacitors nonlinearity and the charge Q that can be modeled by the fol-
lowing expression [9]:

Q ¼ ðCk;VinÞ � Vin ¼ Ck � 1þ a � Vin þ b � V2
in þ � � �� � � Vin ð8:41Þ

α and β are the linear and quadratic capacitance voltage dependence factors of the
capacitor. Applying above equation to the output of stage MDAC, the effect of
capacitors nonlinearity can be modeled as [23]:
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V3
cnl þ

a
b
V2
out þ

1
b
Vout

¼ G � Vin V2
in þ

a
b
Vin þ 1

b

� �
� Vref � Vdac Vref � Vdacð Þ2þ a

b
Vref � Vdacð Þ þ 1

b

� �
doing:

G � Vin V2
in þ

a
b
Vin þ 1

b

� �
� Vref � Vdac Vref � Vdacð Þ2þ a

b
Vref � Vdacð Þ þ 1

b

� �
¼ c

we have:

V3
cnl þ

a
b
V2
cnl þ

1
b
Vcnl � c ¼ 0 ð8:42Þ

where Vcnl is the ideal output affected by capacitors nonlinearity. The resulting third
degree equation must be solved in order to Vcnl and c is given by:

c ¼ � Q

b �Pn�1
j¼0 Csj

ð8:43Þ

8.3.11 Effect of Errors in the Residue Stage Output

On the SCALES simulator, the various errors previously described were taken into
account as can be seen in the equation, implemented in code [17, 20]:

Vout;i ¼ Vout;i þ VosA þ eR þ eJ
� � � 1� eAoð Þ � 1� eteð Þ ð8:44Þ

where VosA is the amplifier offset, eR is the thermal noise, eJ is the jitter error, eAo is
the open-loop finite gain error of the amplifier, and ets is the settling time error.

8.3.12 Digital Correction

Digital correction is an algorithm that uses a coding system with a redundant digit
r at each stage of A/D converters and which enables to improve the accuracy of the
conversion, controlling the offset errors, provided that their value does not exceed
certain limits, dependent on the parameter r and voltage Vref, and avoiding the
saturation of the output. Table 8.1 shows the method used to correct the output of
the pipeline A/D converter, where the less significant bit of a stage is added with the
most significant bit of the next stage (for r = 1). The less significant bit of the final
stage, the final flash, is not corrected. The last stage usually does not have a
redundant bit (r = 0). Table 8.2 presents the characteristics of stages up to 3.5 bits.
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8.4 Simulated Converter Characteristics

8.4.1 Nonlinearity Errors—Sinusoidal Input Signal

Histogram method to determine DNL and INL from a sinusoidal input signal
This method is used to obtain INL and DNL data directly from the cumulative

histogram. Due to the high number of samples necessary to obtain more accurate
data, dependent on density per code, it is necessary to determine a minimum
number of samples to ensure that the data obtained have the desired accuracy,
within a specified level of confidence. The expression that allows us to calculate the
minimum number of samples is [24, 25]:

Mmin ¼
p � 2N�1 � Z2

a=2

b2
ð8:45Þ

Table 8.1 Digital code correction with RSD algorithm

B1(MSB) … B1(LSB)

B2(MSB) … B2(LSB)

… … …

Bk−1(MSB) … Bk−1(LSB)

+ Bk (MSB) … Bk(LSB)

DN DN−1 DN−2 … … … … … D1 D0

Table 8.2 Basic characteristics of pipeline stages

Stage
resolution

r Bi Qi bi nmax Quantization levels
VQi;n

Output bits Bi

1 bit 0 1 1 2 0 0 0; 1

1.5 bits 1 1 2 3 0 ±0,25 00; 01; 10

2 bits 0 2 3 4 1 0; ±0,5 00; 01; 10; 11

2.5 bits 1 2 6 7 2 ±0.125; ±0.375;
±0.625

000; 001; 010; 011;
100; 101; 110

3 bits 0 3 7 8 3 0; ±0.25; ±0.5; ±0.75 000; 001; 010; 011;
100; 101; 110; 111

3.5 bits 1 3 14 15 6 ±0.0625; ±0.1875;
±0.3125; ±4375;
±0.5625; ±0.6875;
±0.8125

0000; 0001; 0010;
0011; 0100; 0101;
0110; 0111; 1000;
1001; 1010; 1011;
1100; 1101; 1110
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where N is the resolution of the converter, and β is the pretended bit resolution for
DNL determination. For a confidence level of 99 %, the value of Zα/2 is available in
normal distribution tables and has the value of 2.576 [24].

8.4.2 Total Harmonic Distortion (THD)

Errors derived from dynamic behavior of the converter and INL contribute greatly
to harmonic distortion in the converter during the signals conversion. The total
harmonic distortion (THD) is the RMS value of the sum of all harmonics in the
spectrum of the output signal and is obtained by means of FFT algorithm. By
definition of THD, all harmonics would be really summed, but due to the lower
amplitude of higher order harmonics, only the low-order harmonics are summed. In
a perfect sinusoid, summing to the third order can be sufficient; however, it may be
necessary to include a few more harmonic values. So, THD is given by [21]:

THD ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPi

n¼2 A
2
n �finðRMSÞ

q
AfinðRMSÞ

ð8:46Þ

where AfinðRMSÞ is the RMS amplitude of fundamental frequency, An�finðRMSÞ is the
RMS amplitude of the harmonics, from order n = 2 to order n = i. From
the spectrum of the FFT, the value of THD in dB can also be obtained using the
expression [21]:

THDdB ¼ 10 log
Total Harmonics power
Power of fundamental

� �
ð8:47Þ

On the other hand, those bins, including those of the fundamental frequency, are
not considered for the determination of the overall power due to noise and dis-
tortion, necessary for the calculation of SNDR.

8.4.3 Total SNR

The signal-to-noise ratio (SNR) accounts for the total output noise in the signal. It
includes several types of noises. Using the FFT plot, total SNR in dB’s can be
obtained by:

SNRTotalðdBÞ ¼ 10 log
Power of fundamental frequency

Total power due to noise

� �
ð8:48Þ

236 C. Silva et al.



For a given stage i, total SNR due to quantization errors, jitter errors, and thermal
noise can be expressed by [25]:

SNRTotal;i ¼ 10 � log 1

,
1

10
SNRJ;i

10

þ 1

10
SNRQ;i

10

þ 1

10
SNRR;i

10

 ! !
ð8:49Þ

8.4.4 Signal-to-Noise Distortion Ratio (SNDR)

SNDR (Signal-to-Noise Distortion Ratio), also designated as SINAD, represents
the ratio between the RMS amplitude of the signal and the sum of the RMS
amplitude of the noise with the initial harmonics of the THD, usually from the
second to the fifth order). SNDR in dB’s allows evaluating the quality of the
dynamic range of A/D converters and is given by [26]:

SNDRdB ¼ 10 � log Power of fundamental frequency
Power of noiseþ Power of all harmonics

� �
ð8:50Þ

8.4.5 Effective Number of Bits (ENOB)

Another characteristic that is used often in dynamic analysis of a converter is the
effective number of bits (ENOB) which serves as a comprehensive indicator of
accuracy of the A/D converter, for a given input signal frequency and sampling
frequency. The converter ENOB is calculated using the following expression,
where N is the number of bits [21]:

ENOB ¼ N � log2
Mean amplitude of noiseðRMSÞ

Amplitude of quantization noiseðRMSÞ

 !
ð8:51Þ

The ENOB can, however, be obtained via the digital data output of the con-
verter, using the SNDR and linking it with the value of the ideal SNR, by
expression:

ENOB ¼ SNDRmeasured � 1:763
6:02

ð8:52Þ

We must, however, take into consideration that the ideal SNR is based on a
uniform distribution of codes, which typically does not exist in reality. In an ideal
converter, the noise is only sourced by quantization errors. In real converters,
however, the noise sources are diverse, such as the nonlinearity errors, jitter errors,
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and missing codes. The noise of reference voltage Vref originated in the power
supply also affects the value of ENOB. The value of ENOBFS related to the fun-
damental frequency can be determined by one of the following expressions:

ENOBFS ¼ SNDR� 10 � log Power of fundamental frequencyð Þ � 1:76
6:02

� �
ð8:53Þ

ENOBFS ¼ ENOB� Amplitude of fundamental frequency
6:02

ð8:54Þ

8.4.6 Spurs-Free Dynamic Range (SFDR)

Spurs-free dynamic range (SFDR) refers to the range of power output signal in the
spectrum of FFT, distortion-free, from the power of the fundamental frequency to
the power of the bin with highest power in the remaining bandwidth of the spec-
trum. The SFDR indicates the usable dynamic range of the converter free of dis-
tortion (Fig. 8.17).

The value of SFDR in dBc’s related to the fundamental frequency is then given
by the expression [20]:

SFDRdBc ¼ 10 � log Power of fundamental frequency
Power of the highest distortion bin

� �
ð8:55Þ

Fig. 8.17 Determination of
SFDR in the FFT [18]
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The value of SFDR in dBFS’s, related to the Full Scale range, is given by:

SFDRdBFS ¼ 10 � log 1
Power of the highest distortion bin

� �
ð8:56Þ

8.5 Calibration Process

The method used for calibration in the tool is performed offline (foreground digital
calibration) and is based on the method described by Song and Gustavsson [18, 21],
which requires a forced offset voltage. Whatever the method used to generate the
forced offset voltage, it must always keep output voltage below saturation.

Looking to a non-ideal transfer function of a pipeline ADC, generated with a
ramp input signal [21], we can see that each segment deviates a given distance from
an ideal straight line (Fig. 8.18a). The digital values different from the ideal line can
be defined as code errors (Fig. 8.18b). That is, each segment can be realigned in a
straight line by digitally subtracting the offset of each digital output that occurs in
the segment range (Fig. 8.18c). The offsets are measured digitally, with the
remaining pipeline stages, stored in memory, and later used on the pipeline output
determination. Calibration errors are obtained by calculating the difference between

Fig. 8.18 a Transfer function of a non-ideal pipeline ADC; b digital code errors; c transfer
function after calibration [21]
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the digital value of the residue corresponding to a given code, and the value of the
expected residue for the following code.

The calibration algorithm starts by placing the auxiliary capacitor Caux in parallel
with the sampling capacitors array of MDAC. This auxiliary capacitor keeps the
residue voltage of the MADC below saturation during the calibration of each
capacitor. Its value should be smaller than Cs to minimize effect on amplifier
feedback factor. During normal conversion, Caux is always inhibited connecting
bottom plate to GND.

8.5.1 Calibration Process Description

The first stage to be calibrated is the one with highest order in the range of initial
stages defined for calibration, so that its errors are taken into account in the cali-
bration of the earlier stages. Calculated errors are cumulative and affect converter
linearity [21].

In the first step (Fig. 8.19) of the calibration process, a positive and negative
reference voltage is applied to the Caux. Those two resultant residue voltages are
converted and measured by the remaining stages of the pipeline, obtaining first
digital codes needed to determine the calibration errors, which are stored on a
temporary memory. During this process, all remaining sampling capacitors are
connected to GND. In the second step (Fig. 8.20), Caux maintains its bottom plate
linked either to +Vref or –Vref, and one of the sampling capacitors is activated
connecting their bottom plate to a symmetric voltage of the one connected to Caux,

CfCs1Cs2CsN

0 0

All segments connected to ground

Vout 

-

+

0

Caux

± Vref 

D0 (mi = 0)

CfCs1Cs2CsN

0 0

Vout = Vos+

0

Caux

D0 (mi = 0)
All segments connected to ground

± Vref 

-

(a)

(b)

…

…

…

…

Fig. 8.19 Residue without active segments: a sampling phase; b amplification phase
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and a new measurement is carried out using the remaining stages of the pipeline.
Once a digital code is generated, it is memorized and the calibration error code for
that segment is calculated. The difference between the two measured digital codes
should have ideally half the output full range. The difference to half the full range
corresponds to an error that is stored for calibration. This second step is repeated for
all sampling capacitors Cs errors are stored.

To obtain more accurate results, several cycles of the calibration process are
carried out. Figure 8.21 represents a simplified sequence of correction and cali-
bration of the pipeline output code. Initially, the code generated in the pipeline is
corrected using digital correction RSD algorithm.
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0 ± 1

All segments connected to 
ground except active segment

-

+

0

Caux

± Vref ± Vref 

Vout = Vos
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0
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± Vref ± Vref 

Vout

00

All segments connected to 
ground except active segment Symetric signals

Symetric signals
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(b)

…

…

…

…

Fig. 8.20 Residue with one active segment: a sampling phase; b amplification phase
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Fig. 8.21 Pipeline digital output code correction and calibration

8 Nonlinearities Behavioral Modeling and Analysis … 241



8.6 SCALES—Graphic User Interface (GUI)

8.6.1 General Description

The simulation environment SCALES simulates Pipeline ADC’s, and main GUI
front-page is represented in Fig. 8.22. The individual stages can be defined with
selectable resolutions of 1.5, 2.5, 3.5, 4.5, and 5.5 bits and the final Flash can have
2, 3, 4, or 5 bits. Simulated pipeline can have up to 16 stages plus final Flash. The
simulated pipeline can include digital foreground calibration. The tool also provides
a statistical analysis of simulated topology to obtain an accurate estimation of the
converter yield. Monte Carlo simulations can be performed to analyze the impact of
the non-idealities generated by the converter design parameters. The tool was
developed using the phyton language to allow platform independence. Figure 8.23
presents a simplified scheme of tool simulation engine.

8.6.2 Simulator Features

The tool provides a wide number of useful plots and characteristics about the
simulated converter. Available plots are I/O relation, FFT, INL, DNL, and yield
results. Yield results plots and their statistical evaluation are available for INL,

Fig. 8.22 SCALES simulator graphic user interface (GUI) [17]
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Fig. 8.23 SCALES simulation engine
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DNL SNR, SNDR, THD, ENOB, ENOBfs, SFDR (dBc), and SFDR (dBfs).
Sinusoidal or ramp input signals can be generated.

Before start simulation, the user has to define important parameters related to the
converter design, such as non-idealities that affects linearity. Simulation parameters
can be saved to a configuration file in .csv format and loaded later if needed to
repeat the same simulation. GBW, finite amplifier gain, and slew rate can be defined
with a base value and worst-case values (minimum and maximum). Also available
are the results of the last simulation processed in every CPU. (Ex: Computer with 8
CPU’s allows visualization of the last 8 yield steps processed one per CPU, if
multiprocessing mode is active). Table 8.3 presents features comparison between
SCALES and other ADC simulators.

Table 8.3 Comparison to other simulators

Features SCALES [26] [27] [28]

Amplifier finite open-loop gain Y Y Y Y

Thermal noise Y Y Y Y

Capacitor mismatch Y Y Y Y

Capacitor nonlinearity Y

Amplifier parasitic capacitance Y Y Y Y

Amplifier slewing and linear settling Y Y Y Y

Amplifier offset Y Y Y Y

Comparators offset Y Y Y Y

Sampling clock jitter Y Y Y Y

Input signal type and frequency selection Y P Y P

Active non-idealities selection Y Y

Worst-case analysis and comparison Y

Multiprocessing features Y

Yield statistical analysis and plots Y

INL/DNL plots Y Y Y Y

I/O plots Y Y Y

Stage residue plots Y

FFT analysis and plots Y Y Y Y

Confidence level, bit precision definition Y

Save/load parameters Y Y Y

Save/load complete simulation results Y P P

Digital self-calibration Y Y Y

Multiplatform (Unix, Windows, Mac) Y P

Advanced FFT parameters (windowing, no. of leakage
bins, no. of averages, no. of samples…)

Y

Multiple converter topologies P

Reference voltage definition Y

High-resolution conversion speed Y N N N

Automatic digital calibration Verilog code Y

Y Fully implemented or presumably implemented; P Partially implemented; N No; Blank Not
described, unknown state or not implemented
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8.6.3 13 bits–40 MHz ADC Simulation

A 13 bits–40 MHz Pipeline ADC was simulated using 11 stages, with two initial
stages of 2.5 bits and 8 stages with 1.5 bits, and the final flash has 2 bits resolution.
Two additional bits were needed for digital correction of code, so we used an initial
resolution of 15 bits to obtain a final resolution of 13 bits. Table 8.4 presents the
overall results of the simulation showing a significant improvement with the use of
the calibration method (Figs. 8.24 and 8.25).

A simulation of another pipeline ADC configuration (12 bit–20 MHz calibrated)
with 1500 yield steps, 16.777.216 samples for INL and DNL analysis, using an
average of 4 × 4096 samples for FFT and residue analysis, took about 42 h for a
sinusoidal input on a computer with 8 CPU’s.

Fig. 8.24 DNL plot of a 13 bits–40 MHz pipeline ADC

Table 8.4 Simulation results
of a 13 bits, 40 MHz pipeline
ADC

Non calibrated Calibrated

DNLmax −0.601631 0.221821

INLmax −0.826248 0.310333

THD −81.39 dB −86.20 dB

SNR 77.14 dB 78.53 dB

SNDR 75.76 dB 77.85 dB

ENOB 12.29 bits 12.64 bits

SFDR 83.97 dBc 89.98 dBc
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8.7 Conclusions

This work presented a new simulator tool for pipelined ADCs. The main func-
tionality and features were described, including some advanced features not present
in other known simulators. Some of those advanced features improve considerably
the simulator capabilities once it is possible, with SCALES, to define the value of
the auxiliary capacitor used for calibration, and the number of truncature bits
applied to the digital output of the Pipeline. Some parameters related to FFT
(highest harmonic frequency, fundamental frequency and harmonic leaked bins,
and FFT windowing) can improve FFT results. For minimum samples determina-
tion, user can also define the confidence level and bit precision. Worst-case analysis
can be performed simultaneously (GBW and slew rate referred to minimum base
and maximum gain values), with independent plotting options for comparison.

The tool was developed in Python to allow platform independency, so it can run
in Windows, Mac, or Linux systems. The multiprocessing feature takes advantage
of actual multicore processors. Speed improvement is almost directly proportional
to the number of CPUs, with each CPU working simultaneously processing a yield
step. The tool allows a very fast simulation of a given converter topology and good
modeling of stage nonlinearity.

A standard foreground calibration algorithm was described, which shows sig-
nificant improvement in the design and performance of the converters simulation.
At last, two other useful features are the capability to load and plot results of any
simulation previously processed, even in another computer, and the possibility to
save and load simulation parameters.

Fig. 8.25 INL plot of a 13 bits–40 MHz pipeline ADC
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Chapter 9
SMAS: A Generalized and Efficient
Framework for Computationally
Expensive Electronic Design Optimization
Problems

Bo Liu, Francisco V. Fernández, Georges Gielen, Ammar Karkar,
Alex Yakovlev and Vic Grout

Abstract Many electronic design automation (EDA) problems encounter compu-
tationally expensive simulations, making simulation-based optimization impractical
for many popular synthesis methods. Not only are they computationally expensive,
but some EDA problems also have dozens of design variables, tight constraints, and
discrete landscapes. Few available computational intelligence (CI) methods can
solve them effectively and efficiently. This chapter introduces a surrogate
model-aware evolutionary search (SMAS) framework, which is able to use much
fewer expensive exact evaluations with comparable or better solution quality.
SMAS-based methods for mm-wave integrated circuit synthesis and network-on-
chip parameter design optimization are proposed and are tested on several practical
problems. Experimental results show that the developed EDA methods can obtain
highly optimized designs within practical time limitations.
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9.1 Introduction

Today, bioinspired innovative design techniques are becoming increasingly
important for electronic design automation (EDA). Among various available
methods, evolutionary algorithms (EAs) are being widely applied to optimize
integrated circuits (ICs) and systems [1, 2]. However, a new challenge appears: The
evaluation of fitness functions (i.e., simulation) for many electronic design opti-
mization problems is computationally expensive. Typical examples are the simu-
lation of high-frequency ICs, antennas, networks-on-chip (NoCs), photonic devices,
and microelectromechanical systems (MEMSs). A single simulation may take from
dozens of minutes to several hours. Standard EAs often need hundreds to thousands
of such simulations to obtain optimal design solutions, which may cost an
impractical optimization time.

The long simulation time of electronic devices, ICs, and systems is mainly due to
the following: (1) solving complex partial differential equations by numerical
methods (e.g., high-frequency IC and antenna synthesis) and (2) using Monte Carlo
(MC) sampling methods in simulation (e.g., process variation-aware analog IC
sizing/yield optimization and NoC parameter design optimization). Thus, two
possible solutions are: (1) improving the computational overhead for each simu-
lation and (2) designing new optimization methodologies using fewer simulations
in the optimization process. Note that the above two approaches are compatible.
A large amount of research has been carried out for the former approach [3], and the
latter is an emerging area in recent years and is the focus of this chapter.

This chapter will discuss surrogate model-assisted evolutionary algorithms
(SAEAs) for decreasing the number of necessary simulations in electronic design
optimization. SAEA is an emerging approach in the computational intelligence
(CI) field. SAEA employs (a) surrogate model(s) to replace computationally
expensive exact function evaluations (i.e., simulations). Surrogate models are
approximation models of the simulation but are computationally much cheaper, and
the additional computational overhead of surrogate modeling is often not large. Due
to this, the computational cost can be reduced significantly. Note that SAEA is
different from off-line surrogate model-based optimization methods. In off-line
surrogate model-based optimization methods, a good surrogate model for the whole
design space is firstly constructed and then used to replace the simulations. The
majority of training data points is often obtained based on a one-shot sampling,
although there may be minor updates to the surrogate model in the iterative opti-
mization process. When the dimensionality is higher (e.g., larger than 10), gener-
ating sufficient samples to build a good surrogate model itself is very or prohibitively
time-consuming. In addition, many samples are not very useful for optimization
since they are far from optimal areas [4]. SAEA, on the other hand, carries out online
(or active) learning and optimization, in which the sampling, surrogate modeling,
and evolutionary search are working simultaneously and the surrogate modeling
mainly targets the subregions visited by evolutionary search operators.
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The basic idea to design SAEA frameworks for EDA problems and practical
methods will be discussed in this chapter. The reminder of this chapter is organized
as follows. Section 9.2 briefly reviews SAEA research in the CI field and discusses
the requirements of SAEAs for EDA problems. Section 9.3 introduces the basic CI
techniques. The surrogate model-aware evolutionary search (SMAS) framework is
presented in Sect. 9.4. Practical SAEA methods for mm-wave IC synthesis and
NoC parameter design optimization are introduced in Sects. 9.5 and 9.6, respec-
tively. Concluding remarks are presented in Sect. 9.7.

9.2 State of the Art and Challenges of SAEA for EDA
Problems

Generally, a good solution method for EDA problems should have the following
three properties: (1) good global optimization ability, (2) high efficiency, and
(3) scalable to medium-dimensional problems (e.g., 20–50 variables). Some SAEA
methods and off-line model-based optimization methods are available for
small-scale (e.g., less than 10 variables) expensive EDA problems, obtaining good
solutions with a reduced number of expensive simulations [5]. However, the third
requirement, scalability to medium-dimensional problems, is still an open question
even in today’s SAEA research.

For a surrogate-based optimization method, an unavoidable problem is to
appropriately handle the prediction uncertainty of the surrogate model. Early
methods did not consider the model uncertainty in the optimization process. With a
number of samples with exact function evaluations serving as the training data, a
surrogate model is constructed and the optimal candidate solutions based on sur-
rogate model prediction are evaluated by exact function evaluators. The surrogate
model is then updated, and the above step is repeated until convergence. To address
the issue of incorrect convergence of the above method, a straightforward solution
is a generation-based control framework [6]. In some generations, exact evaluations
are used, while in other generations, surrogate model predictions are used. The
frequency of using prediction increases when the prediction uncertainty decreases.

In addition to a direct use of prediction, prescreening has been introduced into
SAEAs (e.g., expected improvement, probability of improvement) [7]. Instead of
directly replacing the exact function evaluation by the surrogate model prediction
(the model uncertainty should be as small as possible to this end), prescreening
methods aim to select the possible promising candidates from the newly generated
candidate solutions utilizing the prediction uncertainty. Because both the EA and
the prescreening methods contribute to the global search, methods based on this
framework can often detect the globally optimal or near-optimal solutions effi-
ciently for small-scale problems. Successful prescreening-based SAEA examples
are reported in [4, 8]. These methods can often obtain high-quality solutions with a
relatively small number of function evaluations.
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Another popular SAEA framework is the trust-region local search (TLS) [9, 10].
Methods based on this framework use local surrogate models and memetic algo-
rithms. In particular, after using the evolutionary operators to locate the new can-
didate solutions in a global manner, a local search phase is included to refine these
candidate solutions based on cheap local surrogate models. Exact function evalu-
ations are then performed on the selected promising candidates, and the surrogate
models are updated.

However, higher dimensionality is challenging for the above SAEA frameworks.
A good-quality surrogate model from which predictions can be made without too
much uncertainty is essential. The two main factors affecting the quality of the
surrogate model are the number of training data points and their locations. Without
considering the locations, it is intuitive that more training data points are needed for
medium- and high-dimensional problems to construct a reasonably good surrogate
model: The higher the dimensionality, the more the training data points are nec-
essary. Nevertheless, the number of exact evaluations for generating the training
data points is limited by the practical optimization time. Some state-of-the-art
methods using the above frameworks [8–10] were tested using typical 20- and
30-dimensional mathematical benchmark problems. Experimental results show that
either they require several thousand exact evaluations to get reasonably good
solutions or the obtained solutions still need much improvement with fewer exact
evaluations. Note that for many EDA problems, the number of design variables is
around 15–30; therefore, new methods enabling efficient global optimization for
medium-scale problems are needed. Besides that, other challenges exist for prac-
tical EDA problems. For example, tight constraints need to be handled in mm-wave
IC synthesis problems, and integer optimization needs to be addressed in NoC
design optimization problems.

9.3 Basic Techniques

Surrogate modeling methods and EAs are two essential components of an SAEA,
and there are various methods available for each. A review of some popular sur-
rogate modeling methods can be found in [11]. An introduction to EAs can be
found in [12]. In this chapter, we will introduce Gaussian process (GP) machine
learning and differential evolution (DE) optimization, which will be used in the
SAEAs presented in Sects. 9.4–9.6.

9.3.1 GP Modeling

To model an unknown function y ¼ f ðxÞ; x 2 Rd , the GP modeling assumes that
f ðxÞ at any point x is a Gaussian random variable Nðl;r2Þ, where l and r are two
constants independent of x. For any x, f ðxÞ is a sample of lþ eðxÞ, where
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eðxÞ�Nð0; r2Þ. For any x; x0 2 Rd; cðx; x0Þ, the correlation between eðxÞ and eðx0Þ
depends on x� x0. More precisely,

cðx; x0Þ ¼ exp �
Xd
i¼1

hijxi � x0ijpi
 !

; ð9:1Þ

where parameter 1� pi � 2 is related to the smoothness of f ðxÞ with respect to xi,
and parameter hi [ 0 indicates the importance of xi on f ðxÞ. More details about GP
modeling can be found in [13].

9.3.1.1 Hyper-Parameter Estimation

Given K points x1; . . .; xK 2 Rd and their f -function values y1; . . .; yK , then the
hyper-parameters l, r, h1; . . .; hd , and p1; . . .; pd can be estimated by maximizing
the likelihood that f ðxÞ ¼ yi at x ¼ xi ði ¼ 1; . . .;KÞ [7]:

1

ð2pr2ÞK=2 ffiffiffiffiffiffiffiffiffiffiffiffiffi
detðCÞp exp �ðy� l1ÞTC�1ðy� l1Þ

2r2

" #
ð9:2Þ

where C is a K � K matrix whose ði; jÞ element is cðxi; xjÞ, y ¼ ðy1; . . .; yKÞT , and 1
is a K-dimensional column vector of ones.

To maximize (9.2), the values of l and r2 must be:

l̂ ¼ 1TC�1y

1TC�11
ð9:3Þ

and

r̂2 ¼ ðy� 1l̂ÞTC�1ðy� 1l̂Þ
K

: ð9:4Þ

Substituting (9.3) and (9.4) into (9.2) eliminates the unknown parameters l and r
from (9.2). As a result, the likelihood function depends only on hi and pi for
i ¼ 1; . . .; d. Equation (9.2) can then be maximized to obtain estimates of ĥi and p̂i.
The estimates l̂ and r̂2 can then readily be obtained from (9.3) and (9.4).

9.3.1.2 The Best Linear Unbiased Prediction and Predictive
Distribution

Given the hyper-parameter estimates ĥi, p̂i, l̂, and r̂2, one can predict y ¼ f ðxÞ at
any untested point x based on the f -function values yi at xi for i ¼ 1; . . .;K. The best
linear unbiased predictor of f ðxÞ is [7]:
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f̂ ðxÞ ¼ l̂þ rTC�1ðy� 1l̂Þ ð9:5Þ

and its mean-squared error is:

s2ðxÞ ¼ r̂2 1� rTC�1r þ ð1� 1TC�1rÞ2
1TC�1r

" #
ð9:6Þ

where r ¼ ðcðx; x1Þ; . . .; cðx; xKÞÞT . Nðf̂ ðxÞ; s2ðxÞÞ can be regarded as a predictive
distribution for f ðxÞ given the function values yi at xi for i ¼ 1; . . .;K.

9.3.1.3 Lower Confidence Bound (LCB)

We consider minimization of f ðxÞ in this chapter. Given the predictive distribution
Nðf̂ ðxÞ; s2ðxÞÞ for f ðxÞ, the LCB of f ðxÞ can be defined as [14]:

flcbðxÞ ¼ f̂ ðxÞ � xsðxÞ ð9:7Þ

where x is a constant. In the following SAEAs, flcbðxÞ is used instead of f̂ ðxÞ itself to
measure the quality of x. The use of LCB can balance the search between promising
areas (i.e., with low f̂ ðxÞ values) and less explored areas (i.e., with high sðxÞ values).

The surrogate modeling method introduced above is called ordinary GP. There
are several variants of GP. More details can be found in [15].

9.3.2 DE Optimization

DE is an effective and popular global optimization algorithm. It uses a differential
operator to create new candidate solutions [16]. There are quite a few different DE
variants. In this chapter, we will introduce the DE/best/1 and DE/current-to-best/1
mutation strategies to generate new solutions.

Suppose that P is a population and the best individual in P is xbest. Let x ¼
ðx1; . . .; xdÞ 2 Rd be an individual solution in P. To generate a child solution u ¼
ðu1; . . .; udÞ for x, a mutant vector is first produced by mutation:

1. DE/best/1

vi ¼ xbest þ F � ðxr1 � xr2Þ ð9:8Þ

where xbest is the best individual in P and xr1 and xr2 are two different solutions
randomly selected from P and also different to xbest. vi is the ith mutant vector in the
population after mutation. F 2 ð0; 2� is a control parameter, often called the scaling
factor [16].
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2. DE/current-to-best/11

vi ¼ xi þ F � ðxbest � xiÞ þ F � ðxr1 � xr2Þ ð9:9Þ

where xi is the ith vector in the current population.
After mutation, a crossover operator is applied to produce the child u. A widely

used crossover method is as follows:

1. Randomly select a variable index jrand 2 f1; . . .; dg,
2. For each j ¼ 1 to d, generate a uniformly distributed random number rand from

ð0; 1Þ and set:

uj ¼ vj; if ðrand� CRÞ j j ¼ jrand
xj; otherwise

�
ð9:10Þ

where CR 2 ½0; 1� is a constant called the crossover rate.
The DE algorithm is shown to be very powerful for real parameter optimization

problems. For integer parameters (e.g., the number of fingers of transistors), a
quantization method needs to be used [16]. In a search, floating point values are still
used to handle discrete variables in evolutionary operators and are quantized to their
nearest allowed values only in function evaluation.

9.4 The Surrogate Model-Aware Evolutionary Search
Framework

9.4.1 Key Ideas

Section 9.2 has reviewed the challenges of SAEAs for EDA problems. The goal of
SMAS is to address expensive optimization problems with around 20–50 variables.
The key idea of the SMAS framework is to replace the standard EA by a new search
mechanism considering both global optimization and high-quality surrogate mod-
eling in such dimensionality. As was described above, most state-of-the-art SAEAs
are based on the standard EA structure. This introduces complex population
updating, which requires surrogate models with good quality in many subregions to
guarantee the correctness of replacements. Clearly, this is not good for surrogate
modeling with limited training data points. It becomes paradoxical in SAEAs that
the evaluated candidate solutions are determined by the EA according to the
optimization goals, but these solutions may not be the most appropriate ones for the
surrogate modeling. Figure 9.1 shows a typical spreading of the training data pool

1This mutation strategy is also referred to as DE/target-to-best/1.

9 SMAS: A Generalized and Efficient Framework for Computationally … 257



in two of the d dimensions when using standard EA operators and population
updating. The current promising subregion is shown by the ellipse, and a point
waiting to be predicted or prescreened is shown by the cross. It can be seen that the
already evaluated candidate solutions spread in different search subregions. When
using the whole training data pool, the points far away from the point with the cross
will, on the contrary, deteriorate the quality of the constructed surrogate model.
Note that this is different from off-line surrogate modeling, whose training data
points are intentionally located almost uniformly. On the other hand, there are not
enough training data points in the current promising area to produce a high-quality
surrogate model. This problem becomes more obvious when the training data points
are limited compared with the large design space, which occurs for many EDA
problems. To that end, a SMAS mechanism that unifies the optimization and sur-
rogate modeling is needed.

Instead of using a standard EA population [8] or using a continuously increasing
population [4] in SAEA, the k current best candidate designs form the parent
population (it is reasonable to assume that the search focuses on the promising
subregion) and the best candidate among the generated k child candidates (based on
prescreening) is selected to replace the worst one in the parent population at each
iteration.2 In this way, at most one candidate is changed in the parent population at
each iteration, so the best candidate in the child solutions in several consecutive
iterations may be quite near (they will then be simulated and are used as training
data points). Therefore, the training data describing the current promising region
can be much denser compared to those generated by a standard EA population
updating. The prediction quality can therefore be largely enhanced.

Fig. 9.1 An illustrative figure
for the locations of the
training data pool by different
search mechanisms

2Note that the selected candidate solution is not necessarily the actual best one in terms of exact
simulation; it is satisfactory that the prescreened best one is among the top few best candidates in
reality.
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However, owing to this new search framework, the population diversity and
exploration ability may be affected negatively, which are often not serious concerns
for SAEA frameworks using standard EAs. On the other hand, there are also
research works stating that standard EAs may have too much randomness or
excessive diversity [17]. Investigations show that when using appropriate param-
eters and DE mutation strategies, the search ability of standard EA can almost be
maintained in SMAS [18], which is verified by more than 10 mathematical
benchmark problems and EDA problems.

9.4.2 The SMAS Framework

SMAS records all the simulated solutions and their function values in a database.
Once a simulation has been conducted for a new candidate design x, the x and its
performances y will be added to the database. To initialize the database, a Design of
Experiments method, Latin Hypercube Sampling (LHS) [19], is used to sample a
set of initial points from the search space [20].

The flow diagram of the SMAS framework is shown in Fig. 9.2. It works as
follows:
Step 1: Use LHS to sample a candidate designs from ½a; b�d . Perform simulations

to all of these candidate designs and let them form the initial database.
Step 2: If a preset stopping criterion is met (e.g., a threshold of synthesis time, a

certain number of iterations), output the best design in the database;
otherwise, go to Step 3.

Step 3: Select from the database the k best candidate designs in terms of
simulation results to form a population P.

Step 4: Apply the DE operators ((9.8)/(9.9) and (9.10)) on P to generate k child
solutions.

Fig. 9.2 The SMAS
framework
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Step 5: Select training data to construct GP surrogate models.
Step 6: Prescreen the k child solutions generated in Step 4 by using the GP model

with LCB prescreening for the objective function and the predicted values
for each constraint.

Step 7: Perform simulation to the estimated best child solution from Step 6. Add
this evaluated design and its performances to the database. Go back to
Step 2.

Using mathematical benchmark problems and real-world EDA problems,
SMAS-based SAEAs show clear improvements on surrogate model quality and the
necessary number of expensive exact evaluations or simulations compared to
standard EA and several popular SAEAs. More details are in [21–23].

In this general framework, three components need careful investigation and are
affected by the types of problems. They are:

1. Criterion to judge the “best design”: The best design is straightforward for
single-objective unconstrained optimization, but for constrained optimization
and optimization in uncertain environments, different criteria need to be
developed.

2. The method to select training data points for surrogate modeling: There are
several empirical methods for such selection. Reference [18] investigates them
for problems with different kinds of landscapes.

3. Which DE mutation method to use: Again, this depends on different kinds of
problems. It is intuitive that for problems with more complex landscapes, more
diversity is needed and DE/current-to-best/1 may work better than DE/best/1.
Reference [18] provides more details. For EDA problems, the recommended
selection method is using DE/best/1 for problems with continuous design vari-
ables and with up to approximately 20 dimensions, while DE/current-to-best/1
is recommended for problems with discrete variables and/or with around
30–50 dimensions.

9.4.3 Parameter Settings

There are several control parameters in SMAS. Empirical rules based on mathe-
matical benchmarks and real-world problem tests are provided as follows.

• The scaling factor F and the crossover rate CR in the DE operators: In standard
DE, F is suggested to be set around 0.5 to balance the exploration and
exploitation [16]. In SMAS, a large F is often necessary. The reason is that
SMAS always uses the k best solutions from the database as the parent popu-
lation, which emphasizes exploitation. To maintain the exploration ability, a
large F is needed. F 2 ½0:75; 0:95� often achieves good results. The crossover
rate, CR, on the other hand, is problem specific. Good values of CR generally
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fall into a small range for a given problem [24]. This implies that a
self-adaptation mechanism for CR in the SMAS framework is useful. On the
other hand, problems with rugged landscapes are often sensitive to CR values,
which can seldom be seen for EDA problems to the best of our knowledge.
Therefore, CR 2 ½0:7; 0:9� is suggested.

• x used in LCB: Following the suggestions in [14], x ¼ 2 is used.
• The number of initial samples a: Our empirical rule is that a should be set to at

least 3� d or the robustness will decrease (d is the number of design variables).
The parameter a is affected by the complexity of the function. For highly
multimodal problems, a ¼ 5� d is often enough.

• The population size k: This is a DE parameter. Although SMAS has a com-
pletely different population updating method compared to standard DE, pilot
experiments showed that the recommended setting of DE population size [16] is
still applicable. Using 30� k� 60 often works well for EDA problems. A large
k value causes slow convergence, and a small value can lead to premature
convergence.

9.5 GASPAD: An SMAS-Based SAEA for mm-Wave IC
Synthesis

This section presents an SMAS-based mm-wave IC synthesis method, called
general mm-wave IC synthesis based on Gaussian process model-assisted differ-
ential evolution (GASPAD).

9.5.1 A Review of RF IC Synthesis

In recent years, design and optimization methodologies for mm-wave ICs are
attracting more and more attention. This trend will continue in the foreseeable
future, since the demand for high-data-rate wireless communications is constantly
increasing [25]. However, mm-wave IC design still depends highly on the
designer’s experience. The design procedure is often time-consuming and often
gets suboptimal results. Two important reasons for this are:

• Equivalent circuit models of integrated passive components (e.g., inductor,
transformer), which are critical in radio frequency (RF) ICs, are not valid for
high frequencies. They are not sufficient for mm-wave circuit simulation where
the distributed effects of the passive components have to be taken into account.
As a result, the designers are forced to rely on experience, intuition, and
time-consuming electromagnetic (EM) simulators to predict the circuit perfor-
mance and revise the design parameters. The design procedure involves quite a
number of iterations and is time-consuming even for experienced designers.
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• The traditional mm-wave IC design method relies on a systematic step-by-step
design procedure, but it is sometimes difficult to optimize the desired circuit
performance. Consider, for example, the design of a power amplifier (PA). Most
mm-wave PA designs optimize the saturated output power (Psat) and conse-
quently the maximum power-added efficiency (PAE@Psat). However, optimiz-
ing the PAE at the 1-dB compression point (P1dB) is more important to have a
high average efficiency when transmitting modulated signals (e.g., 16QAM)
[26]. Nevertheless, it is not easy to find the optimal load impedance (by load–
pull simulation) and the optimal bias point to optimize PAE@P1dB by the tra-
ditional PA design method.

To address this challenge, CI-based synthesis methods have been investigated.
In the literature, the high-frequency IC synthesis research can be divided into two
subareas with different requirements on effectiveness and efficiency:

• Low-GHz RF IC synthesis
Some successful research exists in this area [27–29], and the main focus is the
effectiveness, or the optimality. Computationally cheap parasitic-aware models
for passive components are generated and are used for simulation. Like many
analog circuit sizing methods, EAs are used to obtain optimized design solu-
tions. Mathematically, they solve a constrained optimization problem, assuming
that the number of simulations is not a limitation. Several hundreds to thousands
of simulations can be used for obtaining optimized solutions.

• mm-wave IC synthesis
There are two typical kinds of problems in mm-wave IC synthesis: synthesis
focusing on small-signal performance optimization and general mm-wave IC
synthesis.
The first synthesis method for mm-wave ICs working at 100 GHz or above,
called efficient machine learning-based differential evolution (EMLDE), was
proposed in [20]. Due to the fT of many technologies (e.g., 65 nm CMOS),
maximizing the power gain (small-signal performance) is often the main con-
sideration for ICs working at 100 GHz or above. In this area, besides using an
EA to achieve optimized design solutions, efficiency becomes the main chal-
lenge, since at such frequencies computationally expensive EM simulation is
unavoidable. When directly embedding the EM simulation into the EAs, an
impractically long optimization time will result [20]. An SAEA was introduced
into mm-wave IC synthesis in EMLDE. To address the dozens of design vari-
ables in mm-wave IC synthesis, a decomposition method exploiting the prop-
erties of the targeted problem was proposed for dimension reduction in EMLDE.
It is difficult to apply the decomposition method for dimension reduction used in
EMLDE for general mm-wave IC synthesis. Indeed, EMLDE relies on the stage-by-
stage design method for mm-wave amplifiers focusing on small-signal performance
optimization. Maximizing the power gain (Gp) can be considered separately for
each stage. However, both large-signal and small-signal performances need to be
considered for general mm-wave IC synthesis. For example, for a 60 GHz PA, the
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PAE, P1dB, and Gp all need to be maximized. A stage designed for gain maxi-
mization may not be a good design for efficiency maximization. When using the
decomposition method from EMLDE, appropriate specifications of all perfor-
mance metrics for each stage are a must, but this is not easy to specify even for
well-experienced designers. In addition, because of the multiple (high-
performance) specifications, good constraint-handling techniques are needed,
instead of the static penalty function method in EMLDE, which is only suitable
for loose S-parameter constraints.

The GASPAD method, based on the introduction of SMAS, was proposed in
[22] and aims to:

• develop a general mm-wave IC synthesis method starting from a given circuit
topology, performance specifications, and some hints on layout (e.g., the metal
layer to be used, the transistor layout template with different numbers of fingers),
without any initial design nor the individual specifications of each stage;

• provide highly optimized results (including both objective function optimization
and the satisfaction of multiple tight constraints) comparable to the results
obtained by directly using a widely used EA-based constrained optimization
method with embedded EM simulations, which is often the best synthesis
method with respect to the solution quality;

• use much less computational effort compared with the above reference method,
and, as such, make the computation time of the synthesis practical.

9.5.2 The GASPAD Method

The SMAS framework is designed for unconstrained expensive optimization. For
the mm-wave IC synthesis problem with tight constraints, handling constraints and
an appropriate method for selecting training data needs to be investigated.

Some SAEAs use the penalty function method to transform a constrained
optimization problem to an unconstrained one in order to directly apply the SAEA
for unconstrained optimization. The penalized cost function is given by:

f 0ðxÞ ¼ f ðxÞ þ
Xi¼c

i¼1

wi giðxÞh i ð9:11Þ

where f ðxÞ is the objective function, giðxÞ is the ith constraint function, and the
parameters wi are the penalty weighting coefficients. giðxÞh i returns the absolute
value of giðxÞ if it is negative, and zero otherwise, considering the constraints
giðxÞ� 0; i ¼ 1; 2; . . .; c. Although an SAEA for unconstrained optimization can be
directly used when optimizing the penalized function f

0 ðxÞ, the performance of the
SAEA will be reduced. The reason is that a continuous and smooth hypersurface is
important for generating high-quality surrogate models, but instead hgiðxÞi are
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piecewise functions. Moreover, various research works show that the static penalty
function method is difficult to handle tight constraints [30].

A new constraint handling method is designed to be compatible with SMAS.
GASPAD integrates constraint handling into the rules for ranking the newly gen-
erated candidates (see Step 2, Step 3, and Step 7 of SMAS). In other words,
constraint satisfaction is considered to define the “best” candidate design in each
iteration. The following ranking rules are presented:

1. The feasible design solutions (if any) are ranked higher than the infeasible
design solutions.

2. The feasible design solutions (if any) are ranked based on the sorting of the
objective function values in ascending order (assuming a minimization
problem).

3. The infeasible design solutions are ranked based on the sorting of the sum of the
constraint violation values in ascending order.

It can be seen that the ranking rules use the basic idea of a tournament selection
method for constrained optimization [30], which is widely used in the EA field.
Nevertheless, tournament selection based on a standard EA population is not used,
but is modified to focus on the current best candidate design in order to match the
proposed SAEA. Assuming that the prescreened best candidate design is a top ranked
one in the generated candidate designs, the evolution can be divided into three phases.
From the beginning to the appearance of the first feasible solution, GASPAD aims at
minimizing the constraint violations (e.g., satisfying the Gp, PAE specifications).
From the appearance of the first feasible solution to where a considerable number of
solutions are feasible in the current parent population, GASPAD searches for both
objective function optimization (e.g., optimizing P1dB) and constraint satisfaction.
Subsequently and until the end of the synthesis, GASPAD concentrates on opti-
mizing the objective function. Note that independent surrogate models are con-
structed for each constraint, and this does not affect the smoothness and continuity of
the hypersurface of the objective function and the constraint functions.

Appropriate training data points need to be selected to describe the current
promising area, considering both objective function optimization and constraint
satisfaction (Step 5 of SMAS). The promising area-based training data selection
(PAS) method is used, which works as follows:

1. Calculate the median of the k child solutions to obtain the vector mx.
2. Take the nearest c1 � d solutions to mx in the database (based on Euclidean

distance).

The coefficient c1 is often selected from ½5; 7�. According to the general idea of
SMAS, both the k child solutions and the training data points are around the current
promising area. Thus, a set of training data points in proportion to the number of
variables are selected to model the general trend of the targeted area. Because the
nearest neighboring points are more useful than points far from the targeted area
[8], the training data points are sorted based on their distance to mx.
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9.5.3 Experimental Results

PA design is selected as an illustrative example of mm-wave IC design in this
subsection. PA design is very difficult in the mm-wave IC design area because there
are tedious tuning iterations between load–pull simulations and the design of
impedance matching networks. Moreover, at mm-wave frequencies, not only the
output matching network, but also the input and interstage matching networks need
to be optimized to ensure sufficient output power and high efficiency.

A 60 GHz PA in a 65 nm CMOS technology is used as follows. (More examples
and comparisons are in [22].) ADS Momentum is used as the EM simulator.
Cadence SpectreRF is used as the circuit simulator. The bounds of the design
variables are set both by the design rules of the technology and by the experience of
the designer. The objective function is the power-added efficiency (PAE) at P1dB,
and the constraints are 1 dB compression point (P1dB) and the power gain (Gp).
GASPAD stops when the performance cannot be improved for 50 consecutive
iterations. The examples are run on an Intel 2.66 GHz Dual Xeon PC under the
Linux operating system and the MATLAB environment. The time measurements
mentioned in the experiments correspond to wall clock time.

According to the parameter setting rules, the number of training data points (s) is
set to 5� d and the population size (k) is set to 40. The number of initial samples,
a, is set to 70 for the PA with 18 design variables. For the GP modeling, the
ooDACE toolbox [31] is used.

A 60 GHz two-stage PA with cascode differential pairs is synthesized. The
layouts of the transistors with different numbers of fingers are designed beforehand
in the form of layout templates, and the number of fingers of a transistor (nf) in the
driver stage is a design variable. The output load impedance is 50 Ω. The schematic
is shown in Fig. 9.3. The design variables for the passive components are inner
diameters of the primary and secondary inductors (dins, dinp) and the metal width
of these two inductors (ws, wp) for each of the three transformers. There are 5
biasing voltages: VDD, Vcas1, Vcas2, Vb1, and Vb2. The ranges for the design variables
are summarized in Table 9.1. There are, in total, 18 design parameters.

Fig. 9.3 Schematic of the 60 GHz power amplifier
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The synthesis problem is as follows:

maximize PAE ð@P1dBÞ
s:t: P1dB � 13 dBm

Gp � 10 dB
ð9:12Þ

After 204 evaluations, GASPAD obtained the optimized design. The layout of the
synthesized PA is shown in Fig. 9.4. The 1-dB compression point is 14.87 dBm, the
power-added efficiency at P1dB is 9.85 %, and the power gain is 10.73 dB.
S-parameter simulation shows that the lowest of the Rollet stability factors (K
factors) is 10.68, which is larger than 1, and jDj is smaller than 1, so the obtained
circuit design is unconditionally stable. The simulation results are shown in
Fig. 9.5. The time consumption for GASPAD to synthesize this PA is 42 h.

A manual design using the same circuit structure and 65 nm technology has been
reported in [32]. Its 1 dB compression point is 10.8 dBm, the power-added effi-
ciency at Psat is 7.2 %, and the power gain is 10:2 dB. Clearly, the synthesized
design is better than the manual one on all of the three performances.

Table 9.1 Design parameters
and their ranges for the 60
GHz power amplifier

Parameters Lower bound Upper bound

dinp; dins ðlmÞ 20 100

wp;ws ðlmÞ 3 10

VDD ðVÞ 1.5 2

Vcas1 ðVÞ 1.2 2

Vcas2 ðVÞ 1.2 2

Vb1 ðVÞ 0.55 0.95

Vb2 ðVÞ 0.55 0.95

nf (integer) 2 5

Fig. 9.4 Layout of the PA synthesized by GASPAD

266 B. Liu et al.



9.6 NoC Parameter Design Optimization

9.6.1 NoC Design and Optimization

Today, there is a dramatic increase of intellectual property (IP) cores integrated on
systems-on-chip (SoCs). Hence, network-on-chip is being adopted by the research
community and industry as the underlying communication structure [33, 34]. An
NoC consists of a network constructed of multiple point-to-point data channels
(links) interconnected by routers. The routers are connected to a set of distributed
IPs, and the communication among them usually utilizes a packet-switching
method. In the packet-switching method, messages are divided into suitably sized
blocks, which are called packets.

An important application of NoCs is chip multiprocessors (CMPs), which were
introduced to provide near-linear improvements of performance over complexity
(Pollack’s rule [35]), while maintaining lower power and frequency budget. In a
CMP, the number of cores is projected to increase rapidly, and good utilization of
such cores is becoming an apparent challenge. CMP performance and power

Fig. 9.5 The simulated performances of the 60 GHz PA synthesized by GASPAD. a Power gain.
b Power added efficiency. c Output power
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consumption depend both on NoC and on cache coherence protocols. These pro-
tocols rely heavily on an underlying communication fabric to provide one-to-many
(1-to-M) communication. A hybrid network architecture could retain the broad-
casting capability of the buses and reduce the internode average hop count while
maintaining high interconnect scalability when high-performance interconnect is
adopted as the bus system (e.g., surface wave interconnects (SWIs)). The surface
wave technology has been presented in [19], and the proposed hybrid wire–surface
wave interconnects (W-SWIs) architecture utilizing this technology has shown
excellent scalability and performance features (e.g., energy consumption and delay)
[36, 37]. The W-SWI architecture is used in the NoC design optimization examples
of this chapter.

The performance of an NoC is largely determined by the NoC architecture used
and its design parameters. When the load is small, different architectures do not
show much performance difference. With increasing load, performance difference
becomes obvious for different architectures, but, for the same architecture, different
design parameters do not show much performance difference. When the load further
increases, obvious performance difference can be observed using different design
parameters. This motivates optimization of architecture and parameters of the NoC.

However, due to the complexity of the problem, many designers prefer to adopt
regular predefined architectures and design parameters when designing NoCs [38].
Clearly, this may fail to achieve optimal performance in various network traffic
cases. Much performance improvement can be achieved if the NoC is optimized.
Hence, there is some work on optimizing NoC topologies [39], but there are very
few methods dealing with optimization of the design parameters of NoCs. Some
case-specific methods to optimize one or a few key design parameters have been
proposed (e.g., the placement of repeaters in global communication links [40]), and
improved designs have been obtained. However, there is a lack of generality in
most available methods, and many design parameters cannot be optimized,
including some critical ones. This section therefore aims to provide a general
method for NoC optimization considering all design parameters with a given
architecture.

9.6.2 The NDPAD Method

This subsection introduces an SMAS-based NoC parameter design optimization
method called NoC design optimization based on Gaussian process model-assisted
differential evolution (NDPAD) [23].

Besides computationally expensive simulation, the NoC parameter design
optimization problem also encounters constraints. Typically, there are one to three
constraint(s), such as area, energy, and throughput. The tournament selection-based
method from GASPAD can be directly applied. However, a more important chal-
lenge is that all of the NoC design parameters must be integers. Discrete variables
pose challenges to both evolutionary search and surrogate modeling. In terms of
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surrogate modeling, a discontinuous landscape needs to be modeled, but clearly a
continuous and smooth landscape is good for surrogate modeling methods. In terms
of search, research on standard EA shows that when directly using integers for
encoding, the population diversity will decrease and it is much easier to be trapped
in a local optimum. Therefore, the quantization method in Sect. 9.3 is often applied
[16]. However, it is an open question whether simply applying the quantization
method is enough for complex problems or not, especially for SAEA. Our pilot
experiments on NoC problems show that satisfactory results can be obtained, but
the robustness needs to be improved when only the quantization method in several
SAEA frameworks, including SMAS, is applied.

When the reduction of the population diversity is considered for expensive opti-
mization problems with integer variables, the appropriate DE mutation strategy must
be investigated. In Sect. 9.3, we introduced DE/best/1 and DE/current-to-best/1
mutation. There is another widely used DE mutation strategy called DE/rand/1.
Compared to DE/best/1, the best candidate in the current population is replaced by a
randomly selected one. DE/best/1, DE/rand/1, and DE/current-to-best/1 trade off the
convergence speed and the population diversity in different manners and are widely
used in standard DE, especially the first two. The key idea of SMAS is to concentrate
the search and the surrogate modeling in the current promising subregion, which is
achieved by two factors: (1) the population update and (2) themutation and crossover.
Therefore, it is necessary tomove the child population toward the current best solution
in the DE mutation. The DE/current-to-best/1 and DE/best/1 strategies are thus
appropriate to be used in SMAS, and the former can lead to higher diversity. Although
DE/rand/1 is widely used in standard DE, it may not be appropriate for SMAS,
because child solutions spreading in different subregions of the decision spacemay be
generated and a high-quality surrogate model is often difficult to construct using such
training data points. This conclusion is verified by experiments in [18].

DE/best/1 has faster convergence speed, while DE/current-to-best/1 shows more
population diversity. Whether the additional population diversity of
DE/current-to-best/1 compared to DE/best/1 has substantial help or not needs to be
verified by real-world NoC test problems. However, a general experience is that
DE/best/1 should be able to obtain a reasonably good design. The DE/best/1
strategy is especially useful for NoC with large dimensions when each simulation is
very time-consuming because of its high convergence speed. DE/current-to-best/1
should have a higher ability to obtain even better results and has higher robustness,
but more simulations may be needed. Therefore, DE/current-to-best/1 is more
suitable for small-dimensional NoC optimization.

For integer variables, because of the rounding, the training data points around the
promising subregion are fewer than those of continuous optimization problems. Also,
the landscape to be modeled is discontinuous, which is more difficult to approximate.
When using the PASmethod fromGASPAD, either insufficient training data points or
training data points far from the current promising subregion may be selected, which
affects the quality of the surrogate model negatively. To address this problem, a new
simple empirical method called individual solution-based training data selection
(ISS) method is used, which works as follows:
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1. For each solution in the k child solutions, take the nearest c2 � d solutions in the
database (based on Euclidean distance) as temporary training data points.

2. Combine all the temporary training data points and remove the duplicate ones.

To trade off the model quality and the training cost, empirical results suggest
c2 2 ½0:5; 1�. This method emphasizes the modeling of the area surrounding each
child solution and also builds a single surrogate model for the whole population to
improve the model quality, instead of building a separate model for each child
solution [41].

9.6.3 Experimental Results

In this section, two NoC parameter design problems will be shown. As has been
said, NoC with high mesh dimensions may take a long time to run a single sim-
ulation, and NDPAD is designed for such problems. However, when using those
problems for testing, it is very difficult to compare NDPAD with standard EAs,
because standard EAs may take an intractable time to run the optimization. Owing
to this, NoC design of a 6� 6 mesh dimension is chosen as the first example to
make the optimization time taken by standard EAs tractable, as each simulation
takes about 10 s. However, this favors standard EA because of the small search
space. References [21, 22] show that speed improvement increases when the
number of design variables and the complexity of the problem landscape increase.
In the second example, we use a 15� 15 NoC, where each simulation takes 15–
20 min.

The hybrid architecture is used for both examples. The NoC simulator is pro-
grammed in the SystemC language. The reference method we used is the
selection-based differential evolution algorithm (SBDE) [42], which uses the same
tournament selection method [30] with the standard DE algorithm. SBDE with
DE/current-to-best/1 is applied. SBDE has been used as the reference method in
many applications and shows highly optimized results although computationally
expensive [1]. The examples are run on a PC with Intel 2.66 GHz Dual Xeon CPU
and 70 GB RAM on the Linux operating system. No parallel computation is applied
yet in these experiments. All time measurements in the experiments correspond to
wall clock time.

9.6.3.1 Example 1

In this example, we minimize the average delay of packets navigating via the NoC
fabric from their source to their final destination(s) of a 6� 6 NoC. The load
environment is PIR ¼ 0:009, PS ¼ 12 flits in multicast 10 % uniform traffic, where
PIR is the packet injection rate and PS is the packet size. The problem is formulated
as follows:
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minimize ADðNc; Sp;X1; Y1; . . .; X4; Y4Þ
s:t: EðNc; Sp;X1; Y1; . . .; X4; Y4Þ � 0:00335 J

ð9:13Þ

where Nc is the number of virtual surface wave channels, Sp is the number of global
SWI arbiter grant periods, and ðXi; YiÞ; i ¼ 1; 2; . . .; 4 are the locations of the master
nodes. The ranges of the design variables are Nc 2 ½1; 16�, Sp 2 ½1; 12� and all
others 2 ½1; 6�. We use the parameter setting rules in Sect. 9.4.3 except that the
population size k is set to 5� d for higher diversity and c2 in ISS is set to 0.5.

To observe the performance of NDPAD, NDPAD is compared with SBDE.
In SBDE, F and CR are the same as NDPAD and the population size is set to 40,
which is a normal setting considering both efficiency and population diversity. The
experimental results are presented in Table 9.2. It is shown in Table 9.2 that
NDPAD provides comparable result to SBDE. The median of the 5 runs for both
methods is extracted. It is found that NDPAD converges when using 890 simula-
tions (without improvement in consecutive iterations). To obtain this performance,
SBDE uses 1920 simulations. It can be seen that NDPAD uses less than 50 % of the
computational effort of SBDE to obtain comparable results. To obtain a satisfactory
average delay below 24 clock cycles, only 250 simulations are needed for NDPAD.
Another 6� 6 NoC optimization example using a different traffic in [23] shows that
NDPAD uses about 13% of the computational effort of SBDE and with better
results.

The optimized NoC is shown in Fig. 9.6. More detailed comparisons showing
the effect of DE mutation strategy and the training data selection methods can be
found in [23].

9.6.3.2 Example 2

The second example is a 15� 15 NoC with a load environment of PIR ¼ 0:018,
PSmin ¼ 2 flits, and PSmax ¼ 12 flits in multicast 0 % random traffic with hotspot
traffic nodes at [6, 3], [13, 4], [4, 8], [6, 11], and [11, 12] with 3, 3, 2, 2, and 3 %
rates, respectively. The problem is formulated as follows:

Table 9.2 Comparison of
NDPAD with SBDE

No. of runs NDPAD SBDE

AD=cycle Constraint AD=cycle Constraint

1 23.0399 met 22.3288 met

2 23.0424 met 22.4656 met

3 22.2593 met 22.4656 met

4 22.5811 met 22.3722 met

5 23.4306 met 22.4656 met
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minimize ADðNc; Sp;B;X1; Y1; . . .; X5; Y5Þ
s:t: EðNc; Sp;B;X1; Y1; . . .; X5; Y5Þ � 0:16 J

Carea � 3:78

ð9:14Þ

where B is the buffer depth of each channel of the router. Carea is the area cost
metric. The area for the NoC is expected to be within 850 mm2. When normalized
by the NoC size 15� 15, Carea ¼ 3:78 is obtained. The ranges of the design
variables are Nc 2 ½1; 10�, Sp 2 ½1; 12�, B 2 ½1; 8�, and all others 2 ½1; 15�.

Fig. 9.6 An optimized design of a 6� 6 NoC

Fig. 9.7 An optimized design of a 15� 15 NoC
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After 37hours, convergence has been achieved and the result isAD ¼ 55:78 cycles,
E ¼ 0:153 J, and Carea ¼ 3:58. The optimized NoC is shown in Fig. 9.7.

9.7 Conclusions

This chapter has presented the SMAS framework and its applications to mm-wave
IC synthesis and NoC parameter design optimization. The SMAS framework
unifies “evaluation for optimization” and “evaluation for surrogate modeling,” so
that the search can focus on a small promising area and is appropriately supported
by the carefully constructed surrogate model. Owing to this, the SMAS framework
achieves significant improvement in terms of efficiency compared to SAEAs using
the standard EA structure (especially for problems with dozens of variables) and
makes the solution of many computationally expensive EDA problems possible.
This framework was adopted and developed in terms of constraint handling for the
application to mm-wave IC synthesis. Search strategy, parameter setting rules, and
training data selection methods were investigated for the application of NoC
parameter design optimization, where all the design variables are discrete.
Experimental results have shown good performance for both applications.
The SMAS framework is a general method and can also be applied and developed
for applications of computationally expensive antenna synthesis, MEMS synthesis,
optical device and system synthesis and process variation-aware IC synthesis, etc.
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Chapter 10
Computational Intelligence Techniques
for Determining Optimal Performance
Trade‐Offs for RF Inductors

Elisenda Roca, Rafael Castro‐López, Francisco V. Fernández,
Reinier González-Echevarría, Javier Sieiro, Neus Vidal
and José M. López‐Villegas

Abstract The automatic synthesis of integrated inductors for radio frequency
(RF) integrated circuits is one of the most challenging problems that RF designers
have to face. In this chapter, computational intelligence techniques are applied to
automatically obtain the optimal performance trade-offs of integrated inductors.
A methodology is presented that combines a multi-objective evolutionary algorithm
with electromagnetic simulation to get highly accurate results. A set of sized
inductors is obtained showing the best performance trade-offs for a given tech-
nology. The methodology is illustrated with a complete set of examples where
different inductor trade-offs are obtained.

10.1 Introduction

Computational intelligence techniques have been successfully incorporated in
automated design methodologies for analog integrated circuits (ICs). However, a
reduced number of approaches are reported in the design of radio frequency
(RF) ICs, the main reason for this being the important and unresolved challenges
that designers of RF ICs have to face. Among these challenges, the design of
integrated inductors is probably one of the most difficult to overcome. Inductors are
used in RF ICs for input/output matching networks, passive filters, low-noise
amplifiers, oscillators, etc. In all of these circuits, inductors have to be carefully
designed or selected, since both, circuit performances and area, are extremely
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dependent on them. The main inductor performances, namely equivalent inductance
(Leq), quality factor (Q), self-resonance frequency (SRF), and area, are closely
related to the inductor geometric parameters and some are frequency dependent, but
they are also conflicting, i.e., one cannot be improved without worsening other.
Therefore, finding the inductor with the appropriate performance trade-off for a
specific application is a complicated task. This task is even more complex since
accurately evaluating the inductor performances requires long and computationally
expensive electromagnetic (EM) simulations. In automated design methodologies,
this problem is especially important due to the large number of inductors that has to
be iteratively evaluated, making the incorporation of EM simulation in the design
flows almost impossible.

Previous approaches reported in the literature deal with the inductor sizing
problem either (a) indirectly, by optimizing the performances of the RF circuits in
which they are embedded [1–6], or (b) directly, by optimizing inductor perfor-
mances such as Leq, Q, SRF, and area [7–16]. All of them share a common goal:
They are intended for what it is called online optimization, where, as illustrated in
Fig. 10.1a, the inductors are designed for some given specifications at the moment
they are needed during the design of an RF circuit. This brings a critical efficiency
versus accuracy trade-off. Since accurate EM simulation takes too long, it is not
possible to embed it into an optimization loop; therefore, some kind of approximate
analytical or surrogate-based model of the inductor performances is used, some-
times with iterative improvement of the model accuracy as the optimization pro-
gresses [9, 17]. The different approaches reported in the literature vary in the
optimization technique, the kind of approximate model used for performance
evaluation or how the performance evaluator is integrated with the optimization
technique. Also, most of these approaches have in common that they are intended
for the design of a single inductor, e.g., they are aimed to obtain a certain induc-
tance and quality factor at a given frequency with minimum area occupation with
some constraints on the self-resonance frequency. Trade-offs between inductor
performances are actually not of interest for these approaches.

Fig. 10.1 RF circuit design flow with a online and b off-line optimization of inductors
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A new RF design paradigm based on off-line optimization of inductor perfor-
mances is proposed by the authors, where computational intelligence techniques are
incorporated [18]. Instead of designing a specific inductor when it is needed, the set
of inductors showing the best performance trade-offs for a given technology is
generated by formulating a multi-objective optimization problem. As no specific
performance value is pursued in this approach, the generation can be performed
off-line, i.e., much before some specific inductance or quality factor values are
required for an RF circuit design problem. This implies that the critical efficiency
versus accuracy trade-off of online optimization approaches is avoided.
Considerably higher computation times are acceptable, and accurate EM simulation
becomes an attractive option for performance evaluation in the multi-objective
optimization algorithm. Figure 10.1 illustrates the off-line optimization concept
together with the online optimization concept. Although long simulation times are
acceptable in the off-line approach, efficiency enhancement techniques have been
applied, such as parallelization of the optimization process, adaptive meshing and
smart selection of sampling frequencies in the EM simulation, command line
programming control of commercial tools, and adaptive stopping criteria that will
halt the optimization algorithm when no further improvement can be obtained.

This approach can be used for more efficient RF circuit design. In addition,
performance fronts are generated which enable easy exploration of trade-offs
between the inductor performances.

This chapter is organized as follows. Section 10.2 presents related work reported
in the literature from a double point of view: inductor performance optimization and
optimization of RF circuits embedding integrated inductors. The multi-objective
optimization problem for the inductor performances is defined in Sect. 10.3, and
then, its implementation is presented in Sect. 10.4. Experimental results are shown
in Sect. 10.5.

10.2 Related Work

Most automated design approaches for RF ICs are based on optimization proce-
dures coupled to some performance evaluation of the circuit at hand. Inductors are
incorporated into the optimization flow in different ways. Some approaches rely on
foundry-provided inductors [19–21]. However, these libraries are typically limited
to a few tens of devices characterized for some typical working frequencies, rep-
resenting a much reduced part of the inductor design space. Therefore, using these
inductors frequently results in suboptimal circuit performances.

Since accurate electromagnetic evaluation of the inductor performances is
computationally expensive, most optimization-based approaches have tried to avoid
or drastically limit its use. Equivalent lumped circuit models are used instead in
[3–5] with analytical [11, 13] or posynomial [22] models for each circuit element.
The advantage of these latter methods is the fast evaluation of the inductor per-
formances, although they can be considered only as a first-order approximation:
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Errors above 10 % have been reported for inductance estimation and much larger
errors for the inductor’s resistance [2]. Moreover, these errors dramatically increase
if wide ranges of inductor geometries, higher frequencies, or different topologies are
considered.

Trying to reduce these errors, more accurate simulations of a limited number of
inductor geometries for a given operating frequency together with the interpolation
of intermediate values have been used for the design of power amplifiers [1, 6]. EM
simulation for the selected inductances was used in [1], whereas ASITIC [12] or
FastHenry [23] was used in [6]. The drawback of these approaches is that the
limited number of devices simulated introduces large errors in the interpolation.
Besides, the inductors selected for interpolation have not been previously
optimized.

Analytical formulae for inductance and parasitics are used in [2], whereas a more
accurate simulation is performed for the inductor losses: FastHenry or a full-wave
electromagnetic simulator depending on the substrate characteristics. Simulation
complexity is reduced by approximating to a circular inductor. The accuracy is
certainly improved at the expense of 24-h computation time for an optimization
process with 700 iterations, usually considered too low of a number unless the
search space is relatively small.

In all these works, inductors are optimized indirectly by optimizing the perfor-
mances of the circuits in which they are included. Other reported approaches are
specifically devoted to optimization of inductor performances. Exhaustive enu-
meration and binary search algorithms have been implemented in ASITIC and
COILS [14], allowing the selection of the inductor with the highest quality factor
for a given value of inductance, which is found by sampling the search space. Both
techniques, however, need a high number of evaluations and are inefficient in
selecting the optimum inductor.

A more efficient approach than enumeration is geometric programming [8], but
this method implies that the design problem must be formulated in terms of
posynomial functions, which is not always possible with acceptable accuracy.
Sequential quadratic programming has been used in [16], improving the optimi-
zation time of exhaustive enumeration by an order of magnitude. Furthermore, the
possibility of using any physical model circumvents the problems of geometric
programming. However, the accuracy of the results is limited by the use of those
approximate models.

The approaches in [11, 13] also use equivalent circuit models and approximate
analytical models of its components, hence suffering from the same accuracy
problems. Unlike the other works reviewed in this section, that presented in [11]
generates a set of Pareto designs, i.e., points that show some trade-offs among
different performances. These points are obtained by solving a sequence of
single-objective optimization problems in which one performance is minimized or
maximized and several sets of constraint values are assigned to the other perfor-
mances. Eventually, a surrogate model, i.e., a compact analytical model that
approximates data behavior using a limited set of points, is generated using the
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Pareto designs. This surrogate model is then used as a feasibility model for the
optimization problem of a single inductor.

Other approaches replace the equivalent circuit model by a surrogate model
approximating the inductor behavior using a limited set of accurate EM simulations.
Artificial neural networks with 500 EM-simulated inductor samples are used in
[10]. Optimization seeks only a given inductance with no specification on quality
factor and with operating frequencies much below the self-resonance frequency,
where the errors in the surrogate model are expected to be much smaller.

The work reported in [15] uses a formulation similar to that in [8] as a coarse
(and, therefore, very inaccurate) surrogate model. A few EM simulations are used to
adjust the model parameters and improve its accuracy.

A model for the inductance and quality factor values as a function of the geo-
metric parameters is generated using EM-simulated points and the regularization
theory in [7]. The optimum inductor is obtained by first locating an optimal region
with global optimization algorithms and, after that, iteratively improving the model
in that region with additional EM simulations until convergence is reached. The
optimization starts from a coarse model, and for this reason, the search process can
be biased to a non-optimal region.

A similar approach is followed in [9], where a small set of samples, selected
using Latin hypercube sampling techniques, are used to train an initial surrogate
model. Then, this model is used in an optimization process, and it is improved at
each iteration with the EM simulation of the candidate solution with the best
potential. The best potential accounts not only for the value predicted by machine
learning techniques but also for the prediction uncertainty. This may yield explo-
ration of many solutions until a sufficiently low prediction uncertainty is achieved.
Moreover, only single-objective optimization of inductors is addressed.

All works reviewed above rely on approximate equivalent circuit models or
surrogate models that approximate the inductor behavior using a limited set of
accurate simulations. They are intended for online optimization of inductors for
some specific performances, i.e., their required performances are known when the
RF circuit in which they are embedded is designed. As the optimization implies a
repetitive evaluation, practical time constraints require that performance evaluation
is efficient enough, hence sacrificing accuracy. Such a tight trade-off is avoided by
the generation of optimal performance trade-offs presented in the following
sections.

10.3 Definition of the Inductor Optimization Problem

The most frequently used inductors in CMOS technologies, and the focus of this
chapter, are planar spiral inductors. Several geometric topologies of inductors (e.g.,
square or octagonal) are typically used in CMOS technologies. The geometry of a
planar spiral inductor is usually defined by four geometric parameters: the number
of turns (N), the diameter of the inner hole (DIN), the turn width (W), and the
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spacing between turns (S). The outer diameter (DOUT) can be obtained from the
other geometric parameters. Inductors can also be classified depending on whether
their structure is asymmetric or symmetric. Figure 10.2 illustrates these parameters
on a planar octagonal inductor, where both topologies, asymmetric and symmetric,
are presented. Though the total occupied area is not an electrical characteristic, it is,
however, an essential parameter as it is directly related to the fabrication cost. It can
be directly estimated from the geometric characteristics in Fig. 10.2.

The most relevant performances of inductors are Leq and Q, which are defined as
follows:

Leqðf Þ ¼
Im Zeqðf Þ

� �
2pf

ð10:1Þ

Qðf Þ ¼ Im Zeqðf Þ
� �

Re Zeqðf Þ
� � ð10:2Þ

where f is the operating frequency and Zeq is the equivalent input impedance. An
important parameter is the self-resonance frequency, SRF, which is defined as the
frequency at which the imaginary part of Zeq is zero, or the frequency at which the
behavior of the inductor changes from inductive to capacitive, as shown in
Fig. 10.3.

The value of Zeq depends on the excitation conditions of the circuit where the
inductor is included. Two different situations are possible: (a) The inductor is driven
by a non-differential excitation, as shown in Fig. 10.4a; (b) the inductor is driven by
a differential excitation, as shown in Fig. 10.4b. In order to correctly define all these
parameters, both situations have to be studied separately [24]. Let us first consider

Fig. 10.2 Geometric parameters for a an octagonal asymmetric spiral inductor and b a symmetric
inductor, for the same values of the design variables

282 E. Roca et al.



an inductor as a two-port structure. For a non-differential excitation, the equivalent
input impedance is given by

Zeqðf Þ ¼ Zinðf Þ ¼ Zo
1þ Cinðf Þ
1� Cinðf Þ ð10:3Þ

where Zo is the characteristic impedance or surge impedance at the inductor input
and Cinðf Þ is the input reflection coefficient. The value of Cinðf Þ is given by

Cinðf Þ ¼ S11 � Sj jCL

1� S22CL
ð10:4Þ

where Sj j ¼ S11S22 � S12S21, S11, S12, S21 and S22 being the scattering parameters of
the two-port structure, and CL the reflection coefficient associated with the
impedance load at the output of the two-port structure. For a differential excitation,
the value of the equivalent input impedance is given by

Zeqðf Þ ¼ Zdðf Þ ¼ 2Zo
1þ Cdðf Þ
1� Cdðf Þ ð10:5Þ

where the differential input reflection coefficient, Cd , is given by

Cdðf Þ ¼ Sdd � Sj jCc
L

1� SccCc
L

ð10:6Þ

where Sj j ¼ SddScc � ScdSdc, Sdd , Scc, Scd and Sdc being the mixed-mode scattering
parameters of the inductor two-port structure, which are directly related to the S-
parameters [25], and Cc

L is the reflection coefficient associated with the common-
mode load impedance. Typically, symmetric inductors are used in differentially
driven circuits, whereas asymmetric inductors are used in non-differential circuits
and mostly in single-ended configuration. Therefore, the performance of each type
of inductor must be evaluated according to these situations. Zeq can be calculated

Fig. 10.3 Equivalent inductance and quality factor as a function of the operating frequency for the
inductor in Fig. 10.2a in a 0.35-μm CMOS technology
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from Eqs. (10.4) and (10.6) taking into account that for symmetric inductors,
Scd ¼ Sdc ¼ 0, and for asymmetric inductors, CL ¼ �1 (short-circuit condition at
the output). From these values, the equivalent inductance and quality factor can be
obtained.

Finding the optimal trade-offs between the inductor performances (inductance,
quality factor at one or more frequencies and occupied area) is formulated as a
multi-objective optimization problem:

Maximize FðxÞ; FðxÞ ¼ f1ðxÞ; . . .; fnðxÞf g 2 R
n

such that: GðxÞ� 0; GðxÞ ¼ g1ðxÞ; . . .; gmðxÞf g 2 R
m

where xLi � xi � xUi; i 2 1; p½ �

������ ð10:7Þ

where x is a vector with p design variables, each design variable value being
restricted between a lower limit (xLi) and an upper limit (xUi). Functions fjðxÞ, with
1� j� n, are the objectives that will be maximized, and gkðxÞ, with 1� k�m, are
the constraint functions. Objectives that should be minimized can be easily trans-
formed into a maximization problem by just inverting their sign. The space that
contains all possible solutions is known as the feasible space. The goal of
multi-objective optimization is to provide the best trade-offs among solutions in the
feasible objective space.

The multi-objective optimization evolutionary algorithm (MOEA) NSGA-II [26]
was selected as optimization algorithm in our approach, although its role could be
replaced by any of the tens of multi-objective optimization algorithms reported in
the literature. NSGA-II is based on the evolution of a population of solutions (also
called individuals) guided by the concept of Pareto dominance (see Fig. 10.5). That
is, given the maximization problem in (10.7), an individual, xA, is said to dominate

Fig. 10.4 Two-port inductor driven a in a non-differential excitation mode and b in a differential
excitation mode
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another individual, xC, if fjðxAÞ� fjðxCÞ for all “j” values and the “[ ” relation is
verified for at least one function. Solution xA is said to be non-dominated if no other
individual dominates it. The set of non-dominated solutions provided by the
iterative evolution of this population is usually known as the Pareto-optimal
front (POF), and it is the solution to the optimization problem [26]. Constraints in
our constrained optimization problem are handled by applying the constrain-
domination condition introduced in [27].

For the inductor optimization, the vector of design variables may be given by the
number of turns, the inner diameter, the width of the turns, and the spacing among
turns. The range of possible values for each variable has also to be set. Although
wide ranges of variables are generally allowed to enable a wide exploration of the
design space, the technology process may impose some bounds. For instance, it
imposes a lower limit on metal widths in the inductor turns or a minimum size of
the inner inductor diameter. An upper limit can also be obtained from a reasonable
maximum area of the inductors. A variation grid is also needed, which changes for
each type of variable, due to technology process limitations (e.g., the minimum grid
for turn widths is limited by the minimum change of metal widths allowed) or
layout restrictions (e.g., the number of turns of the inductors can be an integer
number, or change in quarters of a turn only).

The vector of the objectives to optimize depends on the design scenario. For
example, if the trade-off between the inductance, quality factor, and area is
explored, the objective vector will be FðxÞ ¼ Leq;Q;A

� �
, but other trade-offs can

also be studied that include, for instance, the SRF. Constraints are imposed through
the vector GðxÞ to ensure that the inductor’s behavior agrees with operating
specifications (e.g., location of SRF with respect to operating frequency, maximum
inductor area, etc.). The final POF obtained includes a set of inductors that repre-
sents the best trade-offs among those performances selected as objectives and that
meets the constraints.

Fig. 10.5 Representation of
the feasible objective space,
Pareto-optimal front, and
dominance concepts
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10.4 Optimization Flow

The proposed flow is shown in Fig. 10.6. After setting the necessary input data, i.e.,
inductor topology, design variables, performance objectives, constraints, and range
of possible values for each variable, the flow starts by randomly generating the initial
population of individuals whose design variables are set within the ranges previously
defined. In order to evaluate the individuals of this and subsequent populations, the
layout of each inductor (according to the values of its design variables) has to be first
generated automatically. Then, each inductor of the population is electromagneti-
cally simulated, obtaining the S-parameter matrix, which is used to calculate the
values for inductance and quality factor at certain frequencies. Postprocessing of
these data provides the objective and constraint values for all the inductors of the
population. These values are feedback to the optimization algorithm, and the indi-
viduals of this population are merged with the population of the previous generation.
Then, individuals of the merged population are ranked, and the best ones are selected
as the population for the next generation. If this population meets some stopping
criteria, the optimization flow stops and the non-dominated set of inductors (the

Fig. 10.6 Block diagram of the proposed optimization flow
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Pareto-optimal front), which represents the best trade-offs among the inductor per-
formances, is returned. If the stopping criteria are not fulfilled, a new population of
inductors is created by applying to the previous population different operators, such
as crossover and mutation. The complete process is then repeated. In the following
subsections, the most relevant parts of this flow are described.

10.4.1 Layout Generation

Previously to the evaluation of the performances of the individuals of the popu-
lation, the layout of each inductor has to be generated according to the values of its
design variables. Parameterized cells (Pcells) are used to instance the inductor
layout in Cadence Virtuoso platform for the corresponding inductor topology, then
exported to GDSII format, and transformed into a layout format compatible with the
EM simulator used for evaluation. The entire task is controlled automatically to
increase efficiency.

Figure 10.7 illustrates the library of parameterized inductor cells implemented,
with five different inductor topologies. The Pcells are technology independent, so
migrating to a new technological process is straightforward.

10.4.2 Evaluation of the Inductor Performances

As stated above, the off-line approach allows to bet for a high-accuracy evaluation
rather than for a very fast one. Therefore, the electromagnetic simulator ADS

Fig. 10.7 Implemented P cell inductor topologies: a symmetric square with bridges at 90°;
b symmetric square with bridges at 45°; c symmetric octagonal; d spiral square; e spiral octagonal
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Momentum has been used in our implementation. Green functions associated with
the substrate are calculated before any EM simulation is started. Although com-
putationally expensive, once calculated for a certain frequency range, the infor-
mation can be reused for any simulation within that frequency range. Therefore, the
substrate is precomputed over a wider frequency range than any simulation is
expected to need. The simulation process basically has two phases:

• Configuration of Momentum: Several parameters have to be set before starting
the simulation, such as location of ports, the type of ports (that determine the
simulation type), layers and substrate definition, the precomputed substrate files,
simulation frequencies, and mesh configuration. Mesh definition is one of the
most important steps because it has a major impact on both the accuracy of the
simulated results and the simulation time. During the mesh definition, the layout
is divided by creating a grid pattern of cells of a certain size, depending, among
other parameters, on the simulation frequency and width and length of the metal
lines. The generated mesh, which is specific to each inductor layout and it is
generated before each simulation, changes according to the width of the
inductor´s turn, selecting a denser mesh of the outer cells for wider turns. This
mesh adaptation mechanism provides an optimum trade-off between accuracy
and simulation time.

• Evaluation: The inductor layout is then simulated with momentum, and the S-
parameter matrix is extracted for the desired frequencies. Equations (10.1)–
(10.6) are used to calculate the equivalent inductance and quality factor for each
inductor from its S-parameters. The simulation time grows linearly with the
number of frequency points. Therefore, a smart frequency sampling technique is
developed in each optimization so that the necessary information is obtained
with a minimum number of simulated frequency points. For instance, deter-
mining the location of the SRF may require simulation over numerous frequency
points. However, in practice, it is not usually required to know the exact location
of the SRF, but just to know that the frequency at which the inductor behavior
becomes capacitive is sufficiently above the frequencies of interest. This can be
guaranteed by just ensuring that the frequency at which the maximum quality
factor is obtained is at or beyond the maximum operating frequency. This can be
checked by calculating the quality factor at just two frequency points, as will be
shown later in the “Experimental Results” section.

10.4.3 Stopping Criteria for the Multi-objective Algorithm

The MOEA NSGA-II has been described in numerous papers and books [27] where
the interested reader can find further details. However, this being a computationally
expensive optimization problem, the stopping criteria shown in Fig. 10.6 play an
especially important role due to its impact on the computational cost. Stopping
criteria essentially determine when the optimization process can be stopped. This
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problem has not received much attention in the evolutionary computation literature
because evaluation of objectives and constraints in mathematical benchmark
functions is typically inexpensive. Hence, most research efforts have been focused
on just improving the optimization results. Typically, evolutionary algorithms are
stopped after a predefined number of generations. However, setting this number is
not a trivial problem. If the number is too low, the obtained POF will be far from
the ideal one, and the usefulness of the results will dramatically decrease. If the
number is too high, it will imply a large waste of computational resources as each
extra generation in our optimization problem may take a number of hours to
compute. Figure 10.8 illustrates the difference in convergence of the optimization
algorithm for two examples with two objectives (inductance and quality factor). As
it is shown in Fig. 10.8a, there are very small improvements in the set of solutions
from generation 60 to generation 120; therefore, the evolution could be stopped

Fig. 10.8 Sets of solutions at
different generation counts for
two different experiments
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much before generation 120. However, in Fig. 10.8b, the set of solutions has
evolved very significantly from generation 60–120. Unfortunately, there is not a
universal rule about the appropriate setting, as it depends on the number of indi-
viduals in each generation, the number of objectives, the number and variation
range of the design variables, and the complexity of the optimization problem.

Thus, smart stopping criteria aim at stopping the optimization algorithm when no
significant improvement in the obtained POF is expected from allowing additional
iterations. Two different POF properties needed to be measured to evaluate this
improvement: convergence and diversity. Convergence refers to how close the
obtained POF and the ideal POF are. Diversity encompasses extent (i.e., maximum
range of objective values within the established constraints) and uniformity (i.e.,
distribution of points along the POF). As an improvement in convergence can be
masked by a degradation of uniformity, three separate metrics for convergence and
diversity are monitored [28]. To measure uniformity, the spacing metric [27] is
used. To monitor extent, an extent ratio metric is introduced. The extent ratio is
defined as the ratio of the extent metric of the populations of two consecutive
generations. The extent metric is defined as the volume of the hypercube given by
the minimum and maximum values of each objective in the current front.
A possible metric to monitor convergence is the generational distance (GD) defined
as follows:

GD ¼
Pn

i¼1 d
p
i

� �1=p
POFapprox
�� �� ð10:8Þ

where di is the Euclidean distance of each member in the current front POFapprox
� �

to the closest point in the ideal POF, and p is set to 2 [29]. However, the ideal POF
is not known in our case. Therefore, a new metric, the dominance-based genera-
tional distance [28], is used where the generational distance between the current
front and the ideal front is replaced by the generational distance between the current
front and that of the previous generation and such distance calculation is restricted
to the solutions of the second front that are dominated by each solution of the first
front.

10.5 Experimental Results

The objective of this section is to illustrate how to use this methodology to model
different trade-offs between inductor performances as POFs. The information pro-
vided by these POFs can be very useful to RF circuit designers or design auto-
mation tools. Several experiments were performed in a 0.35-μm CMOS technology,
although the methodology presented here is valid for any technology process.
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10.5.1 L versus Q Trade-off

One of the more interesting trade-offs to study when designing inductors is the
achievable inductance and quality factor at a certain operating frequency within a
restricted area. Therefore, this experiment considers maximization of both induc-
tance and quality factor at a certain operating frequency, with a constraint in the
maximum area allowed. The optimization is performed for an operating frequency
fo ¼ 2:5 GHz, whereas the inductor area is limited to 200 lm� 200 lm. The three
symmetric topologies with differential excitation are considered, where the ranges
of variation of the design variables are as follows: 1�N� 10, 10 lm�DIN

� 190 lm, 5 lm�W � 100 lm, and the spacing has been fixed at 2:5 lm, as no
improvement is expected from a larger spacing. The upper bound of the inner
diameter is motivated by the area limitation.

Additional constraints are imposed to ensure that the inductance is sufficiently
flat from DC to slightly above the operating frequency and that the self-resonance
frequency is sufficiently beyond this frequency. As mentioned before, in order to
keep the number of simulation points to a minimum value, a sampling strategy is
planned that allows to verify whether the constraints are met without simulating at a
large number of frequency points. This is extremely important as determining the
SRF could imply simulating a large number of frequency points for each inductor,
and therefore, long computation times needed. Instead, the alternative approach in
Fig. 10.9 is proposed. To ensure that the inductance is flat at the operating fre-
quency, it is measured at four frequency values: 100 kHz, fo ¼ 2:5 GHz and two
additional frequencies, one slightly above fo and one slightly below fo. Then, the
differences between the value of the inductance at fo and at 100 kHz are constrained
to be smaller than 5 %, and the differences between L fo þ Dfð Þ and L fo � Dfð Þ must
be smaller than 1 %. On the other hand, if we want to ensure that the SRF lies
sufficiently above fo, we only have to ensure that the value of Q is near its maxi-
mum at fo and always with a positive slope around fo, i.e., QðfoÞ\Q fo þ Dfð Þ. As it

Fig. 10.9 Illustrating the sampling strategy for the optimization of L versus Q
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can be seen, only four frequency points are required to correctly determine the value
of all the constraints.

Figure 10.10 shows the results for the three symmetric topologies. When
comparing square topologies, it can be observed how the trade-off obtained is
almost identical up to values slightly above 6 nH, where the reduced overlapping of
45° bridges results in higher Q values for the same inductance value. On the other
hand, octagonal topologies, as expected, show higher Q values compared to square
topologies; however, square topologies achieve higher inductance values within a
given area.

10.5.2 L versus Q versus Area Trade-off

The most important parameters when inductors are included in RF circuits are
inductance, quality factor, and area. Therefore, the aim of this experiment is to
obtain a full set of inductors that model the best trade-offs between these perfor-
mances. The optimization algorithm, NSGA-II, is configured to maximize the
inductance and quality factor at fo ¼ 2:5 GHz, whereas the inductor area is mini-
mized and limited to a maximum value of 400 lm� 400 lm. The ranges of var-
iation of the design variables are as follows: 1�N � 10, 10 lm�DIN � 390 lm,
5 lm�W � 100 lm, and the spacing has been fixed at 2:5 lm. Additionally,
constraints imposed in the previous section on L and Q, and illustrated in Fig. 10.9,
are also included here.

The experiments are performed for octagonal inductor topologies, for both
symmetric and asymmetric inductors. The excitation mode is different for each
topology: differential excitation for the former topology (symmetric) and
non-differential for the latter (asymmetric). In the case of the asymmetric inductor,
the fact that the input impedance is different at each port of the device due to its lack
of symmetry was taken into account in the methodology. For this reason, the quality

Fig. 10.10 Trade-offs for the
three symmetric topologies
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factor for each port was obtained and the best value was selected to guide the
optimization flow. Results are shown in Fig. 10.11.

The POFs obtained provide valuable information to circuit designers because
they bring in accurate information of the price to pay if one of the inductor per-
formances is to be improved. For example, for a given inductance, we can know the
possible values for the quality factor that can be obtained and the silicon area
occupied by each one of them. It is important to remark that the inductor POF is
actually a library of completely sized and accurately characterized inductors with
optimum performance trade-offs that can be used for circuit-level sizing. A total of
1250 symmetric inductors and 1150 asymmetric inductors are obtained in these
examples. The time needed to generate these fronts is about 2 weeks on a Linux
node with 2 AMD64 processors and 6 cores at 2.6 GHz. This computational time is
not a critical aspect as it must be run only once and the POF is useful for any
performance specifications of the circuits in which they will be included.

Fig. 10.11 Inductance versus quality factor versus area trade-offs for a symmetric octagonal with
bridges at 45° and b asymmetric octagonal inductors
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10.6 Conclusions

This chapter has presented a methodology for the generation of performance fronts
exhibiting the best trade-offs of integrated inductors which provide a set of accu-
rately simulated optimal inductors. The generated Pareto-optimal fronts enable
RF IC designers to explore the design space as well as select those inductors that
better fit their requirements. A new model of use is enabled in automated RF IC
design methodologies in which Pareto-optimal performance fronts of inductors are
used at higher hierarchical levels, e.g., in multi-objective bottom-up design meth-
odologies [30]. This model of use requires a highly accurate performance evalua-
tion, which is provided by full EM simulation. The unavoidable penalty in
computation time is alleviated by the off-line generation. Moreover, several tech-
niques have been introduced that decrease the computational effort very
significantly.
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Chapter 11
RF IC Performance Optimization
by Synthesizing Optimum Inductors

Mladen Božanić and Saurabh Sinha

Abstract The chapter reviews inductor theory and describes various integrated
inductor options. It also explains why integrated planar spiral inductors are so
useful when it comes to integrated RF circuits. Furthermore, the chapter discusses
the theory of spiral inductor design, inductor modeling, and how this theory can be
used in inductor synthesis. In the central part of the chapter, the authors present a
methodology for synthesis of planar spiral inductors, where numerous geometries
are searched through in order to fit various initial conditions.

11.1 Introduction

With technology scaling, it has become possible to integrate an ever-increasing
number of devices into the same integrated circuit (IC), thus making systems on
chip more compact and affordable. Specific integrated radio-frequency
(RF) circuits, particularly transmitters, are often power hungry, and therefore, it
is paramount to design these circuits so that they operate at the maximum attainable
efficiency to conserve battery power and reduce heat emissions. Suboptimal design
is still one of the major problems in ICs. Even with optimal system design and
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careful choice of topology for the particular application, large amounts of energy
are often wasted due to low-quality passives, especially inductors.

Inductors have traditionally been difficult to integrate due to their inherent
low-quality factors and modeling complexity. Furthermore, although many different
inductor configurations are available for an RF designer to explore, support for
integrated inductors in electronic design automation (EDA) tools and process
design kits has been very limited in the past. Some vendors provide a library of
several qualified integrated inductors for each RF-capable process. Each of these
inductors operates at its peak efficiency only at a certain frequency, making the
library impractical for many applications. Other vendors provide p-cells of spiral
inductors, and although technology parameters are taken into account to calculate
the resulting quality factors for a specific frequency, there is still a distinct lack of
technology-aware optimization. It is more practical, yet tedious, to use such p-cells,
owing to the cut-and-try nature of this approach to inductor selection and the lack of
automated design flow. In this chapter, a recent advance in technology-aware
integrated inductor design is presented, where designers are supported by an
equation-based inductor synthesis algorithm. The computation technique aims to
allow RF designers to optimize integrated inductors, given the inductor center
frequency dictated by the device application, and the geometry constraints. This
does not only lay down a foundation for system-level RF circuit performance
optimization, but, because inductors are often the largest parts of an RF system, it
also allows for optimal usage of chip real estate.

The chapter first introduces inductor theory and describes various integrated
inductor options. The second part of the chapter introduces the theory of spiral
inductor design, inductor modeling, and ways in which this theory can be used in
inductor synthesis. In the central part of the chapter, a methodology for design,
computation, and optimization of planar spiral inductors is presented. The meth-
odology provides for an intelligent search through inductor configurations fitting
the initial choices. Based on the selected model, the algorithm will compute optimal
inductors, together with inductance, quality factors, schematics, and layouts and
intelligently select the configuration with the best performance. The algorithm is
only introduced as an illustration of an inductor synthesis methodology, the theory
of which can be expanded to any integrated inductor configuration.

11.2 Inductor Theory

A real inductor is usually modeled as an ideal inductor LS in series with a resistor
RS, both in parallel with capacitor CS, as shown in Fig. 11.1 [1]. Inclusion of the
series resistor and parallel capacitor is necessary to model the losses of the inductor
even at frequencies below RF because the quality or Q-factor is generally much
lower for the inductor than for other passive components. The Q-factor of the
inductor is defined as 2π times the ratio of energy stored in the device and energy
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lost in one oscillation cycle. If Z is defined as the impedance of an inductor, then the
Q-factor is given by

Q ¼ ImðZÞ
ReðZÞ : ð11:1Þ

For the simple circuit in Fig. 11.1, (11.1) reduces to

Q ¼ X
RS

; ð11:2Þ

where X is the total reactance of the inductor. The Q-factor is heavily dependent on
the frequency and exhibits a peak Qmax.

While an ideal inductor exhibits a constant impedance slope value for all fre-
quencies, every non-ideal inductor exhibits a slope dependent on frequency, as
shown in Fig. 11.2. The frequency where magnitude of impedance (|Z|) peaks is
called the resonant frequency of an inductor. The resonant frequency, fr ¼ 1

2p
ffiffiffiffiffiffiffi
LSCS

p ,

should ideally peak at infinity, but the finite value of the peak is due to the resis-
tance RS. Similarly, capacitance CS is the reason the inductor exhibits capacitive
instead of inductive behavior at frequencies above the resonance.

Fig. 11.1 General high-frequency model of an inductor [1]

Fig. 11.2 Frequency
response of the impedance of
ideal and real inductors [1]
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11.2.1 Inductor Implementation Options

As will become apparent later in this chapter, the geometry of choice for the topic of
this chapter is the integrated planar spiral inductor topology. Various factors, such
as inductor size and lower Q-factor of integrated passive inductors, often result in
one of the following inductor alternative implementations:

• External inductors,
• Active integrated inductors,
• Microelectromechanical systems (MEMS) inductors,
• Bond wires, or
• Other on-chip or on-package/in-package implementations.

Each of the above possibilities is discussed in more detail in the sections that
follow.

11.2.1.1 External Inductors

External or off-chip inductors are connected to a system outside of the IC package.
They are usually implemented as a solenoidal coil or a toroid. Their usage at high
frequencies also implies careful printed-circuit board (PCB) modeling and design.
Although high-quality inductors are widely available from suppliers, their induc-
tance values are usually limited to standard values of 10 nH and higher. The
frequency of the Q-factor peak (typically in the range of hundreds) is also prede-
fined and is usually located in either the high-megahertz or the low-gigahertz range.
Another drawback for integrated design is the fact that the value obtained upon
PCB placement will differ from the rated value due to parasitics involving PCB
tracks, IC bonding, and other factors.

11.2.1.2 Integrated Active Inductors

Integrated active inductors are a good alternative to their passive counterparts
because of their higher Q-factor. Typical Q-factors that can be obtained for active
configurations are between 10 and 100, which is up to ten times those of spiral
inductors [2]. Active inductors can also take up a smaller area on the chip than spiral
inductors. The main disadvantages of active inductors include increased power
consumption, presence of electrical noise from active devices, and limited dynamic
range. A design requiring only six transistors has been proposed in Ler et al. [3].

11.2.1.3 MEMS Inductors

MEMS is an IC fabrication technique that empowers conventional two-dimensional
(2-D) circuits to expand into the third dimension (3-D) [4]. This principle becomes
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particularly useful in inductor fabrication, because the influence of substrate
parasitics on the Q-factor can be reduced significantly when silicon below the
inductor is effectively replaced by air or another material that has lower relative
permittivity. Typical obtainable Qs range from 10 to 30 for 1-nH inductors at
multigigahertz frequencies. An example of a high-Q silicon-based inductor using
polymer cavity can be found in Khoo et al. [5]. As an alternative to spiral MEMS
inductors, solenoidal inductors suspended on chip can be used with various degrees
of chip stability [6]. Several advantages over conventional spiral inductors can be
identified, which include a lower stray capacitance due to the fact that only a part of
the inductor is lying on the silicon substrate, a simple design equation and greater
possibilities for flexible layout. Out-of-plane inductors [7] are similar to MEMS
inductors, but their coils are fabricated using stress-engineered thin films. The stress
gradient is induced by changing the ambient pressure during film deposition. When
released, a stress-graded film curls up in a circular trajectory. The typical Q-factor
of this configuration is over 70 at 1 GHz.

Although MEMS devices present an attractive alternative to conventional pas-
sive inductors, particularly because of the high Q-factors, their fabrication requires
process changes or modifications to the wafer after fabrication. After these proce-
dures, repeatability [8] is not assured.

11.2.1.4 Bond Wires

Bond wires, which usually present a parasitic quantity for signals transmitted
between systems inside and outside the packaged device, reflect inductive behavior
[9] which can be used as an advantage in RF design. Electrical characteristics of
bond wires depend on the material of which they are made and their cross section,
the height above the die plane, the horizontal length, and the pitch between the
adjacent wires [10]. Many of these characteristics are dependent on pad location
and type of package, but if these parameters are known in advance of design,
bond-wire models can be used accurately to determine bond-wire Q-factor and
inductance. Although bond wires with Q-factors of 50 have been reported, their
inductances will typically be less than 1 nH [10]. This limits their feasibility for
gigahertz range where well-controlled inductances of 1 nH and more are often
needed.

11.2.1.5 Other On-Chip Implementations

Masu et al. [11] discusses two types of inductor not commonly found in the
literature. The first type of inductor is a meander inductor. It is a flat passive
inductor consisting of a long piece of metal that is not wound as in the case of the
spiral inductor which will be described in detail later, but meanders similarly to
rivers in their lower watercourses. This inductor occupies a small area and no
underpass is needed, but its measured Q-factor is quite low (about 2.1 for
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inductance of 1.3 nH). Such trade-off between the area and Q-factor is acceptable
for matching network applications. The second type of inductor is a snake inductor
that meanders into the third dimension.

Vroubel et al. [12] discusses electrically tunable solenoidal on-chip inductors.
Other tunable inductors are commonly seen as implemented in active configuration,
such as in the case of the inductor in Seo et al. [13].

Toroid inductors can also be implemented on chip by means of micromachining
[14].

11.2.2 Spiral Inductor Theory

Although inductor implementations described in the previous section are widely
used due to their advantages over passive integrated inductors, they are normally
too complex to implement, due to process changes and post-fabrication require-
ments, which in turn increase total RF device manufacturing cost. Spiral integrated
inductors present a viable option for practical RF implementations when designed
with the aid of the inductor optimization technique described in this chapter. This is
due to the deterministic models that can be used to accurately predict the inductance
value and Q-factors of any inductive structure on chip, given the process parameters
and geometry of that inductive structure.

11.2.2.1 Common Spiral Inductor Geometries

Several spiral inductor geometries are commonly used in RF circuits. These include
square and circular inductors, as well as various polygons [15]. The square spiral
has traditionally been more popular since some IC processes constrained all angles
to 90° [16], but it generally has a lower Q-factor than the circular spiral, which most
closely resembles the common off-chip solenoidal inductors but is difficult to
layout. A polygon spiral is a compromise between the two. Drawings of square and
circular inductors are shown in Fig. 11.3.

The geometries shown in Fig. 11.3 are asymmetric and require only a single
metal layer for fabrication. Additional layers are only needed to bring the signal
lines to the outside of an inductor and are universally known as underpasses.
Symmetrical inductors are also possible, but they require more than one underpass,
in this case known as metal-level interchange, shown in Fig. 11.4a [16].
Alternatively, the second metal layer can be used as part of the core of the
inductors. An example of such multilayer geometry is a two-layer square inductor
as shown in Fig. 11.4b [17]. The multilayer geometries can deliver higher quality
factors than a single-layer inductor due to mutual inductance coupling of different
spirals.

Another common geometry is a taper geometry, where inner spirals of inductors
decrease in width in respect of the outer spirals [18] (Fig. 11.5). Tapering is done to

302 M. Božanić and S. Sinha



(a) (b)

Fig. 11.3 The square (a) and circular (b) spiral inductors [16]

Port 1

P
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Port 2
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(a) (b)

Fig. 11.4 The symmetrical [16] (a) and two-layer (b) [17] spiral inductor

Port 2

Port 1

Fig. 11.5 A taper spiral
inductor [18]
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suppress eddy current losses in the inner turns in order to increase the Q-factor, but
it is most effective when substrate losses are negligible.

11.2.2.2 Spiral Inductor Geometry Parameters

For a given geometry, a spiral inductor is fully specified by the number of turns (n),
the turn width (w), and two of the following: inner, outer, or average diameter
din; dout or davg ¼ din þ doutð Þ=2� �

, as shown in Fig. 11.6 for the square and circular
inductors. Spacing between turns, s, can be calculated from other geometry
parameters. Another geometry parameter commonly used in equations is the fill
ratio, defined as

qfill ¼
dout � din
dout þ din

: ð11:3Þ

The total length of a spiral is also important for calculations. It is dependent on
inductor geometry. For a square inductor, it can be calculated as

l ¼ 4ðdin þ wÞ þ 2nð2n� 1Þðsþ wÞ: ð11:4Þ

11.2.2.3 Spiral Inductor Models

Several spiral inductor models are widely used, depending on the required mod-
eling complexity. In this section, single-π, segmented, double-π, and third-order
models will be described.

Port 1

Port 2 Port 2

Port 1

(a) (b)

Fig. 11.6 Geometry parameters of the a square and b circular spiral inductors
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Single-π Model The most commonly used model is a lumped single-π
nine-component configuration as shown in Fig. 11.7 [15, 19]. In this model, LS is
the inductance at the given frequency, RS is the parasitic resistance, and CS is the
parasitic capacitance of the spiral inductor structure. Cox is the parasitic capacitance
due to oxide layers directly under the metal inductor spiral. Finally, CSi and RSi

represent the parasitic resistance and capacitance due to the silicon substrate. This
topology does not model the distributive capacitive effects, but it models correctly
for parasitic effects of the metal spiral and the oxide below the spiral, as well as for
substrate effects.

Segmented Model A somewhat more complicated model is the model presented
by Koutsoyannopoulos and Papananos [20]. Each segment of the inductor is
modeled separately with a circuit as shown in Fig. 11.8. In this model, parasitics
Cox, CSi, and RSi represent parasitics of only one inductor segment, LS and RS

represent inductance and parasitic capacitance of one segment coupled to all seg-
ments, while capacitances Cf1 and Cf2 are added to represent coupling to adjacent
segment nodes.

Double-π Distributed Model The standard single-π model can also be extended
into a second-order, distributed double-π model as shown in Fig. 11.9 [19, 21].
A second-order ladder (with third grounded branch) is used to model the distributive
characteristics of metal windings. The interwinding capacitance (Cw) is included to
model the capacitive effects between metal windings of the inductor. The trans-
former loops (MS1 andMS2) represent the effects of frequency-dependent series loss.

Third-Order Transmission-Line Model The second-order model shown in
Fig. 11.9 is valid for the inductor up to the first resonance frequency. If a third-order
model is used, it is possible to predict inductor behavior accurately, even beyond the
resonant frequency. One such model is presented by Lee et al. [22]. An equivalent

Fig. 11.7 A commonly used nine-component spiral inductor model [15]
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circuit diagram for this configuration is shown in Fig. 11.10. Extrinsic admittances
are used, and all circuit components are self-explanatory from this figure.

11.2.2.4 Computation of Series Inductance and Parasitics for Single-π
Model

The single-π inductor model of Fig. 11.7 is sufficient to model spiral inductors
accurately for frequencies below resonance [23]. This model can be used as proof of

Fig. 11.8 An equivalent two-port model for one segment of a spiral inductor [20]

Fig. 11.9 A double-π distributed inductor model [21]
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concept when developing a routine for spiral inductor design and optimization. In
sections that follow, series inductance LS, as well as parasitic capacitances and
resistances shown in this figure, together with their influence of inductor perfor-
mance, is described and explained.

Series Inductance (LS) Various equations are commonly used in the literature to
represent the series inductance of spiral inductors with various levels of accuracy.

The modified Wheeler equation is based on the equation derived by Wheeler in
1928 [15]:

Lmw ¼ K1l
n2davg

1þ K2qfill
; ð11:5Þ

where K1 and K2 are geometry-dependent coefficients with values defined in
Table 11.1 and µ is magnetic permeability of the metal layer.

Another expression can be obtained by approximating the sides of the spiral by
symmetrical current sheets of equivalent current densities as described in [15]:

Fig. 11.10 A complete
third-order inductor model
[22]

Table 11.1 Coefficients for
the modified Wheeler
expression [15]

Layout K1 K2

Square 2.34 2.75

Octagonal 2.33 3.82

Hexagonal 2.25 3.55
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Lgmd ¼ l
n2davgc1

2
ln
c2
q
þ c3qfill þ c4q

2
fill

� �
: ð11:6Þ

where c1, c2, c3, and c4 are geometry-dependent coefficients with values defined in
Table 11.2. This expression exhibits a maximum error of 8 % for s ≤ 3w.

Bryan’s equation is another popular expression for the square spiral inductance
[24]:

L ¼ 0:00241
dout þ din

4

� �
n

5
3 ln

4
qfill

� �
: ð11:7Þ

The data-fitted monomial expression results in an error smaller than seen in the
expressions given above (typically less than 3 %). It is based on a data-fitting
technique. Inductance in nanohenries (nH) is calculated as follows [15, 24]:

Lmon ¼ bda1outw
a2da3avgn

a4sa5 ; ð11:8Þ

where coefficients β, α1, α2, α3, α4, and α5 are once again geometry dependent, as
presented in Table 11.3.

The monomial expression has been developed by curve fitting over a family of
19,000 inductors [15]. It has better accuracy and higher simplicity than the equa-
tions described above and is the equation of choice.

Parasitic Resistance (RS) Parasitic resistance is dependent on the frequency of
operation. At DC, this value is mostly determined by the sheet resistance of the
material of which the wire is made. At high frequencies, this is surpassed by the
resistance that arises due to the formation of eddy currents. It is governed by the
resistivity of the metal layer in which the inductor is laid out (ρ), the total length of
all inductor segments (l), the width of the inductor (w), and its effective thickness
(teff) [25]:

Table 11.2 Coefficients for
the current sheet expression
[15]

Layout c1 c2 c3 c4
Square 1.27 2.07 0.18 0.13

Hexagonal 1.09 2.23 0.00 0.17

Octagonal 1.07 2.29 0.00 0.19

Circular 1.00 2.46 0.00 0.20

Table 11.3 Coefficients for the spiral inductor inductance calculation [15]

Layout β α1 (dout) α2 (w) α3 (davg) α4 (n) α5 (s)

Square 1.62 × 10−3 −1.21 −0.147 2.40 1.78 −0.030

Hexagonal 1.28 × 10−3 −1.24 −0.174 2.47 1.77 −0.049

Octagonal 1.33 × 10−3 −1.21 −0.163 2.43 1.75 −0.049
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RS ¼ ql
wteff

: ð11:9Þ

Effective thickness, teff, is dependent on the actual thickness of the metal layer, t:

teff ¼ dð1� e�t=dÞ; ð11:10Þ

where δ is skin depth related to frequency f via relation

d ¼
ffiffiffiffiffiffiffiffi
q
plf

r
: ð11:11Þ

Parasitic Capacitance (CS) Parasitic capacitance is the sum of all overlap
capacitances created between the spiral and the underpass. If there is only one
underpass and it has the same width as the spiral, then the capacitance is equal to
[25]

CS ¼ nw2 eox
toxM1�M2

; ð11:12Þ

where toxM1−M2 is the oxide thickness between the spiral and the underpass and εox
is the dielectric constant of the oxide layer between the two metals.

Oxide and Substrate Parasitics (Cox, CSi, and RSi) The oxide and substrate
parasitics are approximately proportional to the area of the inductor spiral (l · w),
but are also highly dependent on the conductivity of the substrate and the operating
frequency. In order to calculate the oxide capacitance Cox and substrate capacitance
CSi, the effective thickness (teff) and effective dielectric constant (εeff) of either
oxide or substrate must be determined. The effective thickness is calculated as
follows [26]:

teff ¼ w
w
t
þ 2:42� 0:44

t
w
þ 1� t

w

	 
6
� ��1

; for
t
w

� 1; ð11:13Þ

or

teff ¼ w
2p

ln
8t
w
þ 4w

t

� �
; for

t
w

� 1 ð11:14Þ

for both oxide and substrate. The effective dielectric constant is determined as
follows:

eeff ¼ 1þ e
2

þ e� 1
2

1þ 10t
w

� ��1
2

: ð11:15Þ
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Then,

Cox ¼ wle0eeff ox
teff ox

ð11:16Þ

and

CSi ¼ wle0eeff Si
teff ox Si

: ð11:17Þ

In addition to the effective thickness (teff) given in (11.14), to calculate RSi, the
effective conductivity (σeff) of the substrate is needed. The effective conductivity
can be obtained from

reff ¼ r
1
2
þ 1
2

1þ 10t
w

� ��1
2

" #
; ð11:18Þ

where r ¼ 1
q represents the substrate conductivity.

Therefore,

RSi ¼ teff Si
reffwl

: ð11:19Þ

11.2.2.5 Quality Factor and Resonance Frequency for Single-π Model

As discussed at the beginning of the chapter, the quality factor is the measure of
performance of any inductor. For the single-π model, if RP and CP are defined as

RP ¼ 1
x2Cox

2RSi
þ RSi Cox þ CSið Þ2

C2
ox

ð11:20Þ

and

CP ¼ Cox � 1þ x2 Cox þ CSið ÞCSiRSi
2

1þ x2 Cox þ CSið Þ2RSi
2

; ð11:21Þ

then the Q-factor can be calculated as [27]

Q ¼ xLS
RS

� RP

RP þ xLS
RS

	 
2
þ1

� �
RS

� 1� CP þ CSð Þ � x2LS þ RS
2

LS

� �� �
; ð11:22Þ
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where ω = 2πf. Three different factors can be isolated in (11.20) [28]. The first
factor, F1 ¼ xLS=RS, is the intrinsic (nominal) Q-factor of the overall inductance.
The second factor, F2 ¼ RP

RP þ xLS=RSð Þ2 þ 1½ �RS
, models the substrate loss in the

semiconducting silicon substrate. The last factor, F3 ¼ 1� CP þ CSð Þ�
x2LS þ R2

S

�
LS

� �
, models the self-resonance loss due to total capacitance CP þ CS.

This resonant frequency can be isolated by equating the last factor to zero, and
solving for ω. This results in the formula for self-resonance frequency of the spiral
inductor:

fr ¼ xo

2p
¼ 1

2p

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

LS � CP þ CSð Þ �
RS

LS

� �2
s

: ð11:23Þ

At low frequencies, the loss of metal line (F1) restricts the performance of
inductors [29]. In high-frequency ranges, the loss of substrate (F2) prevails as the
restricting factor. F2 is greatly dependent on the conductivity of the substrate. As
conductivity increases at a fixed frequency, the skin depth of the substrate also
increases, leading to an increase of eddy currents in the substrate resulting in a
decrease of the Q-factor of the inductor. Heavily doped substrates are usually used
in a submicron process, with substrate resistivity usually lying in the range of 10–
30 Ω cm. As a result, in the traditional (Bi)CMOS process, the performance of
spiral inductors is limited by the substrate. Inductors laid out in MEMS processes,
as mentioned earlier in this chapter, strive to minimize the effects of this limitation.

Figure 11.11 shows the analysis of factors F1, F2, and F3 defined in (11.20) for 1
and 5-nH sample spiral inductors optimized at different frequencies for their highest
quality operation. It can be observed that, although the nominal Q-factor (F1)
increases with frequency, F2 and F3 decrease in the same range, resulting in the
decrease of the overall Q-factor (Q) at frequencies above 1 GHz.

Close to resonant frequency, the frequency has some effect on the apparent
inductance value, which can be calculated from [30]

Leff ¼ ImðZÞ
2pfr

; ð11:24Þ

where Z is the total impedance of the single-π-modeled inductor with its one port
grounded.

11.2.2.6 Current Approach to Spiral Inductor Design

When designing an integrated capacitor, a designer may simply increase or decrease
the area of the component until the required capacitance is obtained. Although
capacitance of the parallel plate capacitor does not solely depend on the area of its
plates, but also on other factors such as fringing effects, a nearly linear relationship
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between the two is retained. A similar relationship between the length and total
resistance holds for resistors. By modifying the length of a part of the process layer
used for fabrication of the resistor, a designer can obtain the desired value of its
resistance. However, this does not apply to the spiral inductors. Contrary to com-
mon sense, one cannot just simply increase the number of turns or the width of a
single turn to change the inductance. The complicated inductance relationship given
in (11.22) can illustrate this interdependency. This complexity of spiral inductor
models is one of the reasons why various cut-and-try approaches are used in
practice, such as the one illustrated by the flowchart in Fig. 11.12.

In this typical approach, designer chooses an inductor from a library if it contains
one with acceptable inductance and Q-factor. Most likely this inductor will not be
available, in which case he or she has to guess inductor geometry, then calculate its
L and Q, decide on whether these parameters are acceptable, and if not, repeat the
guessing process until a satisfactory inductor is found. This process, even if cal-
culations are performed by means of software such as MATLAB1 or inductors are
simulated in electromagnetic (EM) simulation software, could take substantial
amount of time.

Fig. 11.11 Analysis of the
determining factors of the
Q-factor equation for a 1-nH
inductor and b 5-nH inductor

1MATLAB is a technical computing language from MathWorks: http://www.mathworks.com/.
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11.2.2.7 Guidelines for Integrating Spiral Inductors

As detailed in the introductory section of this chapter, although spiral inductors are
a good choice for exclusively on-chip RF circuits, their implementation is not as
straightforward. The inductors occupy large areas on the chip, suffer from
low-quality factors, and are difficult to design for low tolerance. Hastings [31]
isolates some general guidelines that can assist in increasing the quality of an
inductor, irrespective of its geometry and its model. These guidelines were adhered
to throughout this chapter:

Select an inductor 

from a library

Guess inductor geome-

try

Calculate 

L, Q

Use the inductor in the 

design 

Yes 

Yes 

No 

No 

L, Q accepta-

ble?

L, Q accepta-

ble?

Fig. 11.12 A flowchart of
conventional spiral inductor
design procedure
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1. Where possible, one should use the highest resistivity substrate available. This
will reduce the eddy losses that reduce the Q-factor.

2. Inductors should be placed on the highest possible metal layers. In this way,
substrate parasitics will have a less prominent role because the inductor will be
further away from the silicon.

3. If necessary, parallel metal layers for the body of the inductor may be used to
reduce the sheet resistance.

4. Unconnected metal should be placed at least five turn widths away from
inductors. This is another technique that helps to reduce eddy current losses.

5. Excessively wide or narrow turn widths should be avoided. Narrow turns have
high resistances, and wide turns are vulnerable to current crowding.

6. The narrowest possible spacing between the turns should be maintained.
Narrow spacing enhances magnetic coupling between the turns, resulting in
higher inductance and Q-factor values.

7. Filling the entire inductor with turns should be avoided. Inner turns are prone to
the magnetic field, again resulting in eddy current losses.

8. Placing of unrelated metal plates above or under inductors should be avoided.
Ungrounded metal plates will also aid the eddy currents to build up.

9. Placing of junctions beneath the inductor should be avoided. The presence of a
junction close to the inductor can produce unwanted coupling of AC signals.

10. Short and narrow inductor leads should be used. The leads will inevitably
produce parasitics of their own.

11.3 Method for Designing Spiral Inductors

In this section, an improvement to the common iterative procedure described pre-
viously is proposed. The proposed software routine can find an inductor close to the
specified value, with the highest possible Q-factor, occupying a limited area, and
using predetermined technology layers (synthesis of the inductor structure). For
completeness and verification purposes, inductances and Q-factor values of various
spiral inductors can be calculated if the geometry parameters of such inductors are
given (analysis of inductor structure). Analysis and synthesis concepts are devel-
oped for the single-square spiral inductor of Fig. 11.6a, using equations for single-π
model, but they can be extended to other geometries and more complex models.

In the text that follows, input and output parameters of the routine are given,
together with its flow.

11.3.1 Input Parameters

Parameters for accurate inductor modeling can be divided into two groups:
geometry and process parameters. Process parameters are related to the fabrication
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process (technology) in which the IC is to be prototyped and the designer has very
little, if any, control over them. Geometry parameters can be understood as user
parameters because they are related to the specific application required by the
designer. In addition, the frequency of operation of the inductor also needs to be
known for applicable Q-factor calculation. When providing user parameters, gen-
eral guidelines for the inductor design presented in the previous section need to be
followed where possible.

The following subsections give a detailed description of the parameters needed
for the spiral inductor design.

11.3.1.1 Geometry Parameters

For the analysis of an inductor structure, the following input geometry parameters
are necessary:

• Outer diameter, dout (μm);
• Inner diameter, din (μm);
• Turn width, w (μm); and
• Number of turns, n.

For the synthesis of the inductor structure, only constraints for the geometry
should be specified (all in micrometer):

• Minimum value of inner diameter, din (min);
• Maximum value of outer diameter, dout (max);
• Minimum value for turn spacing, smin; and
• Minimum turn width, wmin.

Tolerance (in percentage) for the acceptable inductance values, as well as grid
resolution (in micrometer), is also required for the synthesis part of the routine. For
the inductor to pass design rule checks (DRC), design rules document provided by
the foundry has to be consulted, with emphasis on maximum allowed grid reso-
lution and minimum allowed metal spacings (including smin) for all used metal
layers (both in µm).

Table 11.4 summarizes the geometry input parameters.

11.3.1.2 Process (Technology) Parameters

The inductance value of a high-Q structure is predominantly determined by its
geometry. However, the silicon substrate introduces process-dependent parasitics,
which are dependent on the process parameters. They decrease the Q-factor and add
shift to the inductance value. The following substrate parameters need to be
specified:
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• Thickness of the metal in which the inductor spiral is laid out, t (nm);
• Resistivity of the metal used for the spiral, ρ (Ω m);
• Permeability of the metal used for the spiral, μ (H/m);
• Thickness of the oxide between the two top metals, tm (nm);
• Relative permittivity of the oxide between the two top metals, εrm;
• Thickness of the oxide between the substrate and the top metal, tsm (nm);
• Relative permittivity of the oxide between the substrate and the top metal, εrs;
• Thickness of the silicon substrate, tSi (μm);
• Relative permittivity of the silicon substrate, εrSi; and
• Resistivity of the silicon substrate, ρSi (Ω m).

The process parameters can normally be obtained or calculated from parameters
obtained in the datasheets supplied by the process foundry. Table 11.5 summarizes
the technology input parameters.

Table 11.4 Geometry parameters for the spiral inductor design

Parameter Units Geometry/inductance known

Outer diameter (dout) μm Geometry

Inner diameter (din) μm Geometry

Turn width (w) μm Geometry

Number of turns (n) – Geometry

Minimum value of the inner diameter μm Inductance

Maximum value of the outer diameter μm Inductance

Minimum value for turn spacing (s) μm Inductance

Minimum turn width μm Inductance

Inductance value tolerance % Inductance

Grid resolution μm Inductance

Table 11.5 Process parameters for the spiral inductor design

Parameter Unit

Thickness of metal in which the inductor spiral is laid out nm

Resistivity of metal used for the spiral (ρ) Ωm

Permeability of metal used for the spiral (μ) H/m

Thickness of oxide between the two top metals (tm) nm

Relative permittivity of oxide between the two top metals (εrm) –

Thickness of oxide between substrate and top metal (tsm) nm

Relative permittivity of oxide between substrate and top metal (εrm) –

Thickness of the silicon substrate (tSi) μm

Relative permittivity of the silicon substrate (εrSi) –

Resistivity of the silicon substrate (ρSi) Ωm
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11.3.1.3 Operating Frequency (fO)

Operating frequency may be understood as the frequency at which the Q-factor will
be highest for a particular geometry. For devices such as power amplifiers (PAs) or
low-noise amplifiers (LNAs), the operating frequency is the center frequency of the
channel.

11.3.2 Description and Flow Diagrams of Inductor Design
Routine

The inductor design software routine consists of analysis and synthesis parts.
Complete flow diagram of this routine is given in Fig. 11.13 [37, 38].

Analysis part of the routine is selected when user decides to provide inductor
geometry parameters. Following this choice, a set of calculations that utilizes
equations for the single-π inductor model is performed. This model is simple yet
accurate enough for the proof of concept. Nominal inductance is calculated by means
of the data-fitted monomial equation as specified by (11.8), where coefficients are

Input: choice between geometry 

and inductance

Input: din, dout, w, n, process 

parameters 

Input din(min), dout(max), wmin, smin,

tolerance, grid accuracy, pro-

cess parameters

Perform computation Execute search algorithm 

(Fig. 1.14) 

Outputs 

Geometry Inductance 
Geometry / in-

ductance? 

Fig. 11.13 Flow diagram of the inductor design routine
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specified in Table 11.3. Parasitics are calculated by utilizing (11.9)–(11.19). Q-factor
and resonance frequency are calculated by (11.20)–(11.23), and the apparent
inductance at a particular frequency is calculated by (11.24).

Synthesis part of the routine is selected when user decides to provide inductance
and required tolerance, constraining geometry detail as well as grid accuracy. In this
case, an intelligent search algorithm shown in Fig. 11.13 is invoked. The search
algorithm looks into a range of possible geometries and identifies a geometry that
will result in the required inductance with high Q-factor within a certain tolerance
(Fig. 11.14).

Synthesis algorithm in Fig. 11.13 commences by first computing constraints
based on the geometry inputs, such as minimum and maximum number of turns (n),
minimum and maximum inner (din) and outer (dout) diameter values, and spiral
width (w) in order to minimize the search space. The same equations used in the
analysis part of the routine, (11.9)–(11.24), are used to compute inductance and
quality factors of the minimum inductor geometry. Spacing between the turns s is
then set to the minimum spacing that is feasible because densely spaced spirals are
known to have the highest inductance. This in turn decreases the number of degrees
of freedom and therefore the number of loops in the algorithm. Grid resolution is set
and search commences. Each of n, w, and din is then increased in a specific order,
and L and Q are calculated for each step. Steps are chosen such that the whole
allowed search space is covered but no unnecessary calculations are performed.

While more than one geometry will result in the tolerant inductance at a given
frequency, each of these geometries will have a different Q-factor. The geometry
that gives the highest Q-factor is chosen by the algorithm as its output. Accuracy of
the algorithm depends on the tolerance for the required inductance values and on
the search grid resolution. Although resolution is specified by the user, it cannot be
chosen to be higher than allowed by the process design rules. Higher tolerance of
the inductance value will result in less accurate inductance values, but there will be
a greater probability that high-Q (or any) inductor geometry resulting in the par-
ticular inductance will be found with a lower grid resolution. This probability can
again be increased by increasing the grid resolution, but with this increase, the time
of execution and memory requirements of the search algorithm will also increase. It
is up to users to decide which combination of inductance tolerance and grid res-
olution will be appropriate for a specific application. Time analysis of the calcu-
lation effort on two different systems for the synthesis of a typical 2-nH inductor in
the ams AG (formerly austriamicrosystems) 0.35-µm BiCMOS S35 process, for
various tolerances and grid resolutions, is given in Table 11.6. This table also
illustrates other trade-offs of different settings. It is clear from this analysis that
higher grid resolution (in this case resolution higher than 1 µm) does not add to the
quality of synthesized inductors, and therefore, time consumed for the inductor
synthesis is acceptable even for the older system.

To illustrate how a programming or scripting language can be used to automate
the process, the MATLAB code for the inductance search algorithm is provided in
Fig. 11.15. MATLAB is only used as an example because the authors believe that
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Accept input parameters

Set: n = 2, din = din(min), wmin, Q = 0

n < nmax? 

Compute nmax

Compute L

L >  spec. L? 

Increase 
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Compute: wmax = 0.1 dout(max), din(max)

= 2/3 dout(max)

Increase w

Set n = 2

w < wmax? 

Increase din

din < din(max)?

L < (tolerance + 1)  

(spec. L)?
Compute Q

Q >  stored Q? Store: L, Q, geometry, 

parasitics

Output: stored L, Q, ge-

ometry, parasitics if a ge-

ometry was found

Yes 

No 

Yes 

No 

Yes No 

Yes 

No 

Yes 

Yes 

No 

No 

Fig. 11.14 Flow diagram of the inductance search algorithm
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many readers of this text would have at least a basic knowledge of the language.
Alternatively, any programming or scripting language may be used for this
purpose.

11.3.3 Design Outputs

The following quantities are numerical outputs of the inductor design routine that
will be valuable for the RF designer:

1. Effective inductance value of the inductor at the operating frequency, LS (nH);
2. Nominal inductance value of the inductor (Q → ∞), Linf (nH);
3. Q-factor of the inductor at the operating frequency, Q;
4. Resonant frequency of the inductor, fr (GHz);
5. Width of the spiral (μm);
6. Spacing between the turns of the spiral (μm);
7. Input diameter of the spiral (μm);
8. Output diameter of the spiral (μm); and
9. Number of turns of the spiral.

Table 11.6 Analysis of computational efforts and trade-offs of different grid resolution and
tolerance settings for the synthesis of a 2-nH inductor

Grid
(µm)

Tolerance 0.1 % 0.5 % 1 % 5 %

System Time (s) Q-factor Time
(s)

Q-factor Time
(s)

Q-factor Time
(s)

Q-factor

0.1 Core2duo 147 6.82 147 6.82 147 6.82 151 6.82

i7 55.6 55.7 55.5 56.7

0.2 Core2duo 36.7 6.82 36.7 6.82 36.9 6.82 36.8 6.82

i7 14.4 14.7 14.6 14.8

0.5 Core2duo 6.01 6.82 5.98 6.82 5.99 6.82 5.97 6.82

i7 3.62 3.08 2.81 2.79

1 Core2duo 1.54 6.78 1.57 6.81 1.58 6.81 1.54 6.81

i7 1.17 1.09 1.19 1.19

2 Core2duo Not
found

– 0.435 6.81 0.435 6.81 0.438 6.81

i7 Not
found

0.483 0.478 0.521

5 Core2duo Not
found

– 0.116 4.82 0.121 6.78 0.112 6.78

i7 Not
found

0.181 0.178 1.175
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%This procedure searches for the inductance geometry with the 
%highest quality factor given the inductance
%Initialize all storage variables to zero
Qstored = 0; fostored = 0; Lcstored =0; Rsstored = 0; RSistored = 
0; CSistored = 0; Coxstored = 0; Csstored = 0; wstored = 0;  
sstored = 0; dinstored = 0; doutstored = 0; nstored = 0;        
fprintf('\nLooking for geometry with highest Q-factor...\n\n');
%Initialize geometry parameters to default minimum/maximum values
Lc = 0;
dout = 0;
s = smin;
din = dinmin;
w = wmin;
n = 2;
%Inductance search algorithm
while (din < 2*doutmax/3)

s = smin;
w = wmin;
while (w <= doutmax/10)

n = 2;
dout = 0;
while (dout < doutmax)

dout = din + 2*n*w + 2*(n-1)*s;
if (dout > doutmax)

break
end%if
davg = (din + dout) / 2;
Lc = b * dout^a1 * w^a2 * davg^a3 * n^a4 * s^a5;
calcParasitics; %Procedure to calc parasitics
Lcc = Lc/1e9;
Lzz = Lz*1e9;
if (Lzz > Ls)

if (Lzz < (1 + tolerance) * Ls)
%Calculate Q-factor
Rp = 1/(omega^2*Cox^2*RSi) + RSi*(Cox + CSi)^2/Cox^2;
Cp = Cox*(1 + omega^2*(Cox + CSi)*CSi*RSi^2)/(1 + 

omega^2*(Cox + CSi)^2*RSi^2);
Q = omega*Lcc/Rs*Rp/(Rp + ((omega*Lcc/Rs)^2 + 

1)*Rs)*(1 - (Cp + Cs)*(omega^2*Lcc + Rs^2/Lcc));
fo = 1/(2*pi)*sqrt(1/(Lcc*(Cp + Cs)) - (Rs/Lcc)^2);
if (Q > Qstored)

Qstored = Q; fostored = fo; Lclfstored = Lc;
Lcstored = Lzz; Rsstored = Rs; RSistored = RSi;
CSistored = CSi; Coxstored = Cox; Csstored = Cs;
wstored = w; sstored = s; dinstored = din;
doutstored = dout; nstored = n;

end%if
end%if
Lc = 0;
n = 1;
break

end%if
n = n + 1;

end%while
w = w + resolution;                  

Fig. 11.15 MATLAB code for the inductance search algorithm
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11.4 Verification of the Spiral Inductor Model
and the Inductance Search Algorithm

The inductance search algorithm was used to design ten metal-three (3M) and ten
thick-metal (TM) inductors fabricated over a standard resistivity substrate at com-
mon frequencies of 1, 2, 2.4, and 5 GHz in the ams AG S35 process. The smallest
inductor value designed for was 0.5 nH, followed by nine inductors in increments of
0.5 nH. Tables 11.7 and 11.8 show geometric parameters, low-frequency inductance
values, and the Q-factor of each designed 3M and TM inductor, respectively. To
verify the predicted values, EM simulation on the designed inductors was performed
in Virtuoso Spiral Inductor Modeler [32]. The solver for the Spiral Inductor Modeler
employs partial element equivalent circuit (PEEC) algorithm in the generation of
macromodels for the spiral components. Electrostatic and magnetostatic EM solvers
are invoked separately to extract the capacitive and inductive parameters of the spiral
inductor structure. A process file with information on metal and dielectric layers was
required by the modeler and it needed to be manually created.

Aforementioned tables show that inductance values obtained using the inductor
design routine correspond with simulated inductance values. Good correspondence
between predicted and simulated values in terms of Q-factor values exists for 3M
inductors as well, whereas in the case of TM inductors, simulated Q-factors are
larger than those of the calculated Q-factors. This discrepancy can be explained: As
the impedance of parasitic elements in the RL model of the spiral (with oxide and
substrate effects ignored) approaches that of inductive reactance near the peak
frequency, the model yields a pessimistic estimate of the actual Q-factor of the

din = din + resolution;
end%while
%==== OUTPUT PARAMS ====%
if Qstored < 1

fprintf('Could not find a geometry for %.2f nH\nlimited to 
dinmin and doutmax with Q greater than 1 at %.2f MHz.\n', Ls, 
f/1e6)
end%if
if Qstored >=1

fprintf('Ls = %.2f nH \n', Lcstored);
fprintf('Lslf = %.2f nH \n', Lclfstored);
fprintf('Q = %.2f \n', floor(100 * Qstored + 0.5) / 100);
fprintf('fo = %.2f GHz\n', floor(fostored/1e7 + 0.5) / 100);
fprintf('w = %.2f um\n', floor(100*wstored + 0.5) / 100);
fprintf('s = %.2f um\n', floor(100*sstored + 0.5) / 100);
fprintf('din = %.2f um\n', floor(100*dinstored + 0.5) / 100);
fprintf('dout = %.2f um\n', floor(100*doutstored + 0.5) / 100);
fprintf('n = %d\n', floor(100*nstored + 0.5) / 100);

end%if

Fig. 11.15 (continued)
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spiral [33]. 3M inductors lie closer to the substrate and have larger resistances than
TM inductors, so this effect is less prominent. The fact that the Q-factor is
underestimated rather than overestimated is an advantage, since the TM inductors
designed by the inductor design routine will perform better than predicted, which
will be acceptable in many cases. Where higher accuracy is needed, the use of one
of the more detailed models may be explored.

Furthermore, inductance routine was used to predict inductances and Q-factors
of several spiral inductor geometries provided and measured by ams AG. The
measurement results showed that inductance values are correctly predicted (within
3.7 %) by the inductor models used for the inductance search algorithm with
Q-factors exhibiting the same behavior as shown by EM simulations. Details of this
study can be found in [37].

11.5 IC Design Flow Integration

Simple programming techniques may be used to interpret numerical design outputs
described previously to export the SPICE2 netlist and layout (GDS3 format) of the
designed inductor structure. The SPICE netlist of the inductor structure, complete
with the inductance value and parasitics calculated for the chosen inductor model,
may be used in SPICE simulations to avoid drawing of the schematic of the
inductor with its parasitics in the schematic editor. Layout of the inductor may be
imported into layout software to eliminate the need to draw any inductor layout
structures. With this in place, minimum effort is needed to deploy inductors
designed using this methodology in full system design.

To demonstrate complete design flow integration, several 2.4-GHz Class-E and
Class-F PAs were designed and fabricated in the IBM 7WL (180 nm) process.
Another set of developed software routines was used to first perform each amplifier
design. The designs required several spiral inductors for both amplifier design and
the design of the matching networks. All inductors were designed using the soft-
ware routine presented together with netlist and layout extraction. This allowed for
the complete system to be simulated in SPICE before layouts were completed and
systems were sent for prototyping.

Detailed presentation of simulation and prototyping results is beyond the scope
of this chapter and the reader is referred to [34].

2SPICE stands for Simulation Program with Integrated Circuit Emphasis.
3GDS stands for Graphic Database System.
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11.6 Going Beyond RF Frequencies

As frequency of operation increases beyond about 20 GHz (micro-/millimeter-wave
as opposed to RF frequencies), it becomes possible to utilize transmission lines
instead of passive components. Transmission line theory may be applied in order to
expand the algorithms presented in this chapter for use in millimeter-wave appli-
cations [35, 36].

11.7 Conclusion

The aim of this chapter was to introduce the reader to the concept of spiral inductor
design and to show how optimum inductor design can aid performance optimiza-
tion of RF devices. It was pointed out that due to the indeterministic behavior of
inductance and parasitics of inductors, design using simple equations should be
replaced by a more streamlined methodology even for very simple inductor
geometries. A methodology for synthesis-based design of planar spiral inductors
where numerous geometries are searched through in order to fit the start conditions
was conceptualized, but it was concluded that it becomes too tedious to do this by
hand and that software-aided design is recommended. The readers were given an
example of the algorithm implemented by using a MATLAB script for the simpler,
single-π, model, and provided with sufficient information to probe further.
Computational intelligence could be applied to the resulting algorithm, including
the IC layout, and in this way lead to further computer-aided design and optimi-
zation. As proof of the concept, several inductors were synthesized using this
methodology and their inductances and quality factors were presented and evalu-
ated against simulation and measurement results. Finally, the reader was referred to
texts where optimum inductors have aided practical RF design.

Acknowledgment The authors thank Azoteq (Pty) Ltd, South Africa, for their support.
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Chapter 12
Optimization of RF On-Chip Inductors
Using Genetic Algorithms

Eman Omar Farhat, Kristian Zarb Adami, Owen Casha
and John Abela

Abstract This chapter discusses the optimization of the geometry of RF on-chip
inductors by means of a genetic algorithm in order to achieve adequate perfor-
mance. Necessary background theory together with the modeling of these inductors
is included in order to aid the discussion. A set of guidelines for the design of such
inductors with a good quality factor in a standard CMOS process is also provided.
The optimization process is initialized by using a set of empirical formulae in order
to estimate the physical parameters of the required structure as constrained by the
technology. Then, automated design optimization is executed to further improve its
performance by means of dedicated software packages. The authors explain how to
use state-of-the-art computer-aided design tools in the optimization process and
how to efficiently simulate the inductor performance using electromagnetic
simulators.

12.1 Introduction

The design and fabrication of on-chip radio frequency (RF) inductors have con-
stantly demonstrated wide interest due to the need of providing single-chip solu-
tions for integrated transceivers. They are required in matching networks, resonator
tanks, baluns, and as inductive loads. The performance of radio frequency inte-
grated circuits (RFIC), including low-noise amplifiers, mixers, and oscillators, is
greatly limited by the quality factor of such passive elements. This is particularly
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true in standard silicon processes (e.g., CMOS), whose characteristics (such as
substrate coupling) contribute to the relatively poor performance of the available
passive components. CMOS processes are often chosen to implement RF circuit
blocks due to their low cost, high level of integration, and availability. RFIC
designers generally demand for on-chip inductors to have a desirable value with a
high self-resonant frequency and high quality factor and occupy a small layout area.
In general, passive inductors fabricated in a standard CMOS fabrication process
have small inductance in the range of nanohenries.

Inductors are circuit elements which store energy in the form of a magnetic field.
In RFIC, spiral inductors are fabricated on the topmost metals available in the
process. For instance, Figs. 12.1 and 12.2 illustrate the top and cross-sectional
views of a square inductor fabricated in a generic CMOS process [1]. The top metal
layer (M1) is used for the spiral, while the lower metal layer (M2) is used for the
underpass as depicted in Fig. 12.2.

Spiral inductors are mainly defined by a number of geometrical parameters: the
number of turns n, the width of the metal trace w, the turn spacing s, the inner
diameter din, and the outer diameter dout. They can be implemented in different

Fig. 12.1 Layout of a square
spiral inductor (top view)

Fig. 12.2 Cross-sectional
view of the implementation of
a square inductor in a generic
CMOS process
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shapes such as hexagonal, octagonal, and circular configurations as shown in
Fig. 12.3. The symmetrical forms of these inductors are often used in differential
circuits such as voltage-controlled oscillators and low-noise amplifiers [3].

In order to reduce the substrate losses and enhance the inductor quality factor, a
patterned ground shield (PSG) fabricated via a metal layer which is located between
the spiral inductor and the substrate can be employed [4]. This is shown in
Fig. 12.4.

(a) (b)

(c)

Fig. 12.3 Spiral inductor topologies [1]. a A hexagonal spiral. b An octagonal spiral. c A circular
spiral

Fig. 12.4 A spiral inductor
with the patterned ground
shield [3]
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12.2 Losses in CMOS Inductors

Inductors implemented in a standard CMOS technology experience a number of
electric and magnetic effects, which limit their performance. When a potential
difference is applied to the terminals of the integrated inductor, magnetic and three
electric fields appear as illustrated in Fig. 12.5 [5]. A magnetic field BðtÞ is gen-
erated as the ac current flows through the tracks of the spiral. This induces an
inductive behavior, while parasitic currents flow in the tracks and the substrate.
According to Faraday’s law, a time-varying magnetic field induces an electric field
in the substrate which forces an image current to flow in the substrate opposite in
direction to the current in the winding directly above it. Thus, this adds a loss to the
CMOS inductor, since the substrate acts as an undesired secondary winding which
loads the coil. In the case of larger inductors, the magnetic field penetrates deeper
into the substrate causing higher substrate losses. To minimize the effect of such
substrate losses, some technologies provide the possibility to either use nonstandard
high-resistivity silicon substrate or have a post-processing micromachining step in
order to etch the substrate underneath the inductor [6]. Additionally, f induces eddy
currents in the center of winding which affect the inner turns of the inductor. This is
also known as current crowding [7].

The electric field E1ðtÞ appears as the potential difference is applied between the
terminals of the spiral. Because of the finite metal resistivity, ohmic losses occur as
the current flows through the track. In typical CMOS processes, aluminum (and
sometimes copper) is used as the interconnecting metal. Its sheet resistivity lies
between 30 and 70 mX=sq, depending on the metallization thickness and the type of
aluminum alloy. Therefore, the dc resistance of the spiral can be easily calculated
by the product of the sheet resistance and the number of spiral turns. An
improvement in the quality factor can be achieved by an introduction of a copper
metallization track with a thicker upper-level interconnect metal. Also, strapping
multiple metallization levels to create a multilayer spiral effectively lowers the dc
winding resistance [7].

Fig. 12.5 Electric and magnetic fields associated with a square spiral inductor implemented in a
generic CMOS process [5]
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The potential difference between the turns in the metal that forms the spiral
causes an electric field E2ðtÞ. Thus, capacitive coupling is induced between the
tracks because of the dielectric material. Usually, the winding of the spirals in a
CMOS technology is separated from the substrate by a thin layer of silicon dioxide.
The silicon substrate is neither a perfect conductor nor an insulator. Therefore, there
are losses in the reactive fields that surround the windings of the spiral. The sub-
strate is a heavily doped p-type material and it is tied to ground such that a potential
difference appears between the spiral and the substrate. Therefore, capacitive
coupling is created between the inductive structure and the substrate. The induced
electric field E3ðtÞ penetrates into the conductive substrate, causing an ohmic loss.
This allows RF currents to interact with the substrate, lowering the inductance
value. Additionally, it increases the parasitic capacitance and lowers the
self-resonant frequency. Reducing the trace width decreases the effect of this par-
asitic capacitance but in turn increases the series resistance. Hence, this implies that
using wide traces helps to overcome the low thin-film conductivity of the metal-
lization. On the other hand, this limits the possibility of creating large-value
inductors. As a conclusion, the major losses in a standard CMOS technology are
due to the effect of the substrate. This is still an important limiting factor, even
when the conductivity of the spiral windings is not an issue.

12.3 Quality Factor

The quality factor Q is a fundamental parameter associated with energy storing
elements and it is the measure of the storage efficiency. Since inductors store
magnetic energy, they have an associated quality factor which offers an insight on
their performance. It is defined as the ratio of the energy stored per cycle to the
energy dissipated per cycle, as given in (12.1).

Q ¼ 2p
maximum energy stored

energy dissipated
ð12:1Þ

For inductors, the only form of required energy is that stored in the magnetic field,
while any energy stored in the electric field is a loss. In addition, inductors have an
associated self-resonant frequency fsr beyond which it starts to behave capacitively.
At fsr, the peak magnetic and electric energies are equal, such that Q becomes zero.
Q is proportional to the net magnetic energy stored, which is equal to the difference
between the peak magnetic and electric energies. Based on this definition and the
lumped element p-model (refer to Sect. 12.5), Q is calculated using (12.22) [8].

Q ¼ xLs
Rs

:
Rp 1� R2

s Cp

Ls
� x2LsCp

� �
Rp þ xLs

Rs

� �2
þ1

� �
Rs

ð12:2Þ
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where Ls, Rs, and Cs represent the series inductance, the metal series resistance, and
the capacitive coupling, respectively. Cp and Rp represent the overall parasitic effect
of the oxide and the silicon substrate. Inductors implemented in a standard silicon
(Si) technology such as CMOS have a low Q resulting from the relativity
high-conductivity Si substrate. Planar spirals that are fabricated on GaAs substrates
exhibit Q in the range of 20–40, while the Q of inductors implemented on a Si
substrate is much lower. Discrete off-chip inductors provide a much higher quality
factor, but it is desirable to reduce the board-level complexity and limit the cost by
using on-chip inductors. Bond wires are frequently used as an alternative to some
on-chip inductors due to their high Q. They provide a higher surface area per unit
length when compared to planar spirals, thus having less resistive loss and as a
consequence a higher quality factor. However, they also suffer from large variations
in the inductance value. Additionally, wire bonding is a mechanical process that
cannot be tightly controlled as in the case of a photolithographic process [9].
Remarkably, the inductance of on-chip inductors is solely defined by their physical
geometry, since modern photolithographic processes have stringent geometric tol-
erances limiting any variations in the inductor performance [7].

12.4 Guidelines for On-Chip Inductor Design

The square spiral topology is the most commonly used in the implementation of
on-chip inductors. Another frequently used topology is the octagonal spiral
topology. As the number of geometry sides increases, both the resistance and the
inductance of the structure increase since a larger length of metal track would be
used. However, the inductance value increases at a faster rate than that of the
resistance, thus resulting in an increase of the quality factor. In this regard, the
circular spiral geometry provides the largest perimeter for the same radius, thus
maximizing the inductance and quality factor. Although it is preferable to employ a
circular configuration, it is often not permitted by standard integrated circuit
technologies. Additionally, non-Manhattan geometries are not supported by many
technologies [9].

Reducing the resistance per unit length of an inductor trace is imperative to
increase the quality factor and this is usually done by making use of thick metal
layers. Alternatively, in conventional CMOS processes, two or more metal layers
are connected together to thicken the inductor trace to generate a so-called multi-
layer spiral inductors. The resistance of the inductors becomes smaller as the
number of layers shunted together is increased, thus leading to an increase in the
quality factor. In practice, the number of metal layers in a CMOS process may vary
and this increase in the quality factor is often limited because of the finite resistance
of the interconnecting vias. It is not recommended to use the metal layers closer to
the substrate, because this would increase the parasitic capacitance associated with
the structure, thus reducing the self-resonant frequency of the inductor.

336 E.O. Farhat et al.



Due to the eddy current effect, the innermost turns of the coils suffer enormously
from a high resistance which affects the overall quality factor. In addition, the
innermost turns give minimal contribution to the inductance. Hence, it is recom-
mended to design a hollow coil. The inductor opposite coupled lines must have a
din �w, in order to enable magnetic flux to pass through the hollow part. In
addition, the spacing between the outer spiral inductor turn and any other sur-
rounding metal should be at least 5w. The width of the inductor should be as wide
as the limit where the skin effect starts to be dominant. The wider the metal track,
the higher the exhibited quality factor, because the resistance of the inductor
decreases, while the inductance value remains constant. However, when the width
is significant to the skin effect, the inductor resistance starts to increase. It was
observed for spiral inductors operating from 1 to 3 GHz that the Q is optimum for a
track width between 10 and 15 μm [10].

Due to mutual coupling between the spiral metal tracks, the spacing between the
lines of the inductor should be as close as possible. Large spacing causes a
reduction in the mutual coupling, thus lowering the inductance value [5]. Another
design factor to take into account is the spiral radius. As the radius increases, the
metal area overlapping the substrate increases accordingly and the parasitic
capacitance between the spiral and the substrate increases. This results in a
reduction of the self-resonant frequency. The substrate losses are also susceptible to
the area occupied by the coil. Limiting the area, the magnetic field associated with
the coil penetrates less deeply into the substrate, thus reducing the substrate losses.

12.5 Modeling of Two-Port Inductors

A two-port lumped passive element p-type equivalent circuit, shown in Fig. 12.6,
can be used to model a spiral inductor implemented on a silicon substrate. This
equivalent circuit includes a number of components which altogether model the
variation of the inductance with frequency and the loss mechanisms related to the
structure of the spiral inductor. In particular, Ls represents the inductance, Rs

models the resistance of the metal trace, CF represents the capacitive coupling
between the spiral trace and the underpass, and the magnetic eddy current effect is
modeled as an ideal transformer coupled to a resistor RsubðmÞ. In addition, the
substrate is represented by three components Csub, Rsub, and Cox, where Cox is the
oxide capacitance between the spiral and the substrate.

In order to estimate the value of these circuit elements, physically based equa-
tions related to the geometry of the spiral inductor and the parameters of the
fabrication process can be used [11, 12]:

Rs ¼ 1
rxdð1� eð�t=dÞÞ ð12:3Þ
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CF ¼ nx2 eox
toxM1�M2

ð12:4Þ

Cox ¼ 1
2
lx

eox
tox

ð12:5Þ

Csub ¼ 1
2
lxCsub=A ð12:6Þ

Rsub ¼ 2
lxGsub=A

ð12:7Þ

where r is the conductivity of the metal layer, l is the total length of the metal trace,
d is the metal skin depth, t is the metal thickness, tox is the thickness of the oxide
situated between the spiral inductor and the substrate, and Csub=A and Gsub=A are the
substrate capacitance and conductance per unit area, respectively. The metal skin
depth can be calculated using (12.8):

d ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffi

1
r pl f

s
ð12:8Þ

where f is the frequency and l is the permeability of free space. The skin resistance
Rs is given by Eq. (12.3), showing that as the frequency of operation increases, the
resistance of a metal segment will increase due to the skin effect. The values of the
quality factor Q and the inductance Ls can be calculated from the equivalent circuit
by converting the measured or simulated two-port S-parameters into Y-parameters
and using the equivalent p-network given in Fig. 12.7. For symmetrical inductors,
Y12 ¼ Y21 and Y11 ¼ Y22.

Fig. 12.6 General spiral
inductor passive lumped
element circuit model
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In order, to define L and Q, one needs to reduce the p-network to single element
circuit consisting of an inductor in series with a resistor. For a simple series element
R + jX (refer to Fig. 12.8), the inductance and the quality factor can be found using:

L ¼ X
2pf

ð12:9Þ

and

Q ¼ X
R

ð12:10Þ
Figure 12.8a shows the case in which one of the inductor terminals is grounded
such thatY12 þ Y22 is bypassed and the circuit looking into port 1 reduces to an
admittance Y11 connected to ground.

In this case, the input impedance Zin of the inductor can be calculated by:

Rþ jX ¼ 1
Y11

ð12:11Þ

Fig. 12.7 p-equivalent circuit for a two-port network

Fig. 12.8 Two methods of simplifying the two-port p-network. a Single-ended configuration and
b differential configuration

12 Optimization of RF On-Chip Inductors … 339



Thus, L and Q is defined as follows:

L ¼ Im
1=Y11
2pf

� �
¼ � 1

2pf ImðY11Þ ð12:12Þ

Q ¼
Im 1

Y11

� �
Re 1

Y11

	 
 ¼ � ImðY11Þ
ReðY11Þ ð12:13Þ

Equations (12.12) and (12.13) are valid for an inductor used in a circuit, in which
one of its terminals is connected to ground. This is often the case in many RF
circuits, such as in low-noise amplifiers and mixers where the inductors are used for
degeneration or as a load. L and Q can be calculated by using measured or simu-
lated one-port S-parameters with one terminal of the inductor grounded and con-
verting the reflection coefficient into an input impedance. The series input
impedance Zin is given by:

Rþ jX ¼ Zin ¼ Z0
1þ C1

1� C1
ð12:14Þ

where C1 ¼ S11 and Z0 is the port characteristic impedance. In other applications,
such as differential voltage-controlled oscillators, the on-chip inductors are used in a
differential configuration, where both ports are not at a ground potential (refer to
Fig. 12.8b). In this case, a different approach is required to determine Q and L and
the input impedance is referred to as floating impedance seen between port 1 and
port 2 of the p-network. Therefore, the differential input impedance is given by:

Rþ jX ¼ � 1
Y12

� �
k 1

Y11 þ Y12
þ 1
Y22 þ Y12

� �
¼ Y11 þ Y22 þ 2Y12

Y11Y22 � Y2
12

ð12:15Þ

In this case, where the shunt elements Y11 þ Y12 and Y22 þ Y12, which are related to
the substrate networks, can be neglected, L and Q can be calculated using:

L ¼ Im
1=Y12
2pf

� �
¼ � 1

2p f ImðY12Þ ð12:16Þ

Q ¼
Im 1

Y12

� �
Re 1

Y12

	 
 ¼ � ImðY12Þ
ReðY12Þ ð12:17Þ

When the shunt elements Y11 þ Y12 and Y22 þ Y12 are not negligible, as in
standard CMOS processes, the effective inductance Ldiff and Qdiff are obtained
using (12.19–12.19) [3].
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Rþ jX ¼ 4
Y11 þ Y22 � Y12 � Y21

ð12:18Þ

Ldiff ¼
Im 4

Y11þY22�Y12�Y21

� �
2p f

ð12:19Þ

Qdiff ¼ � ImðY11 þ Y22 � Y12 � Y21Þ
ReðY11 þ Y22 � Y12 � Y21Þ ð12:20Þ

For symmetrical inductors, Y22 and Y21 are equal to Y11 and Y12, respectively,
such that Eqs. (12.21) and (12.22) are simplified as follows:

Ldiff ¼
Im 2

Y11�Y12

� �
2p f

ð12:21Þ

Qdiff ¼ � ImðY11 � Y12Þ
ReðY11 � Y12Þ : ð12:22Þ

12.6 Inductance Estimation

The inductance of a planar spiral inductor is a complex function which mainly
depends on its geometry. An accurate estimation of the inductance can be made
either by using expressions based on a numerical method or by using a field solver.
There are two methods which may be used to calculate the inductance of a spiral
using a closed-form equation. One of the basic methods is based on the
self-inductance and the mutual coupling in single wires and is known as the
greenhouse method. The other method relies on empirical equations applied for
inductance calculations. A summary of comprehensive formulas is presented in
[13], illustrating the tables for inductance estimation.

According to the greenhouse theory, the inductance of a square spiral inductor
can be calculated by splitting up the different inductor sections into single wires.
Then, the self-inductance of each wire is calculated and finally summed up. The
self-inductance of a single wire with a rectangular cross section is given by the
following equation [2]:

Lself ¼ 2l ln
2l

wþ t
þ 0:5þ wþ t

3l

� �
ð12:23Þ

where Lself is the self-inductance in nH, the wire length l is in cm, w is the wire
width in cm, and t is the wire thickness in cm. This equation is valid when the wire
length is at least greater than twice the cross-sectional dimension. Additionally, to
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calculate the overall inductance, the mutual inductance (positive or negative)
between parallel lines is included. The mutual inductance between two parallel
wires can be expressed as follows [14]:

M ¼ 2lQm ð12:24Þ

where M is the mutual inductance in nH, l is the wire length in cm, and Qm is the
mutual inductance parameter which is calculated by (12.25):

Qm ¼ ln l
GMDþ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ l

GMD

� �2r !
�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ GMD

l

� �2r
þ GMD

l ð12:25Þ

where GMD is the geometric mean distance between the track center of the two
wires and its exact value is given by:

lnðGMDÞ ¼ lnðdÞ � 1

12 d
w

	 
2 þ 1

60 d
w

	 
4 þ 1

168 d
w

	 
6 þ 1

360 d
w

	 
8 þ � � �
" #

ð12:26Þ

where d is the center to the center separation between the conductors and w is the
width of the conductors. Thus, the inductance of a conductor is given by:

LT ¼ L0 þMþ �M� ð12:27Þ

where LT is the total inductance of the spiral inductor, L0 is the sum of
self-inductances, Mþ is the positive mutual inductance (where the current in two
parallel segments is in the same direction), and M� is the sum of the negative
mutual inductance (where the current in two parallel wires is in the opposite
direction) [2]. For instance, the inductance for a two-turn square spiral inductor
shown in Fig. 12.9 can be calculated as follows:

LT ¼ L1 þ L2 þ L3 þ L4 þ L5 þ L6 þ L7 þ L8
þ 2ðM1;5 þM2;6 þM3;7 þM4;8Þ
� 2ðM1;7 þM1;3 þM5;7 þM5;3 þM2;8 þM2;4 þM6;8 þM6;4Þ

ð12:28Þ

where Li is the self-inductance of wire i and Mij is the mutual inductance between
wires i and j.

The second method often used to estimate the inductance of a spiral coil is based
on empirical equations. One such empirical equation is (12.29), which is based on
the modified Wheeler formula [15] and is valid for planar spiral integrated
inductors:
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Lmw ¼ K1 l0
n2 davg

ð1þ K2 qÞ ð12:29Þ

where Lmw is the inductance calculated by the modified Wheeler formula, the
coefficients K1 and K2 are layout-dependent parameters presented in Table 12.1, n
is the number of turns, davg is the average diameter defined as davg ¼
0:5ðdin þ doutÞ, and q is the filling ratio defined as q ¼ ðdout � dinÞ=ðdout þ dinÞ.

Another empirical expression is based on the current sheet approximation [15].
This method approximates the sides of the spirals by symmetrical current sheets of
equivalent current densities. Since sheets with orthogonal current have zero mutual
inductance, the inductance estimation is then reduced to just the evaluation of the
self-inductance of a sheet and the mutual inductance between opposite current
sheets. The self- and mutual inductances are established using the concepts of
geometric mean distance (GMD), arithmetic mean distance (AMD), and arithmetic
mean square distance (AMSD) [15]. The formula for this method is given by:

Lgmd ¼ ln2davgc1
2

lnððc2=qÞ þ c3qþ c4q
2Þ ð12:30Þ

where ci are layout-dependent coefficients provided in Table 12.2. As the ratio s=w
increases, the accuracy of this equation degrades exhibiting a maximum error of
8 % for s� 3w. Practical integrated spirals are designed s�w.

Fig. 12.9 Application of the
greenhouse method to a
two-turn square spiral
inductor

Table 12.1 Coefficients for
the modified Wheeler
expression

Layout K1 K2

Square 2.34 2.75

Hexagonal 2.33 3.82

Octagonal 2.25 3.55

Table 12.2 Coefficients for
the current sheet expression

Layout c1 c2 c3 c4
Square 1.27 0.07 0.18 0.13

Hexagonal 1.09 2.23 0.00 0.17

Octagonal 1.07 2.29 0.00 0.19

Circle 1.00 2.46 0.00 0.20
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The monomial expression is another empirical equation and it is based on a
data-fitting technique which yields the following expression [15]:

Lmon ¼ b da1out w
a2 da3avg n

a4 sa5 ð12:31Þ

where Lmon is the inductance in nH, dout is the outer diameter in lm, n is the number
of turns, and s is the turn-to-turn spacing in lm. The coefficients b and ai are layout
dependent and are given in Table 12.3. This expression can be solved using geo-
metric programming which is an optimization method that applies monomial
models.

Although the greenhouse method offers sufficient accuracy to estimate the
inductance value [17], this method cannot provide a direct design for given spec-
ifications and it is a slow approach for a preliminary design. Additionally, simple
inductor expressions may predict the correct order of magnitude of the inductance
value, but they incur errors in the range of 20 % which is unacceptable for circuit
design and optimization [17]. The three aforementioned empirical equations are
accurate, with typical errors of 2–3 % [17]. Consequently, they present an excellent
candidate for a design and synthesis tool. These equations can provide expressions
for the inductance of square, hexagonal, octagonal and circular planar inductors.

Commercial 3D electromagnetic simulators can be used to estimate the induc-
tance of planar spiral inductors, via the extracted Y-parameters of the two-port p-
equivalent circuit model (refer to Sect. 12.5) using (12.32) [18]:

Ls ¼ � 1
2p f

Im
1
Y12

� �
ð12:32Þ

where f is the frequency. The formulae used in the extraction of the inductor π-
equivalent lumped circuit parameters are presented in [19]. The accuracy and
limitations of such calculation are inherent to the inductor p-equivalent circuit
model.

12.7 Boundary Conditions for the Spiral Inductor
Optimization

The bounding of the layout parameters of the spiral inductor required for the
optimization procedure can be expressed as follows [14]:

Table 12.3 Coefficients for the inductance monomial expression

Layout β α1 α2 α3 α4 α5
Square 1.62 × 10−3 −1.21 −0.147 2.40 1.78 −0.030

Hexagonal 1.28 × 10−3 −1.24 −0.174 2.47 1.77 −0.049

Octagonal 1.33 × 10−3 −1.21 −0.163 2.43 1.75 −0.049
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maximize Qðdout;w; s; nÞ

subject to Ls;min � Lsðdout;w; s; nÞ� Ls;max

ð2nþ 1Þðsþ wÞ� dout
doutmin � dout � doutmax

wmin �w�wmax

smin � s� smax

nmin � n� nmax

ð12:33Þ

where Q-factor is the objective function and dout, w, s, and n are the optimization
variables related to the spiral geometry, in which n is the number of turns, s is the
track-to-track distance, and w is the track width. The domain of the design search
space is determined by the lower and upper bounds of these variables. It is
important to set these variables to restricted feasible values in order to reflect the
limitations of the technology.

The geometry of the spiral inductor needs to be optimized in order to maximize
its quality factor Q at a particular frequency. The inductance value is bounded by
the first constraint. The boundary of the layout size is ensured by the second
constraint. The other four constraints are the geometric constraints. Many optimi-
zation methods have been proposed to solve (12.33), such as the exhaustive enu-
meration, sequential quadratic programming (SQP), mesh adaptive direct search
(MADS), genetic algorithm, and geometric programming (GP) [1]. Considering
that the design parameters of the spiral inductor are independent from each other, it
is important to constraint them together. The outer diameter can draw a correlation
between n, w, and s governed by (12.34):

dout ¼ din þ 2 nwþ 2ðn� 1Þs ð12:34Þ

where din is the inner diameter.

12.8 Optimization of Inductors via a Genetic Algorithm

A genetic algorithm (GA) optimization is a stochastic search method which repli-
cates the natural biological evolution by applying the principle of survival of the
fittest, in order to achieve the best possible solution to a given problem. In the
context of integrated spiral inductor design, GA is being proposed as an adequate
optimization tool since it does not rely on formal mathematical derivations or prior
knowledge of the problem, is resistant to being trapped in local optima, and can
handle noisy functions. In addition, GA has proven to be able to handle large
variations within the boundary conditions and is able to search at specific point
rather than at regions across the searched space [20].
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The main principle behind the applied GA optimization is that it takes into
consideration heuristic constraints regarding the inductor design. It offers a way to
determine the various parameters of the inductor layout. Due to the technology and
topology constraints, the layout parameters are inherently discrete and so discrete
variable optimization techniques are used. In this chapter, two approaches are
presented. In this section, the GA-based integrated inductor design is based on the
lumped element two-port π-model (refer to Sect. 12.5) and the modified Wheeler
formula given by (12.29) which is used to calculate the inductance value.

This approach can be implemented using the MATLAB GA toolbox in order to
yield technology-feasible design parameters [21]. The design generated by this
method can then be verified through an EM simulator. For the p-model inductor,
the quality factor is defined as given by Eq. (12.22) and the evaluation of Rs; Rsi ¼
Rsub; Cs ¼ CF ; Cox and Csi ¼ Csub can be obtained from Eqs. (12.3), (12.7), (12.4),
(12.5), and (12.6), respectively. The shunt resistance Rp and capacitance CP can be
estimated by:

Rp ¼ 1
x2C2

oxRsi
þ RsiðCox þ CsiÞ2

C2
ox

ð12:35Þ

Cp ¼ Cox
1þ x2ðCox þ CsiÞ þ CsiR2

si

1þ x2ðCox þ CsiÞ2R2
si

ð12:36Þ

The restricted technological constraints are defined as follows: minimum values for
the track width w, track-to-track spacing s, and input diameter din. Moreover, the
correlation between the layout parameters is considered as heuristic design rules for
reducing the parasitic phenomena due to proximity effect [20] given by (12.37)

0:2\din=dout\0:8; din [ 5w ð12:37Þ

For a GA optimization procedure, a cost function is required in which it formulates
the optimization problem as follows (12.38):

minimization of Costðn; din;wÞ
subject to ð1� dÞLexp � Lsðdin;w; nÞ� ð1þ dÞLexp

w 2 ½wmin : stepw : wmax�
din 2 ½dmin : stepd : dmax�
n 2 ½nmin : stepn : nmax�

ð12:38Þ

where Costðn; din;wÞ is the cost function, Lsðn; din;wÞ is the inductance of the
spiral, Lexp is the targeted inductance value, and d is the tolerance limit for the
inductance, which is the value by which it may deviate from the targeting value.

There are three different scenarios that can be applied to the cost function at a
particular frequency of operation: either the minimization of the tolerance d, the
minimization of the device area dout, or else the maximization of the quality factor
Q. In this work, the cost function is related to the maximization of the quality factor
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[20]. Initially, the GA optimization algorithm randomly generates the initial pop-
ulation. Each individual constitutes three variables ðw; din; nÞ, representing the
layout geometry parameters. Each gene is formulated to real parameters, to abide to
the objective boundaries’ constraints. Following that, every quality factor and
inductance of each particular gene (which refers to an inductor design) is evaluated.
If these are not compliant, a fitness function is applied to pay a penalty so that it has
a very low probability for being elected for the next population. If the termination
condition is verified, the algorithm stops there, else the next steps create a new
population, where selection and reproduction functions are used. For the selection,
the roulette method is chosen, while afterward mutation is made. Figure 12.10
represents the flowchart of GA process to design the RFIC inductor.

To show the performance of the GA-based integrated inductor, an example of 1
nH square spiral inductor is shown. The technological parameters used to estimate
Rsi, Cs, Cox, and Csi are shown in Table 12.4. The determination of the layout
parameters is obtained through the constraints presented in Table 12.5. The GA
optimization procedure was utilized to maximize the quality factor, given the tol-
erance for the required inductance. The result of GA optimization procedure is
shown in Table 12.6.

The validity of the obtained design layout parameters was checked against a
simulation performed using HFSS yielding the results shown in Table 12.7. The
frequency response of the quality factor and inductance of the designed square

Fig. 12.10 Block diagram of
the numerical GA used for the
design optimization of the
spiral inductor
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inductor are inductor is illustrated in Figs. 12.11 and 12.12, respectively. The
inductor HFSS design model generated model is depicted in Fig. 12.13. The
comparison between the HFSS simulation results and the GA estimations demon-
strates a good agreement, where the GA inductance value is 1:2 nH and the sim-
ulations predict an inductance of 1:15 nH. The Q estimated via the GA is 6:8, while
the simulations show that the inductor exhibits a Q of 7.2.

Table 12.4 Technology
parameters

Parameter Value Parameter Value

ɛ0 (F/m) 8.85e−12 tox (μm) 11.8

ɛr 11.9 Csub (F/m
2) 4.0e−6

σ (S/m) 2.7e−7 Gsub (S/m
2) 2.43e−5

Table 12.5 Design
constraints

Parameter Min Max

win (μm) 2 20

din (μm) 70 90

n 2 7

Table 12.6 GA optimization
results

win (μm) din (μm) n N

15 48 2.5 4

Table 12.7 Comparison of
estimated and simulated
results

LGA(nH) LHFSS
(nH)

Error
(%)

QGA QHFSS Error
(%)

1.2 1.15 4.2 6.8 7.2 5.8

Fig. 12.11 Variation of the
inductor’s quality factor with
frequency obtained using
HFSS
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12.9 Optimization of Inductors via Geometric
Programming

Geometric programming (GP) has a significant feature of determining if a design is
feasible and if so finding the best possible inductor layout parameters [2]. Its main
advantage is that it relates the sensitivity of the design objectives to its constraints,
thus offering a rapid searching tool which enables the RFIC designer to spend more
exploring and tuning the fundamental design trade-offs.

Fig. 12.12 Variation of the inductance with frequency obtained using HFSS

Fig. 12.13 HFSS square spiral inductor model
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A GP problem has a form

minimize f0ðxÞ
subject to fiðxÞ� 1; i ¼ 1; 2; . . .;m;

giðxÞ ¼ 1; i ¼ 1; 2; . . .; p;
xi [ 0; i ¼ 1; 2; . . .; n;

ð12:39Þ

where fiðxÞ; i ¼ 0; 1; . . .;m; are posynomial functions and giðxÞ; i ¼ 1; 2; . . .;P; are
monomial functions. The posynomial function is defined as

f ðx1; . . .; xnÞ ¼
Xt
k¼1

ckx
a1k
1 xa2k2 . . .xankn ð12:40Þ

where cj � 0 and aij 2 R. When t = 1, f is called a monomial function. Thus, for

example, 0:7þ 2x1=x23 þ x0:32 is a posynomial and 2:3ðx1=x2Þ1:5 is a monomial.
Posynomials are closed under sums, products, and nonnegative scaling.

Indeed, an initial point is unnecessary for it has no effect on the optimization
algorithm procedure. The GP problem is solved globally and efficiently, converting
it into a convex optimization problem. This is specifically done through the
transformation of the objective and constraint functions using a set of new variables
defined as yi ¼ log xi, such that xi ¼ eyii [22]. For a monomial function f given by
(12.41)

f ðxÞ ¼ c1 x
a1k
1 xa2k2 . . .xankn ð12:41Þ

Then,

f ðxÞ ¼ f ðey1; . . .; eynÞ
¼ cðey1Þa1 . . .ðeynÞan
¼ ea

T ðyþbÞ
ð12:42Þ

where b ¼ log c.
Using the variable yi ¼ log xi transforms a monomial function to an exponential

form of an affine function, as follows:

f ðxÞ ¼
XK
k¼1

ea
T
k yþbk ð12:43Þ

where ak ¼ ða1k; . . .; ankÞ and bk ¼ log ck. Hence, a posynomial can be changed to
a sum of exponentials of affine functions, and the GP problem is expressed in terms
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of the new variable y. Then, the objective and constraint functions are transformed
by taking the logarithm resulting in a convex optimization form

minimize f 0ðyÞ ¼ log
PK0

k¼1
ea

T
0kyþb0k

� �

subject to f iðyÞ ¼ log
PKi

k¼1
ea

T
ikyþbik

� �
� 0; i ¼ 1; . . .;m

hiðyÞ ¼ gTi yþ hi ¼ 0; i ¼ 1; . . .; p:

ð12:44Þ

where the functions f 0ðyÞ are convex and hi are affine. Hence, this problem is
referred to as geometric programming in convex form.

The formulation of spiral inductor optimization problem as a GP optimization
problem was presented in [16], based on the monomial expression for inductance
introduced in [15]. According to two-port lumped element circuit model, the
monomial expression for the inductance is represented in terms of geometrical
parameters ðdout;w; davg; n and sÞ [16], which has the form given by 31 [15].

Where the series resistance can be formulated as

Rs ¼ l
rw dð1� e�t=dÞ ¼ 4 f ðxÞk1 davg n=w ð12:45Þ

The spiral–substrate oxide capacitance Cox that takes into consideration inductor’s
parasitic capacitance is given by the following monomial expression:

Cox ¼ eox l w
2 tox

¼ 4 k2 davgnw ð12:46Þ

The series capacitance Cs that represents the capacitance between the spiral and the
metal underpass required to connect the inner end of the spiral inductor to external
circuitry. It is specified as a monomial expression

Cs ¼ eox nw2

tox;M1�M2
¼ k3 nw

2 ð12:47Þ

where tox;M1�M2 is the oxide thickness between the spiral and the underpass.
The substrate capacitance Csi that refers to the substrate resistance can be

modeled as a monomial equation

Csi ¼
Csub=Al w

2
¼ 4 k4 davg nw ð12:48Þ
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The monomial expression of the substrate resistance is Rsi

Rsi ¼ 2
Gsub=Al w

¼ k5=ð4 davg nwÞ ð12:49Þ

where Ls is the inductance in nH, dout is the outer diameter in lm, n is the number of
turns, s is the turn-to-turn spacing in lm, k1 to k5 are coefficients dependent on
technology, and f ðxÞ is the coefficient dependent on frequency and technology

f ðxÞ ¼ 1ffiffiffiffiffiffiffiffiffi
2

xl0 r

q
ð1� e�t=

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2=ðxl0 rÞ

p
Þ

ð12:50Þ

The shunt resistance Rp and capacitance Cp are frequency dependent, expressed as
monomials as follows:

Rp ¼ 1
x2 C2

ox Rsi
þ RsiðCox þ CsiÞ2

C2
ox

¼ k6=ð4 � davg nwÞ ð12:51Þ

Cp ¼ Cox
1þ x2ðCox þ CsiÞ þ CsiR2

si

1þ x2ðCox þ CsiÞ2R2
si

¼ 4k7 davg nw ð12:52Þ

where k6 and k7 are coefficient dependent on technology and frequency. According
to the p-model, the quality factor of a spiral inductor accounting for substrate loss
factor and self-resonance factor is given by

QL ¼ xLs
Rs

:
Rp 1� R2

s Ctot

Ls
� x2LsCtot

� �
Rp þ ½ x Ls

Rs

� �2
þ1�Rs

ð12:53Þ

where Rp ¼ 2Rp and Ctot ¼ Ctot=2 for two-port device, while for one-port device, it
is Rp ¼ Rp and Ctot ¼ Ctot. When the inductor is used as one-port inductor, the total
shunt capacitance is posynomial Ctot ¼ Cs þ Cp because Cs and Cp are monomial
expressions. The quality factor represents the objective function in GP and can not
be as a posynomial function of the design parameters. By introducing a new var-
iable, the specification for minimum quality factor (QL �QL;min) was written in [16]
as a posynomial inequality in the design variables and QL;min

QL;minRs

x Ls Rp
: Rp þ ðx LsÞ2

Rs
þ Rs

" #
þ R2

s ðCs þ CpÞ
Ls

þ x2LsðCs þ CpÞ� 1 ð12:54Þ
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This is because only inequality constraints in monomial form are allowed in
GP. Accordingly, the GP design problem is formulated as

maximize Qmin

s:t: Q�Qmin

L ¼ Lreq; Ls;min � Ls � Ls;max

ð2nþ 1Þðsþ wÞ� dout
dang þ nðsþ wÞ� dout
doutmin � dout � doutmax

wmin �w�wmax

smin � s� smax

nmin � n� nmax

ð12:55Þ

Since the design parameters dout, w and s are independent, an inequality constraint
to correlate them together dang þ nðsþ wÞ� dout has been imposed. Also, the
inductor area can be constrained by using the monomial inequality, d2out �Amax. The
minimum self-resonant frequency can be handled by adding the following posy-
nomial inequality:

x2
sr;min Ls Ctot þ R2

sCtot

Ls
� 1: ð12:56Þ

Yet, there are some cases that apply PGS beneath the inductor to eliminate the
resistive and capacitive coupling to the substrate at the expense of the increased
oxide capacitance. Hence, the inductor exhibits an improvement in its performance.
In this case, the inductor lumped model parameters become Rp ¼ 1; Cp ¼ Cox ¼
ðeox l wÞ=ð2tox;poÞ, where tox;po is the oxide thickness between the spiral and the
polysilicon layer.

A simple MATLAB toolbox for solving geometric programming problems is
proposed in [23]. This toolbox can be used to evaluate Eq. (12.55) and find feasible
optimal parameters to model spiral inductors via geometric programming optimi-
zation method.

An optimal design of a 1-nH spiral inductor using the GP optimization is pre-
sented here, where the GP optimization tool maximizes the Q-factor for the inductor
operating at 1 GHz. The GP tool was presented with the following constraints:
Maximize lm subject to Ls ¼ 1 nH; s� 2 lm;xsr � 10 GHz.

Figure 12.14 illustrates the maximum Q-factor for 1-nH square inductor at
1 GHz without PSG, as a result of the GP optimization method. The corresponding
geometrical dimensions are all in a feasible technological range, shown in
Table 12.8. In order to verify GP results, commercial FEM simulation software of
HFSS was used with the layout parameters depicted in Table 12.8. The results of
HFSS verification are presented in Table 12.9, which show a very good agreement
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with the GP estimated results. The GP algorithm gave an inductance of 1 nH with a
Q-factor of 8.4, while HFSS reported that the designed inductor exhibits an
inductance of 1.1 nH with a Q-factor of 7.3. The HFSS square spiral model is
shown in Fig. 12.15.

Fig. 12.14 Variation of the maximum quality factor with inductance

Table 12.8 Maximum
Q-factor and optimal value of
geometry parameters for the
1-nH square inductor

Ls
(nH)

dout
(μm)

w (μm) davg
(μm)

n s (μm)

1 167.3 17 110 2.5 2

Table 12.9 Comparison of
the estimated and simulated
results obtained using HFSS

LGP (nH) LHFSS (nH) QGP QHFSS

1 1.1 6 7.3

Fig. 12.15 Geometry of a
square spiral inductor in
HFSS
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12.10 Genetic Algorithm Optimization Using EM Solvers

The implementation of integrated spiral elements relies on approximate quasi-static
models that need to be verified by electromagnetic field solvers. The design of RF
spiral inductors can be accomplished by integrating the use of a 3D electromagnetic
(EM) solver together with an optimization method. A 3D EM solver is a CAD tool
which can be used to compute multiport parameter data for a particular RF structure
by using 3D electromagnetic field simulation. In this work, a new methodology of
using the GA optimization MATLAB toolbox integrated with HFSS is presented, in
order to demonstrate the implementation of an optimal RF CMOS inductor design.
The proposed design procedure for the RFIC inductor is summarized in Fig. 12.16.

As discussed in Sect. 12.5, Q and L can be easily evaluated by simulating the
inductor spiral and extracting the Y-parameters. However, Q is very sensitive to the
simulation settings and environment. For an accurate determination of the Q value,
the internal parts of the conductors should be finely meshed in order to account for
the exponential decay of the current inside the conductors. The optimization
boundary constraints employed in this approach are based on the set presented in
(12.38), and a GA optimization is scripted so as to implement a spiral inductor.
Using the extracted Y-parameter data, Q and L are estimated, and the results are
automatically sent to the GA main function. A cost function is defined in order to
eliminate genes with a low probability of achieving a maximum Q given by (12.57).

Fðf Þ ¼ �Q; for Q� 2
0; for Q\2

�
ð12:57Þ

To restrict the inductance value during the optimization procedure, a bounding
condition is defined before calling the fitness function:

Fig. 12.16 Design flow for
an RFIC inductor
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if 1� dð Þ Lexp � Ls din; w; N; nð Þ� 1þ dð Þ Lexp
QL ¼ � Im Y11�Y12ð Þ

Re Y11�Y12ð Þ
else
Q ¼ 0

8>><
>>: ð12:58Þ

An optimum spiral inductor designed for a given inductance value at a particular
operating frequency is targeted for a maximum Q and a minimum area consumption
with an adequate self-resonant frequency. The physical characteristics of an
inductor, such as the metal width w, outer diameter dout, spacing s, and the number
of turns n, are optimized in order to yield the required inductor. In addition, it was
imperative to take into consideration the guidelines presented in Sect. 12.4. In
practice, the values of on-chip inductors used in RF circuits fall in the range of 1–10
nH due to considerations in area utilization.

The CMOS process is modeled by drawing the substrate and the metal layers in
a 3D-box-like fashion, where each layer is defined by its relative permittivity and
bulk conductivity. The inductor layout is drawn by scripting HFSS commands
through MATLAB using a library proposed in [24]. Figure 12.17 illustrates the
main parameters of the generic CMOS process used in the simulations. The spiral is
implemented using the top metal layer, and the underpass is made from the next
metal layer level. A ground ring was added connecting each port of the inductor.

The block diagram of the genetic algorithm function used in this procedure is
shown in Fig. 12.18. As a starting point of the optimization process, the initial
population is created randomly, in which binary strings are generated from layout
parameters. The GA is implemented in a way to code these layout parameters into
genes via a binary-string coding. The four optimized parameters are s, w, n, and din,
such that the chromosome structure is a four-part string, where each string

Fig. 12.17 Layers in a
generic CMOS process
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corresponds to a parameter. The model is then created in HFSS according to the
decoded parameters and is used to estimate the Y-parameters. The inductance is
then evaluated using Eq. (12.21), while abiding to the condition given by (12.58).
Following that, the algorithm automatically returns the Q value to the main function
which applies the fitness function given by (12.57) to each individual in the GA
population. Successive generations are produced by the application of selection,
crossover, and mutation operators, until the optimal or a relatively optimal solution
is found or termination criterion is met.

The 3D tool improves the design methodology of the on-chip inductors. Though
it provides full freedom in implementation, it shows to be slower tool due to
modeling through geometric construction and it uses the finite element method
which requires many iterations in order to achieve convergence [18]. A relation was
used to account for the accuracy in the quality factor estimated from the HFSS
simulation results [25], where a cross-sectional solver was used to estimate the
losses in coupled transmission lines, thus correcting the estimation.

The proposed optimization methodology is demonstrated through the design of a
rectangular spiral inductor targeted for an operating frequency of 1 GHz. The
design constraints and the technology parameters are given in Tables 12.10 and

Fig. 12.18 Block diagram of
the genetic algorithm used for
the design optimization of the
spiral inductor

Table 12.10 Optimization
constraints

Parameter Values

Desired inductance 1 nH

Operating frequency 1 GHz

Outer diameter ≤400 μm
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12.11. The determination of the upper and lower bounds of the width w, the number
of turns n, and spacing s is based on an initial estimation of the inductance and
layout parameters from the GP optimization; hence, a sweep is performed around
these values. The GP optimization layout design parameters used in this example
are those given in Table 12.8. The number of turns was varied from 2 to 4, w from
10 to 20 μm, while din from 40 to 70 μm.

The parameters of the square inductor design are given in Table 12.12, while the
simulation results obtained from HFSS are illustrated in Figs. 12.19 and 12.20,
where the variation of the inductance and quality factor with frequency is reported.
The value of the quality factor and the inductance obtained from this procedure are
compared with those obtained from the GP optimization procedure in Table 12.13.

Table 12.11 Technology
parameters

Parameter Values

Substrate resistivity 10 Ω cm

Silicon dielectric constant 11.9

Oxide thickness 4.5 μm

Conductivity of the metal 2.8 × 105 (Ω cm)−1

Metal thickness 3 μm

Table 12.12 Optimization
constraints

Parameter Values

w 17 μm

s 2 μm

n 2.5

din 65 μm

Fig. 12.20 Variation of the
inductance with frequency
obtained using HFSS
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12.11 Conclusion

In this chapter, computational techniques employed to model and optimize radio
frequency on-chip spiral inductors on a silicon substrate were presented and dis-
cussed. This work presents an efficient tool for analyzing, designing, and imple-
menting any arbitrary inductor arrangement or topology. The optimization strategy
is initialized by using a set of empirical formulae in order to estimate the physical
parameters of the required structure as constrained by the technology, layout, and
design specifications. Then, automated optimization using numerical techniques,
such as genetic algorithms or geometric programming, is executed to further
improve the performance of the inductor by means of dedicated software packages
such as MATLAB. The optimization process takes into account substrate coupling,
current constriction, and proximity effects. The results of such an optimization are
then verified using a 3D EM simulator. This strategy was shown to be convenient in
synthesizing optimal spiral inductors with adequate performance parameters such as
the quality factor, area utilization, and self-resonant frequency, by combining
lumped element model estimation with computational techniques within an EM
simulation environment. This strategy provides a time-efficient and accurate design
flow. A further improvement to this work would be to incorporate a method for
correcting the inaccuracy of the EM simulators in calculating the quality factor of
the spiral inductors.

Fig. 12.19 Variation of the
inductor’s quality factor with
frequency obtained using
HFSS

Table 12.13 GA
optimization results

LGA-HFSS (nH) LGP (nH) QGA-HFSS QGP

1.1 1 6.5 6
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Chapter 13
Automated System-Level Design
for Reliability: RF Front-End Application

Pietro Maris Ferreira, Jack Ou, Christophe Gaquière
and Philippe Benabes

Abstract Reliability is an important issue for circuits in critical applications such
as military, aerospace, energy, and biomedical engineering. With the rise in the
failure rate in nanometer CMOS, reliability has become critical in recent years.
Existing design methodologies consider classical criteria such as area, speed, and
power consumption. They are often implemented using postsynthesis reliability
analysis and simulation tools. This chapter proposes an automated system design
for reliability methodology. While accounting for a circuit’s reliability in the early
design stages, the proposed methodology is capable of identifying an RF front-end
optimal design considering reliability as a criterion.

Acronyms

GRF Total gain
FRF Total noise
IP3RF Total linearity
S11 Input matching
VDD Supply voltage
fLO Local oscillator frequency
GLNA LNA gain specification
NFLNA LNA noise specification
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IP3LNA LNA linearity specification
GPGA PGA gain specification
V2�
nPGA PGA noise specification

IP3PGA PGA linearity specification
U A general system-level specification where U 2 GRF;FRF; IP3RF; S11;½

VDD; fLO� at chapter’s design example
w A general building block characteristic where w 2 GLNA;NFLNA; IP3LNA;½

GPGA;V2�
nPGA; IP3PGA� at chapter’s design example

13.1 Introduction

Reliability has become an important issue for critical applications such as military,
aerospace, energy, and biomedical engineering since the nineties as introduced by
Tu et al. [1] and Oshiro and Diego [2]. Facing a rise in failure rate in nanometer
technologies, the ITRS report [3] identified reliability as a major challenge.
Integrated circuits (ICs) are facing an increase in failure rate during product lifetime
in nanometer CMOS technologies. In order to deal with reliability degradation,
many analysis models and tools have been proposed by Maricau and Gielen [4].
Maricau et al. [5] defined reliability as the ability of a circuit to function in
accordance with its specifications over its lifetime under stressful condition.
Maricau and Gielen [4] propose the following guidelines for improving reliability:

1. Robust circuit using overdesign which attends specification even in worst case,
or

2. Self-healing circuit able to reconfigure and compensate errors at run time by a
digital control.

Both statements do not mitigate reliability, but consider its consequences after
degradation event. Thus, designs are not optimized for reliability, and an overhead
is required (e.g., redundancy). Moreover, the trade-off between high performance
and reliability is not clear. Until now, the literature concentrates efforts in reliability
estimation using physical equations and transistor-level models. This chapter pre-
sents why this reasoning cannot be applied to system-level synthesis.

Ferreira et al. [6, 7] have investigated new design considerations at transistor
level. Ferreira et al. [8] have demonstrated that few changes on transistor sizing may
increase the circuit lifetime. System-level analysis was highlighted at Ferreira et al.
[9]. Cai et al. [10] have proposed a hierarchical reliability analysis associating
transistor-level degradation with the system-level characteristic variation. Known
design for reliability methodologies and implementations of reliability-aware
AMS/RF performance optimization methods are detailed in a book chapter by
Ferreira et al. [11].
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This chapter proposes an innovative automated system-level design for reli-
ability. Using reliability system-level modeling, five design experiments are pre-
sented to illustrate the proposition. An RF front-end architecture was chosen as an
application example of the proposed automated system-level design.

The chapter is organized as follows. Section 13.2 introduces reliability degra-
dation phenomena. Section 13.3 presents a brief description of the state of the art in
circuit design methodologies undergoing in classical design and design for reli-
ability. Section 13.4 proposes an automated method for system-level design for
reliability describing in details the innovative design steps which allow a reliability
control in early stages. Section 13.5 shows the implementation details of the pro-
posed design automation on an RF front-end architecture example. Section 13.6
presents the experimental results of different runs comparing different design
experiments. Each experiment follows a different optimization strategy reaching
different component sizes and device characteristics. Finally, conclusions are drawn
in Sect. 13.7.

13.2 Reliability Degradation Phenomena Background

13.2.1 Variability Phenomena

Undergoing variability, circuit performance shifts and may fail specifications.
Variability phenomena are mainly random dopant fluctuations (RDF) and line edge
roughness (LER). It can be divided into two categories:

• Systematic variations—repeatable electrical characteristic variations between
two identical designed transistors and

• Random variations—statistical variations, classified as inter-die variations (also
defined as global variation between lot-to-lot, wafer-to-wafer, and die-to-die)
and intra-die (within-die or local) variations.

Variability phenomena are important during early circuit operation. Mutlu et al.
[12] suggest inter-die variation as being much larger than intra-die (within-die)
variations. Due to technology scaling, intra-die variations are growing in impor-
tance. Variations often modeled are as follows: transistor-level parameters, inter-
connections (width and length), and passive devices (resistivity and permittivity).
To quantify variations at system level, building blocks are simulated separately
using statistical Monte Carlo tools. Mean and variance are estimated from normal
distribution of these devices. Details of physical sources of variations are lumped
into a random statistical description.
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13.2.2 Environmental Phenomena

Circuit performance and system performance are highly dependent on the working
environment. Performance is subjected to variations in power supply voltage (VDD),
temperature, workload dependency, and noise coupling from electromagnetic
compatibility (EMC). Environmental phenomena depend on time, architecture
topology, and external agents. Environmental effects are often called dynamic
variations or temporal variations, because they impact performance during usage.

Typical VDD and temperature fluctuations lead to transistor-level characteristic
variation. Induced charges result in drain current and transconductance shifts.
Commonly, process–voltage–temperature (PVT) variations are recognized by
designers. Combining process variations and environmental variations, robust
systems should be reconfigurable to dynamically adapt system’s behavior to its
environment and workload. Furthermore, EMC has become a major cause of failure
due to inadequate design methods in parasitic noise reduction and topology EMC
immunity, presented in Ramdani et al. [13]. In mixed signal designs, digital
switching noise degrades the ground reference voltage, causing a systematic VDD

variation. RF front end may also suffer from instability due to positive feedback or
nonlinearity issues due to self-mixing as presented by Rosa et al. [14].

13.2.3 Aging Phenomena

During early circuit operation, variability phenomena are the most important reli-
ability degradation phenomena. During lifetime usage, systems are susceptible to
environmental effects, until wear-out and aging takes place. To reduce infant
mortality due to degradation phenomena, ICs are intensively tested and subjected to
degradation stress (burn-in).

Although nanometer technologies offer faster and smaller transistors, White and
Chen [15] have commented that technology scaling results in devices more vul-
nerable to aging. According to this report, technology nodes as 45 and 28 nm are
expected to have a lifetime lower than to 10 years. Consequently, system-level
design has been including overdesigned margins to extend circuit lifetime. This
choice is in contrast to a classical design optimization.

Much of reliability degradation is due to circuit aging under stressful environ-
ment. The main aging phenomena are as follows:

• Bias temperature instability (BTI)—refers to the generation of oxide charge and
interface traps. BTI is affected by increased gate bias stress and mostly at
elevated temperature. These traps can be partially recovered when bias and
temperature are reduced, see Maricau and Gielen [4] for details.

• Hot carrier injection (HCI)—refers to high energy charges migration and
accumulation of a high-density area of interface traps near the transistor drain, as
defined by Maricau and Gielen [4]. HCI can be mitigated by biasing transistors
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in moderate or weak inversion. However, this solution is not always feasible for
gate lengths lower than 50 nm as circuit is designed for high-power or
high-frequency application.

• Time-dependent dielectric breakdown (TDDB)—refers to a temporal stochastic
oxide damage caused by defects generation inside gate dielectric. A cumulative
failure probability of oxide breakdown can be predicted using the Weibull
distribution, presented by Stathis [16]. Oxide breakdown may lead to a cata-
strophic failure (hard breakdown) or an ohmic path generation with an increased
gate leakage current (soft breakdown).

• Electromigration (EM)—refers to metal erosion caused by excessive current
density. EM phenomenon estimation is not available in early design stages.
Design for manufacturing recommendations for EM mitigation are sizing wid-
ened wires in layout to do not fail current density rule check.

13.3 Circuit Design Methodologies

Classical methodology considers basic design criteria as die area, power con-
sumption and speed, and sometimes noise and linearity (AMS/RF applications).
Objectives of research in new design methodologies aim to:

• increase estimation accuracy;
• reduce convergence time;
• control the computational cost as the design complexity increases;
• propose new criteria trade-offs; and
• reuse the design experience to improve itself.

In spite of the importance of conventional design criteria, not considering reli-
ability degradation is being negligent to performance variation. Cai et al. [10], and
Maricau and Gielen [4] have demonstrated that variations might fail circuit spec-
ification in a shrinking lifetime. In the following sections, a brief description of
design methodologies state of the art is presented undergoing in classical design and
design for reliability.

13.3.1 Classical Design Methodology

Classical design methodology relies on powerful numerical optimization coupled
with accurate performance estimation tools. Design methodologies can be divided
into three steps: architecture validation, schematic implementation, and layout
synthesis. An automatic design methodology (see Fig. 13.1) starts by a First
Design, which can be obtained using hand analysis, or a random draw based on the
optimization method. Liu et al. [17] have presented some of these optimization
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methods. Design is conformed to a Performance Specification and placed in a
Design Space. A Design Space is a set of device characterization previous obtained.
In general, Design Space can be built using previous experience in designing
similar blocs, or using the state of the art. In transistor level, a Design Space is a
database establishing an association of different transistor’s sizing and bias to
transistor’s transconductance and drain current. Under unreliability phenomena
(described in Sect. 13.2), such device characteristics may suffer from degradation
resulting in a Design Space Variation. Variations are not taken into account in a
classical design methodology.

To determine whether a design is optimal, Optimization tool (see Fig. 13.1)
searches the best set of characteristics according to a cost function and runs a
Performance Estimation. If the design is not declared optimal by an Optimal
Evaluation, the Optimization will be iterated using the previous solution to improve
convergence. Optimization iteration depends on the cost function and the perfor-
mance estimation model adopted. The methodology will converge if the found
design conforms to Performance Specification and is in Design Space of charac-
terized devices, becoming so an Optimal Design. Circuit design flow is finished by
applying classical design methodology for system and circuit level.

Specification
Performance First

Design

Evaluation
Optimal

Estimation
Performance

Optimal
Design

Design Space
Characterization

Design Space
Variation

Fail

Pass

ψ = optimization (Φ)

Fig. 13.1 Classical design methodology: design steps illustration
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The classical design methodology can be illustrated in transistor-level design.
Optimal Design consists of sizing and biasing of all transistors and values of
required passive components. Design parameters have to be determined in order to
meet the circuit specifications at some trade-off cost. Using a First Design as start
point, Optimization tool determines these design parameters belonging to Design
Space. Then, a Performance Estimation tool, often a simulator, characterizes the
optimal design candidate. Finally, Optimal Evaluation judges if the achieved per-
formance is correct according to the Performance Specification. After some itera-
tions and computational cost, Optimal Design may be found.

Tugui et al. [18] have presented a classical design methodology for system-level
design. The problem considered by the auteurs is a 6th-order CT Sigma-Delta
modulator design. Using Bayesian approach based on a Kriging probabilistic
meta-model, a top-down design is carried out. System performance is optimized
using Simulink/MATLAB. A simple transimpedance amplifier was considered as
building block at transistor level. Transistor sizing is demonstrated. Coherent results
at the system and transistor level were presented.

13.3.2 Design for Reliability Methodology

Design for reliability methodologies emulate the degradation process of reliability
loss based on physical failure mechanisms. Design for reliability methodologies are
inspired by Berkeley Reliability Tool (BERT) concept presented by Tu et al. [1].
Recent studies present reliability modeling as Huard et al. [19], or Parthasarathy
et al. [20], and simulation tools as Ruberto et al. [21], or Quemerais et al. [22].
Others are interested in circuit lifetime estimation as Wunderle and Michel [23].

According to Li et al. [24], design for reliability methodology is based on
reliability estimation using a simulation flow illustrated in Fig. 13.2. Optimization
tool is required to obtain a non-stressed device (named here as fresh device). The
device is stressed by degradation phenomena (described in Sect. 13.2) according to
Unreliability Model to obtain a Degraded Device. Then, a Performance Estimation
of the Degraded Device is required to verify if Specifications are met. If the
Evaluation result is false, a new Optimization loop is required (see Fig. 13.2) until a
Final Design is found.

In this method, a complex loop is used to simulate characteristics for both fresh
and degraded devices. This step is computationally intensive and does not guar-
antee the choice of optimal and reliable design. Since optimization tool has no
reliability insight, trade-off between optimal and reliable is not clear. Thus, the
designer has no information to aim performance betterments during design for
reliability iterations.

To address optimal and reliable device trade-off, recent publications study
reliability issues using new statistical analyses. The main contribution in the liter-
ature is mapping device characteristics and characteristic variations. Both form a set
of design variables for a feasible device, which is named in this work as Design
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Space. Although advances made in design for reliability methodologies, reliability
improvements remain in designing robust or self-healing circuits as Maricau and
Gielen [4] have presented. These techniques have the drawback of circuitry
redundancy and complexity. To the best of our knowledge, there is no automatic
system-level reliability control implemented in a design methodology to reduce area
and power consumption overhead due to reliability enhancements.

13.3.2.1 Reliability Analyses

Wang et al. [25] have introduced a simplified model for process variability,
bridging the gap between Monte Carlo simulation and circuit design. Using this
model, variability-aware design became possible since process variability could be
estimated with a reduced computational cost.

Integrated-circuit reliability simulation is not a new concept, and a number of
reliability models and simulation tools have been developed in Bernstein et al. [26].
Most of the studies are interested in modeling and simulating aging stress and
circuit lifetime as Huard et al. [19] and Yuan and Tang [27]. They have highlighted
stress environment and stress time as agents of variation in device characteristics.
However, the aging degradation is not totally independent of the IC process vari-
ability. Before aging, the circuit suffers from the process variability which changes
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Device
Final
Design
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Device
Unreliable

Degradation
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Fig. 13.2 The state of the art of design for reliability methodology: unreliability phenomena
simulation flow presented by Li et al. [24]
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the influence of the agents of stress (environment and time). Although both are
combined in this physical event happening order, nominal reliability analysis tools
published by Wang et al. [25], and Wunderle and Michel [23] do not take such
order into account.

To solve this problem, Maricau and Gielen [28] have demonstrated a
variability-aware reliability modeling and simulation tool. Moreover, Pan and
Graeb [29] have proposed an efficient method to predict analog circuit reliability
considering the joint effects of manufacturing process variations and parameter
lifetime degradations. Therefore, the published works highlight tools capable of
estimating the variation in circuit characteristics according to the variability and
aging degradations.

13.3.2.2 Statistical Analyses

According to reliability degradation phenomena described in Sect. 13.2, the nominal
characteristics cannot represent the IC performance. To ensure robust designs, sta-
tistical analyses have been widely used to describe the variation in circuit charac-
teristics. Commonly used statistics methods are correlation analysis, regression
analysis, design of experiments (DoEs), and response surface modeling (RSM).

Cai et al. [10] have highlighted correlation analysis as an interesting tool to filter
correlated parameters reducing the number of design variables. Using semicon-
ductor physics, the correlation analysis is able to identify uncorrelated design
variables. Considering only these variables during design optimization, the com-
plexity of reliability analysis is extremely reduced. Regression analysis aims to
identify less significant parameters. Thus, some design variables are neglected in
the estimation modeling because such variables are less significant in the perfor-
mance estimation.

DoEs is an information-gathering process. During controlled experiments, a
statistical analysis of circuit performance is carried out. Applying DoEs to IC
design, designers are able to characterize the impact of the input design variables on
the output circuit characteristics. RSM is another important statistical method that
builds relationship between input design variables on the output circuit character-
istics. Aside from DoEs, RSM directly maps design variables to circuit character-
istics generating accurate functions to estimate the performance. Details about
statistical analyses methods here introduced are available in Cai et al. [10], and
Maricau and Gielen [4] works.

13.4 Automatic System-Level Design for Reliability

In this section, automatic system-level design for reliability methodology is dis-
cussed. The challenge is to consider system-level reliability without conceiving
transistor-level reliability. In this way, changes in the optimization have to be made
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to guide a classical design methodology (see Fig. 13.1) to an optimal and a reliable
solution. Moreover, such a tool should avoid intensive reliability simulations with a
high computational cost (see Fig. 13.2).

Cai et al. [10], and Maricau and Gielen [4] have presented analysis tools with
reduced simulation effort using DoEs and RSM methods. Using these tools, tran-
sistor characteristics and their variations (by reliability degradation) have been
identified and mapped in a database named design space. The design space cor-
relates design variables (e.g., transistor sizing and bias) to circuit characteristics
(e.g., gain and noise). These tools are important to build a design space of the
system-level blocs as it is presented in this work. Also, failure conditions are
obtained using the previous characterization which came from transistor-level
knowledge presented in [7, 10, 11, 22, 29].

System-level design for reliability treats reliability issues in a top-down
approach, leading to a feasible and reliable system in early stages. Previous
investigations by Ferreira et al. [7, 9] have identified some common steps in the
design flow aiming to control the circuit reliability and proposing it as a design
criterion. To consider circuit reliability, the design flow should estimate circuit
characteristic variations and compare with reliability requirements. Controlling the
reliability, an automatic design for reliability flow has to guide an optimizer tool to
a reliable solution.

Figure 13.3 proposes an automatic design for reliability diagram, which can be
implemented to design reliable circuits and systems in bottom-up or top-down
approach. The proposed method starts from the Optimal Design issued from clas-
sical design methodology (see Fig. 13.1). In the proposed method, Optimal Design
is only a reliable solution candidate. If the design is reliable, the proposed meth-
odology ends as a result of a pass in the Failure Evaluation. However, an Optimal
Design hardly passes at first iteration since a classical design methodology does not
use Design Space Variation information during Optimization. This means that
circuit characteristic variation inside Design Space Variation is not considered in
classical design methodology.

Using Performance Estimation, system characteristics Uj are

Uj ¼ f w1; . . .;wnð Þ; 8j 2 ½1;m�; ð13:1Þ

where wi are building block design variables (wi 8i 2 ½1; n�). However, the wi may
change by Dwi according to reliability degradation phenomena. Dwi is a positive or
a negative variation of wi due to reliability degradation. Thus, the Variation
Estimation has to evaluate

Ujdegraded ¼ f w1 þ Dw1; . . .;wn þ Dwnð Þ: ð13:2Þ

After that, Failure Evaluation can compare the identified Ujdegraded with the Ujspec

and determine if the specification is still met after degradation. The Variation
Estimation operates using a previous characterized set of design variables and
circuit characteristics database named Design Space and Design Space Variation.
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Both information assembles mapped design variables, circuit characteristics, and
failure conditions.

For transistor-level design, Variation Estimation is often done using Monte
Carlo, Corner-based, and aging simulators. To speed up Variation Estimation,
modeling is necessary and accuracy is often reduced. Reliability and statistical
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Fig. 13.3 The proposed automatic design for reliability: design steps illustration

13 Automated System-Level Design for Reliability … 373



analysis tools proposed in Cai et al. [10], Maricau and Gielen [4], and Pan and
Graeb [29] works have presented a good trade-off in speedup and accuracy.
However, these tools are hardly suitable for automatic design because they are
simulation intensive. Moreover, these tools present serious limitations in order to
guide the optimizer to a reliable solution in the following iteration (see
Sect. 13.3.2).

In order to implement Variation Estimation suitable for automatic system
design, this chapter proposes to reduce estimation accuracy using system-level
design equations. It is assumed that circuit characteristics suffer from large variation
due to unreliability phenomena. Thus, a failure condition is established by this
hypothesis to meet early design stages and automatic analysis requirements. The
variation of circuit characteristics is defined by the designer to state the circuit
failure or lifetime. The amount of variation for failure condition is studied in
publications of Cai et al. [10], Ferreira et al. [7], Pan and Graeb [29], and Quemerais
et al. [22]. So that, Eq. 13.2 can be simplified to

Ujdegraded ¼ Ujtyp þ DUj; ð13:3Þ

where DUj (system characteristic variation) can be estimated using:

• Nominal reliability analysis

DUj �
Xn
i¼1

DUij; or ð13:4Þ

• Variability-aware reliability analysis

r2Uj
¼ DUj
� �2�Xn

i¼1

DUij
� �2

: ð13:5Þ

In both analysis, DUij is the part of DUj due to Dwi, defined by

DUij ¼ @Uj

@wi

����
w

Dwi: ð13:6Þ

Automatic methodology requires building block design variables (wi 8i 2 ½1; n�)
and system characteristics (Uj 8j 2 ½1;m�) described in the database named Design
Space. Moreover, methodology also requires that reliability degradation was
described by Dwi in Design Space Variation.

It is important to highlight that Eq. (13.6) assumes small variations of Dwi.
Despite isolated transistor-level characteristic varies much more than expected
small variations, building block architecture can be applied in masking and
reducing variations. For example, full differential balanced amplifiers are able to
reduce transconductance variability, usually more than 30 % due to global
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variability, in lesser than 1 %, due to differential pair mismatch only. Another
example is temperature variation which has a minimal effect in building block
characteristic if band-gap circuits supply a temperature-stable reference voltage.
Aging variation is also masked and reduced in building block architecture; for
example, Ferreira et al. [8] has presented in a DCO design having fosc � 2 %. If DUij

cannot be modeled by a linear estimator (Eq. 13.6), a more complex estimator
should be employed. However, it is hardly the case in system-level design.

According to the system specification ½Uj;DUj� 8j 2 ½1;m�, a reliable design will
prefer building blocks having optimal characteristics (wi 8i 2 ½1; n�) and a con-
trolled reliability (Dwi 8i 2 ½1; n�). Evaluating the proposed algorithm (see
Fig. 13.3), the convergence will be found if guidelines of design for reliability can
be provided to the optimization tool. Next, following sections describe how
Variation Sharing and Sensitivity Analysis provide a Reliable Design Proposal.
They also explain how Design Space Reduction can provide guidelines to
Optimization in order to find a Reliable Design.

13.4.1 Variation Sharing

The Variation Sharing is an interactive decision process, which can be modeled and
analyzed using a set of mathematical tools called Game Theory introduced by
Osborne [30]. Game Theory proposes that decisions are made based on favoring
some constraints in expense of others. Mostly applied to finance and economy
research field, they intrinsically treat what is known as design trade-offs in circuit
and systems. Thus, different set of decisions identifies a design strategy, which
gives priority to some constraint. According to Osborne [30], the Variation Sharing
decision process can be defined by three primary components, identified as:

1. a set of wi 8i 2 ½1; n�, varying due to reliability degradation;
2. a sharing strategy space composed by the wi share priority defined by the set of

positive sharing weights Wij;
3. a set of utility functions deciding how much is Dwi 8i 2 ½1; n� and defined by

Dwi ¼ min
j

Dwij

�� ��; ð13:7Þ

where the variation allowed to wi under the Uj criterion is

Dwij ¼
DUij
@Uj

@wi

; ð13:8Þ

and DUij defined in Eq. (13.6) depends on an adopted design strategy.

In a general Variation Sharing, the decision strategy often chooses a charac-
teristic i ¼ k to give it the highest priority. Then, this strategy shares a bigger
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variation to this characteristic wk in detriment of a smaller variation to wi 8i 2
½1; n� 1� for each Uij. Thus, the Wij shall be defined in a way that the highest
priority characteristic (wk) has

Wkj ¼ max
i

Wij
� �

: ð13:9Þ

The influence of Dwi on DUj is calculated by the equation

DUij ¼ DUkj
Wij

Wkj
: ð13:10Þ

At this point, shared variation is defined according to a Wij priority. For each wk

favored by Wij, a new design strategy is established. The set of design strategies is
decisions that can be adopted in Variation Sharing. As a consequence, each favored
block has relaxed constraints and variations are acceptable in a certain margin.
Actually, a design margin is proposed to allow circuit characteristic variation if it is
smaller than the specified margin. Thus, the design margin optimum can be found
using Games Theory tool.

Still there are unanswered questions in Variation Sharing since reliability esti-
mation may influence the decision process. In fact, the DUkj is the maxi DUij

�� ��
estimated from reliability degradation. If the design criterion is a nominal reli-
ability analysis, then a Linear estimator can be employed by solving Eq. (13.4) as

DUkj ¼ DUjPn
i¼1

Wij

Wkj

: ð13:11Þ

If the design criterion is a variability-aware reliability analysis, then a
Quadratic estimator can be employed by solving Eq. (13.5) as

DUkj ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

DUj
� �2
Pn

i¼1
Wij

Wkj

��� ���2
vuuut : ð13:12Þ

The best available Wij strategy for any characteristic k 2 ½1; n� is the strategy that
maximizes Dwi under the belief that all n characteristics do the same as well. This
set of best Wij strategy forms an equilibrium as described in Games Theory
introduced by Osborne [30]. Searching an equilibrium is the process proposed in
design margin optimization. Hence, Variation Sharing decision at this equilibrium
will always impose a smaller variation in Uj than the first estimation of DUj during
failure evaluation. Moreover, this variation sharing decision leads to an optimal
sharing by reducing the required design margin. The Reliable Design Proposal (see
Fig. 13.3) will be found by specifying such a margin in the condition that the
performance after variation is always better than the specification.
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Nevertheless, defining the Wij is not a simple task and may involve a lot of
interaction among the lower level designers and the higher level designers,
including powerful simulations, reliability, and statistical analyses. Actually, U 2
Uj 8j 2 ½1;m� are system-level characteristics such as die area, power consumption,
gain, speed, bandwidth, noise, and linearity. Hence, this task will need a team effort
finding all the Wij which may be an over time-to-market solution. It suggests that
the best response cannot be applied in automated design methodologies and early
design stages.

In order to propose a better solution than an equal Variation Sharing, and
without a strong design experience defining Wij, a first-order sensitivity analysis is
used in defining the variation-sharing strategy (see below). Actually, a sensitivity
analysis gives us an accurate sharing weights if the variations are smaller than
previously defined circuit failure. Few works describing circuit failure conditions
are as follows: Cai et al. [10], Ferreira et al. [7], Pan and Graeb [29], and Quemerais
et al. [22]. Also, Uj modeling accuracy, defined in Eq. (13.1), is an important factor
to guarantee an accurate sharing weights. It is expected that a sensitivity analysis
will lead the design methodology to a good strategy without a time costly analysis.

13.4.2 Sensitivity Analysis

A higher level characteristic (Uj) sensitivity to a lower level characteristic (wi) is
defined in first-order approximation as

Swi
Uj

¼ wi

Uj

@Uj

@wi
: ð13:13Þ

The Swi
Uj

is a measure of how much a wi variation is able to change Uj. For

instance, a big Swi
Uj

implies in a significant DUij for a given Dwi. Thus, the mag-

nitude of the sensitive can be used in a Variation Sharing as a design strategy,
defining the sharing weights (Wij).

From this point, this work proposes a Wij definition to solve Variation Sharing
by two different design strategies:

1. Giving priority to DUij with a Lower Swi
Uj

��� ���, so that

Wij ¼
Pn

i¼1 Swi
Uj

��� ���
Swi
Uj

��� ��� ; 8i 2 ½1; n� and 8j 2 ½1;m�; or ð13:14Þ
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2. Giving priority to DUij with a Higher Swi
Uj

��� ���, so that

Wij ¼
Swi
Uj

��� ���Pn
i¼1 Swi

Uj

��� ��� ; 8i 2 ½1; n� and 8j 2 ½1;m�: ð13:15Þ

It is remarkable that using strategy Lower for Wij defined by Eq. (13.14),
trade-offs are assumed unlike using strategy Higher for Wij defined by Eq. (13.15).
Actually, each strategy will grant different margins to wi variation privileging a few
in disadvantages for others characteristics.

13.4.3 Reliable Design Proposal

A reliable design shall meet its specifications during its whole lifetime. Thus,
Ujdegraded should be better than Ujspec and from Eq. (13.3) concluding that

Ujtyp ¼ Ujspec � DUj: ð13:16Þ

Reliable Design Proposal is changing wi feedback, including a design margin
estimated during previous iteration. Therefore, the proposed design methodology
will optimize a circuit from such characteristics which will be reliable if the DUj is
not overcome in Design Space. In order to guarantee this assumption, the set of
wi 8i 2 ½1; n� of optimal design has to be changed. Design Space have to include
shared variations Dwi 8i 2 ½1; n�. This mean reduces the Design Space to fulfill the
Reliable Design Proposal improving an Optimization convergence to a Reliable
Design.

13.4.4 Design Space Reduction

Including only the characteristic variations as design margins is not sufficient to
guarantee the proposed design methodology convergence. Due to the complexity of
Design Space, such space might present every Optimization iteration a new Optimal
Design which is not reliable if the characteristic variation is bigger than the previous
margin.

That is why, this chapter proposes a Design Space Reduction at each iteration for
which a Reliable Design is not found. Then, a Design Space containing only a
Reliable Design Space is given to the Optimization tool for following iteration.
Knowing the relationship between wi and Dwi 8i 2 ½1; n� in the Design Space, such
space is reduced by cropping the regions where it is found a Dwi bigger than the
design margins obtained during the variation sharing.
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Using a transistor-level design example presented in Ferreira et al. [7], the design
variables wi are often transistor bias, represented by VGS and VDS. An Optimization
tool searches for an Optimal Design which meets Uj transistor characteristics,
represented by IDS and gm in this example. Using any VGS;VDS 2 ½0;VDD� as a
Design Space, such an Optimal Design might result in a high DUj due to a Design
Space Variation, and thus the found solution is not a Reliable Design. However,
strong inversion bias leads to high reliability degradation [7]. Figure 13.4 shows a
high DUj value for a bias close to VDD, where transistors are in strong inversion. By
a proper design strategy, the proposed methodology will find a new Reliable Design
Space guiding an Optimization tool by Design Space Reduction. Reliable Design
Space is represented by dashed lines in Fig. 13.4a, b, where a Reliable Design
Proposal is met by a failure condition of 2 % variation for DIDS=IDS and Dgm=gm.

If it is not possible to have high performance and controlled reliability at the
same time, Design Space Reduction may lead Optimization tool to an unfeasible
design. By using a proper model (RF system-level equations in this work) and
optimization tool (constrained optimization by linear approximation in this work) to
detect the design feasibility, Design Space Reduction will produce the stop con-
dition when Optimization is not able to converge. Thus, designers will know that
imposed reliability and characteristics have a trade-off that cannot be feasible. In
this way, they should relax reliability or characteristics specification. If designers
are not able to do it, so they have to change the circuit topology or the IC
technology.

The relationship between circuit topologies and reliability, or IC technologies
and reliability is a prominent subject to be researched in order to improve our
methodology convergence diagnosing unfeasibility. A conventional wisdom is to
use an older IC technology which is naturally more reliable. Schematics with full
differential and balanced structure are more reliable against variability degradation,
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Fig. 13.4 Normalized NMOS (W = 1 μm and L = 60 nm) simulation results for: a IDS unreliability
degradation and b gm unreliability degradation [7]
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remaining only mismatch. Also, few changes on the schematics may be able to
increase the circuit lifetime as introduced by Ferreira et al. [8]. Although many
advances are made in reliability control, reliability enhancement remains intrinsi-
cally in designing robust or self-healing circuits with a payoff of circuitry redun-
dancy and complexity according to Maricau and Gielen [4].

13.5 Automatic System-Level Design for Reliability
Implementation

In order to demonstrate the proposed design for reliability methodology, a
system-level RF front-end design was chosen. A design example is introduced in
Sect. 13.5.1, and system-level model details are presented. Section 13.5.2 uses a
system-level model to implement the algorithm illustrated in Fig. 13.3 using Python
2.7 programming language. Constrained optimization by linear approximation
(COBYLA) from Python library is used.

13.5.1 System-Level Design Case

In order to demonstrate the proposed methodology, an automatic design of an RF
front-end reliability control is implemented. The RF front-end architecture is pre-
sented in Sect. 13.5.1.1. The cost function used in optimization tool is presented in
Sect. 13.5.1.2, and the performance estimation is presented in Sect. 13.5.1.3.

13.5.1.1 RF Front-End Architecture

One of the most popular architectures for multi-standard wireless applications is the
direct conversion RF front end, see Rosa et al. [14] for details. The architecture,
illustrated in Fig. 13.5, has a low-noise amplifier (LNA—1), a passive mixer
(MIXER—2), a voltage-controlled oscillator (VCO—3), and a programmable gain
amplifier (PGA—4) with its baseband (BB) filter. In this design case, this chapter
focuses on LNA and PGA design optimization, because together they are able to
represent most of the design challenges in controlling the architecture reliability
without complex models and optimization tool. Architecture specification is pre-
sented in Table 13.1 for WLAN/WiMAX direct conversion RF front end.

The design optimization is stated as follows:

• Given specification U 2 GRF;FRF; IP3RF; S11½ �, as illustrated in Table 13.1.
• Find the building block characteristics
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w 2 GLNA;NFLNA; IP3LNA;GPGA;V
2
nPGA; IP3PGA

� �
• Subjected to the constrained minimization of multivariate scalar functions

introduced by Gu [31]

Pmin ¼ min
X4
i¼1

Pi

 !
; cost function being the power consumption ð13:17Þ

GRF ¼
Y4
i¼1

Gi; gain constraint ð13:18Þ

FRF ¼ 1þ
X4
i¼1

Ni; noise constraint ð13:19Þ

PIP3RF ¼
1P4
i¼1

1
Li

; linearity constraint ð13:20Þ

13.5.1.2 Cost Function

The architecture presented in Fig. 13.5 is modeled using RF system-level functions
from Friis formulas detailed by Gu [31]. The optimization cost function chosen is
the power consumption of the LNA added to the PGA. The cost function is

2

3

RF 1
4

BB

Fig. 13.5 RF front-end architecture for multi-standard wireless applications: illustration

Table 13.1 RF front-end
architecture specifications for
WLAN/WiMAX applications
presented by Ferreira et al. [9]

GRF >30 dB

20logFRF 3.5 dB @ 1 GHz—6 dB @ 6 GHz

IP3RF >0 dBm

S11 <−10 dB
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calculated by minimizing the power consumption in Eq. (13.17). The LNA and the
PGA power consumption were modeled using a polynomial function to represent
the trade-off among gain, linearity, and noise described by Xu et al. [32], Li et al.
[33]. The power consumption equations are:

P1 ¼ PLNA ¼ k1 � 10GLNA=20:0 � 10IP3LNA=10:0�3:0

� 10NFLNA=10:0 � 1
� 	

; and
ð13:21Þ

P4 ¼ PPGA ¼ k4 � 10GPGA=20:0 � 10IP3PGA=20:0

� V2
NPGA

10GLNA=20:0ð Þ2 p
4

� �2
V2
Ns

:
ð13:22Þ

The power consumption of the mixer (index 2 in Fig. 13.5) and of the local
oscillator (index 3 in Fig. 13.5) was not included in the cost function because they
are not included in the set w previously defined (see Sect. 13.5.1.1 for details).

13.5.1.3 Estimation Model

The architecture performance estimation is obtained by a model often employed in
RF front-end architectures (also known as Friis formulas, see Gu [31]). For the
architecture performance estimation, gain, noise, linearity, and input matching
characteristics are evaluated. The model equations of the RF front-end architecture
are as follows.

Gain: constraint defined in Eq. (13.18) is modeled with

G1 ¼ 10GLNA=20:0; ð13:23Þ

G2 ¼ GMIXER ¼ p
4
; ð13:24Þ

G3 ¼ GLO ¼ V̂LO

VLO
; ð13:25Þ

where V̂LO is the estimated LO amplitude and VLO is expected LO amplitude, and

G4 ¼ 10GPGA=20:0: ð13:26Þ

Noise: constraint defined in Eq. (13.19) is modeled with

N1 ¼ 10NFLNA=10:0 � 1; ð13:27Þ
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N2 ¼ FMIXER � 1 ¼ p
4
; and ð13:28Þ

N4 ¼
V2�
nPGA

10GLNA=20:0ð Þ2 p
4

� �2
V2
Ns

; being ð13:29Þ

V2
Ns

¼ 4 kTRs: ð13:30Þ

Linearity: constraint defined in Eq. (13.20) is modeled with

L1 ¼ 10IP3LNA=10:0�3; and ð13:31Þ

L4 ¼
10IP3PGA=20:0
� �2

RRF 10GLNA=20:0ð Þ2 p
4

� �2 : ð13:32Þ

The linearity from the mixer (index 2 in Fig. 13.5) and the local oscillator (index
3 in Fig. 13.5) were not included in the constraint because such blocks are not
included in the set w previously defined (see Sect. 13.5.1.1 for details).

13.5.2 Automatic System-Level Design for Reliability
Algorithm

The system-level design case presented in Sect. 13.5.1 is optimized to reliability
control. For comparison purposes, the automatic design methodology is run for
nominal reliability using Linear estimator in Eq. (13.4), variability-aware reliability
(with Quadratic estimator presented in Eq. 13.5). According to sensitivity analyses,
Lower and Higher priorities are applied for both estimators. Also, a classical design
methodology (presented in Sect. 13.3.1) is implemented to demonstrate the
trade-offs in controlling reliability for such an RF front-end architecture. This
chapter presents four different experiments implementing reliability as a criterion
and one extra experiment, named Classical, where reliability is neglected.

The automatic design for reliability methodology is implemented in Python 2.7
programming language using Algorithm 13.1. Optimization tool employed in this
methodology is COBYLA from Python library. The implementation of the general
methodology shown in Fig. 13.3 aims to control the reliability of the RF front-end
architecture presented in Fig. 13.5 by using the model presented in Sect. 13.5.1.3.
This tool should improve system-level design and optimization, including reliability
as a design criterion.
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13.6 Automatic Design for Reliability Results

The following experimental results are presented for the proposed methodology in
this chapter:

• Classic, neglecting characteristic variation in a design optimization without
reliability control (presented in Sect. 13.3.1);

• Lower Quadratic, combining variability-aware reliability analysis of Eq. (13.5)
and Wij priority of Eq. (13.14);
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• Lower Linear, combining nominal reliability analysis of Eq. (13.4) and Wij

priority of Eq. (13.14);
• Higher Quadratic, combining variability-aware reliability analysis of Eq. (13.5)

and Wij priority of Eq. (13.15);
• Higher Linear, combining nominal reliability analysis of Eq. (13.4) and Wij

priority of Eq. (13.15).

The experiments have been executed on an AMD Turion X2 Dual-Core Mobile
RM-74 2.2 GHz with 3 GB of RAM, and Windows 7 32-bits operating system.
Table 13.2 summarizes the optimized characteristics for each building block. The
execution time (texec) of the algorithm was obtained using a mean time of 1k
experiment runs avoiding CPU time measurement artifacts due to other tasks. The
total power consumption (Ptot) presented is the result of the cost function (see
Eq. (13.17)) when the design is optimal. The RF front-end characteristics
ðGLNA;NFLNA; IP3LNA;GPGA;V2

nPGA ; IP3PGAÞ are described in Sect. 13.5.1.
Table 13.3 shows the design margins in percentages. If no margin is imposed,

Table 13.3 has identified such characteristic with none. In this case, an optimization
of the margin was not done, and thus, there is no reliability control in such a case. In
order to control reliability, none value means an unknown information about the
variation of the related characteristics. Obviously, the classical methodology does
not optimize design margins, leaving to the designer a lack of information. In none
cases, circuit redundancy and overdesigned margins should be considered as a
solution to guarantee reliability enhancement.

The results of Tables 13.2 and 13.3 highlight different texec among the experi-
ments. There is an important increase of texec, while reliability control is considered.
However, the texec variation among design for reliability experiments represents the
difficulty in finding an optimal solution inside the specification and reliability
trade-off.

Nominal reliability analysis assumes that circuit variability is negligible due to
architecture characteristics. However, this is not often the case. Quadratic estimator
should be used instead of the Linear estimator in order to take variability into
account. In Table 13.3, Lower strategy imposes reliability constraints to the LNA,
relaxing the PGA variation. Nevertheless, Lower strategy will lead to higher LNA’s
characteristic variation and a total lack of information for PGA’s linearity variation.
Thus, Lower strategy is not suitable, because such strategy cannot control the
system reliability as required.

The Higher Linear strategy (using higher sensitivity priority and linear esti-
mator) identified the lowest power consumption. The experiment has shown an
optimal margin for NFLNA, and IP3LNA by the reduction of the overdesigned
margins: V2�

nPGA and IP3PGA. However, such strategy does not take variability into
account. Thus, the Higher Quadratic strategy is the most suitable for this design
example. If the variability of the building blocks is negligible, then the Higher
Linear strategy can be chosen.
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The proposed design methodology convergence depends on the existence of an
optimal and a reliable solution. The convergence cannot be achieved if no solution
is found for such specifications and reliability requirements. In this work, an RF
system-level model has been chosen to search the optimal solution. If the meth-
odology does not achieve convergence, then some characteristic represents a hard
constraint in design for reliability. This characteristic that represents a constraint
can be identified by the system-level modeling presented in this chapter.

Using the failure evaluator to log the characteristic failure, methodology can
diagnose the divergence. If a large number of iterations fail for the same charac-
teristic, then a maximum iteration counter would be achieved, stopping the auto-
matic design. Hence, the experiment log would reveal the divergence and can
diagnose a characteristic representing a hard constraint.

Once a hard constraint is identified, the methodology convergence can be
achieved if it is possible to relax such constraint or the reliability requirement. If
designers are not able to relax one of them, the optimal circuit with a controlled
reliability cannot be found for such architecture and technology. To identify reliable
IC technologies or architectures, the propositions in this work will be able to
improve such a featured subject by IC technologies’ and architectures’ reliability
research.

Table 13.2 RF front-end design for reliability experiments

Design
strategy

texec
(s)

Ptot

(mW)
GLNA

(dB)
NFLNA
(dB)

IP3LNA
(dBm)

GPGA

(dB)
V2�
nPGA

(V2=Hz)

IP3PGA
(dBm)

Classical 0.44 4.90 10.00 1.50 0.01 25.42 8.33e−19 22.77

Lower
quadratic

2.62 4.10 18.03 1.50 1.00 27.38 8.83e−19 29.16

Lower
linear

1.55 4.99 14.77 1.50 0.99 24.40 1.01e−18 29.88

Higher
quadratic

3.83 4.42 22.40 1.50 0.42 33.24 8.37e−19 28.32

Higher
Linear

1.07 3.06 15.74 1.50 0.48 24.32 8.90e−19 25.87

Table 13.3 RF front-end design margins for reliability control experiments

Design strategy DGLNA
GLNA

(%) DNFLNA

NFLNA
(%) DIP3LNA

IP3LNA (%)
DGPGA
GPGA

(%) DV2�
nPGA

�V2
nPGA

(%)
DIP3PGA
IP3PGA (%)

Classical None None None None None None

Lower quadratic 3.24 0.55 0.03 9.98 12.98 None

Lower linear 2.16 0.37 0.02 7.06 8.65 None

Higher
quadratic

1.73 1.73 3.56 14.13 1.73 3.56

Higher linear 1.88 1.88 3.45 7.06 1.88 3.45
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13.7 Conclusion

This work proposed an innovative automated system-level design for reliability
methodology. The proposed methodology is able to find an optimal solution to a RF
front-end design while considering circuit reliability. Experimental results are
presented for five different implementations of the automated design for reliability
method. An RF front-end architecture illustrates the methodology in system level.
The presented implementations are as follows: Classic, Lower Quadratic, Lower
Linear, Higher Quadratic, and Higher Linear.

Classic implementation does not include unreliability phenomena in a design
optimization. Lower implementations have reliability constraints for LNA, but do
not include it for PGA. Nevertheless, these strategies led to a lower LNA’s char-
acteristic variation and a total lack of information about PGA’s linearity variation.
Without a proper reliability estimation, Classic and Lower implementations are not
suitable in RF front-end architecture design presented in this chapter. Higher
Quadratic experiment with an execution time of 3.83 s is the optimum solution
since it accounts for variability and aging. Higher Linear experiment can also be
chosen if the variability of the building blocks is negligible.

Finally, methodology convergence is studied. Having an optimal and reliable
solution in the Design Space is a condition to achieve convergence. In order to
guarantee this condition, the methodology uses a Design Space previous published
by Ferreira et al. [9]. Moreover, proposed methodology has applied specific
system-level modeling for RF front-end architecture, which is used to identify
unfeasible designs. If there is no solution for specifications and reliability
requirements, hard constraints are identified using a sensitivity analysis. This
chapter has also highlighted the increasing importance of IC technologies’ and
architectures’ reliability research as a featured subject favored by this work.
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Chapter 14
The Backtracking Search for the Optimal
Design of Low-Noise Amplifiers

Amel Garbaya, Mouna Kotti, Mourad Fakhfakh and Patrick Siarry

Abstract The backtracking search algorithm (BSA) was recently developed. It is
an evolutionary algorithm for real-valued optimization problems. The main feature
of BSA vis-à-vis other known evolutionary algorithms is that it has a single control
parameter. It has also been shown that it has a better convergence behavior. In this
chapter, the authors deal with the application of BSA to the optimal design of RF
circuits, namely low-noise amplifiers. BSA performance, viz. robustness and speed,
are checked against the widely used particle swarm optimization technique, and
other published approaches. ADS simulation results are given to show the viability
of the obtained results.

14.1 Introduction

Radio-frequency circuit (RF) design is a laborious strained and iterative cumber-
some task that mainly relies on the experience of the skilled designers. The liter-
ature offers a plethora of papers dealing with techniques, approaches, and
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algorithms aimed at assisting the designer in such a cumbersome task, see for
instance [22, 47].

Mathematical approaches have been used for alleviating the sizing task of such
circuits, and it has already been proven that classical approaches are powerless
vis-a-vis these NP-hard optimization problems [23].

Metaheuristics bid interesting and arguably efficient tools for overcoming
impotence of the classical techniques. This can be briefly explained by the fact that
due to the stochastic aspect of metaheuristics, ‘efficient’ sweeping of large
dimension search spaces can be insured. Furthermore, metaheuristics allow dealing
with many objective problems as well as constrained ones [15, 51, 52, 57].

Evolutionary metaheuristics have been used to deal with the optimal design of
RF circuits, as well as analog circuits, and a large number of algorithms have been
tested [2, 19, 24, 25, 29, 32, 40–44, 47, 50, 53, 54].

Swarm intelligence techniques (SI) have also been used, such as particle swarm
optimization techniques (PSO) [20, 21, 38, 55, 56], ant colony optimization tech-
niques (ACO) [3, 5], and bacterial foraging techniques (BFO) [10, 31]. SI metaheu-
ristics are nowadays largely adopted for the resolution of similar optimization
problems. Actually, it has been shown that when compared to notorious optimization
algorithms, mainly genetic algorithms (GA) [26, 33] and simulated annealing
(SA) [35], SI techniques can be much interesting to be used because they can be more
robust, faster, and requiremuch less tuning of control parameters, see for instance [48].

Very recently, an evolutionary algorithm’s enhanced version has been proposed,
and it is called the backtracking search optimization technique (BSA or BSOA),
and it has been shown via mathematical test functions and few engineering prob-
lems that BSA offers superior qualities [11].

Thus, in this work, we have put BSA to the test. It was used for the optimal
sizing of low-noise amplifiers (LNAs), namely an UMTS LNA and a multistandard
LNA.

BSA performances were checked with those obtained using conventional PSO
algorithm and also with published results (for the same circuits) using ACO and
BA-ACO techniques [42] as it is highlighted in the following sections.

The rest of this chapter is structured as follows. In Sect. 14.2, we offer a brief
introduction to the considered RF circuits. In Sect. 14.3, the BSA technique is
detailed, and a concise overview of the PSO technique is recalled. Section 14.4
presents the BSA obtained results, which provides a comparison with performances
from the other techniques. ADS simulation techniques are also given in this section.
Finally, Sect. 14.5 concludes this chapter and discusses the reached results.

14.2 Low-Noise Amplifiers

Despite the tremendous efforts on RF circuit design automation, this realm remains
very challenging. This is due to the complexity of the domain and its high inter-
action and dependency on other disciplines, as depicted in Fig. 14.1 [45].
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It is to be stressed that one among the most different tasks in this design is the
handling of various tradeoffs, known by the famous hexagon introduced in [45], see
Fig. 14.2.

The most important block of a front-end receiver is arguably the low-noise
amplifier, which principal role consists in amplifying the weak RF input signal fed
from the external antenna with a sufficient gain, while adding as less noise as
possible, hence its name [1].

Advances in CMOS technology have resulted in deep submicron transistors with
high transit frequencies. Such advances have already been investigated for the
design of CMOS RF circuits, particularly LNAs [39].

In this work, we deal with two CMOS LNAs, namely a wideband LNA and a
multistandard LNA. Both architectures are chosen for comparison reasons with an
already published paper [4] regarding performance optimization, as it is detailed in
Sect. 14.4.

• A multistandard LNA

The CMOS transistor level schematic of the LNA is shown in Fig. 14.3. It is
intended for multistandard applications in the frequency range 1.5–2.5 GHz [8].

In short, this LNA encompasses a cascade architecture for reducing the Miller
effect and uses the reverse isolation. M3, R2, and R1 for the biasing circuitry of the
input transistor; L2, C1, and C2 allow the input matching.
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• An UMTS dedicated LNA

Figure 14.4 presents a CMOS LNA, in which topology was optimized in order to be
dedicated for UMTS applications. R1, R2, and M3 form the bias circuitry. M2 forms
the isolation stage between the input and the output of the circuit. LL, RL, and CL

form the circuit’s output impedance.
In Sect. 14.4, we will deal with the optimal sizing of these circuits. Most

important performances of such LNAs are considered, i.e., the voltage gain and the
noise figure. It is to be noted that the voltage gain is handled via the scattering
parameter ‘S21’ [8]. Corresponding expression (generated using a symbolic ana-
lyzer [18]), as well as expressions of the noise figure and the input/output matching
conditions, is not provided. We refer the reader to [8] for details regarding these
issues.
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Fig. 14.3 A multistandard
CMOS LNA
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14.3 PSO and BSA Metaheuristics

As introduced in Sect. 14.1, metaheuristics exhibit a wide spectrum of advantages
when compared to the conventional mathematical optimization techniques.
Metaheuristics are intrinsically stochastic techniques. They ensure random explo-
ration of the parameter search space, allowing converging to the neighborhood of
the global optimum within a reasonable computing time. According to [49],
the name ‘metaheuristics’ was attributed to nature-inspired algorithms by Fred
Glover [28].

Genetic algorithms [26, 33], which are parts of the evolutionary algorithms, are
the oldest most known metaheuristics. A large number of variants of GA were
proposed since the introduction of the basic GA (see for instance [15, 51]).

More recently, a new discipline was proposed, so-called swarm intelligence (SI).
SI is an artificial reproduction of the collective behavior of individuals that is based
on a decentralized control and self-organization [6].

A large number of such systems were studied by swarm intelligence, such as
schools of fishes, flocks of birds, colonies of ants, and groups of bacteria, to name
few processes [7, 9, 27, 34, 46]. Nowadays, particle swarm optimization may be the
most known and the most used technique, particularly in the analog and RF circuits
and systems designs, see for instance [13, 20, 21, 37, 48, 55].

More recently, a new improved variant of GA was proposed, and it is called
backtracking search optimization technique (BSA) [11]. It offers some interesting
features, mainly its robustness (vis-a-vis GA), its rapidity, and the low number of
control parameters.

BSA is being used in the fields of analog and RF designs, see for instance [14,
16, 17, 30, 36]. BSA will be used for optimizing performances of both LNAs given
in Sect. 14.2.

Presently, PSO is, as introduced above, largely used in design fields; it will also
be considered for comparison reasons with BSA.

Furthermore, obtained results are also compared to the ones published in [3],
using ant colony optimization (ACO) and backtrack ACO (BA-ACO) techniques.

• PSO technique is inspired from the observation of social behavior of animals,
particularly birds and fish. It is a population-based approach that has the par-
ticularity that the decision within the group is not centralized [12, 34]. In short,
PSO algorithm can be presented as follows.

The group, which is formed of potential solutions called particles, moves
(flies) within the hyper search space seeking for the best location of food (the
fitness value).

Movements of the group are guided by two factors: the particle velocity and
the particle position, with respect to Eqs. (14.1) and (14.2).
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vi
!ðt þ 1Þ ¼

x vi
!ðtÞ

þC1randð0; 1ÞðxPbesti�! ðtÞ � xi
!ðtÞÞ

þC2randð0; 1ÞðxGbesti�! ðtÞ � xi
!ðtÞÞ

�������
ð14:1Þ

xi
!ðt þ 1Þ ¼ xi

!ðtÞ þ vi
!ðtÞ ð14:2Þ

xPbesti
�!

is the best position of particle i reached so far; xGbesti
�!

is the best position
reached by particle i’s neighborhood.

x, C1rand(0, 1), C2rand(0, 1) are weighting coefficients. x controls the
diversification feature of the algorithm, and it is known as the inertia weight. It is
a critical parameter that acts on the balance between diversification and inten-
sification. Thus, a large value of x makes the algorithm unnecessarily slow. On
the other hand, small values of x promote the local search ability. C1 and C2

control the intensification feature of the algorithm. They are known as the
cognitive parameter and the social parameter, respectively.

PSO algorithm is given in Fig. 14.5.
As shown above, PSO algorithm is simple to be implemented and is com-

putationally inexpensive. Thus, it does not require large memory space and is
rapid, as well. These facts are on the basis of its popularity.

• BSA (or BSOA) is a new population-based global minimizer evolutionary
algorithm for real-valued numerical optimization problems [11]. BSA offers
some enhancements over the evolutionary algorithms, mainly the reduction in
sensitivity to control parameters and improvement in convergence
performances.

Classic genetic operators, namely selection, crossover, and mutation, are
used in BSA, but in a novel way.

BSA encompasses five main processes: (i) initialization, (ii) selection ①,
(iii) mutation, (iv) crossover, and (v) selection ②. BSA structure is simple,
which confers low computational cost, rapidity, and necessitates low memory
space. Moreover, the power of BSA can be summarized through its control
process of the search directions within the parameters’ hyperspace.
BSA algorithm is given in Fig. 14.6.

– Initialization: The population P = (pij)(N,M) is initialized via a uniform sto-
chastic selection of particles values within the hypervolume search space, as
shown by expression (14.3):

pij ¼ pjmin þ randð0; 1ÞðpjMax � pjminÞ
ði; jÞ 2 1; . . .;Nf gx 1; . . .;Mf g ð14:3Þ
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BSA takes benefits from previous experiences of the particles; thus, it uses a
memory where the best position of each particle visited so far is memorized.
The corresponding matrix noted Pbest = (pbestij)(N,M) is initialized in the same
way as matrix P:

pbestij ¼ pjmin þ randð0; 1ÞðpjMax � pjminÞ
ði; jÞ 2 1; . . .;Nf gx 1; . . .;Mf g ð14:4Þ

Begin

Initialization: Uniform 
initialization of the particles 

positions and velocities

Compute the fitness values

Memorize Gbest and Pbest

f(xi)<f(xPbesti)

 xPbesti = xi

f(xi)<f(xGbesti)

 xGbesti = xi

Update the Velocity matrix

Update the Position matrix

Stopping criteria met?

End

Fig. 14.5 Basic flowchart of
PSO
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– Selection ① consists of the update of the Pbest matrix,
– The Mutation process operates as follows. A mutant MUTANT =

(mutantij)(N,M) is generated as shown in Eq. (14.5).

mutantij ¼ pij þF pbestij � pij
� �

ði; jÞ 2 1; . . .;Nf gx 1; . . .;Mf g ð14:5Þ

F is a normally distributed factor that is used to control the search path, i.e.,
the direction.

– Crossover: It consists in generating a uniformly distributed integer valued
matrix MAP = (mapij)(N,M). MAP elements values are controlled via a
strategy that defines the number of particle components that mutate. This is
performed via the ‘dimension-rate’ coefficient. Matrix MAP is used for
determining the matrix P components to be handled: the offspring matrix.

– Selection ② consists of the update of the trial population via Pbest matrix.

Begin

Initialization of P and Pbest

Evaluate Fitness of P and Pbest

Stopping criteria met?

Update Pbest

Generate matrix MAP

Generate the offspring matrix
using current P, Pbest, MAP
matrices and coefficient F

Evaluate offspring matrix
P:=offspring

Update Pbest

End
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Fig. 14.6 BSA algorithm
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14.4 Experimental Results and Comparisons

In this section, we will first deal with the application of the BSA technique to some
mathematic test functions and give comparison results with the ones obtained by
means of PSO regarding the robustness and the algorithm execution time. Then, we
will consider the case of both LNAs introduced in Sect. 14.2. It is to be noted that a
Core™2 Duo Processor T5800 (2 M Cache, 2.00 GHz, 4.00 Go) PC was used for
that purpose.

• Test functions

Five test functions were considered: DeJong’s, Eason 2D, Griewank, Parabola,
and Rosenbrock.

The corresponding expressions are given by (14.6)–(14.10), respectively.
Figure 14.7 shows a plot of these functions.

Both algorithms, i.e., PSO and BSA, were run 100 times. The algorithms’
parameters are given in Table 14.1.

f ðxÞ ¼
Xn
i¼1

ix4i

� 5:12� xi � 5:12

ð14:6Þ

f ðxÞ ¼ � cosðx1Þ cosðx2Þeð�ðx2�pÞ2�ðx2�pÞ2Þ

� 5� x1 � 5;�5� x2 � 5
ð14:7Þ

f ðxÞ ¼ 1
4000

Xn
i¼1

x2i �
Yn
i¼1

cos
xiffiffi
i

p
� �

þ 1

5:12� xi � 5:12

ð14:8Þ

f ðxÞ ¼
Xn
i¼1

x2i

� 5:12� xi � 5:12

ð14:9Þ

f ðxÞ ¼
Xn�1

i¼1

100ðxiþ1 � x2i Þ2 þ ðxi � 1Þ2
h i

� 2:048� xi � 2:048

ð14:10Þ

Figure 14.8 gives a whisker boxplot relative to the 100 executions of both
algorithms.

Table 14.2 gives the mean execution time of both algorithms with respect to the
five considered functions.
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Fig. 14.7 Plots of the five considered functions (n = 2). (x* is the minimum of f). a DeJong’s
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Table 14.1 PSO and BSA
algorithms’ parameters

PSO x C1 C2

0.9 2 2

BSA F Dimension-rate

3 1
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Fig. 14.8 Boxplot of the 100 executions results for both PSO and BSA applied to the five test
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Table 14.2 Mean execution time for PSO and BSA (sec.)

Test function DeJong’s Eason 2D Griewank Parabola Rosenbrock

PSO 24.133 26.848 24.313 25.044 25.219

BSA 0.163 0.292 0.195 0.163 0.170
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• LNAs

PSO and BSA algorithms were used for optimally sizing both LNAs presented in
Sect. 14.2. The same conditions observed above were considered. Tables 14.3 and
14.4 give the circuits’ optimized parameters. Moreover, simulations were per-
formed using ADS software to check the viability of these results. Obtained per-
formances are given in Tables 14.5 and 14.6. In addition, these tables present the
results published in [4] obtained by application of ACO and BA-ACO techniques.

Table 14.3 Multistandard LNA’s optimal parameters’ values

W1,2 (µm)/L1,2 (µm) Id (mA) Cch
(pF)

Rch (Ω) Lch (nH)

PSO 429.98/0.35 96.96 10.00 0.39 0.62

BSA 441.28/0.35 100.00 6.06 0.49 0.90

Lg (nH) Ls (nH) C1 (pF) C2 (pF) W3 (µm)/L3 (µm)

PSO 8.14 0.52 916.90 405.30 40.00/0.35

BSA 10.00 0.35 1000.00 214.00 40.00/0.35

Table 14.4 UMTS LNA’s optimal parameters’ values

W1 (µm)/L1 (µm) W2 (µm)/L2 (µm) W3/L3 (µm) Id (mA) Cch (pF)

PSO 727.41/0.35 995.92/0.35 40.00/0.35 32.33 8.35

BSA 553.19/0.35 513.20/0.35 40.00/0.35 17.7 9.50

Lch (nH) Rch (Ω) Lg (nH) Ls (nH)

PSO 0.70 1.24 6.39 0.40

BSA 0.55 1.20 10 0.27

Table 14.5 UMTS LNA’s optimal performances

S21 (dB) C++ results ADS simulation results

PSO 16.33 16.46

BSA 16.11 15.64

ACO [4] 16.49 16.47

BA-ACO [4] 16.49 16.36

Table 14.6 Multistandard LNA’s optimal performances

S21 (dB) C++ results ADS simulation results

@1.5 GHz @2.5 GHz @1.5 GHz @2.5 GHz

PSO 8.27 11.44 8.78 11.10

BSA 11.56 22.55 8.85 11.02

ACO [4] 10.65 15.48 9.00 11.46

BA-ACO [4] 11.32 18.65 10.68 11.62
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The mean execution times for both problems are given in Table 14.7. Robustness
results are shown in Figs. 14.9 and 14.10.

Simulation results obtained using the ‘a priori’ optimal parameters for both
circuits are depicted in Figs. 14.11, 14.12, 14.13, 14.14, 14.15, 14.16, 14.17, 14.18,
14.19, 14.20, 14.21, 14.22, 14.23, 14.24, 14.25, and 14.26.

Table 14.7 Mean execution
time per run

UMTS LNA (s) Multistandard LNA (s)

PSO 3.56 2.96

BSA 1.12 0.60

ACO [4] 27.56 38.73

BA-ACO [4] 19.00 31.22
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14.5 Discussion and Conclusion

This chapter investigated the application of BSA, the very recently proposed EA
technique, on the resolution of RF sizing problems. For comparison reasons, PSO
technique was also applied for optimizing these circuits (namely two LNAs).
Furthermore, obtained performances were also compared with the already pub-
lished results dealing with the same circuits but using ACO and BA-ACO, and also
the application to the resolution of some test functions.

The obtained results show that BSA outperforms the other optimization tech-
niques in terms of computing time. However, it has been noted that PSO is rela-
tively more robust. Nonetheless, the rapidity of BSA and its good performances
make this algorithm a good and interesting technique to be considered within a
computer-aided design approach/tool.
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Chapter 15
Design of Telecommunication Receivers
Using Computational Intelligence
Techniques

Laura-Nicoleta Ivanciu and Gabriel Oltean

Abstract This chapter proposes system-, block-, and circuit-level design proce-
dures that use computational intelligence techniques, taking into consideration the
specifications for telecommunication receivers. The design process starts with
selecting the proper architecture (topology) of the system, using a fuzzy expert
solution. Next, at the block level, the issue of distributing the parameters across the
blocks is solved using a hybrid fuzzy-genetic algorithms approach. Finally, mul-
tiobjective optimization using genetic algorithms is employed in the circuit-level
design. The proposed methods were tested under specific conditions and have
proved to be robust and trustworthy.

15.1 Introduction

Current trends in circuit and system design converge toward automating the design
process and obtaining a final version of the circuit or system, by evolving a pre-
vious one. Computational intelligence techniques, such as genetic algorithms (GA),
are widely employed in modern circuit and system design [6].

Computational intelligence techniques include practical concepts of adaptation
and self-organization, and algorithms and implementations that facilitate the
intelligent behavior in complex and variable environments. Computational intelli-
gence techniques are successfully applied to solve problems that cannot be fully
described by formal models or those for which formal models involve the use of
expensive algorithms [4, 15].

Compared to artificial intelligence and, thus, hard computing, computational
intelligence benefits from the ability to generalize, work with imprecise data, fault
tolerance and noise, and the ability to work in various environments. Computational
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intelligence techniques include evolutionary computation, fuzzy logic, neural net-
works, and self-organizing maps.

On the other hand, telecommunication systems are ever present in day-to-day
life, in various forms, from the most basic mobile terminal, to the most sophisti-
cated 4G smartphone, Internet, and so on.

The theme of this chapter was chosen with respect to the importance of the
domain—well represented in industrial applications, and also highly focused on in
research activities. The important number of scientific journals and conferences that
approach the use of computational intelligence techniques in various fields was also
taken into account.

Moreover, these techniques are still considered new research fields, as their
consistent use only emerged in the 1990s. They have proved to deliver very good
results in electronic circuits and systems design and optimization, as well as in
many other areas, and so the extension of their use is fully justified.

This chapter aims to investigate, develop, and implement innovative methods
that use computational intelligence techniques, such as fuzzy logic, GA, or multi-
objective optimization, in the design of telecommunication receivers. Based on a
top–down approach, contributions are made starting from system level, continuing
with block level, and finally reaching the circuit level, as suggested in Fig. 15.1.

15.2 Fuzzy Expert System for Receiver Architecture
Selection

The section starts with fundamentals regarding radiofrequency (RF) receivers. Four
of the most commonly used structures are then briefly presented, highlighting their
advantages and drawbacks. The proposed solution, a fuzzy expert system that

System
• architecture selection

Block
• parameter distribution

Circuit
• design

Fig. 15.1 Structure of this
chapter—a top–down
approach
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selects the most proper architecture, given certain constraints, is then described. The
entire design and implementation procedure is illustrated; the system is tested and
evaluated and the results are listed and discussed.

15.2.1 Basic Receiver Architectures

A complete telecommunication system is made of two complementary signal paths,
the transmission path and the reception one, respectively. The complementarity of
these paths derives from the functionality of the consisting blocks: for instance, if a
transmitter contains a modulator and a high-frequency converter, the reception part
must include a low-frequency converter and a demodulator.

Both analog and digital signal processing operations are involved for transmis-
sion and reception. Digital-to-analog or analog-to-digital converters (DAC/ADC)
make the transition between the analog and digital sections of the system.

The part of the system which only works with analog signals is called
“front-end” (FE) or “analog front-end,” and the one dedicated to digital signals is
known as “back-end” or “digital back-end” [13]. The discussion will be focused on
the receiver FE, from now on.

Receiver architectures for which the ADC works with low-frequency signal can
be classified as follows:

• super-heterodyne,
• zero-IF or homodyne or direct conversion,
• low-IF, and
• double-conversion.

The super-heterodyne receiver is most commonly met in RF applications, due to
its ability to precisely select high-frequency, narrowband signals, from an
interference-affected environment [1]. The super-heterodyne architecture is based
on multiplying the RF carrier with a locally generated signal, in order to obtain a
supersonic signal, which will be amplified and demodulated [3, 11].

The super-heterodyne architecture schematic is depicted in Fig. 15.2. The RF
signal from the antenna is fed to an RF band-pass filter, which selects the band that
contains the useful signal and reject, as much as possible, the out of band inter-
ferers. The low-noise amplifier (LNA) amplifies the filtered signal, which is then
translated toward lower frequencies; this translation is made possible by the mixer,
which multiplies the signal with a generated sine wave, produced by the local
oscillator (LO). Another filtering operation is applied, to select the channel. The last
step involves amplification via the variable gain amplifier (VGA), and then, the
signal reaches the ADC.

In most cases, two parallel paths are necessary for signal processing at the
reception. They are called the I-path (in phase) and Q-path (in quadrature), the only
difference between them being the phase of the signal generated by the LO.
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The mixer translates to an intermediate frequency the bands located to the left
and to the right from the LO frequency. Thus, an image rejection (IR) filter needs to
be placed before the mixer, to reject the image frequency. This filter is usually
located off-chip, and made of surface acoustic wave (SAW) components, which is
the main draw-back of this architecture.

The other three basic RF architectures (zero-IF, low-IF, and double conversion)
consist of similar processing blocks and thus will not be presented in detail. Their
main advantages and drawbacks are outlined in the following section.

15.2.2 Comparison Between Basic Receiver Architectures

A synthesis of the advantages and drawbacks of each of the previously discussed
architectures is presented in Table 15.1, based on [2, 12]. The zero-IF architecture
seems to be the most attractive, from the point of view of integration and recon-
figuration. The DC offset and flicker noise, common issues for this architecture, can
be dealt with at block level (LNA, mixer).

RF
filter

IF filterLNA VGA
IR

filter

LO 

ADC

Fig. 15.2 Schematic representation of the super-heterodyne receiver architecture

Table 15.1 Advantages and drawbacks of basic receiver architectures

Receiver
architecture

Advantages Drawbacks Notes

Super-heterodyne High selectivity Image frequency
off-chip
components

Difficult to integrate difficult to
reconfigure

Zero-IF No image frequency
no off-chip
components

DC offset flicker
noise

Easy to integrate easy to
reconfigure

Low-IF Low DC offset low
flicker noise

Image frequency Easy to integrate easy to
reconfigure

Double-conversion Low DC offset low
flicker noise

Many
components

Easy to integrate easy to
reconfigure strict ADC design
constraints
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15.2.3 Design and Implementation of the Fuzzy Expert
System for Receiver Architecture Selection

The solution pool from which the system chooses consists of the four previously
mentioned receiver structures, namely super-heterodyne, zero-IF, Low-IF, and
double conversion. The system is implemented using the fuzzy logic toolbox
provided by the MATLAB/Simulink environment.

The system can be seen as an expert rule-based system, as it provides at the
output the degrees of activation for each rule, rather than the defuzzified value of
the output surface. This fuzzy expert system is dedicated to users who only have
basic knowledge in the field and need a starting point in designing a telecommu-
nication receiver.

Five characteristics are taken into account, in order to build the inputs of the
system [8]: selectivity, analog requirements, flexibility, noise, and integrability. The
call of the fuzzy system in MATLAB, listed below, gives us information about the
type—Sugeno [also known as Takagi-Sugeno (TS) or Takagi-Sugeno-Kang
(TSK)], AND method—min, OR method—max, defuzzification method—cen-
troid, implication method—min, aggregation method—max, three inputs, four
outputs, and four rules. Figure 15.3 [8] illustrates the fuzzy system.

fis =     name: 'fuzzyArchSelTSK' 

            type: 'sugeno' 

       andMethod: 'prod' 

        orMethod: 'probor' 

    defuzzMethod: 'wtaver' 

       impMethod: 'prod' 

aggMethod: 'sum'

input: [1x5 struct]

output: [1x1 struct]

 rule: [1x4 struct] 

The fuzzy sets for the input variables are depicted in Fig. 15.4 [8]. Z-type,
Gaussian, and S-type fuzzy sets were chosen. The labels or linguistic values
associated to the three membership functions are “low” for Z-type, “moderate” for
Gaussian, and “high” for S-type.

It is worth mentioning that as the system is dedicated to inexperienced users, the
universe of discourse for each input variable was chosen between 0 and 100,
assuming a percentage-type representation. Also, this choice of interval description
is favorable when the crisp values of the inputs can substantially change, due to
implementation issues: take noise for instance—depending on the technology, the
noise value for each structure can cover different ranges.
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The rules, and implicitly the entire system, are based on the previously discussed
key features of receiver architectures. The four rules of the system are listed below
[8]. All the rules have the implicit firing strength, 1.

selectivity (3)

analogReq (3)

flexibility (3)

noise (3)

f(u)

architecture (4)

fuzzyArchSelTSK

(sugeno)

4 rules

System fuzzyArchSelTSK: 5 inputs, 1 outputs, 4 rules

integrability (3)

Fig. 15.3 Fuzzy system diagram [8]
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Fig. 15.4 Membership functions for input variables [8]
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1. If (selectivity is high) and (analogReq is high) and
(flexibility is low) and (noise is low) and (integrability is
low) then (architecture is superHet) (1)

2. If (selectivity is high) and (analogReq is moderate) and
(flexibility is low) and (noise is moderate) and (integra-
bility is high) then (architecture is zeroIF) (1)

3. If (selectivity is high) and (analogReq is low) and (flex-
ibility is high) and (noise is low) and (integrability is
high) then (architecture is lowIF) (1)

4. If (selectivity is high) and (analogReq is moderate) and
(flexibility is high) and (noise is low) and (integrability is
moderate) then (architecture is doubleConv) (1)

The values chosen to represent the output variable, namely the architecture type,
are clearly irrelevant as numbers or order, as the system’s type is TSK (denoted as
Sugeno in MATLAB’s fuzzy logic toolbox). Equally spaced values, between 0 and
1, were chosen to represent the four possible architectures. Again, the universe of
discourse is entirely up to the designer’s liking. Moreover, the result provided at the
output represents the activation degree for each rule, which is an indicator of the
possible proper architecture. The final choice remains to be made by the user.

15.2.4 Results

The system was tested for four possible input values arrays, chosen so that they
each activate one of the rules; so, a value of 10 was associated to low, 50 to
moderate, and 90 to high. The test arrays and the results are listed in Table 15.2 [8].

The ruleviewer of the system, with input values that activate the first rule, is
depicted in Fig. 15.5 [8]. The results in Table 15.2 are not surprising, because the
input values were carefully selected, and so the final choice for the receiver
architecture is more than obvious, in each case.

However, because the rule base is not complete, the system may return mis-
leading results, when the input values do not activate any of the rules. Such an
example is given in Fig. 15.6 [8].

Table 15.2 Input values and
results [8]

Input Results

[90 90 10 10 10] [0.6945 0 0 0]

[90 50 10 50 90] [0 0.8035 0 0]

[90 10 90 10 90] [0 0 0.6945 0.032]

[90 50 90 10 50] [0 0 0 0.8035]
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15.3 Computational Intelligence-Based Approach
for Parameter Distribution in Receiver Chains

This section first briefly presents the main metrics (parameters) used in the design
and performance evaluation of RF receivers chains. The solution proposed by the
authors combines fuzzy logic with GA, in order to obtain an optimal parameter
distribution over the blocks of the receiver chain. The implementation procedure, as

Fig. 15.5 The ruleviewer window—activation of the first rule [8]

Fig. 15.6 The ruleviewer window—no rule is activated [8]
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well as the results of testing this method for wideband code division multiple access
(WCDMA) and wireless local area network (WLAN) standard specifications, is
presented and discussed.

15.3.1 Parameters of RF Receiver Chains

In order to successfully complete a system- or circuit-level design task, one must
know the means of performance evaluation, namely the most important parameters
of the system or circuit. For RF receivers, the most important parameters are the
noise factor and noise figure, the 1-dB compression point, and the second- and
third-order intercept points [10].

• Noise factor and noise figure

The noise factor is a parameter that shows the degrading of a system’s
signal-to-noise ratio (SNR), when a signal is applied at its input [13].

nf ¼ SNRin

SNRout
ð15:1Þ

The noise figure is the decibel value of the noise factor:

NF ¼ 10 log nfð Þ ð15:2Þ

The noise figure can also be expressed as a linear combination between the
receiver’s sensitivity (minimum detectable signal level)—Pin,min, the occupied
bandwidth, B, and the minimum SNR accepted at the output, SNRmin [13]:

NF dB½ � ¼ Pin;min dBm½ � � SNRmin dB½ � þ 174
dBm
Hz

� 10 logB ð15:3Þ

The global noise factor of a cascaded n-blocks system is calculated using Friis’
equation:

nf ¼ nf1 þ nf2 � 1
G1

þ nf3 � 1
G1G2

þ � � � þ nfn � 1
G1G2. . .Gn�1

ð15:4Þ

where nf i; i ¼ 1; n and Gi; i ¼ 1; n are the noise factor and gain of block i. The first
block has a crucial influence over the entire system, so that a careful distribution of
the noise factor and gain of the blocks is necessary. A possible solution is to choose
a low noise factor and high gain for the first block.
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• Nonlinearity parameters

The 1-dB compression point, together with second- and third-order intercept points
(IP2 and IP3), is the parameter that outlines the nonlinearity of the system and is a
direct effect of the nonlinearities of the RF devices. Intermodulation products and/or
superior order harmonics occur, which will add to the output signal.

IIP3 is computed as follows [13]:

IIP3 dBm½ � ¼ Pin dBm½ � þ DP=2½dB� ð15:5Þ

where Pin is the input signal’s power and ΔP is

DP dB½ � ¼ Pin dBm½ � � IM3½dBm� ð15:6Þ

where IM3 is the third-order intermodulation product, with a power level given by:

IM3 dBm½ � ¼ Pin;min dBm½ � � SNRmin dB½ � �M½dB� ð15:7Þ

where Pin;min is the sensitivity of the receiver and M is the margin.
A similar computational flow is available for computing IIP2 [13]:

IIP2 dBm½ � ¼ Pin dBm½ � þ DP½dB� ð15:8Þ

where Pin is the input signal’s power and ΔP is

DP dB½ � ¼ Pin dBm½ � � IM2½dBm� ð15:9Þ

where IM2 is the second-order intermodulation product, with a power level given
by:

IM2 dBm½ � ¼ Pin;min dBm½ � � SNRmin dB½ � �M½dB� ð15:10Þ

where Pin;min is the sensitivity of the receiver and M is the margin.
When computing the global IIP2 and IIP3 for cascaded systems, the following

equation is used [13]:

1
IIP2k

¼ 1
IIP2k;1

þ G1

IIP2k;2
þ � � � þ G1G2. . .Gn�1

IIP2k;n
ð15:11Þ

where IIPk;i; i ¼ 1; n and Gi; i ¼ 1; n are the k-order input intercept point, respec-
tively, the gain of block i, and k is 2 or 3.
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15.3.2 Methods and Instruments for System-Level Design
and Testing of RF Receivers

The complete, end-to-end design of an RF receiver FE, after architecture selection
(discussed in Sect. 15.2), implies the distribution of parameters over each block and
finally, circuit-level design, and layout.

One of the most tedious tasks of this process is an optimal distribution of gain,
noise figure, and nonlinearity parameters along the receiver chain. Next, the
selection of the intermediate frequency/frequencies in the case of a low-IF or
double-conversion architecture is another choice that has to be made by the
designer.

Current trends in system-level design converge toward developing tools that
automatically generate the parameters of each block, based in global specifications.
An example of how these global specifications are defined for the wideband code
division multiple access (WCDMA) standard, is presented in Table 15.3 [9].

RF FE blocks can be modeled using two approaches:

• behavioral/black box modeling—does not require knowledge about how the
block works, is suited for system-level analysis

• physical modeling—requires knowledge about how the block works, is suitable
for circuit-level analysis.

15.3.3 The Hybrid Fuzzy-GA Solution to Parameter
Distribution

The block diagram of the parameter distribution system (PDS) is presented in
Fig. 15.7 [7]. The system was developed in MATLAB, using the predefined
functions for fuzzy sets and GA.

The inputs are the global values for gain (dB), noise figure (dB), IIP3 (dBm),
IIP2 (dBm). The system is currently designed for five blocks, but can easily be
extended to accept any number of blocks. PDS returns the distributed values of the
parameters across the blocks. As each block is defined by four parameters, the
output array will be 4 * no. of blocks long. In order to associate proper values for

Table 15.3 Receiver
specifications example—
WCDMA [9]

Specification Value

Noise figure (NF) ≤9 dB

IIP2 (@10 MHz) ≥−16 dBm

IIP2 (@15 MHz) ≥8 dBm

IIP3 (@10/20 MHz) ≥−17 dBm

Image rejection (@ >85 MHz) >84 dB
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gain, noise figure, IIP3, and IIP2 for each block, the system uses the workflow in
Fig. 15.8 [7].

Since the global values of the parameters are defined as larger than (>) or
smaller than (<), the handiest way to translate these conditions into fitness function
material for the GA was to use fuzzy sets. As a numerical example, let us assume
that gain should be above 70 dB, so 70 dB is the target value. Every value higher
than 70 dB is suitable, which leads us to using a Z-shaped membership function

G

NF 

IIP3 

IIP2 

PDS

Gi

NFi

IIP3i

IIP2i

Fig. 15.7 Block diagram of PDS [7]

Fig. 15.8 PDS workflow [7]
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(Fig. 15.9a) [7]. Everything less than 70 dB has a membership degree higher than 0,
whereas all values over 70 dB have a 0 membership degree, which is what we are
looking for. For parameters that are described as smaller than, S-shaped mem-
bership functions are used (Fig. 15.9b) [7]; each point below the target value has a
null membership degree.

Computing the global values of the parameters is achieved using several
user-defined MATLAB functions and uses linear domain values, so the conversion
from dB/dBm to linear scale and vice versa was performed in each of the functions.

The GA tries to minimize the objective function described as follows [7]:

f xð Þ ¼ lGain xð Þ þ lNF xð Þ þ lIIP3 xð Þ þ lGIIP2ðxÞ ð15:12Þ

where µParam(x) is the membership degree of point x to the fuzzy set Param, where
Param = {Gain, NF, IIP2, IIP3}. Each individual of the population consists of 20
variables [7]:

½G1::5NF1::5IIP31::5IIP21::5� ð15:13Þ

The first 5 genes are the gains for each block; the next 5 are the noise figures,
followed by 5 values for IIP3 and 5 values for IIP2.
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Fig. 15.9 a Z-shaped membership function, b S-shaped membership function [7]
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Several linear inequality constraints are defined, considering that the five blocks
in the receiver FE simplified model are, in order RF filter, LNA, mixer, baseband
(BB) filter, and VGA (Fig. 15.10) [7]. These constraints should be changed
accordingly when using the blocks in a different order.

The fitness value associated to each individual is the result of the objective
function, which should be as close to 0 as possible. The individual is as fit as the
value of the objective function is low. Its chances of survival in the next generation
are thus increased.

Although the proposed method does not take into account parameters such as the
dynamic range or effective number of bits of the ADC, it represents a solid starting
point in the complete design of a receiver FE.

15.3.4 Simulation Results

The system was tested using the specifications of two well-known communications
standards, WCDMA, and WLAN (Table 15.4). 60 dB was considered a proper
minimum value for the global gain, in both cases.

Figure 15.11 [7] depicts the membership functions defined for the global gain,
noise figure, IIP3, and IIP2, for WCDMA. Z-shaped membership functions were
used for gain, IIP3, and IIP2, whereas for noise figure, given as smaller than, an
S-shaped membership function was defined. The universe of discourse and
parameters for each membership function are listed in Table 15.5 [7].

A population of 100 individuals was used. The algorithm is set to stop if it
reaches 150 runs or the value of the objective function does not change significantly
for several consecutive runs.

RF
filter LPF ADCLNA VGA

Front-end Back-endLO 

Fig. 15.10 RF receiver simplified model—WCDMA/WLAN [7]

Table 15.4 Design
specifications—WCDMA and
WLAN

Specification WCDMA WLAN

Gain [dB] – –

NF [dB] <9 <11

IIP3 [dBm] >−17 >−5

IIP2 [dBm] >14 >23
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The evolution of the best and mean values of the objective function and a bar
chart of the current best individual for WCDMA is depicted in Fig. 15.12 [7] for
WCDMA and Fig. 15.13 [7] for WLAN. Several runs showed that 150 runs for
WCDMA and 250 runs for WLAN are enough for the GA to converge.
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Fig. 15.11 Membership functions—WCDMA [7]

Table 15.5 Definitions of
membership functions—
WCDMA [7]

Name Type Univ. of discourse Params

Gain Z-shaped [0…100] [0 60]

NF S-shaped [0…20] [9 20]

IIP3 Z-shaped [−30…0] [−30 −17]

IIP2 Z-shaped [10…40] [10 14]
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The final values for the distributed parameters are listed in Table 15.6 [7]. Based
on the bar charts in Figs. 15.12 and 15.13 and on Table 15.6, it can be observed that
the gain of the fifth block, the VGA, is the highest, while the gain of the mixer is the
lowest and very close to the gain of the RF filter, in both cases. The values of IIP2
are very high, for each of the five blocks, as expected.

Table 15.7 [7] compares the global values to the specified ones, pointing out that
the system provides very good results, in both cases. Also, it is worth mentioning
that the entire process lasts only a few seconds.

15.3.5 Genetic Algorithms-Based Techniques in Analog
Circuits Design

This section is dedicated to circuit-level contributions. The method proposed for the
design of analog circuits [5] uses multiobjective optimization with GA and includes
the call to a circuit simulator, in the optimization loop. The solution is tested on the
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Fig. 15.12 Best/mean fitness function evolution; current best—WCMDA [7]
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design of a symmetric operational transconductance amplifier (OTA); specific
implementation issues are also described.

The process of designing analog integrated circuits is a very difficult and
complex task, given the high number of requirements that need to be satisfied and
the conflicts that occur between them. Therefore, designers have to choose which
objectives to fully accomplish or leave aside, which leads to a permanent trade-off
between specifications.
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Fig. 15.13 Best/mean fitness function evolution; current best—WLAN [7]

Table 15.6 Final values of the distributed parameters [7]

Param WCDMA WLAN

RF
filter

LNA Mixer LPF VGA RF
filter

LNA Mixer LPF VGA

Gain [dB] 4.57 5.15 4.49 12.18 38.50 2.54 4.17 1.31 12.36 44.68

NF [dB] 5.34 10.49 7.42 6.38 11.14 9.06 5.97 7.65 9.32 13.74

IIP3 [dBm] 9.76 7.14 8.02 8.62 9.96 15.66 15.69 15.56 15.75 15.98

IIP2 [dBm] 35.93 48.41 38.15 47.85 45.92 41.14 41.38 41.33 38.67 50.15
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Manual circuit design is usually based solely on the designer’s previous expe-
rience and knowledge. When dealing with complex circuits, with a lot of
requirements, manual design becomes difficult and obsolete.

15.3.6 The Proposed Design Optimization Method

This section proposes an automated design optimization method for an analog
circuit. The MATLAB environment is used both to control the entire process and to
run the GA. The evaluation of each individual is performed by simulation, using an
external (industrial) simulator in the optimization loop. The simulator is called in
each iteration for every individual.

The flowchart in Fig. 15.14 summarizes the operation of the design optimization
process, which makes use of both MATLAB and SPICE environments, in order to
find the best solution [5]. At first, the initial population is generated. Next, for each
individual, MATLAB will create a netlist file, which is used by SPICE to simulate
the circuit. The simulator is launched from MATLAB for each individual.

The results of the simulation are written in the output files, which are read from
MATLAB. From these files, the circuit performance is extracted and used to
compute the objective functions. The selection automatically includes the elite
individuals, in the sense that it uses multiobjective ranking, by ranking the indi-
viduals in one non-dominated category and one or more dominated categories
(ranks).

Tournament selection and intermediate crossover are used together with muta-
tion to generate the new population. The algorithm stops if the stop condition is
reached (maximum number of generations or nonsignificant improvement in the
fitness function value, over a certain number of generations), or else, it goes back to
the first step.

The result consists in the non-inferior (non-dominated) solution points, also
called Pareto optima. The user has the freedom to make the final decision choosing
one solution from the optimal Pareto front.

The additional functions used to create the netlist file, launch the SPICE sim-
ulator, and extract the necessary data for the algorithm to work were defined in the
MATLAB environment and are external to the multiobjective GA optimization
tool.

Table 15.7 Design
specifications and results [7]

Specification WCDMA WLAN

Specs. Result Specs. Result

Gain [dB] – 64.9 – 64.4

NF [dB] <9 8.81 <11 10.9

IIP3 [dBm] >−17 −16 >−5 −4.8

IIP2 [dBm] >14 18.75 >23 25.5
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15.3.7 Brief Circuit Description of the Symmetric OTA

The method described above is tested for the design optimization of a symmetric
CMOS OTA (Fig. 15.15) [14], operating on a capacitive load CL.

A symmetric OTA consists of one differential pair (M1, M2) and three current
mirrors (M7–M8, M3–M5, and M4–M6). The input differential pair is loaded with
two identical current mirrors, which provide a current gain B.

Generally speaking, the design parameters for the circuit are the channel size
(W and L) of all transistors, the biasing current I and the gain of the current mirror,
B. However, for this circuit, some simplifications appear [5]. The sizing process of
the transistors consists in finding appropriate values for their widths: W1 = W2 s the
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Fig. 15.14 Flowchart of the design optimization method [5]
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width of the transistors M1 and M2, W3 = W4 is the width of the transistors M3 and
M4, and finally W7 = W8 is the width of the transistors M7 and M8.

The gain at low frequencies is computed using:

Av0 ¼ vo
vi

¼ i6RN4

vi
¼ Bi2RN4

vi
¼ Bgm1viRN4

vi
¼ gm1BRN4 ð15:14Þ

where RN4 is the equivalent output resistance at node 4.

Av0 ¼ 2
ffiffiffiffiffiffi
Kp

p VEpL8VEnL6
VEpL8 þ VEnL6

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
W
L

� �
1

s
1ffiffi
I

p ð15:15Þ

The circuit has only one high-resistance node (node 4) where the gain is large,
the swing is large, and ultimately where the dominant pole is formed, giving the
bandwidth (BW) of the amplifier [14].

BW ¼ 1
2pRN4CL

ð15:16Þ

BW ¼ 1
4pCL

VEpL8 þ VEnL6
VEpL8VEnL6

IB ð15:17Þ
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Fig. 15.15 Symmetric operational transconductance amplifier [14]
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The layout area can be simply computed using the formula:

Area ¼
XN
i¼1

WiLi ð15:18Þ

where Wi and Li are the width and the length of the ith MOS transistor. N is the
number of transistor, in this design N = 8.

The power dissipation can be computed as follows:

P ¼ VDD � VSSð Þ I þ BIð Þ ¼ VDD � VSSð Þ 1þ Bð ÞI: ð15:19Þ

15.3.8 Simulations and Results

Four design parameters were considered: width of the transistors M1 and M2

(W1 = W2), M3 and M4 (W3 = W4), M7 and M8 (W7 = W8) and the biasing current I:

½W1W3W7I�

The design optimization is subject to the specifications in Table 15.8 [5].
The design considers the nanometric 180-nm process. The objective functions

represent the absolute errors, with respect to the desired values, with a minimum
value of 0, if the specification is fulfilled. The channel length is set to
L1 = L2 = 1 µm to be able to obtain some gain.

For the current mirror (M4–M6, M3–M5), the mirrored current should be as close
as possible to the value B times the reference current. For the design,
L3 = L4 = L5 = L6 = 10 µm was set.

In order to keep the biasing current source operational, a linear inequality
constraint between two design parameters was found [5]:

W
L

� �
1
[ 0:036� numerical value of I lA½ �ð Þ ð15:20Þ

The algorithm was tested for a population size of 60 individuals, over 100
generations. Other GA settings include lower and upper boundaries for the design
parameters and specific values for crossover and selection sizes.

The final Pareto front consists of 21 individuals [5] (Table 15.9). Given that
there are four objectives to be met, a trade-off between them is inherent, when
choosing the best solution.

Considering the gain and bandwidth specifications, there is one individual that
satisfies the former objective (no. 7), and four that meet the latter (no. 2, 9, 15, and
21). From those four, the one with the highest gain is individual no. 9.

15 Design of Telecommunication Receivers … 433



Table 15.8 Design specifications [5]

No. Performance Desired value

1 Gain >200

2 Bandwidth >150 kHz

3 Layout area Minimized

4 Power consumption Minimized

Table 15.9 Individuals of the final Pareto front—values and specifications [5]

Indiv. W1

[µm]
W3

[µm]
W7

[µm]
I [µm] Gain Bandwidth

[kHz]
Layout area
[µm2]

Power
consumption [µW]

1 1 10 1 1 97.70 1.54 604 9.19

2 6.21 10.38 1 86.85 0.88 102329299.23 637.41 698

3 3.24 601.17 13.38 56.39 23.36 104.71 36103.75 517

4 45.57 154.93 7.23 151.51 89.48 123.02 9401.83 1380

5 47.73 789.65 35.01 27.78 115.12 23.98 47544.68 256

6 37.39 618.22 26.24 97.9 72.12 95.49 37220.98 897

7 44.36 27.41 1.01 37.05 204.04 18.19 1735.62 335

8 47.18 223.88 34.39 56.63 95.33 69.18 13596.14 519

9 49.69 96.80 9.82 171.71 83.63 158.48 5927.61 1560

10 43.53 360.82 12.20 140.47 78.55 123.02 21760.86 1280

11 27.32 128.28 1.46 50.15 141.44 28.84 7754.59 455

12 46.14 282.22 22.88 124.93 75.21 138.03 17071.52 1140

13 47.22 669.75 21.51 37.43 112.40 31.62 40322.78 344

14 49.58 801.48 15.09 63.87 104.51 45.70 48218.48 586

15 3.87 10.01 1 86.51 0.676 102329299.23 610.55 695

16 22.27 476.32 32.36 27.19 88.84 31.62 28688.76 250

17 43.32 856.66 1.18 31.22 191.11 10.96 51488.91 284

18 11.74 926.22 24.96 47.02 51.61 52.48 55646.91 432

19 49.41 1000 38.21 40.49 105.74 32.35 60175.26 372

20 41.68 10.09 1 1 173.13 1.12 691.26 9.19

21 44.37 254.57 99.99 108.51 64.76 158.48 15563.19 994

Fig. 15.16 Rank histogram
for the optimal Pareto
front [5]
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The plot in Fig. 15.16 [5] displays the ranking of the individuals, in the final
iteration. The Pareto front consists of the 21 non-dominated individuals, that is,
individuals that have rank 1.

In order to display the results considering all four objectives, a 4D plot is needed.
Since this is not possible, a 3D plot (Fig. 15.17) [5] is chosen to exemplify the
compromise between three objectives, namely gain, bandwidth, and power
consumption.

15.4 Conclusions

Technological advances of the past decade have shown that traditional (manual)
circuit design has become obsolete. These days, automated processes are more and
more used in the design loop, making the entire process fast and less faulty.
However, in many cases, the intervention of a human expert is still needed, for
example, when the design process comes up with more than one possible solution.

The final choice remains a question of human intervention. Computational
intelligence techniques, such as GA, fuzzy logic, or neural networks, are widely
employed in modern circuit and system design.

Section 1 describes the implementation of a fuzzy expert system, able to indicate
the possible receiver architecture, given some minimal information at the input.

The developed system is a rule-based expert system, according to Turban’s
classification. It represents a step forward into bringing the theoretical fundamentals
of receiver architectures closer to the inexperienced user. Although the system is
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15 Design of Telecommunication Receivers … 435



only in prototype phase, it comes as a solid foundation for an expert system capable
to fully design a receiver, together with the methods to be described in Sect. 15.2.

The fuzzy expert system for architecture selection can be seen as a powerful
educational tool, as it brings the theoretical fundamentals of receiver architectures
closer to the unexperimented user. The system can be further developed by adding a
graphical user interface, in order to improve the user–system interaction.

Section 15.2 describes the implementation of a hybrid fuzzy-genetic algorithm
for parameter distribution in receiver chains. The fact that the typical global
parameters of a receiver chain (gain, noise figure, intercept points) are stated as
smaller than or larger than, leads us to use fuzzy sets in defining these parameters.
GA come as a natural solution to minimizing an objective function, given as a sum
of membership degrees. The presented solution achieves a very fast parameter
distribution of the global metrics mentioned before.

Although the system is currently designed to work with five blocks, it can easily
be adjusted to accept a user-given number of blocks. Experimental runs using
global parameter values for WCDMA and WLAN proved that PDS is able to solve
the minimization problem in a very short time.

The proposed solution can be used as a strong starting point in the process of
completely designing a receiver chain. Future developments can address the flex-
ibility of the system (e.g., introducing user-defined constraints) or its use in cor-
relation with some other tool that shows whether the values of the distributed
parameters are achievable in real implementations (e.g., connecting the system to a
circuit simulator).

Section 15.3 presents the implementation of a multiobjective optimization
method based on the genetic algorithm, and the results for applying it for the design
optimization of a symmetric OTA. The method was used with two types of design
specifications: “greater than,” for gain and bandwidth, and minimization, for layout
area and power consumption. The MATLAB toolbox implemented for this method
has the ability to control the whole process, to run the GA, to create the circuit
netlist, to run the external simulator and to post-process the simulation results, in
order to evaluate the objective functions. The solutions provided by the algorithm
are located on the Pareto front, revealing the trade-offs that occur between the
conflicting design specifications. The designer is given the possibility to choose the
final solution, from the Pareto optimal set.

The method proved to be time-consuming (approximately 10 h, on several
computers) due to the large number of calls to the external simulator. Nevertheless,
this time is not prohibitive for a real design task.

Given its modular structure, the method for multiobjective optimization pro-
posed in this section can easily be adjusted to fit other design specifications or to
automate the design process of a different and more complex circuit.
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Chapter 16
Enhancing Automation in RF Design
Using Hardware Abstraction

Sabeur Lafi, Ammar Kouki and Jean Belzile

Abstract This chapter presents advances in automating RF design through the
adoption of a framework that tackles primarily the issues of automation, complexity
reduction, and design collaboration. The proposed framework consists of a design
cycle along with a comprehensive RF hardware abstraction strategy. Being a
model-centric framework, it captures each RF system using an appropriate model
that corresponds to a given abstraction level and expresses a given design per-
spective. It also defines a set of mechanisms for the transition between the models
defined at different abstraction levels, which contributes to the automation of design
stages. The combination of an intensive modeling activity and a clear hardware
abstraction strategy through a flexible design cycle introduces intelligence, enabling
higher design automation and agility.

16.1 Introduction

The need for radio systems is in constant growth due to the particular success of
consumer communication services. The wide adoption of cellular and wireless
systems in the last decades is particularly driving the ICT market, giving birth to
new applications and services (e.g., machine-to-machine and over-the-top services)
and fueling the increasing convergence between fixed- and mobile-broadband
communications. Naturally, end-user expectations in terms of quality of service are
evolving. At affordable costs, it is expected that future radio systems provide higher
data rates and lower power consumption in increasingly harsher radio environments
where spectrum is getting more crowded and regulations are becoming tougher.
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In order to keep pace with the emerging requirements, the challenges that should
be addressed are related to implementation technology and radio design flows. On
technology level, most future radios will be built with multi-standard, multi-band,
and multi-mode transceivers to provide a seamless connectivity to various mobile
and wireless networks. This requires higher processing capability for baseband
stages and more robust radiofrequency (RF) front ends in order to support multiple
communication standards and accommodate various radio transmission scenarios.
Higher levels of miniaturization and integration are also needed to keep the form
factor within an acceptable range for consumers. In addition, all these should have a
very-low-energy-consumption profile. Remarkable efforts are being deployed in
both industry and academia in order to come up with relevant solutions that
effectively address these issues. But, is this enough to leverage the encountered
challenges? While a myriad of new technologies are being developed to enhance
radio systems capability (i.e., the “what-to-do”), less interest is dedicated to design
approaches and tools (i.e., the “how-to-do”).

On radio design level, there are particularly wide disparities between digital
baseband and RF front-end design cycles. In digital design, it is possible to integrate
very complex circuits during a reasonable time frame. Digital designers have
adopted a structured design approach that is backed by a set of tools allowing the
automation of most design steps from concept to prototype. This approach builds up
the circuit hierarchically: it is considered as a collection of modules. Each module is
a collection of cells, and each cell is composed of some transistors and lumped
components. Each module or cell implements a logical functionality and can be
reused as much as required. Thus, the design effort is reduced. The main concept
behind this useful representation is hardware abstraction. Every component is used
as black-box model. At each abstraction level, the designer deals only with the
models available at that level. Given enough data about their functionality, the
designer can use these models without knowing their internal structure. The char-
acteristics of their underlying components are virtually masked. Complexity is thus
reduced and mastered. These paradigms led to the implementation of mature digital
design tools, which played a key role in rising design productivity via modeling and
automation.

On the contrary, the classic RF design scheme still starts at circuit level and is
mostly manual and very technology dependent. It presents various discontinuities
between design stages and lacks formal communication rules between the different
developers involved in the same RF design project. Consequently, the exchange of
data and collaboration abilities are still limited. Actually, the conventional design
flow is too costly, long, and not amenable for easy technology insertion. Design
reuse is also limited. The changes and corrections of the design according to new
specifications are often expensive and time-consuming. Final system integration is
tedious, risky, and slow particularly when different technologies are involved in the
system architecture. Despite recent notable advances, most RF tools do what they
are best at. There is a lack of tools able to carry out system-level analyses, tackle
growing design complexity, support multiple technologies, allow cost-effective
co-design especially in mixed-signal context, and ensure reliable formal verification
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at the different design stages. The absence of clear abstraction levels and coherent
functional modeling is a major hindrance to current RF design practice.

In light of these observations, this chapter presents advances in automating RF
design through the adoption of a framework that tackles primarily the issues of
automation, complexity reduction, and design collaboration. The proposed frame-
work consists of a design cycle along with a comprehensive RF hardware
abstraction strategy. Being a model-centric framework, it captures each RF system
using an appropriate model that corresponds to a given abstraction level and
expresses a given design perspective. It also defines a set of mechanisms for the
transition between the models defined at different abstraction levels, which con-
tributes to the automation of design stages. The combination of an intensive
modeling activity and a clear hardware abstraction strategy through a flexible
design cycle brings enough intelligence enabling higher design automation and
agility. The chapter is concluded by a design example, which illustrates how all the
presented concepts can be practically applied to RF design.

16.2 Overview of Modern RF Design Practice

To better understand the motivation for a different approach in RF design, a quick
overview of specificities of RF domain is presented followed by a brief study of
common RF design approaches to highlight the limitations and shortcomings of
modern RF design practice.

16.2.1 Particularities of RF Design

Radio frequencies refer to alternating current (AC) signals whose frequencies are
ranging from 30 MHz up to 300 MHz. Microwaves refer to those with frequencies
ranging from 300 MHz to 300 GHz. Generally, RF engineering covers the design of
radio front ends that use radio waves whose frequencies lay in RF spectrum [1].
However, RF and microwave design are very similar in terms of design approaches
and tools. In wireless and mobile radios, RF front ends make the link between the
digital baseband and the immediate radio environment (e.g., base stations, hot
spots, and other radios). While the design of the RF front end is a minor portion of
the whole communication system design, it nonetheless poses significant challenges
at various levels due to the specificities of RF domain [2].

Successful RF design is frequently the result of mastering a variety of disciplines
[3, 4]. It often requires advanced knowledge and good skills in various topics
including radio environment analysis, basic communication theory, design flows,
and tools as well as standards and regulations. It is a field where a single technology
can rarely be used alone. In fact, different RF components often built in different
technologies are required to build a working front end. The number and type of

16 Enhancing Automation in RF Design Using Hardware Abstraction 441



these components vary depending on the selected architecture. Each component
accomplishes a given functionality (e.g., filtering, signal routing, or amplification).
The resulting mix of technologies is challenging because it is the source of many
design problems (e.g., integration, heat dissipation, and shielding). For example,
some components such as surface-mount devices (SMD) cannot be built on the
same substrate on which the baseband circuitry is implemented. This may turn into
a serious design bottleneck especially when a small form factor is required.

Furthermore, RF systems are highly sensitive to impairments and nonlinearities.
They are also very sensitive to noise, signal distortion, and inherent radio impair-
ments more than digital circuits. Each RF component adds an amount of noise to
the signal. The cumulative value of added noise depends on the way the RF
components are mounted. It reduces the front end’s signal-to-noise ratio that
impacts negatively the data rate. Signal distortion occurs due to the imperfections
and the nonlinearity of RF devices. The latter produces both inband and out-of-band
unwanted signals (i.e., intermodulation products) that may interfere with desired
signals and contribute to environment interferences. Reducing the impact of noise
and mitigating the effect of inherent radio impairments are essential to come up with
a successful RF design.

In addition, it is a discipline of compromises and trade-offs. Designers are
continuously asked to find out compromises between antagonistic design variables.
The “RF Design Hexagon” given in [3] depicts six among the mutually dependent
variables (i.e., frequency, power, DC supply voltage, gain, noise, and linearity) that
impact the most RF design.

16.2.2 Common Design Approaches: Basics and Limitations

For decades, designers attempted to use several design approaches in order to
alleviate RF domain constraints and come up with good front ends. Despite the
notable progress in design approaches and tools, various limitations continue to
hinder the evolution of radio design.

(a) Traditional design approaches

Historically, the design approaches of RF systems did not remarkably change. The
following two main RF design flows (and some of their variants) were prevalent:

– Bottom-up design flow: The bottom-up design flow starts with the design of
individual blocks that are assembled to form a more complex block. These
blocks are gradually combined to form the final system. In practice, each
individual block is implemented all the way to the lowest available circuit level
(e.g., transistor level) according to a given set of specifications. Next, the block
is separately tested and verified. Finally, all blocks are gathered, assembled, and
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verified together. The entire system ends up generally with the lowest abstrac-
tion level representation [5].

– Top-down design flow: The top-down design flow starts with the whole system
concept and then recursively breaks it down into smaller pieces, easy to
implement, test, and validate. The design level at which this approach starts is
referred to as the system level [6]. At top level, the architecture is defined as a
block diagram that is iteratively refined and optimized to meet the specifications.
The specifications of the underlying blocks are then derived from system-level
architecture simulation. Once all blocks and sub-blocks are individually
designed and verified, the overall system is assembled and verified against the
original requirements.

– Other approaches: The previous design approaches suffer from some limitations
[5, 7]. To combine the strengths of both, various mix were suggested. For
example, [6] proposed a hybrid design flow commonly known as the “V”
diagram, which combines a top-down design flow along with a bottom-up
verification process. The top-down flow proceeds with the design from the
system level through to the transistor level while the bottom-up verification
process starts at the layout level and proceeds up to the highest levels. For
performance-critical applications, the performance-driven design was proposed
[8]. This approach consists of the alternation of a top-down flow, used in design,
and a bottom-up flow, used in verification at all design stages. At each level, the
system is subdivided into sub-blocks to be implemented (i.e., topology selec-
tion). These sub-blocks are sized, optimized, and verified against the perfor-
mance specifications (i.e., specification translation). Once the sub-blocks are
assembled at the same level, the new assembly is verified (i.e., layout generation
and extraction). This approach ensures that the designed sub-blocks meet always
the performance constraints before going farther in the design flow.

(b) Typical design flows

RF design is an iterative process whose purpose is building up a RF front end that
meets certain specifications. In general, a RF designer begins with the search of a
system-level solution that meets the requirements. This process is commonly
referred to as “Design Space Exploration.”

At system level, a candidate solution is evaluated based on its performance.
Metrics such as noise, frequency response, and matching are used for this purpose.
Once an initial solution is selected, the designer proceeds step-by-step according to
a design scheme in order to optimize that solution and implement a prototype. To
illustrate this philosophy, Fig. 16.1 shows a typical RF design scheme. In fact, the
candidate solution is subdivided into smaller blocks. Each block is composed of a
single or a collection of components. These blocks are often implemented sepa-
rately by different teams. If required, these blocks might also be broken down into
smaller pieces for more optimization. The specifications of each block are derived
from the system-level initial requirements. In most cases, there are no formal
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methods to validate a priori this kind of specifications [4]. Once the specifications of
each block (generally in text or spreadsheet formats) are known, every designer
proceeds with the implementation of a given block at the circuit level. At this step,
circuits are captured using a schematic capture tool. The circuits consist of the
interconnection of RF components (e.g., lumped components and transmission
lines). Each component is generally defined by either its electrical or its physical
model that might be layout-, equation-, or file based. Various simulations are
carried out in order to evaluate each component’s performance. For this purpose,
one or many electronic design automation (EDA) tools might be used at each step.

Then, designers use layout tools in order to create the block’s corresponding
layout. Generally, most optimizations and adjustments take place at this step where
various simulation tools might be used to verify the final design performance (e.g.,
signal reflection, gain, noise, shielding properties, and radiation).

The next step consists of final integration, prototype manufacturing, and testing.
Simulated and measured performances rarely match due to the inaccuracies in
device modeling and simulation tools as well as the variability of fabrication pro-
cesses. For this reason, most designers consider a margin to compensate any
eventual degradation particularly in critical performance applications. Furthermore,
the verification process is also iterative. Once an error is detected, the previous step
is revisited. These re-spins are time-consuming. The cost of error correction may be
prohibitively expensive particularly at advanced design stages such as final inte-
gration [4].

(c) Limitations and shortcomings

Modern RF design practice is suffering from concrete limitations and weaknesses at
the level of both design flows and tools.
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Fig. 16.1 Typical RF design scheme and some EDA tools in use for each design stage
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On the one hand, the first drawback of modern RF design flows is their high
technology-dependence. The lack of effective system-level models pushes design-
ers to work instead with those available at circuit level, which makes technology the
actual guide of the design process. This situation results particularly from the
absence of higher levels of abstraction, hinders the effort of efficient design space
exploration, reduces automation capability, and limits design reuse capability. In
addition, the prevalence of circuit-level design imposes the use of a bottom-up
design approach where tasks are carried out serially [7]. This added to the manual
interfacing between design stages increases design flaws and errors which may be
excessively expensive in time and money (particularly at the end of the design
cycle). This approach is also known for the discontinuities it causes within the
design cycle. In this context, designers tend to work in isolation from each other,
and communication is generally poor. Furthermore, there is a lack in design flows
enabling co-design of digital and analog/RF circuits. But this lack is not limited to
mixed-signal design and verification, and numerous RF fabrication processes (e.g.,
SiP integration) have also no complete end-to-end design flows.

On the other hand, the EDA tools used at the different design stages are limited
in both performance and design features. In fact, specific technologies (e.g.,
silicon-on-insulator) lack specialized tools [9]. Most of tools are deficient in
multi-technology support especially at system level [10]. Limited modeling accu-
racy and simulation issues in most tools impact design quality particularly for
complex systems. Additionally, essential features for fast RF design such as
specifications’ validation and functional-level verification are almost absent in most
tools. On the contrary, physical-level verification is available in some tools, but for
a limited set of technologies only. The interaction between tools and the exchange
of both models and design data is limited as well [11].

All these weaknesses and shortcomings in both design flows and EDA tools in
common use in RF design tend to seriously hamper the ability of automating the
design process and decrease overall productivity.

16.3 Hardware-Abstraction-Based RF Design
Frameworks for Automation and Productivity
Enhancement

To address the weaknesses of modern RF design practice, a different design phi-
losophy becomes a requirement. In addition to make automation and productivity
enhancement its central goal, specific issues such as prevalent technology predom-
inance and sustained design complexity increase should also be effectively addressed.
Similar to developments in other domains (e.g., digital design), the introduction of
higher levels of abstraction is a promising response to these issues. For this purpose, a
framework that consists of a refurbished five-step design cycle which is backed by a
hardware abstraction strategy for RF domain is presented in the following.
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16.3.1 A Five-step Design Cycle

Unlike the traditional RF design flow where handling technology often starts at the
early design steps, the design flow of Fig. 16.2 was thought to bridge this gap. It
consists of five main design steps. The first, namely “Functional Description”, is the
design starting point in which the system’s specifications are captured in functional
models. In the “Analysis” step, the resulting models are checked out for coherence.
Then, various system-level analyses may take place. In this phase, the designer’s
aim is to find out a design solution that meets the specifications. If an initial solution
is found, it is thoroughly investigated, optimized, and implemented in the
“Synthesis” step considering a relevant technology input. “Synthesis” is meant to
be automated as much as possible. It results in a ready-to-manufacture design that is
fabricated in the next step, namely “Manufacturing.” Next, the prototype is sub-
mitted to final validation in the last design step, namely “Tests and Measurements.”
In the heart of this design cycle lays the Q-matrix, a multi-dimensional structure
that holds electrical design data throughout the design process.
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Fig. 16.2 The five-step framework for RF design
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This said, this design cycle defines several mechanisms and artifacts whose
primary aim is enabling higher automation, improved design collaboration, and less
technology prevalence.

(a) Functional description

In traditional RF design, specifications are text-based and cannot often be validated
using specialized tools. This explains in part why designers start by tweaking the
physical details of their circuits looking for a suitable design solution to begin with.
This task, mostly manual, may take a valuable time with no satisfactory results
because the specifications may be neither coherent nor realistic. “Functional
Description” addresses these issues using high-level modeling. Specifications are
captured in comprehensive models, which uncouples the RF functionality from the
underlying physical structure and properties. Functional models are meant to be
expressed using human-readable languages in order to make them easily under-
standable by designers. In addition, these models can be handled by design tools for
various automated operations (e.g., storage, exchange, and processing).

• Modeling RF systems using standard modeling languages

“Functional Description” turns specifications into models that capture system’s
functionality and properties as well as the related design requirements and con-
straints. To make this effective, mechanisms enabling human-readable representa-
tions for functional description, easy storage, and exchange are required.

Traditionally, RF components are modeled in most commercial tools using
graphical blocks to capture their properties and emulate their frequency response
(e.g., ADS, SystemVue). In some cases, it is possible to use programming lan-
guages (e.g., C++, SystemC) and hardware description languages (e.g., VHDL,
Verilog) for this purpose. Other EDA tools enable the use of script-, equation-, and
file-based models.

However, all these modeling techniques are limited. Most system-level blocks
are predefined and cannot be altered by the designer, which limits their accuracy
and usefulness. In addition, the model readability becomes quickly poor as the
complexity of the model (especially algorithm based) grows. It is also difficult to
capture the system requirements (mostly text based) using algorithm-, equation-, or
block-based models.

To enhance system modeling and specification capture, [12] suggested the use of
standard modeling languages proven very useful in other engineering domains in
order to cope with modeling issues in RF design.

In this regard, it was established in [12] that Systems Modeling Language
(SysML) is a good candidate for “Functional Description” of RF systems. SysML is a
general-purpose modeling language standardized by the Object Management Group
(OMG) for the specification, analysis, design, and verification of systems in a broad
range of engineering fields [13]. It provides graphical representations with flexible
and expressive semantics allowing the design of complex engineering systems.
SysML defines five structural and four behavioral diagrams. The former are dedi-
cated for the capture of both internal and external structures of an engineering system.
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The latter are used for the description of dynamic and behavioral artifacts (e.g.,
interactions) within that system. Two additional diagrams, namely requirement and
parametric diagrams, are used, respectively, for the capture of requirements into
visual representations and the definition of constraints and rules of the engineering
system. In addition, SysML introduces the concept of views allowing the modeling of
the same system from different viewpoints [13]. Furthermore, SysML is compliant
with many standardized data interchange formats (e.g., XML, XMI, and AP-233)
which makes models, data, and metadata exchange easy [13]. Considering these
advantages of SysML, [12] attempted to use SysML in order to model a UMTS
transceiver using the different diagrams and concepts provided within the language.
The conclusion was that SysML has many assets that make it suitable for RF system’s
modeling. For in-depth information about SysML, the reader may refer to [13–17].

• Exchanging models via standard markup languages

The use of SysML for the modeling of RF systems enables effective “Functional
Description” because it allows multi-level technology-independent representation.
It also endorses design collaboration and communication between designers
because it provides designers with visual graphical representations. However,
graphical notations are human readable, but not relevant for machines. To improve
tools interaction and ensure automated processing of functional descriptions,
models should be amenable for storage and exchange. To do so, the Extensible
Markup Language (XML), a simple and widely adopted markup language that is
already supported by SysML, is used [18]. This standard text format is flexible and
easy to use. It is both human- and machine-readable and designed for data auto-
mated processing, storage, and exchange. It is worth noting that the framework uses
XML not only to facilitate the storage and exchange of SysML models but also to
define the file format used by the Q-matrix.

(b) Analysis and Synthesis

Specifications captured in SysML models and exchanged as XML files during
“Functional Description” stage are submitted to the following step, namely
“Analysis.” At this level, functional models are validated against coherence rules in
order to detect any errors. If no errors are identified, these models are used to carry
out system-level analyses in order to figure out an initial solution that meets, in part
or in whole, the specifications. The following step, namely “Synthesis,” uses this
initial solution as an ingredient to find out a final one. To this end, the starting
solution may be subject to additional granularity refinement. Given the appropriate
technology input, further optimizations may be required at the light of an iterative
series of performance simulations.

• Validating the specifications through “Coherence Verification”

The process of “Coherence Verification” is based on a set of coherence rules that
are used to validate the consistency of the models developed during the “Functional
Description” stage. These rules may be embedded within SysML models or pro-
vided as a separate input.
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The framework defines two levels of consistency checks as follows:

– Warnings: This level indicates that a coherence rule has detected a minor issue
within the provided functional description, which can impact the design con-
sistency at later stages.

– Errors: A coherence rule results in an error when it detects a major inconsis-
tency that makes the design practically not feasible.

To illustrate the difference between warnings and errors, Table 16.1 shows two
rules that can be used for the coherence verification of a RF filter functional
description.

• Enhancing system-level analysis

One of the goals of functional description is enhancing design space exploration.
Given the appropriate tools and depending on the target functionality, functional
models can be submitted to a myriad of system-level analyses. Being already
validated after the coherence verification test, these analyses are more likely to
result in a relevant initial design solution. This solution is the input to the following
design stage (i.e., “Synthesis”). This said, system-level analyses are thought to be
automated as much as possible. If necessary, the designer can always intervene to
guide these analyses. In addition, this design stage is intended to be independent
from technology details in order to allow more flexibility in the design process.

• Changing the implementation viewpoint using granularity refinement

The design requires often to be partitioned into smaller blocks and sub-blocks that
can be implemented and verified separately. This technique allows to minimizing
design time throughout higher design concurrency. The number of elements to
which the system is partitioned is called granularity level. A coarse-grained parti-
tioning corresponds to a low granularity level and results in fewer but larger parts.
However, a fine-grained partitioning corresponds to a high level of granularity and
results in more detailed subdivision. Within the “Synthesis” design stage, the step
of “Granularity Refinement” allows the designer to decide about the adequate
partitioning of the system under design. Changing the level of granularity allows to
modify the design considerations. This results in more control of the design process,
which enhances the quality of the final solution (e.g., faster optimization and
multi-level simulations).

Table 16.1 An example of coherence rules to validate a RF filter functional description

Rule
no.

Rule description Consistency
level

1 For a Chebyshev type I filter whose order (N) is an even value, the
output impedance (Zout) is different from the reference one (Z0)

Warning

2 The specified filter passband attenuation (Ap) should be equivalent to
a value (r) less or equal to the specified ripple (rs)
r Apsj � rs ð16:1Þ

Error
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• Enhancing technology support via technology mapping

High-level functional description uncouples the functionality from the underlying
technology artifacts. Coherence verification and system-level analyses enable early
specifications’ validation as well as better design space exploration. This results in a
good candidate solution, but mostly idealistic. To ensure the solution’s feasibility in
terms of not only performance but also physical implementation, technology details
should be taken into account. For this reason, the designer provides the necessary
technology information during the step of “Technology Mapping.” For example,
ideal lumped components are transformed into real passives using appropriate
device characterization libraries. Thus, the parasitic effects present in a resistor (e.g.,
thin film resistor model [19]), a capacitor (e.g., metal-insulator-metal capacitor
model [20]), and an inductor (e.g., general inductor model [21]) are included in the
design and considered in performance simulation. In distributed lines, the designer
should include the substrate properties and indicate the relevant transmission line
models (e.g., microstrip, stripline, and coaxial cable) along with the related physical
properties.

• Validating implementation requirements using performance simulation

Once the technology input is considered in the design, the system is designed at
circuit and/or physical levels. Repetitive performance simulations and analyses are
carried out in order to assess the design frequency response and check whether it
meets the initial requirements. The accuracy of technology models and the quality
of EDA tools have a direct impact on the accuracy of the obtained results. To
prevent a performance less than planned, a reasonable margin may be considered to
suppress the effect of eventual inaccuracies in both models and simulations. When a
satisfactory solution is achieved, a ready-to-manufacture layout is produced and
submitted for fabrication and testing.

(c) Q-matrix

The design scheme of Fig. 16.2 provides mechanisms to capture functional models,
validate, process, and exchange them between the different design stages. However,
it still lacks an efficient tool to exchange design data. So, it is important to endorse
this design scheme with such tool because current techniques suffer from various
limitations. In fact, modern EDA packages use matrix representation for the storage
and exchange of electrical design data (e.g., scattering parameters). First, RF
components are of different natures (e.g., linear/nonlinear, passive/active).
However, there is no unique matrix form to capture their electrical response in a
uniform way. Then, some matrix representations fail sometimes to capture the
electrical response of all RF systems. For instance, mixers cannot be characterized
using scattering parameters because they required to have the same frequency at all
ports. In addition, there are many data file formats. The design of a RF system
requires numerous files because almost each type of simulation requires a specific
data file format. So, design data become fragmented and difficult to handle
throughout the design process. This is due to the absence of a centralized data
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structure enabling easy data capture, storage, and exchange. In addition, most
existing file formats do not capture efficiently the circuit environment configuration.

Considering all these limitations in existing tools and file formats, the five-step
design scheme is augmented by tool-neutral multi-dimensional data structure,
namely the Q-matrix that captures the electrical behavior of each RF system
regardless of its nature, number or types of ports, etc. The Q-matrix is placed in the
heart of the design framework in order to link all the design stages and steps.

The Q-matrix is mathematically constructed as a superset encompassing and
extending the traditional scattering parameters (see definition in [1]). As stated in
Eq. (16.2), the Q-matrix is composed by N � N elements (qij) for a N-port network.
When the frequency at all ports is the same and not equal to zero, the Q parameters
are the same as the scattering parameters.

qij ¼
bj
��
f¼fj

aijf¼fi

ð16:2Þ

where
bj The reflected wave at the jth port
ai The incident wave at the ith port
fi Frequency of the signal entering the ith port
fj Frequency of the signal leaving the jth port

The definition given in Eq. (16.2) generalizes the traditional incident and reflected
wave ratios regardless of the operating frequency at each port. However, this is not
enough to cover more than one independent variable. For this reason, a broader
definition, that is �Qt;T ;P;F , is introduced by the Eq. (16.3). It defines the Q-matrix N2

basic qij elements in function of four independent variables (i.e., frequency, power,
temperature, and aging time). Figure 16.3 attempts to graphically depict the rela-
tionship between the qij elements and the extended data structure �Qt;T ;P;F .

�Qt;T ;P;F ¼ qij
� �

N�N

h i
Nt�NT�NP�NF

ð16:3Þ

where
t Time (aging)
T Temperature
P Power
F Frequency
N Total number of ports
Nt Number of time steps
NT Number of temperature points
NP Number of power points
NF Number of frequency points
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A XML-based data file format was developed to hold Q-matrix electrical design
data and a selection of environment setup information. The file is conceived for the
storage of data from different sources (e.g., design cycle, test and measurements,
and operation phase). It is a multi-page file that is composed of similar data blocks.
During design cycle, data from different design stages, iterations, or designers are
gathered into the same data file and shared among the design team.

16.3.2 Hardware Abstraction Strategy for RF Design

To improve design automation, the design framework presented in the previous
section introduced mechanisms for high-level functional description and
model-based analyses and synthesis. These concepts provide a certain level of
abstraction. However, from practical standpoint, some issues remain unresolved.
How high-level models for RF systems may be developed and used? And how to
make these models technology independent?

To answer these questions, a generic model for RF systems should be defined. In
addition, clear abstraction levels that differentiate technology-independent func-
tional models from technology-dependent implementations are also needed. To do
so, this section discusses a hardware abstraction strategy for RF design that attempts
to endorse the design framework with practical answers.

(a) Definition and advantages

Abstraction is defined by Dictionary.com as “the act of considering something as a
general quality or characteristic, apart from concrete realities, specific objects, or
actual instances.” The psychologists Goldstone and Barsalou assert in [22] that “to
abstract is to distill the essence from its superficial trappings.” The sixth edition of
Oxford Dictionary of Computing defines abstraction as “the principle of ignoring
those aspects of a subject that are not relevant to the current purpose in order to

Fig. 16.3 Generalized
Q-matrix is a function of
frequency, power,
temperature, and time
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concentrate more fully on those that are” [23]. So, all these definitions suggest that
abstraction is the act of uncoupling the fundamental characteristics of an object
from the details of its construction. Thus, its main purpose is presenting a simplified
view of a complex reality by hiding its unnecessary attributes and aspects. This is
why abstractions can be of various types due to the complexity of the real world.

The major benefits of abstraction can be summarized as follows [24]:

• Simplicity: Abstraction reduces complexity by producing an object view as
simple as possible.

• Relevance and information control: Abstraction is meant to capture only the
relevant aspects of an object. This includes the control of the information
amount needed to describe that object at a given level of abstraction.

• Granularity: An object can be described at different levels of detail.
Consequently, capturing fewer details results in more abstract representations
and vice versa.

• Uncoupling abstract from concrete views: Object abstraction provides a distance
with its concrete status. The most the concrete status is hidden, the highest the
abstraction level is.

• Naming: At a given abstraction level, the object name becomes the synonym of
the object properties and attributes accessible at that level of abstraction. This
strong semantics allow easier understandability of a complex system.

• Reformulation: An abstraction is not unique, which makes it easy to reformulate
the same object properties in different formal ways that can be suitable for
different scenarios.

In summary, the major advantage of abstraction remains its ability to manage
complexity by hiding unnecessary details and aspects. For this reason, some
computer architects consider that “abstraction is probably the most powerful tool
available to managing complexity” [25].

Besides, most engineering literature uses frequently the term “Hardware
Abstraction Layer” (HAL) rather than “Abstraction”, and “Hardware Abstraction”
(e.g., sensor networks [26] and system-on-chip [27]) to refer to the adopted
abstraction strategies in certain domains. This is typically related to the layered
nature of the systems using these HALs. For instance, HAL is well known and
predominant in computer systems because it serves as a logical division that makes
the link between software and hardware layers. As far as the RF domain is concerned,
the term adopted henceforth is “Hardware Abstraction” and can be defined as “the
act of masking physical details of hardware, allowing the designer to focus on the
effects rather than the details resulting of manipulating directly the hardware”. The
term “Hardware” emphasizes that the main goal of abstraction in RF domain is the
control of technology-dependent aspects throughout the design process.

(b) RF Hardware Abstraction Strategy

In this section, a basic model to functionally describe a RF system is presented.
Then, a hierarchy of abstraction levels and their corresponding design perspectives
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applicable to RF design are detailed. To link both, adequate mechanisms for the
manipulation of models and transition between the abstraction levels are defined.

• Basic Definitions

To foster better understanding of the proposed abstraction strategy, these alpha-
betically ordered terms and definitions apply in the following:

– Abstraction: the process of representing a RF system at a given level of detail
and with respect to a given design viewpoint.

– Abstraction view: an extent in which models result from an association of an
abstraction level and an abstraction viewpoint.

– Abstraction level: a reasonable characterization related to the complexity and
details in a representation of a RF system.

– Abstraction viewpoint: a representation of a RF system from a design per-
spective that focuses on particular concerns within that system.

– Coherence: the quality of a model, a specification or a functionality of being
composed of mutually consistent and non-contradictory elements (and/or
attributes).

– Formal model: a model that is semantically consistent in a sense that it complies
with the semantic rules of a given modeling language.

– Functionality: a field of operation related to a RF system which can be modeled
using a given response function (and/or physical or logical description).

– Granularity: a specification that characterizes the number of parts composing a
RF system with the guarantee that each part among them represents a coherent
functionality.

– Independence: the quality of a model of being usable without specifying any
technology information or platform-related attributes.

– Model: a formal representation of the functionality, structure, behavior, and/or
physics of a RF system.

– Platform: a set of RF technologies (or physical infrastructure) that is either
required or can be used to implement a given functionality.

– Platform-independent model (PIM): a RF system model that does not specify
any technology information or platform-related attributes.

– Platform-specific model: a RF system model that includes technology infor-
mation or platform-related attributes to be utilized in the implementation of that
system.

– Platform model (implementation): a RF system model that describes the physics
and/or the detailed implementation of that system.

– Refinement: the process of adding more details to an existing model.
– System: a RF entity that is characterized by a coherent (i.e., deterministic) and

identifiable functionality and a set of ports (or interfaces) enabling the interac-
tion with its environment.

– Technology mapping: the process of associating a physical platform (i.e.,
technology data or information) to a platform-specific RF system model.
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– Transformation: a process that translates a source model to another one given
eventually a set of specifications, rules, flows, specific data, or tools.

• Modeling of RF systems

From functional perspective, a RF system is an entity whose primary purpose is
fulfilling a given functionality. To do so, it interacts with the immediate environ-
ment using input and/or output ports. In practice, this functionality can be captured
in various ways (e.g., mathematical formalism and data-based). The ports may be of
different types and serve for distinct functions (e.g., control, biasing, and signal
routing). Consequently, a RF system can be considered as a black box that is
defined by a response function (i.e., functionality) and a set of input and/or output
interfaces (see Fig. 16.4).

(i) System inputs and outputs

A RF system uses input and/or output ports that may be of different signal types
(e.g., DC, AC, and RF). The black-box model represents these ports as interfaces to
which some properties are attached (e.g., direction and signal type).

In this regard, two types of inputs are defined as follows:

1. Regular inputs: They represent a typical AC or RF signal and
2. Control inputs: They represent a signal (typically DC) that is used to drive the

RF system (e.g., input voltage in a voltage-controlled oscillator and an auto-
matic gain control).

Input signals

Configuration / Control Signals

Output signals

Response Function

L
eg

en
d

Environment Parameters

Fig. 16.4 A black-box view
considers a RF system as an
entity, which is defined by its
inputs/outputs and its
response function
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In addition to inputs, output interfaces are characterized by regular outputs,
which are similar to regular inputs.

For simplification, it may be sometimes useful, from abstraction perspective, to
ignore some inputs (respectively outputs) when modeling some RF systems. In this
case, the “hidden” input (respectively output) is not considered in the model. For
example in some cases, biasing input voltages may be ignored in oscillators and
amplifiers.

(ii) System functionality

A black-box model defines a response function that characterizes the RF system’s
functionality. In practice, the response function may be of four types as follows:

– Mathematical transfer function: It uses an elaborated mathematical formalism,
– Data-based response function: It uses a data file resulting from either simula-

tions or measurements,
– Expression-based response function: It uses mathematical equations along with

datasets to characterize the system’s functionality, and
– Hybrid response function: It uses a mix of the previous types to model the

system’s response.

In addition to inputs, the response function takes into consideration a set of envi-
ronment parameters. These parameters represent variables that are not regular signal
inputs to the system but characterize the environment and the context of operation
(e.g., frequency, reference impedance, temperature, and time).

(iii) Modeling black box using SysML

As previously mentioned, SysML was retained for the development of functional
description models. Can SysML be used for the capture of the black-box model?

Being a language for systems engineering, SysML allows the capture of not only
behavioral and structural aspects but also any data or mathematical formalisms
related to the system. As shown in Fig. 16.5, a black-box model of a RF system can
be captured using a SysML block definition diagram (bdd). It can be described by a
«block» construct, namely “RF system,” whose environment parameters are cap-
tured in the “values” section and its response function is captured in the “con-
straints” section. The latter is composed of other m «block» constructs, namely
“input port” and p «block» constructs, namely “output port.” The environment
parameters related to each port can be captured within its own section “values.”

• Abstraction Levels, Viewpoints, and Views

Real-world RF systems (e.g., receivers and transmitters) are not monolithic entities
that are always described as single blocks. Designers need frequently to architect
the internals of such systems at different levels of granularity and from different
design perspectives (e.g., electrical, mechanical, and thermal). Besides the fact that
SysML can be used to capture all these aspects, which abstraction levels, design
perspectives and corresponding models may be considered to enable the definition
of RF systems’ artifacts?
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(i) Abstraction Viewpoints

A viewpoint is a design perspective that focuses on particular concerns within the
RF system. Generally, five abstraction viewpoints from which the latter can be
observed and designed are as follows:

1. Physical: From this viewpoint, the system is described exclusively by its
physical attributes. For example, a transistor is seen as a device that is defined
by its dimensions (e.g., length and width), shape, the number of its metal layers
as well as the type of materials and substrates used for its implementation, etc.
In complex systems, other physical information may be added to this
description (e.g., system’s layout, devices placement, interconnections, and
signals routing).

2. Electrical: The system is regarded from this viewpoint as a circuit that is
exclusively specified by its electrical characteristics. For instance, a resistor is
defined by the electrical voltage standing between its ends, the current flowing
through it, and its characteristic impedance. In complex circuits, interconnec-
tions and wiring plan (e.g., netlist) and reference nodes (e.g., ground, sources,
and loads) are also specified, which allows the application of electrical laws
(e.g., Kirchhoff law and superposition law).

3. Structural: From this viewpoint, the designer’s interest is neither physical nor
electrical. The focus is on how to arrange basic parts (e.g., circuits and devices)

«block»
RF/Microwave System

«default»
Default values of EP

«values»
Environment parameters

«constraints»
Response function 
(equations,data 
references,etc.)

«block»
Output Port

«default»
Default values of EP

«values»
Environment parameters

«constraints»
Void

1 p

«block»
Input Port

«default»
Default values of EP

«values»
Environment parameters

«constraints»
Void

1m

bdd RF/Microwave System Black-box Model [Generic]

Fig. 16.5 RF system black-box model can be captured using a SysML bdd

16 Enhancing Automation in RF Design Using Hardware Abstraction 457



in order to build a system’s topology. These parts may or may not be
self-contained and interchangeable. For example, a phased-locked loop is seen
from this viewpoint as a control system where phase detectors, filters, dividers,
voltage-controlled oscillators, and other parts are placed in a certain arrange-
ment in both main and loop paths. It is worth noting that the structural view-
point is not purely mechanical, as the term “structural” may suggest, but
denotes especially system assembly and integration aspects.

4. Architectural: From this viewpoint, the designer is interested in how a system is
structured using self-contained and interchangeable parts. This viewpoint
expresses generally a contractual architecture that is predefined by the high-level
specifications. For example, a receiver may be architected in compliance with a
given reference architecture (e.g., super-heterodyne). In some cases, this
viewpoint is not considered because the system’s complexity is reduced in a way
that the structural viewpoint is enough to characterize its structure/topology.

5. Functional: This viewpoint is mostly interested in the system’s functionality
and operation. It underlines the purpose of the RF system and how it is
expected to work. Thus, it defines for example its operation constraints as well
as the specific role of each actor or building part within that system (if a
particular reference architecture is already contracted).

(ii) Abstraction levels

As shown in Fig. 16.6, four distinct abstraction levels are defined for RF domain as
follows:

1. Atomic Layer: Contrary to digital design where the lowest abstraction level (i.e.,
physical) is represented by a “device” (i.e., typically a silicon-based transistor),
RF systems’ physical implementation cannot be represented by a single device
due to the predominant mix of technologies. For this reason, the lowest
abstraction level (from physical design perspective) considered in RF system is
a “layer” of atomic components. The term “layer” denotes that many individual
devices may represent the physical design perspective of RF systems. The term
“atomic” indicates that each component of this layer cannot be subdivided
further from any RF design perspective. In other words, such component can no
longer be subdivided into elements that might be captured using a black-box
model. In a hierarchical tree view representation of a RF system, atomic com-
ponents lie down at the “leaf” level. Among the components satisfying these
conditions, at least four groups are identified: transmission lines, lumped
components, nonlinear devices, and sources.

2. Circuit: A physical assembly of atomic components can also be regarded from
electrical viewpoint. Accordingly, the physical details are ignored while the
electrical properties are emphasized. This viewpoint corresponds to a higher
level of abstraction, namely “circuit.” In this regard, a circuit is simply a net-
work composed of electrical elements that are connected by a media through
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which an electrical signal flows (e.g., current, wave). At the circuit level, atomic
components (or any assembly of them) lose virtually their physical properties.
They become represented by their electrical properties and functions as well as
their respective input/output flows (e.g., current and voltage).

3. Module: One or many circuits can be assembled in a given topology to construct
a self-contained entity. Therefore, the design perspective is no longer electrical
but structural. The corresponding abstraction level is “module.” This entity can
be defined as an individual, independent, and interchangeable unit that can be
used to build more complex structures. At this level of abstraction, the internal
electrical properties of a module are hidden. Instead, it is defined by its func-
tionality and inputs/outputs. Both are defined from structural viewpoint.

4. System: As interchangeable units, modules can be used to construct complex
structures. From this design viewpoint, the internal structure of each module is
not the primary concern of the designer who focuses more on how to organize
the modules to achieve a specified system-level functionality regardless of how
the internals of each module were structured. Thus, the design perspective is
more architectural/functional rather than structural. This corresponds to a new
abstraction level, namely “system.” It is the highest and the least complex
abstraction level.
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Fig. 16.6 Five abstraction viewpoints are associated to four abstraction levels and four abstraction
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Figure 16.6 shows how the four abstraction levels are nested and associate them
to the corresponding viewpoints. Each abstraction level hides those lying under-
neath it. The atomic layer (i.e., composed of atomic components) is the lowest
abstraction level. The circuit level lies on the top of the atomic layer while the
module level lies between the latter and the system level. This makes the system is
the highest abstraction level. “Abstraction” consists of moving up from a lower to
higher abstraction level. Inversely, it is “refinement.”

Applied to the front end example shown in Fig. 16.7, the system-level
abstraction consists of considering the direct-conversion receiver as a whole (from
antenna to baseband input). At module level, individual components (e.g., filters,
amplifiers, and oscillator) and their arrangement are considered. At circuit level, the
internals of each module are exposed from an electrical viewpoint. Devices con-
stituting each circuit are considered as physical layouts at atomic layer level.

(iii) Abstraction Views

As shown in Fig. 16.6, an abstraction view corresponds to the association of an
abstraction level and an abstraction viewpoint. It is simply a construction (i.e.,
image) that captures from a specific viewpoint the system properties with reference
to a particular level of abstraction. Four types of models are defined to express
abstraction views as follows:

1. Platform Model (PM): It is an atomic-layer-level representation which is
developed from physical viewpoint. The PM expresses physical specificities of
system implementation which may include (but not limited to) layout, ports,
interconnections, substrates, fabrication materials, etc. For example, physical
properties of devices (e.g., dimensions, shape, and layers) are captured using a
PM.

2. Platform-specific Model (PSM): It describes the system from an electrical
viewpoint. A PSM expresses platform-specific artifacts using electrical
abstractions. For example, lumped components may be represented using
standard schematics (e.g., amplifier circuit in Fig. 16.7).

3. PIM: It describes the aspects pertaining to how the system should be structured
and architected. These aspects include structural and/or architectural guidelines,
design and operation constraints, etc. This model remains independent from the
implementation technology because it is not intended to embed any physical or
electrical information that is specific to a particular platform.

4. Requirement Model (RM): It captures the system specifications from functional
viewpoint. It expresses the requirements that are related to functional design
concerns. This model is not only used to express system-level specifications. It
may also serve to map the system requirements to the other models for trace-
ability, validation, and verification purposes.

• Transition between Abstraction Levels

In the previous section, we defined four types of views to model RF systems from
different design perspectives and at different levels of abstraction. The next step is
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the definition of adequate mechanisms for the transition between the different
abstraction levels and viewpoints. It is important that these mechanisms of the
model-centric abstraction views are to improve automation.

For this purpose, a model-to-model transformation approach is adopted.
Accordingly, two types of transformations are considered. The first, namely cross-
view transformation, derives a view model into another distinct one (e.g.,
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transformations ❶ and ❸ in Fig. 16.8). The second, namely intra-view transfor-
mation, derives a view model into another one of the same type (e.g., transfor-
mations ❷ and ❹ in Fig. 16.8).

(i) Cross-view transformations

A cross-view transformation converts a view model (i.e., RM, PIM, PSM, and PM)
into another one corresponding to a different abstraction level and viewpoint.

As shown in Figs. 16.8 and 16.9, a first cross-view transformation may be used
to translate a PIM (and/or RMs) into one or many PSMs. The second translates a
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PSM into one or many PMs. For simplicity, there is no cross-view transformation to
convert a requirement model into a PIM. That is mainly because RMs are used in
RF domain as a complement to PIMs to enable specifications’ validation and
enhance traceability of requirements within the design cycle.

(ii) Intra-view transformations

The second type of transformations converts a model to another model of the same
kind. This means that both the source and target models share the same level of
abstraction and are developed from the same abstraction viewpoint. Theoretically, it
is possible to use intra-view transformations to convert all types of view models. In
practice, this type of transformations is more interesting to use with concrete
models (i.e., PIMs, PSMs, PMs) than abstract ones (i.e., RMs). For illustration,
transformation ❷ in Fig. 16.8 is intended to translate a T-pad attenuator PSM into a
π-pad attenuator PSM while transformation ❹ in Fig. 16.8 does the same between
T- and π-pad attenuator PMs.

Depending on the granularity level within the considered abstraction view,
intra-view transformations may be classified into two main categories:
(i) view-model bridges and (ii) granularity refinement transformations. The former
carries out model transformation without changing the granularity level of the
original view model while the latter does not.

• Integration of RF Hardware Abstraction Strategy in the Design Framework

For the design framework to be streamlined along with the concepts adopted in the
RF hardware abstraction strategy, the first task is to delimit its various stages in
accordance with the four abstraction views of Fig. 16.9. To this end, the Q-matrix is
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still considered in a central position accessible at various steps be they in the
RM/PIM, the PSM, or PM (i.e., implementation) domains. The resulting mapping
of the design scheme to the different abstraction models is captured in Fig. 16.10.

Under this scheme, the RM/PIM domain covers the functional description of the
system, the coherence verification, and system-level performance simulation. In this
domain, the system is presented at a level that is totally independent from any
technology details or platform particularities. At this level, the abstraction is very
high in a way that even an unrealistic system may be functionally described but
rejected through coherence verification and/or performance simulation. Next, the
PSM domain may include system simulation and covers the steps of the synthesis
process, which is composed of three sub-steps, namely granularity refinement,
technology mapping, and performance simulation. In this domain, the system
model is enriched with technology details and the abstraction level is lowered in
order to take into consideration the physical constraints and information related to
the implementation platform. On the first hand, technology limitations, if any, that
may prevent the realization of the stated specifications are generally discovered and
feedback to the previous stages can be given so the design process may be restarted
or reiterated. On the other hand, if no technology limitations are met, then the
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design will be feasible and can be moved on to the PM/implementation domain,
which encompasses the manufacturing and testing steps.

It is worth noting that the border between RM/PIM and PSM domains is floating.
This is due to the fact that some system-level performance simulations may result in
some cases, in a circuit model that can be used also as a PSM. This said, specialized
tools and/or algorithms may be used to implement cross-view transformations from
RM/PIM to PSM domains as well as from the latter to PM/implementation domain.
In practice, cross-view transformations do not impose any changes of the design
scheme since it is always possible to move from a domain to another without facing
any discontinuities in the design flow. However, intra-view transformations many
need a change of granularity when applied within the same domain. Additionally,
changing the granularity level during the steps of “Functional Description” and
“Synthesis” is possible due to modeling flexibility in the former and the
“Granularity Refinement” step in the latter. This is not the case in “Analysis.” For
this reason, a new sub-step is added to this design stage in order to allow granularity
refinement when required. Accordingly, some sub-steps in both “Analysis” and
“Synthesis” design stages were renamed in order to emphasize the abstraction
strategy being adopted.

16.4 Application to RF Design

The previous sections presented a design framework combined to a hardware
abstraction strategy, which addresses the issues of poor automation capability and
the notable technology dominance in modern RF design. Now, it is worthy to ask
how the concepts and mechanisms brought by this framework (e.g., model-centric
design, model-to-model transformations, and abstraction levels) may be applicable
in real-world design. To thoroughly illustrate how this works, [28] proposed a
complete case study that details a step-by-step tutorial for the design of RF band-
pass filters using this framework. Lafi et al. [29] has also introduced how opera-
tional amplifiers can be implemented throughout the same design process.

To summarize how the framework works in real design cases, it is important to
learn first how its concepts are implemented in practice. In fact, functional
description models (i.e., RMs and PIMs) are handled by modeling tools supporting
SysML. These models are exchanged using a dedicated XML-based file format.
Traditional electrical circuit schematics (or equivalent netlists) are retained as
platform-specific models while layout artworks are used as PMs. Transformations
can be implemented using algorithms or dedicated EDA tools. Design rules serving
as input for coherence verification and transformation tools are captured using the
SysML parametric diagram and exchanged through XML or specific tools.
Technology information is provided as classical design libraries or in other custom
formats (e.g., XML). The Q-matrix is also represented by a dedicated XML-based
file format.
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If the framework is applied to RF filters’ design, the different abstraction models
(i.e., views) can be mapped to the design domain major stages as shown in
Fig. 16.11. Filter specifications traditionally text-based are captured using SysML
requirement models. The corresponding PIM may be inspired from either a tradi-
tional filter prototype (e.g., Chebyshev, maximally flat, elliptic, and Bessel) or a
custom filter model. Given the transformations’ definition (i.e., rules) and tools, the
PIM is submitted first to coherence verification. Based on technology input
including target platform (e.g., waveguides, lumped components, LTCC, and dis-
tributed lines) and technology libraries/data, the PIM to PSM transformation (no.
❶) derives an electrical circuit schematic for the desired filter, that is, the
platform-specific model. It is possible that the same transformation derives multiple
PSMs for one or many platforms from a single PIM. At this step, repetitive opti-
mizations and changes (using granularity refinement and performance simulation
tools) may take place to enhance the quality of the design solution.

When a satisfactory filter design is achieved, the PSM to PM transformation (no.
❷) is used in order to generate the filter’s final layout. This may take place using an
EDA tool for layout generation and edition. The layout artwork can be subject to
further optimizations and design rules checks to prevent performance degradation.
Finally, the final layout is submitted for manufacturing and testing.

As shown in Fig. 16.11, the Q-matrix life cycle starts when the PIM is created.
All the filter’s electrical data obtained in all the design steps (including tests and
measurements) are stored in it. Among the advantages of the Q-matrix is the
possibility to use it even after the design process is completed. Electrical data
resulting from tests and measurements can be delivered with the operational filter.
During the operation phase, the component performance can be monitored.

Fig. 16.11 The four abstraction views mapped to the design process of passive RF filters
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Its electrical data can always be compared to those obtained during the design and
testing phases. This allows to enhance technology models, for example, thanks to
better estimation of performance drifts through the filter’s aging.

16.5 Concluding Remarks

The emerging requirements in wireless and mobile devices, especially in terms of
performance, energy consumption, and form factor, put a significant amount of
pressure on RF front-end designers. To meet these requirements, the response is not
only the development of new RF technologies but also the renovation and
sophistication of design approaches and EDA tools. This is because the modern RF
design practice is suffering from numerous limitations and shortcomings, which
significantly hinder productivity and design quality. The framework presented in
this chapter attempts to tackle these weaknesses using a model-centric and
abstraction-based design philosophy.

On the one hand, models are used not only to capture system’s specifications but
also to define basic elements that can be used to automate as much as possible the
design process. RF systems’ modeling is no longer based on traditional techniques
such as predefined inaccurate and monolithic blocks. Henceforth, it is based on the
use of standardized modeling languages (such as SysML), which allow more
flexibility and customization. Moreover, the framework remains open to the use of
domain-specific languages as well. To prevent errors from the beginning, models
are submitted to an early phase of specifications’ validation (i.e., coherence veri-
fication). Validated models are used at both system and circuit levels in order to
select, optimize, and implement the best solution possible.

On the other hand, the framework adopts a hardware abstraction strategy in the
purpose of addressing the issues of technology prevalence and limited automation
in modern RF design practice. The key principle is rising the abstraction level to
uncouple system functionality from technology considerations. Consequently, the
basic modeling entity for RF systems is the black-box model. Four abstraction
levels (i.e., atomic layer, circuit, module, and system) are established to conduct
design from five distinct viewpoints (i.e., physical, electrical, structural, architec-
tural, and functional). This gives birth to four types of abstraction models (i.e.,
views), which can be used to represent a RF system at a given level of abstraction
and from a specific design viewpoint. Particularly, requirements and PIMs express
the system’s specifications independently from any technology details. A PSM
depicts a system representation that is specific to a given platform. A platform
model expresses that system implementation at physical level. In addition to these
models, two types of model-to-model transformations are defined. The first, namely
cross-view transformations, allows the generation of a target model that is different
from the source one. This mechanism is used to push forward the design process
from one stage to another. The second, that is intra-view transformations, allows the
generation of a target model that is similar to the source one. It is used to endorse
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design space exploration and lead quickly to an optimized design solution. Besides
models and depending on the design stage, these transformations require other
types of inputs. For instance, coherence rules are required in “Analysis” while
technology information is required during the “Synthesis” stage.

In addition to all these concepts and mechanisms, the framework defines a new
multi-dimensional structure, namely the Q-matrix. It is located in the heart of the
design cycle and holds design data not only during the design process but also
during testing and operation phases. This structure centralizes design data and
provides a unique repository that is shared by all the designers throughout the
design process.

Several case studies concluded the usefulness of this framework. Given the
appropriate tools, it is expected that this emerging design philosophy changes not
only the way RF front ends are designed but also their quality.
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Chapter 17
Optimization Methodology Based
on IC Parameter for the Design
of Radio-Frequency Circuits
in CMOS Technology

Abdellah Idrissi Ouali, Ahmed El Oualkadi, Mohamed Moussaoui
and Yassin Laaziz

Abstract This chapter presents a computational methodology for the design opti-
mization of ultra-low-power CMOS radio-frequency front-end blocks. The meth-
odology allows us to explore MOS transistors in all regions of inversion. The power
level is set as an input parameter before we begin the computational process involving
other aspects of the design performance. The approach consists of trade-offs between
power consumption and other radio-frequency performance parameters. This can
help designers to seek quickly and accurately the initial sizing of the radio-frequency
building blocks while maintaining low levels of power consumption. A design
example shows that the best trade-offs between the most important low-power
radio-frequency performances occur in the moderate inversion region.

17.1 Introduction

The design of low-power, low-cost wireless transceivers has become more signif-
icant due to the explosion of portable and ubiquitous wireless applications such as
personal area networks and wireless sensor networks. These applications need to
limit power consumption at microwatt level [1]. The IEEE 802.15.4 standard is
introduced to satisfy this specification of low-power, low-cost, and short-range
wireless communications but has relative flexibility in terms of noise, linearity, and
bandwidth requirements [2].

The design of high-performance radio-frequency (RF) analog CMOS integrated
circuit is still a complicated activity. Many reasons contribute to this complicity:
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• The design specifications are varied and numerous. In addition to the power
consumption and bandwidth, there are some concepts which come from the
circuit analysis such as gain, image rejection, signal distortion, signal-to-noise
ratio (SNR), phase margin, and input/output impedance.

• The performances of the analog circuit depend on the physical phenomena of
the transistor and the passive components (resistors, capacitances and inductors)
particularly in the RF domain, such as the channel length modulation, nonlin-
earity, and noise. The issue is the ability of transistor models to accurately
express actual electrical characteristics.

These problems justify the difficulty for developing an efficient design meth-
odology. The most used methodology is based on an intuitive approach for the
behavior of the circuit and a simple model of the transistor biased in the weak or
strong inversion region, while the moderate inversion is taking a high importance
particularly for low-power wireless applications. On the other hand, other meth-
odologies do not care about the physical behavior and are based on powerful
computing software to reach the design specifications after multiple attempts and
simulations with different transistor parameters.

Many questions remain open for these methodologies, namely uniqueness, the
quality of the found solution, the choice of the defaults values, the computing time,
and the accuracy of the used MOS transistor models. In these conditions, the
experience of the designer is the key to success for such methodologies.

This chapter is organized as follows: Sect. 17.2 will present some related works
concerning low-power design techniques. The approach and the design description
of the proposed computational design methodology will be presented in Sects. 17.3
and 17.4. To validate our approach, Sect. 17.5 will describe the design steps to
follow using the proposed methodology for the design of a low-noise amplifier
(LNA) at 2.4-GHz operating frequency with two different CMOS technologies
(0.13 and 0.18 µm). Finally, Sect. 17.6 will present the conclusion.

17.2 CMOS Low-Power Design Methodologies
and Techniques Review

Thanks to the development of CMOS technology, it is possible to implement
gigahertz RF and microwave circuits with submicron technologies. The CMOS
technology has a merit to be combined with digital circuits. The gate length, which
is directly related to the effective channel length, is a main feature controlling the
MOSFET performance. As CMOS technology is scaled into the nanometer range,
the transit frequency (fT) and the maximum frequency of oscillation (fmax) of
transistors have been increased. Currently, from 50- to 100-nm gate-length
MOSFETs, the transit frequency can reach 200 GHz, which allows the design of
integrated circuits to operate at up to 20 GHz [3, 4].
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In the literature, many researches try to reduce power consumption for different
RF building blocks of the transceiver. In this context, different methods and
techniques have been proposed [5–9]. In the most case, transistors for
high-frequency applications are operating in strong inversion to take advantage of
the high device transit frequency (fT) in this regime. Subthreshold operation is one
of the low-power design approaches available. In this region, the gate source
voltage is below the threshold voltage leading to a lower saturation voltages
(≈100 mV), which allows the use of low supply voltage. Another advantage of this
region is the high gain obtained compared to the strong inversion. However, there
are some unwanted issues which make this region not attractive:

• The tight bandwidth.
• The high noise at the output.
• The large transistor size increases the parasitic components which degrades

some device performances such as linearity and noise.

In the design level, there are no structured or computational methodologies
which can help designers during the design process when working in this region.
The most published works show tentative to optimize power consumption using a
large transistor width and low bias voltage. However, the rest of circuit perfor-
mances are adjusted through intuitive experience or tuning process until attain some
acceptable values.

In the past few years, the gm/Id method has been developed to explore the MOS
transistor in all regions of operation [5]. This design method takes into account the
transconductance and drain current ratio gm/Id and the normalized current In = Id/
(W/L) as the basic design parameters [6]. The value of gm/Id ratio is maximum in the
weak inversion. The main advantage of this method is that the gm/Id versus In curve
is technology independent, which reduce the number of electrical device parameters
related to the used process. In spite of the relevance of this method, it is less used
for the design of RF building blocks.

17.3 Approach of the Computational Design Methodology

The design complexity of RF circuits always requires a trade-off between the
different parameters that come into play in the design in order to achieve the
necessary performances. On the architectural level, the current-reused technique is
utilized to overcome the limitation on the supply voltage and transistor overdrive
[7]. Other techniques combine RF microelectronic mechanical systems (MEMS)
technology and weak inversion standard CMOS to reduce power consumption and
increase the integration level [8].

Reducing power consumption while maintaining acceptable performances
remains a challenge for CMOS RF circuits. Designers use their own experience to
achieve these objectives by carrying out several simulation exercises and
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optimizations. Consequently, developing an efficient design methodology for
CMOS RF building blocks has become necessary. The concept of inversion
coefficient has been studied more in detail in the few last years [9]. It is a pertinent
tool which provides a link between design intuition and simulation. The challenge
of the designer consists in evaluating the available trade-offs in order to found the
optimal circuit. The inversion coefficient method provides several simulations data
which present all the device performances in all inversion regions. These data help
designers to compare and make the right decision for a specific case.

The general principle of the proposed design methodology consists of four main
steps:

1. Fixing the three freedom parameters: the inversion coefficient (IC), the drain
current Id, and channel length L, as described in Ref. [9], to find the optimum
biasing point for all used MOS transistors in the circuit.

2. Plotting all transistor parameters (Cgs, Cgd, fT, gm/Id, Id, gds, Vgs) as a function of
IC to determine the performance of all used transistors at the fixed point. Where
Cgs is the gate source capacitance, Cgd is the gate drain capacitance, fT is the
transistor bandwidth, gm/Id is the transconductance efficiency, gds represents the
output conductance, and Vgs is the gate source voltage.

3. Extracting the analytical equations from the circuit which defines the perfor-
mance key parameters (expressions of gain, matching condition, bandwidth,
linearity, noise figure, etc.). In this step, the parasitic elements of passive com-
ponents must be also taken into account in order to have the most accurate results.

4. In parallel with these steps, a trade-off between the power consumption and the
rest of the performance key parameters can be found depending on the target
application and the wireless standard requirements. This trade-off can be
reached by creating a design flow relaying RF block equations, target specifi-
cations, transistors parameters, and the final decision.

17.4 Hand Calculation and Automated Process
Combination for Design Optimization

The design steps, developed before, can be summarized in three phases during the
design process:

• The first phase consists of SPICE simulation, of the used PMOS or NMOS
transistor, with a CAD tool performed by sweeping the bias voltage Vgs. The
objective is to show the performances of the device as a function of IC.

• The second phase consists of an analytical study of the whole circuit. Generally,
the expression of the design performances such as gain, noise, distortion, and
matching conditions can be determined through a small-signal equivalent
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circuit. This last takes into account the most parasitic components. This method
compensates the inaccuracy which is not supported in the SPICE model used by
the CAD simulation generated in the first phase. Short-channel effect, gate
resistance, and other parasitic elements in MOS model or passives components
(i.e., series resistance of integrated inductor) can be introduced in the extracted
equations. This methodology provides the possibility to determine the design
performances by hand calculation, and some developed automated program or
combination between the two ways. The calculated results will be compared to
the fixed specifications and objectives. This choice between hand calculation or
automated tool depends on the nature of the studied RF block. For a simple RF
block where only one node and a few number of passive components are
integrated, hand calculation can be an optimal choice. For other RF blocks,
which use a complicated architecture with many nodes and passives component,
a generic program is helpful to increase productivity and saving time. In some
cases, the combination of two methods can be a solution, and designer can
calculate one performance (i.e., gain) with hand calculation and other figures of
merit with automated process (i.e., distortion).

• The third phase consists of the creation of a design flow for the studied RF block
to determine sequentially the figure of merit priority. It is the first step of the
trade-off.

Depending on the role of the RF block, the priority can be determined. For a
LNA, the gain and the noise figure are the most important figures of merit because
they affect the entire receiver. According to our approach, the power consumption is
the high priority. The drain current Id appears as a predefined parameter in the
design flow. The simulation of the RF block can be started with the defaults
calculated sizing values. In the most cases, a small tuning adjustment must be done
to eliminate some deviations. Figure 17.1 illustrates the approach of the proposed
design methodology.

Fig. 17.1 Approach of the proposed design methodology
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As previously reported, this method defines three degrees of design freedom: the
inversion coefficient, the channel length, and the drain current. By selecting these
three parameters, channel width W is easily found. In addition to channel width, the
passive components and the architecture of the RF circuit affect also the key per-
formances such as gain, bandwidth, linearity, and noise. Combining the inversion
coefficient and the extracted circuit equations, an optimum trade-off can be found
especially for ultra-low-power design. To show the effectiveness of the proposed
methodology, the design of an important RF building block is demonstrated in the
next section.

17.5 A Design Example: Ultra-Low-Power LNA

As described earlier, the first step in this methodology is the simulation of the MOS
transistor parameters as a function of IC. For this study, two CMOS processes based
on the BSIM3 model (TSMC RF 0.18 µm and TSMC RF 0.13 µm) are used in all
regions of transistor operation: weak inversion for IC < 0.1, moderate inversion for
1 < IC < 10, and strong inversion for IC > 10. The objective of this comparison is to
find the adequate regions and subregions of inversion, which satisfies the fixed
low-power RF design specifications.

The inversion coefficient is a normalized measure of MOS inversion independent
of technology parameters [9]. Equation (17.1) gives the expression of the IC:

IC ¼ Id
2n0l0CoxU2

T
W
L

� � ¼ Id
I0 W

L

� � ð17:1Þ

where µ0 is the low-field mobility, n0 is the substrate factor, Cox is the gate oxide
capacitance, UT is the thermal voltage, and I0 is a process-dependent current equal
to 2n0l0CoxU2

T. From Eq. (17.1), it is shown that once I0 is known, the IC can be
easily extracted from the bias current and W/L ratio.

17.5.1 MOS Performances Versus IC

The evolution of the gate source voltage Vgs versus IC is very interesting. Indeed,
this voltage must be maintained at sufficiently low values to ensure bias compli-
ance, especially in low-voltage designs.

Figure 17.2 shows the variation of the gate source voltage Vgs versus IC for both
used CMOS 0.13 and 0.18-µm technologies. This curve is very important since it
defines the voltage across each region. In the weak inversion, Vgs is very low
(65 mV below the threshold voltage VT). In the moderate region (0.1 < IC < 10),
this value varies from 60 mV below VT and 200 mV above VT. In weak and
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moderate inversions, the drain–source saturation voltage VDSat is very low, which
allows the use of low-voltage design. In strong inversion, Vgs is 210 mV above VT

and Vds is high.
The transconductance represents the variation in the drain current Id divided by

the small variation in the gate–source voltage Vgs with a constant drain–source
voltage Vds (∂Vgs/∂Vds). Figure 17.3 shows the simulation of the transconductance
gm versus IC for the two used technologies. This parameter is very important to
determine the intrinsic voltage gain, the bandwidth, and the transconductance
efficiency gm/Id.

Another important MOS performance parameter is the transconductance effi-
ciency. It is the quality factor describing the production of desired transconductance
for a given level of drain bias current. It is almost process-independent except for
the substrate factor n.

The bandwidth is the frequency where gate-to-drain current Id gain is unity.
Figure 17.5 shows fT as function of IC. Equation (17.2) gives the expression of fT:

CMOS 0.13 µm

CMOS 0.18 µm

Fig. 17.2 Vgs versus IC for CMOS 0.13 µm (L = 0.13 µm, W = 10 µm) and CMOS 0.18 µm
(L = 0.18 µm, W = 10 µm) technologies

Fig. 17.3 Transconductance versus IC for CMOS 0.13 µm (L = 0.13 µm,W = 10 µm) and CMOS
0.18 µm (L = 0.18 µm, W = 10 µm) technologies (for these curves Vds = Vgs)
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fT ¼ gm
2p Cgs þ Cgd

� � ð17:2Þ

where Cgs is the gate source capacitance and Cgd is the gate drain capacitance. The
Cgs can also be evaluated in terms of IC. The expression of the gate–source
capacitance in all regions of operation is given by [9]:

Cgs ¼ 2� x
3

Cox and x ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ICþ 0:25

p þ 0:5
� �þ 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ICþ 0:25
p þ 0:5
� �2 ð17:3Þ

where Cox is the gate oxide capacitance.
The transconductance is maximum in weak inversion, and it decreases modestly

in moderate inversion and drops in strong inversion as shown in Fig. 17.4.
The expression of gm/Id in all regions of operation is given by:

gm
Id

¼ 1

nUT
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ICþ 0:25

p þ 0:5
� � ð17:4Þ

where UT is equal to 25.9 mV.
In the weak inversion, the drain current is proportional to the exponential of the

effective gate–source (Veff = Vgs − VT):

Id ¼ 2nlCoxU
2
T

W
L

� �
e
Vgs�VT
nUT ð17:5Þ

gm ¼ @Id
@Vgs

¼ Id
nUT

ð17:6Þ

CMOS 0.18 µm

CMOS 0.13 µm

Fig. 17.4 gm/Id versus IC for
CMOS 0.13 µm
(L = 0.13 µm, W = 10 µm)
and CMOS 0.18 µm
(L = 0.18 µm, W = 10 µm)
technologies (for these curves
Vds = Vgs)
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Then

gm
Id

¼ 1
nUT

ð17:7Þ

Using Eq. (17.5), the substrate factor n can be easily calculated and used for
extracting the technology current I0.

A maximum bandwidth is obtained when operating in the strong inversion. This
bandwidth decreases in the moderate inversion and drops in the weak inversion.
The curves in Fig. 17.5 shows also the increase of the bandwidth by technology
downscaling from CMOS 0.18 µm to CMOS 0.13 µm.

The intrinsic voltage gain is defined as the ratio of transconductance gm and
drain–source conductance gds:

Av ¼ gm
gds

ð17:8Þ

Figure 17.6 shows the simulated voltage gain versus the coefficient inversion IC.
This parameter is maximum in weak inversion (IC < 0.1) and decreases as the
inversion coefficient increases.

From the previous results, it is interesting to note that the weak inversion
(IC < 0.1) is characterized by a low power consumption, a good gain and a max-
imum transconductance efficiency, but it suffers from a low bandwidth. The region
of strong inversion (IC > 10) is characterized by high power consumption, a low
gm/Id, a low gain, and an excellent bandwidth. However, the moderate inversion
region (0.1 < IC < 10) is characterized by a low power consumption, a good gain, a
good transconductance efficiency, and a moderate bandwidth, this will allow a
low-voltage design. This last region is attractive choice for the design of
ultra-low-power RF circuits.

Fig. 17.5 fT versus IC for
CMOS 0.13 µm
(L = 0.13 µm, W = 10 µm)
and CMOS 0.18 µm
(L = 0.18 µm, W = 10 µm)
technologies (Vds = Vgs)
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17.5.2 LNA Architecture Study

The most used techniques to optimize the power consumption for CMOS LNA
design are the subthreshold and current reuse. In Refs. [10–12], authors use the
subthreshold region to design a low-power LNA with inductive degeneration.
Despite the good reached performances in terms of power consumption, the design
process is different for all three references. In Ref. [11], the transistors are biased in
the subthreshold region with a low supply voltage (0.6 V). In Ref. [10], the
degeneration and load inductors are removed to reduce chip area. However, in Ref.
[12], the authors use an unrestrained bias technique to improve linearity and gain.
The unique used transistor is biased in the weak inversion with a very large width of
600 µm which increases the parasitic capacitance Cgs. Another disadvantage of the
proposed design in [12] is the use of three big inductors which increase the chip
area. The current reuse technique is used in Refs. [13, 14] to allow a low-voltage
design. The gm/Id method is explored in Ref. [15] to design a low-power LNA at
2.4 GHz. The optimum biasing point is found by using computational routines to
obtain numerically the optimum noise figure for the available range of gm/Id versus
a wide range of Id.

In this chapter, the proposed design methodology has been used for the design of
a low-noise amplifier. This interesting RF building block is the first stage of a
receiver; its main function is to provide enough gain to overcome the noise of
subsequent stages (such as mixers). The LNA should provide a good linearity and
should also present specific impedance, such as 50 Ω, both to the input source and
to the output load. Besides, the LNA should provide low power consumption
especially when it is used for wireless and mobile communication systems.
Moreover, the LNA must have a good reverse isolation to prevent self-mixing.

Figure 17.7 shows the most popular topology of the LNA with inductive
degeneration. This architecture has the advantage to achieve good input matching
with power gain and noise for minimum power consumption [16]. Figure 17.8
shows the small-signal equivalent circuit of the proposed topology which will be
used to calculate the LNA performances.

Fig. 17.6 Intrinsic voltage
gain Av versus IC for CMOS
0.13 µm (L = 0.13 µm,
W = 10 µm) and CMOS
0.18 µm (L = 0.18 µm,
W = 10 µm), Vds = 1 V
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As can be seen, the selected topology uses three integrated inductors. Those
inductors affect the performance of the LNA especially the noise factor and the
input impedance due to losses caused by the parasitic series resistances, the sub-
strate capacitance, and the substrate resistances. To overcome this problem, a
high-quality factor integrated inductor will be used. Figure 17.9 shows the induc-
tance value and the quality factor for the used model from the design kit TSCM RF
CMOS 0.13 µm.

Based on the small-signal equivalent circuit in Fig. 17.8, the expression of the
input impedance can be determined by:

Zin ¼ jx Ls þ Lg
� �þRg þ RLg þ

1
jxCgs

þ gm
Cgs

Ls

Zin x¼x0j ¼ Rg þ RLg þ
gm
Cgs

Ls
ð17:9Þ

where Rg in Eq. (17.9) represents the gate resistance. It depends on the layout of the
transistor M1 and the sheet resistance of the polysilicon. RLg is the series resistance
of the gate inductor Lg.

Equation (17.10) shows the effective transconductance of the input stage:

Gmeff ¼ Iin
Vin

¼ gmQin ¼ xT

2x0Rs
ð17:10Þ

where the quality factor of the input stage Qin is given by:

Fig. 17.7 Topology of the studied LNA
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Qin ¼
x0 Ls þ Lg

� �
Rs

¼ 1
x0RsCgs

ð17:11Þ

where

x2
0 ¼

1
Lg þ Ls
� �

Cgs
ð17:12Þ

And Cgs = Cgs1 + Cm where Cgs1 is the gate–source capacitance of transistor M1.
The output load is an LC resonator at the operating frequency f0.

Taking into account all noise sources, the expression of noise figure is given by
[17, 18]:

F ¼ 1þ RLg

Rs
þ Rg

Rs
þ c
a

v
QLg

x0

xt

� �
ð17:13Þ

Fig. 17.8 Small-signal equivalent circuit of the proposed topology [15]

Fig. 17.9 Inductance value and quality factor versus frequency for the used gate spiral inductor
(width = 3 µm, turn = 5.5, and radius = 65 µm)
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v ¼ uþ j ¼ 1þ 2jcjQ
ffiffiffiffiffiffiffi
da2

5c

s
þ da2

5c
1þ Q2

Lg

� �

where xt ¼ gm
Cgs1þCgd

, QLg is the quality factor of the gate inductor Lg, c is the thermal

noise coefficient, and δ is the gate noise coefficient. This expression takes into
account the channel gate resistance Rg and the parasitic gate inductor resistance RLg .
These two last parameters affect directly the noise and matching performance of the
LNA.

However, Eq. (17.14) presents the expression of the LNA gain [10]:

G ¼ Vout

Vin
¼ Geff

Rout

2
ð17:14Þ

The nonlinear behavior of the MOS transistor contributes to the degradation of
the quality of the signal transmission in the transceiver. Nonlinearity enables the
generation of new frequencies in form of harmonics which can be mixed with the
fundamental frequency causing intermodulation and distortion. There are two
important performance parameters to evaluate the linearity of a RF system.

The first parameter is the 1-dB compression point which is the point where the
gain falls by 1 dB. The second parameter is the third-order intercept point which
measures the effect of the intermodulation. The main source of nonlinearity, but not
exclusive, in the studied LNA architecture is the transistor in the first stage. The
power series of the transconduction of the MOS transistor is given as follows [19]:

id Vgs
� � ¼ IDC þ g1Vgs þ g2V2

gs þ g3V3
gs þ � � � ð17:15Þ

where

g1 ¼ @id
@Vgs

; g2 ¼ 1
2!

@2id
@V2

gs
; and g3 ¼ 1

3!
@3id
@V3

gs
ð17:16Þ

According to many investigations concerning the harmonic distortion, the
coefficient g3 in Eq. (17.15) determines the value of IIP3:

AIIP3 ¼
ffiffiffiffiffiffiffiffiffiffiffi
4
3
g1
g3

				
				

s
ð17:17Þ

Equations (17.15) and (17.17) suppose that the MOS transistor is working in the
strong inversion regime, and the variation of the drain–source voltage is neglected. In
other inversion regimes, the voltage Vds must be taken into account. In our proposed
methodology, the parameter IIP3 must be kept near the specified value. The per-
formance of IIP3 must be evaluated during the trade-off phase. Many techniques are
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investigated to improve the linearity of the LNA. Some techniques propose changes
of the used LNA architecture which is not suitable for our case. The gate biasing
technique tries to improve the linearity by controlling the Vgs and biasing the MOS
transistor in the moderate inversion [20]. This technique is helpful while the transistor
M1 will be biased in the moderate inversion near the center IC = 1. Figure 17.10
shows the variation of the three power series coefficients g1, g2, and g3 versus the
biasing voltage Vgs. The technique reported in [20] is based on the polarization of the
input transistor of the LNA in the region of moderate inversion where IIP3 maximum
is reached. Thus, to optimize the linearity means reducing g3 to a minimum value.

On the other hand, another parameter which affects the linearity in the inductive
degeneration topology is the inductive feedback caused by the source inductor [21].

17.5.3 Step by Step LNA Design

To design a LNA using the proposed methodology for ultra-low-power applica-
tions, the designer should follow a procedure. Figure 17.11 shows the design flow.

All LNA performances parameters are computed with the help of small excel
program using the extracted technology parameters of the BSIM3 model.

However, the descriptions of the different design steps of the LNA are explained
thereafter:

Step 1: Choosing the optimum RF architecture for low-power design. This step
is very important to avoid explicit power consumption drop. A LNA with inductive
degeneration is chosen for this study.

Step 2: Fixing the desired performances: NFmax (maximum noise figure), Gmin

(minimum power gain), IIP3min (minimum linearity), and Pmax (maximum power
consumption). Table 17.1 shows of the desired performances for the LNA design.

Fig. 17.10 Power series
coefficient for 0.13-µm
CMOS (Vgs = Vds) and
(W = 10 µm, L = 0.13 µm)
IIP3 is maximum for g3 = 0
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NFmax Pmax, Gmin, IP3min, Lg,max,
Ls,min, Ld,max

IC versus (gm, ,fT, Id, Vgs,Cgs)

NF, Gain, Power, IIP3

Lg<Lmax

Ld<Lmax

Ls>Lmax

W, gm, gds, Cgs, Cgd, fT, Lg, Ld, Ls, Q

IC, Id, L, f0

NF<NFmax

G>Gmin

P<=Pmax
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Architectures design
library
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IC Simulation
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Predefined
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Hand computed
parameters
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Equations
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Fig. 17.11 LNA design flow
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Step 3: Extracting the active components which affect directly the LNA power
consumption. The contribution of the second stage (M2) in terms of power con-
sumption is very low. For this reason, this transistor is biased in the strong inversion
region. Only the biasing of the transistor M1 determines the dc drain current Id.

Step 4: Extracting the passive components which affect directly the LNA per-
formances. For the inductive degeneration architecture, the integrated inductors and
particularly the series resistances of the inductors affect directly the noise figure and
the 50 Ω matching input impedance of the LNA. The use of a high-quality factor
QLg of the inductor is required. However, the value of the inductance L should be
kept smaller than the supported maximum value of the used technology (about
11 nH).

Step 5: Simulation of the IC and selection of the three design parameters: IC, Id,
and L. The values of the chosen parameters depend on the desired performances
fixed in step 2. Two parameters are already known, the channel length L = Lmin to
provide high fT and Id = Pmax/Vdd, where Vdd is the supply voltage. For Vdd = 1 V,
the current drain is equal to 550 µA. From the performance of MOS transistor, the
region near the center of the moderate inversion (IC = 1) represents good trade-offs
in power consumption, gain, noise figure, and bandwidth. For this reason, the IC is
set equal to 1.

Step 6: Setting the values of the parameters fixed in step 5 in Eqs. (17.1), (17.9),
(17.12), (17.13), and (17.17). The initial sizing of the LNA can be reached.

Step 7: Seeking for optimum trade-offs in power consumption and other LNA
performances through a series of simulations of various IC near the selected value
(IC = 1). Table 17.2 shows the optimum sizing of the LNA for both used CMOS
technologies 0.13 and 0.18 µm.

17.5.4 Obtained Results

In order to show the importance of the moderate region in low-power design, the
LNA is simulated in the three operation regions with the adequate passive com-
ponents value for only 550 µW of power consumption. Table 17.3 shows the
performances of the LNA in different regions of operation using 0.18-µm CMOS
process. In the weak inversion region (IC < 0.1), the power gain is dropped to
4.2 dB since the noise figure is equal to 4.2 dB. In strong inversion (IC > 10), the
gain reaches 8 dB with a noise figure of 3.5 dB since the supply is set to the

Table 17.1 Required LNA performances

Parameters NFmax (dB) Gmin (dB) IIP3min (dB) Pmax (µW) Lmax (nH)

Performances 3.5 10 −10 550 11
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nominal value 1.8 V for 0.18 µm. However, in the center of moderate inversion
(IC = 1), the power gain reaches 13.5 dB with 1.5 dB of noise figure. Figure 17.12
shows the simulation of the power gain and noise figure versus IC in moderate
inversion region. In the subregion near the week inversion, the power gain drops to
1 dB and the noise figure drops to 5 dB. The maximum power gain and minimum
noise figure are reached in the subregion near the strong inversion. Figure 17.13
shows the performance of the linearity parameter IIP3 versus IC in the moderate

Table 17.2 Sizing of the LNA for both 0.18- and 0.13-µm CMOS technologies

Parameter Value (0.18-µm technology) Value (0.13-µm technology)

W (M1) 170 µm 100 µm

L (M1, M2) 0.18 µm 0.13 µm

Lg 11 nH 10 nH

Ls 1 nH 1.2 nH

Ld 7.5 nH 8 nH

Cd 0.52 pF 0.48 pF

Cout 1.5 pF 1.9 pF

Cm 0.120 pF 0.243 pF

W (M2) 130 µm 90 µm

Vdd 1 V 1 V

Vb1 0.482 V 0.400 mV

Vb (M2) 1 V 1 V

Table 17.3 LNA performances in different regions of operation using 0.18-µm CMOS process
(for P = 550 µW)

IC L (µm) W (µm) Cgs (fF) fT (GHz) Id (µA) S21 (dB) NF (dB)

Weak inv. 0.1 0.18 900 355 1.5 556 4.2 4.2

Moderate
inv.

1 0.18 180 106 10 582 13.5 1.5

Strong inv. 10 0.18 10 20 30 380 8 3.5

Fig. 17.12 S21 parameter and
noise figure versus IC for
0.18-µm CMOS process

17 Optimization Methodology Based on IC Parameter … 487



inversion region. The maximum value is reached for IC = 0.9 which is compatible
with the analysis done in Sect. 5.2.4.

As it can be deduced from Table 17.3, the moderate inversion represents a good
region for low-power design. Since the inversion coefficient IC varied from 0.1 to
10, the optimum value of IC could be determined by the simulation of IC as a
function of the main required performances of the LNA. Table 17.4 shows the
simulation results obtained by using 0.18-µm CMOS process for different values of
IC near the center of moderate inversion region. This table shows that the obtained
gain reaches 10.7 dB with 1.89 dB of noise figure for only 360 µW of power
consumption, while the other performances such as the third-order input intercept
point (IIP3) and inductance value are respected. These performances continue to
improve by increasing the inversion coefficient value but for more power con-
sumption. The power gain reaches 15.34 dB with 1.4 dB of noise figure for only
750 µW of power consumption. Figure 17.14 shows the simulated S parameters of
the LNA using 0.13-µm CMOS process. The reflection coefficients S11 and S22 are
both equal to −20 dB at 2.4 GHz industrial, scientific, and medical (ISM) frequency
band for 13.5 dB of power gain and 1.5 dB of noise figure.

Figure 17.15 shows the simulated S parameters using 0.18-µm CMOS process.
The power gain reaches 13.5 dB since the input matching reflection coefficient S11
is improved to −30 dB and S22 is equal to −15 dB. The simulated performance of
the linearity defined by the 1-dB compression point (P1dB) is shown in Fig. 17.16
for 0.13-µm CMOS technology. The LNA provides P1dB = −18 dBm and
IIP3 = −9.5 dBm for both used technologies.

Fig. 17.13 IIP3 versus IC for
0.18-µm CMOS process

Table 17.4 LNA
performances for different IC
values near IC = 1

IC Vgs

(V)
Id
(µA)

gm/Id
(V−1)

NF
(dB)

Gain
(dB)

0.60 0.46 360 20.16 1.89 10.7

0.73 0.47 430 19.6 1.66 12.12

0.98 0.48 525 19 1.55 13.35

1.1 0.49 629 18.5 1.46 14.42

1.3 0.5 750 17.9 1.4 15.34
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Table 17.5 shows the LNA obtained performances in 0.18- and 0.13-µm CMOS
processes compared to the state of the art. The LNA provides P1dB = −18 dBm and
IIP3 = −9 dBm for both used technologies. In this work, interesting performances
of noise figure and power gain are achieved for two different technologies by
comparing with other researches using different low-power RF design techniques.

Fig. 17.14 S parameters of
the LNA by using 0.13-µm
CMOS process

Fig. 17.15 S parameters of
the LNA by using 0.18-µm
CMOS process

Fig. 17.16 1-dB compression
point by using 0.13-µm
CMOS process
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17.6 Conclusion

In this chapter, a design methodology for ultra-low-power RF circuits has been
described. The sizing of the circuit components is performed by the use of the
inversion coefficient. The main advantage of the proposed methodology is the
exploration of the MOS transistor in all regions of operation from weak to strong
inversion. The studied example shows that the best trade-off between the most
importance low-power RF performances occurs in the moderate region. This
methodology contributes also for time reduction by seeking the initial sizing of the
RF building blocks. The use of 0.13- and 0.18-µm CMOS technologies proves that
this methodology is process-independent and can be used for other CMOS standard
technologies. The moderate inversion region represents an attractive choice espe-
cially the subregion around the center of the inversion level (IC = 1) for the design
of ultra-low-power RF circuits. The trade-off between power consumption and the
most RF performances can be achieved in this region as it is demonstrated in this
work through the example of LNA. The obtained simulation results are acceptable
for low-power RF standards especially for the IEEE 802.15.4. Therefore, this
methodology can be used in the design of other building blocks of a RF transceiver
to ensure optimized power consumption without dropping other performances.
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