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Abstract. Feature content in system releases tends to be prioritized using li-
mited amounts of qualitative user input and based on the opinions of those in 
product management. This leads to several problems due to the wasteful alloca-
tion of R&D resources. In this paper, we present the results of our efforts to col-
lect quantitative customer input before the start of development using mock-ups 
and surveys for a mobile application developed by Sony Mobile. Our research 
shows that (1) collecting quantitative feedback before development is feasible, 
(2) the data collected deviates from the original feature prioritization, i.e. it is 
beneficial and (3) the data gives further insight in requirement prioritization 
than a qualitative method could have provided. 
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1 Introduction 

In most software development companies, the pre-development is the phase in which 
decisions are taken on whether to develop a feature or not. In this phase, during re-
quirement prioritization, the expected value of a feature is estimated and if the out-
come is positive the feature is developed. There are, however, a number of problems 
associated with this.  

First, the estimated value of a feature is typically based on very limited data that 
can prove whether the estimation is correct. As a result, feature prioritization becomes 
an opinions-based process [1]. 

Second, the estimations that are done in the pre-study phase are typically based on 
limited amounts of qualitative feedback from customers. Data is collected by asking 
customers what they want and by observing what they do and the output is a limited 
set of individual customer opinions and experiences regarding product use. While this 
feedback is valuable, it does not represent a large customer base and it does not reveal 
actual product usage. Ideally, qualitative customer feedback in the pre-development 
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phase should be complemented with quantitative data that confirm individual percep-
tions but this has proven difficult to accomplish [2]  

Third, due to lack of mechanisms to measure feature usage, companies invest in 
developing features that have no proven customer value. Often, and as recognized in 
previous research [3], the majority of features in a system are never, or only very 
seldom, used. This situation could be avoided if accurate data collection mechanisms 
were in place, allowing companies to allocate resources to development with proven 
customer value. 

There is a need to overcome these problems to stay competitive.  The one who 
makes the best prediction (by prioritizing the features with highest value) not only 
wins the market shares but also reduces waste in the development cycle.  However, 
prioritization is a challenging part of the requirement engineering processes since it is 
trying to predict the future. This is especially true in a market driven context address-
ing end-users as customers.  

A number of qualitative prioritization methods are defined in requirement engi-
neering processes. Qualitative prioritization methods are often by nature subjective 
and involve for example guessing or weighing requirements against each other. An 
alternative approach to find the requirement priority is to quantitatively measure 
usage by introducing mock-ups to collect what users find interesting.  

The paper does an assessment if it is valuable to include quantitative prioritization 
methods in the overall requirement engineering process during pre-development. The 
assessment is based on a case study conducted at Sony Mobile Communications Inc.  
We explore data collection techniques that allows for collection of quantitative data in 
the pre-development phase, i.e. before development of a feature starts. The explora-
tion is done by assessing the possibility of pre-development quantitative data collec-
tion as outlined by a specific model for quantitative and qualitative data collection. 
Our research shows that (1) collecting quantitative feedback before development is 
feasible, (2) the data collected deviates from the original feature prioritization, i.e. it is 
beneficial, and (3) the data gives further insight in requirement prioritization than a 
qualitative method could have provided. 

The remainder of this paper is organized as follows. The next section presents the 
background research for this paper. Section 3 describes the problem statements that 
can be addressed via quantitative data collection methods before the start of develop-
ment. Section 4 describes the method used to assess the pre-development phase.  Sec-
tion 5 describes the case study and data collected. Section 6 contains final analysis 
and discussion of the result and possibilities for further work. 

2 Background 

Companies use a range of techniques to collect customer feedback in the early stages of 
product development. In the pre-development phase, techniques such as customer inter-
views, customer observation and customer surveys are typically used to get an under-
standing for customer perceptions of new product functionality [2][4][5][6][7][8].  
Furthermore, mock-ups and different prototyping techniques are common to have cus-
tomers try early versions of the product and for evaluating e.g. user interfaces.  
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Typically, these techniques provide a limited set of qualitative data reflecting individual 
customer needs [2]. In addition, there exist a number of techniques that can be used to 
validate customer needs during the development process, e.g. the HYPEX model [1]. 
Inspired by the 'Build-Measure-Learn' loop as outlined in the Lean Startup literature [9], 
they emphasize the need to build smaller increments of features that can be frequently 
validated by customers to avoid developing features that are not appreciated by custom-
ers. In a number of recent studies [1][10][11], the notion of frequent customer validation 
is described as ‘innovation experiment systems’ in which the R&D organization re-
sponds based on instant feedback from customers. This requires features and products 
with instrumentation for data collection so that product use can be continuously moni-
tored. In this way, companies can learn about customer behaviors on a continuous basis 
and improve their products accordingly.  In addition, and similar to common practice in 
the Web 2.0 and the SaaS domain [12], companies can run feature experiments, e.g. 
A/B or split testing, in which different customer groups receive different versions of the 
same feature and where data is collected to determine which version is the most appre-
ciated one. In [11], this is referred to as the most efficient way to learn about customers. 
According to this author, the faster an organization learns about its customer and the 
ways in which they use the products, the more value it will provide. In [1] the process 
for feature experiments is further elaborated upon, and the authors present the HYPEX 
model, i.e. a process model for initiating, running and evaluating feature experiments. 
Similar to [1], [13] describe this as continuous experimentation and emphasize that 
customer experiment results need to be closely linked to feature prioritization and road 
mapping in order to support a more flexible business strategy. 

As one attempt to capture the wide range of available customer feedback tech-
niques, [2] present a model in which they identify different techniques, the type of 
data that is collected and the development phases in which the techniques are typical-
ly used. They picture the early development stages as characterized by direct custom-
er feedback, and with small amounts of qualitative data being collected. In later stag-
es, and after commercial deployment of the product, companies observe customers 
and use indirect feedback techniques to collect large sets of quantitative data. In on-
going work, and as a way to further detail qualitative and quantitative customer feed-
back techniques, [14] present the ‘Qualitative/quantitative Customer-driven Devel-
opment’ (QCD) model. In this model, qualitative and quantitative customer feedback 
techniques are used to validate hypotheses derived from a backlog representing prod-
uct concepts and ideas. The model suggests an approach in which requirements are 
treated as hypotheses that are continuously validated with customers, and only those 
that prove customer value are fully developed and deployed. 

However, despite a wide range of available techniques, there are few techniques 
that help companies collect quantitative customer data already before investing in 
development of a feature. In what follows, we detail the problems that we encoun-
tered in previous research and in the interactions with companies in the software  
development domain, and we explore techniques that allow for the collection of qua-
litative data also before investing in the idea.  
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3 Problem Statement 

Based on the research presented above, we have identified three problems often oc-
curring in companies developing software-intensive systems. Below we describe each 
problem in more detail. 

3.1 Release Content Cast in Stone 

Most companies use a release model where the feature content for each release is 
decided upon before the start of development. Companies lack mechanisms to conti-
nuously validate feature content with customers, and find it difficult to re-prioritize 
pre-study outcomes. This causes companies to complete the building of features even 
if during development it becomes obvious that the feature clearly doesn’t provide 
value to customers. This causes a sizeable part of the R&D resources to be allocated 
to wasteful activities and deteriorates the competitive position of companies over 
time. 

3.2 Featuritis 

There is evidence that a majority of features are seldom or never used and that cus-
tomers seldom use the full potential of the functionality they receive [3]. Often re-
ferred to as “featuritis” [15], this means half or more of the R&D effort of a company 
is wasted on non-value adding activities. Similar to the previous problem, if competi-
tors manage to have less waste in their R&D activities, over time the market position 
of the company is affected negatively. 

3.3 Everything and the Kitchen Sink 

Although often treated as atomic in research, features can be implemented iteratively 
and to a lesser or greater extent. Engineers often have a tendency to build features 
such that all use cases, exceptions and special situations are taken into account. Often, 
however, the value of a feature to customers is already accomplished after building a 
small part of the feature that provides the greatest value. Further development does 
not lead to (much) more value for customers. However, companies find it difficult to 
decide on when and how to stop building a feature when further iterations fail to add 
value to customers due to a lack of mechanisms for collecting feedback before, during 
development and after deployment of functionality [2]. 

In the remainder of the paper, we present a case study in which we evaluate two 
techniques that help companies validate customer value already in the pre-
development phase before R&D investment has been made.  
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4 Research Method and Process 

The research reported in this paper is based on a case study conducted at Sony Mo-
bile. In our study, we focus on the data collection practices, and especially how to 
collect quantitative data already in the pre-development phase. To study this, and to 
evaluate two techniques that allow for this, we conducted case study research [17][18] 
based on interviews, workshop sessions, participant observations and active interven-
tions in the case company where two of the authors are also employed. As a research 
method, case study research is typically used to contribute to our knowledge of indi-
vidual, group, organizational and social phenomena, and is typically used to explain 
‘how’ and ‘why’ and questions that require an extensive and in-depth understanding 
of the phenomenon [17][18]. Below, we describe how we selected an appropriate 
product and application for our study, and how to assess the data collection practices 
in the pre-development phase. As can be seen below, the first step is to select a prod-
uct and application that meets the requirements to make the assessment possible. The 
second step is to identify what aspects of the pre-development phase the assessment 
should target. The final step involves how the assessments are performed and eva-
luated.   

4.1 Choice of Product and Application 

The choice of product landed on Sony Xperia™ phone and a specific Android appli-
cation. This choice of product and application has been governed by compliance with 
three main requirements. 
1. Large number of interactions with end consumers 
2. Main assumption and statistics is that people using the app are first time users.  
3. Possibility to change the feature set for selected users by showing a mock-up of 

a new feature set. 
Requirement 1 targets the external validity [16][17] of the study. External validity 

refers to how well data and theories from one single case study can be generalized. 
Requirement 2 targets the internal [16][17] validity of the study. Internal validity 
refers to how well the case study is designed to avoid confounding factors. A con-
founding factor can be described as possible independent variable causing the effect, 
rather the variable concerned in the case study. 

Requirement 3 targets the technical aspects of the android applications. The chal-
lenge was to create a mock-up of an existing application and replace the application in 
the already deployed product. 

4.2 Assessment of Pre-development Phase 

Two aspects of the pre-development phases are within the assessment scope of the 
case study. These two aspects are: 
1. How well can we rely on pre-development quantitative data? 
2. Is it possible to use pre-development quantitative data to give input to the hypo-

thesis used for further experimentation?  
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By exploring the result from three data sets an assessment can be made of how 
valuable quantitative data collection in pre-development phases. One data set (FS-I) 
collects data from the real customer usage, the second data set (FS-II) is collected 
through a on-line survey on the web and the third data set (FS-III) is collected by 
mockup of the application presenting possible features considering the branding and 
name of the application.  The criteria for giving a positive assessment result for aspect 
1 is if the mockup (FS-III) and real application (FS-II) show similar pattern in cust-
omer usage for similar features. The criteria for giving a positive assessment result for 
aspect 2 is if new, edited, deleted hypothesis are elicited with use of the data collected 
(FS-II and FS-III). 

5 The Sony Mobile Case 

The case study has been performed at Sony Mobile Communications Inc. (Sony Mo-
bile). Sony Mobile is a wholly owned subsidiary of Tokyo-based Sony Corporation, a 
leading global innovator of audio, video, game, communications, key device and in-
formation technology products for both the consumer and professional markets.  Due 
to confidentiality reasons we cannot reveal the actual application. However, we can 
provide the following base data: The application was first deployed to live users in 
January 2013 and at present it is available in approximately 40M devices globally. 
With a few exceptions, the application is shipped with every mobile phone and tablet 
that Sony Mobile ships. Every month the application is in use approximately 3.5M 
times where every use on average involves three main use cases. The original applica-
tion provides 4 + 1 features (see description of feature set one (FS-I) below) where 
each feature requires two to five interactions in the normal case and based on col-
lected data we know that the application has approximately 9,5M interactions per 
month. The use of the application is consistent over the year and does not show e.g. 
seasonal variations or variations due to product releases. The application is considered 
to be one of the base line applications delivered with Sony Mobile products. 

5.1 Application Features 

In order to not break confidentiality we have coded the available and possible features 
into feature types (FT) and enumerated these from FT01 to FT12. Of particular interest 
for this study are the “no feature” id est users that are not using the application for any 
particular reason, rather just exploring the application. This feature was added to Feature 
Set II and Feature Set III. The “nothing feature” is enumerated as FT13. 

Throughout this study we have used three methods to capture what the user really 
wants to use; actual usage, survey and mock-up. Due to limitations, technical possibil-
ities and semantic limitation in the three methods all features could not be made 
available in all three methods. Instead a selection had to be made. An explanation of 
what features were selected in respective feature set follows. 
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5.1.1    Feature Set I – (FS-I) 
The first feature set to be evaluated is what was actually deployed in the first version 
of the application. The application itself contains a tracking mechanism that collects 
usage data into Google analytics. Hence the data was readily available for our study.  

During the measured time frame the application was used 3.652.796 times. The 
application did at that time present four main features (FT01 - FT04) as well as a less 
prominently displayed feature (FT05). During that period the features were used a 
total of 2.618.513 times. All other usage of the application a total of 1.034.283 are 
considered to be in FT13 group (no usage/nothing group) 

Expressed as percentage of usage the distribution of the six identified feature types 
looks like in Table 1 below: 

Table 1. Response distribution FS-I 

Feature Relative Usage 

FT01 28,56% 
FT02 21,53% 
FT03 11,49% 
FT04 6,79% 
FT05 3,31% 
FT13 28,31% 
Total 100,00% 

5.1.2    Feature Set II – (FS-II) 
As we were looking to extend the feature set for the product, but wanted to collect 
quantitative data on the customer needs we employed two techniques. The first, a 
survey, is discussed in this section. The second, a mockup, is discussed in the next 
section. 

The second feature set to evaluate is what users answers when prompted in a sur-
vey. Users visiting a specific site were randomly selected to answer a survey about 
their reason for using the application. A total of seven (7) different features where 
selectable and only one answer could be given. The question was formulated as 
“What is the primary feature you are looking for”, thereby forcing the user to give a 
distinct answer even if the user had several reasons for using the application.  

The selectable features were basically the same as in the original application how-
ever the least prominent feature (FT05) was not included and two more features 
(FT06 and FT07) were possible to select. However FT01 through FT04 were selected 
to be same as well as the nothing feature (FT13). This slight separation between fea-
tures was necessary in order to be able to present the various features in a sensible 
manner and not making it obvious to the user that additional data was collected so that  
we could get a clear user aware set-up. A total of 119.370 survey answers were  
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collected during one month. The answer relative distribution can be seen in Table 2 
below.  

Table 2. Response distribution FS-II 

Feature Relative Usage 
FT01 24,39% 
FT02 33,55% 
FT03 11,62% 
FT04 13,09% 
FT06 1,77% 
FT07 2,50% 
FT13 13,07% 
Total 100,00% 

5.1.3   Feature Set III – (FS-III) 
Based on the two first feature sets, basically collected from existing data and/or with-
out modifying the actual application it was seen that additional features could be poss-
ible candidates for further development. In line with the HYPEX model [1], we de-
signed a new version of the application as a mockup that would allow for serving a 
very large number of features. Imperative was that the new design should be the mi-
nimal (least expensive/requiring the least effort) viable feature (MVF). In order to 
find possible features, in addition to the existing (FS-I) and the ones found when 
doing the survey (FS-II) a third feature set FS-III was constructed. To find additional 
possible features, similar applications from other manufacturers were surveyed. The 
features FT08 through FT12 were added. FT06 had to be excluded from the applica-
tion due to its nature and in the context of the application it was too similar to FT07. 
In the choice between FT06 and FT07 it was judged that FT07 was a better match. 

The application was modified to present the newly designed feature set and in or-
der to keep the development and implementation as minimal as possible but still via-
ble for use the underlying functionality was strictly limited, in fact so much that it just 
barely resembled the promised feature. To mitigate the risk of causing damage to the 
product extra work was put into making sure that any given user would be exposed to 
the new design only once. 

As we presented a much larger feature set in the mockup and rather than imple-
menting each feature, by and large linked to existing features or served rather simple 
screens, we view this as a pre-development activity as the features are not actually 
developed. Rather the mockup was “inserted” in front of the normal application and 
linked to existing functionality where possible. 

The new design of the application forced the user to make a selection upfront leav-
ing out all other elements of the application at this stage. The order in which the fea-
tures were presented was randomized in order to avoid the risk of the user selecting 
e.g. the first or last feature. 
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The prototype was launched into production for a period of 10 days, during this time 
we collected 34.393 interactions. The relative distribution of answers is shown in table 3 
below. 

Table 3. Usage distribution FS-III 

Feature Relative Usage 
FT01 27,08% 
FT02 9,68% 
FT03 9,79% 
FT04 4,20% 
FT05 4,57% 
FT07 6,57% 
FT08 8,90% 
FT09 8,42% 
FT10 3,63% 
FT11 3,43% 
FT12 2,26% 
FT13 11,46% 
Total 100,00% 

5.2 Feature Set Usage Description 

In the previous section, we introduced the features that were used for the baseline 
activity, the survey approach and the mockup approach. In this section, we present in 
more detail the usage of features for each approach and indicate relevant aspects of 
each step in our research process. 

5.2.1 Feature Set – I (FS-I) 
Looking at FS-I, with its limited number of features FT01, FT02 and FT13 together 
amounts for almost 80%, noting as well that the nothing feature (FT13) is almost as 
large as the real feature FT01, 28,31% for FT13 as compared to 28,56% for FT01. 
FT05 in FS-I is the feature that has a less prominent display in the application that 
could explain its very low usage (3,31%). 

 
Fig. 1. FS-I Relative distribution of feature usage 
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5.2.2 Feature Set – II (FS-II) 
In FS-II where the user was asked to actively participate in a survey the distribution of 
answers can be illustrated in figure 2.When asked the users appear to favor FT02 
though the difference to FT01 is not that large. Looking at the graph it may appear 
such that the features group (FT01 and FT02, FT03 and FT04, FT06 and FT07), how-
ever looking at the underlying features no such grouping makes sense and this group-
ing is random rather than a true correlation. To our surprise FT013 stands out in this 
feature set as well: even in a survey, users of the app were willing to indicate that they 
were not looking for anything in particular. 

 

Fig. 2. FS-II relative distribution of feature type usage 

5.2.3 Feature Set – III (FS-III) 
Using the mock-up application, the large number of available features seems to have 
leveled out the choice users make, though FT01 as well as FT13 stands out. The rela-
tive usage is depicted in Fig 3 below.  

 

Fig. 3. FS-III relative distribution of feature usage 
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5.3 Feature Comparison Between Collection Methods 

Looking at the differences between the three methods it can be clearly seen that the 
results match well between the various methods. The overall distribution is depicted 
in Fig. 4. below. In all three collection methods, FT01 and FT13 have high usage. An 
obvious conclusion from this is that carefully selecting the feature to put first as well 
as designing a good user experience for users that arrive at the app without a clear 
goal in mind is particularly important. When a wider selection is available as in FS-III 
the user preference for the other features is more nuanced and requires more careful 
interpretation of the data. For instance, the selection frequency for FT02 and FT04 is 
very different for the survey and the mockup. As the survey asks customers explicitly 
for a choice, the technique measures what users say they want.  The mockup, on the 
other hand, is concerned with measuring what users will actually do in practice. The 
latter is obviously more relevant but understanding why the gap between espoused 
and enacted behavior in users exists is important for product management and R&D 
to understand.  

 

Fig. 4. Comparison of the feature types between the feature sets 
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Table 4. Feature usage in usage order 

FS-I FS-II FS-III 

FT01 FT02 FT01 

FT13 FT01 FT13 

FT02 FT04 FT03 

FT03 FT13 FT02 

FT04 FT03 FT08 

FT05 FT07 FT09 

 FT06 FT07 

  FT05 

  FT04 

  FT10 

  FT11 

  FT12 

6.2 Assessment of Aspect 2 

Interviews have been held with senior staff members at Sony Mobile. The scope of 
the interviews has been to study and compare the different data set to evaluate if hy-
pothesis can been elicited. These hypotheses would be candidates to populate new, 
edit or delete hypotheses to be used as experiments in the product development.  The 
result of the interviews is that it was possible to elicit hypothesis. The following hypo-
theses were elicited. FT07, FT08, FT09 are not available in existing application (FS-
III) and have a relative high usage percentage in the mockup. Therefore they are con-
sidered valid entries to the hypothesis backlog as additional features.  FT10 has a low 
usage rate in the mockup and the hypothesis is that there are a number of better fea-
tures to invest in. FT13 is a special case since it defines a usage where the customer 
opens the application but does not take any actions. A hypothesis is that there is an 
opportunity to capture this kind of users and turn them to active users within the ap-
plication. 

6.3 Discussion 

In this paper, we present a case study conducted at Sony Mobile in which we explore 
the feasibility to collect quantitative customer data also before development starts, i.e. 
in the pre-development phase. While this has proven difficult, we evaluate two tech-
niques that allow for assessment of whether a feature is worthwhile developing or 
whether R&D resources should be allocated somewhere else. Our case study shows 
that collection of quantitative data in the pre-development phase is both feasible and 
useful in the feature prioritization process, and that this data is also reliable. In addi-
tion, the combination of techniques where users are aware that they are asked for 
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input (espoused behavior) [19], and techniques where enacted user behavior is cap-
tured provides for valuable insight in to the difference between the two. This allows 
for further hypothesis development to explain the gap between espoused and enacted 
behavior.  

In our study, the frequent use of the “do nothing” feature indicates that there are 
additional opportunities to engage users than the basic “select a feature” functionality. 
As the user opened the app without a clear goal in mind, the app can propose and 
nudge users to engage with the app or other Sony Mobile applications, as the user 
almost seems to expect the app to take the initiative. These types of insights, i.e. those 
user behaviors that are not necessarily captured by qualitative data collection tech-
niques, are extremely valuable for product managers and R&D teams. Also, if these 
can be captured already before development starts, as shown in our study, product 
managers and R&D teams can act pro-actively and, if needed, re-prioritize feature 
content. 

Finally, there are a number of opportunities for further study that we are consider-
ing, especially concerning the empirical design. For example, expanding the analysis 
to more applications, and other types of applications, making the feature sets in pre-
development more comparable by using same number of features. Also, we plan to 
assess other pre-development quantitative methods.  
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