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Preface

The current volume includes the research results presented at the Seventh Inter-
national Conference on Intelligent Decision Technologies (KES-IDT 2015) which
took place during June 17-19, 2015, in Sorrento, Italy.

KES-IDT is a well-established international annual conference, an interdisci-
plinary conference in nature, and this edition consisted of keynote talks, oral and
poster presentations, invited sessions, and workshops on the applications and theory
of intelligent decision systems and related areas. It provided excellent opportunities
for the presentation of interesting new research results and discussion about them,
leading to knowledge transfer and generation of new ideas.

Sorrento is a town and commune in Campania, southern Italy, with approxi-
mately 16,500 inhabitants. It is a popular tourist destination overlooking the Bay of
Naples and providing stunning views of Naples, Vesuvius, and the Isle of Capri. It
forms an ideal base for visiting historic sites, such as Pompei, or for touring the
Amalfi coast.

KES-IDT 2015 received many high quality submissions and all papers have
been reviewed by at least two reviewers. Following a rigorous reviewing process,
not all submissions could be accommodated for presentation at the conference. Of
these, 57 papers were accepted for presentation and included in this proceedings.
We are very satisfied with the quality of the program and would like to thank the
authors for choosing KES-IDT as the forum for presentation of their work. Also, we
gratefully acknowledge the hard work of the KES-IDT international program
committee members and of the additional reviewers for taking the time to review
the submitted papers rigorously and select the best among them for presentation at
the conference and inclusion in its proceedings.

We are also grateful to the KES personnel for their great and efficient work in
supporting KES-IDT 2015. Finally, we would like to thank the Springer personnel
for their wonderful job in producing this volume.
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Propositional Algebra P,

Jair Minoro Abe, Kazumi Nakamatsu, Seiki Akama
and Joao LS. Filho

Abstract In this semi-expository paper we investigate the propositional algebra Py,
some properties and its relationship with Curry algebra P;, We show as in the
classical case that both structures are equivalent in the sense of Bourbaki. Some
results on the extension to the propositional algebras P, (1 < n < w) are also made.

Keywords Propositional algebra - Curry algebra - Algebraic logic - Paracomplete
logic

1 Introduction

It is well known that logic can be conceived as algebraic system. In this way,
Boolean algebra is a version of classical logic, Heyting algebra is an algebraic
version of some intuitionistic logics, and so on. In investigating non monotonic
operators in lattices, Da Costa formulated the concept of Curry algebras, which their
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fundamental relation is not the equality, but an equivalence relation. Through this
expedient Da Costa has applied in the algebraization of his systems C,, (1 < n < ®)
[15], obtaining the Curry algebras C,, (1 < n < w). Since then such concept has been
developed to furnish algebraic version of innumerous non-classical systems (even
for classical logic, such pre-algebraic systems has also shown useful [16]). On the
other hand, Rosenbloom [20] presents the concept of propositional algebra, which it
is close to the notion of pre-algebra studied in Curry systems and it can also viewed
as an algebraic version of classical propositional calculus. In this paper we apply
these concepts to the study of paracomplete propositional systems P, (1 < n < o)
which are dual of the systems C,, (1 < n < ).

In [13], da Costa and Marconi have introduced a hierarchy P, (1 < n < ®) of
paracomplete propositional calculi. Such calculi are duals of the propositional
paraconsistent calculi C, (1 <7 < ).

For each n, 1 < n < ®, we have calculi symbolized by P,. Such calculi were
formulated with the following aim:

(1) The principle of the excluded middle in the form A v —A is not valid in
general;

(2) There are formulas A and —A that are both false.

(3) The calculi should contain the most important schemes and inference rules of
classical propositional calculus compatible with the conditions (1) and
(2) above.

The language L of the calculi P, (1 < n < o) is the same for all of them. The
primitive symbols are the following:

Propositional variables: a denumerable set of propositional variables;
Logical connectives: — (implication), A (conjunction), V (disjunction), -
(negation);

e Parentheses.

Formulas are defined in the usual manner.

Definition 1.1 Let A be any formula. Then A" is shorthand for A v ~A. We write,
A" for A A A" A A" A ... A A™, where #n means that the symbol # appears
n times. Also, A" = ps A'AAZA ... AA" and A & B stands for (A — B) A
(B = A).

The postulates (axiom schemes and inference rules) of P, are: A, B, and C are
formulas whatsoever.

(1) A—»(B—-A)

2 A->B-C)—>((A->B)—»(A->0))
@) A48

4) AAB-—A

(5) AAB—B

(6) A—(B—(AAB))

7) A—-AVB

(8 B—AVB
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9 A-C)->((B-C)—>((AVvB)—>C())
(10) =~(-AAA)
(11y A-»(-A—>B)
(12) A--4
(13) A["]—>((A—>B)—>((A—>—|B)—>—|A))

(14) (A ABM) - ((A AB)MAAVB)M A (A —>B)[“])

The calculus P, is obtained from P, by dropping the axiom schemes (13) and
(14).

In P,, A™ expresses intuitively that the formula A ‘behaves’ classically, so that
the motivation of the postulates (13) and (14) are clear. Furthermore, in this cal-
culus, the set of all well-behaved formulas together with the connectives —, A, V,
and — have all the properties of classical implication, conjunction, disjunction, and
negation, respectively. Therefore the classical propositional calculus is contained in
P,, though it constitutes a strict sub-calculus of the former.

Theorem 1.1 In P, (1 <n <) all theorems and inference rules of the classical
positive implicative calculus are valid. In particular, the deduction theorem is valid
in P,.

Proof. Immediate consequence from the postulates of P,,.

Theorem 1.2 In P, (1 < n < o) the following schemes are valid:

(1 ':A/\ﬂA—»B

2 FAV(A-B)

3) FAM 5 (=-AA)

) tAM — (A= B)A(A—>-B)—-A)
(5) FAA-A-BA-B

Proof. Immediate.
Theorem 1.3 In P, (1 < n) the following schemes are not valid:

1) Av-A

(2) =(AvB)<-AA-B
3) “(AAB)<--AA-B
@) —A->A

B) mA«A

(6) (A->B)— (-B—>-A)

Proof. Immediate.

Definition 1.2 In P, (1 < n < »), we define the symbol =" “strong negation” as
follows: ~"A = pef A = (B A 7B), where B is a fixed formula.

Theorem 1.4 In P, (1 < n < ), the strong negation has all properties of the
classical negation.

Proof. Immediate.
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Corollary 1.4.1 In P, (1 < n < ®) the following schemes are valid:

(1) (A—B)—((A—-"B)—*-A)
) A—(-*A—>B)
(3) Av—*A

Proof. Consequence of previous theorem.

Theorem 1.5 If Py is the classical propositional calculus, then each calculus of
the sequence, starting from the ond one, Py, Py, Py, ..., Py, ..., Py is strictly stronger
than each one of the preceding ones. P; is the strongest calculus of the paracomplete
calculus and P, the weakest one of the hierarchy.

Proof. Analogous to the calculi C,,.

2 Some Pre-Algebraic Structures

We begin with some basic concepts. For a detailed account see [11].

Definition 2.1 Suppose that in a non-empty set A is fixed an equivalence relation
=. We say that a n-ary operator ¢ on A is i-compatible with = if for any xy, ..., x;.q,
a, b, xii1, ..., Xn €A and a = b, imply @(x1, .., Xi-1, d, Xix1s ---» Xn) = QX715 .05 Xi1,
b, Xi11, ..., Xy). The operator is said to be compatible (or monotonic) with = if ¢ is
i-compatible with = for all i = 1, ..., n. A relation R on A is said to be compatible
with =if (xf, ..., x)) ERand x; =x’;,i=1, ..., nthen (x’y, ..., x’y,) € R.

Definition 2.2 A Curry system is a structure

<A (Z)ier Ojer Rexs (@hers (C)nen > such that:

1) A#@.

(2) (=); e 11s a collection of equivalence relations,
(3) (8)j ¢ yis a family of subsets of A,

4) (R)k < k is a finite collection of relations on A,
(5) (o) < . is a family of operations on A,

(6) (O)m e m 1s a finite collection of elements of A.

Normally we consider a unique equivalence relation = in a Curry system.

Definition 2.3 A Curry system is called a pre-algebra if the collection (S); ¢ j is
empty and all operations and relations regarding = are monotonic.

Definition 2.4 A Curry system is called a Curry algebra if there is at least one
non-monotonic operation or relation on A.

Definition 2.5 A system < A, =, < > is called a pre-ordered system if

(1) Forallx € A, x < x.
(2) Forallx,y,z€A,x<yandy < zimply x < z.
(3) Foralx,y,x,y €A, x<y,x=x,andy =y imply x’ <y’.
A pre-ordered system < A, =, < > is called a partially-ordered system if
(4) Forallx,ye A, x<yandy < ximply x = y.
A partially-pre-ordered system < A, =, < > is called a pre-lattice if
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(5) For all x, y € A, the set of sup{x, y} # @ and the set of inf{x, y} # @ (sup
abbreviates the ordinary supremum operation and inf abbreviates the ordinary
infimum operation).
(We denote by x V y one element of the set of sup{x, y}and by x A y one
element of the set of inf{x, y}.
A system < A, =, <, — > is called an implicative pre-lattice if < A, =, < > is
a pre-lattice, and for all x, y, z € A,

6) xA(x—y)<y

T xAy<Lziffx<y—z

<A, =, £, — > is called classic implicative pre-lattice if it is an implicative
pre-lattice and

8) (x—y)—>x<x (Peirce’s law).

With these definitions we can extend the majority of algebraic systems to
pre-algebraic systems considering an equivalence relation = instead of equality
relation.

Usual algebraic concepts, v.g., the ideas of Boolean pre-algebras, pre-filters,
pre-ideals, etc. can be adapted to Curry systems.

Definition 2.6 A pre-Boolean algebra is a distributive pre-lattice with zero and
unit such that each element has a complement, i.e. a system < A, =, A, V, 0, 1,
> > with an maximum element 1, minimum element 0, and operators A, V, and ’
satisfying the conditions below:

(1) xvy=yvxandxAy=yAx
2) (xvy)vz=xVv(yvz) and (xAY)AZ=EXA(YAZ)
(3) xA(xvy)=xandxV (xAy)=x
@ xv(yAz)=@xVy)A(xAz)

(5) xA(yvVz)=(xAy)V(xVz)

©6) 1Ax=x

@ 1vx=1

@B 0Ax=0

® Ovx=x

(10) xAx =1

(11) xAx =0

There is an order relation on A such that x < yiffx=xAyandy=xVy

3 The Curry Algebra P,

Definition 3.1 A Curry algebra P; (or a P-algebra) is a classical implicative
pre-lattice < A, =, <, A, V, =, ’ > with a greatest element 1 and operators A, V, and ’
satisfying the conditions below, where X = Def. X V X
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1) x<x”

2) (x/\x')zl

@) # Ay <(x-n)"

@ 2 Ay <(xay);

S) Ay <(xvy);

© xf<(x)"

7 F<@x-y) - ((x=y) —>x)
8) x<

9 (x-y)

Example 3.1 Let’s consider the calculus P;. A is the set of all formulas of P;.
Let’s consider as operations, the logical connectives of conjunction, disjunction,
implication, and negation. Let’s define the relation on A:

x=yiff |—x < y. It is easy to check that = is an equivalence relation on A.

x<yiffx=xAyand y <xiff y=x A y. Also we take as 1 any fixed axiom
instance.

The structure composed < A, =, <, A, V, —, ’ > is a Pj-algebra.

Theorem 3.1 Let’s < A, =, <, A, V, =, ° > be a Py-algebra. Then the operator ’
is non-monotone relatively =

Theorem 3.2 A P-algebra is distributive and has a greatest element, as well as a
first element.

Definition 3.2 Let x be an element of a Py-algebra. We put x* =x — (y A y’),
where y is a fixed element.

Theorem 3.3 In a Pq-algebra, x* is a Boolean complement of x; so x V x* = 1
and x A x* = 0. Moreover, in a P;-algebra, the structure composed by the under-
lying set and by operations A, V, and * is a (pre) Boolean algebra. If we pass to the
quotient by the basic relation =, we obtain a Boolean algebra in the usual sense.

Definition 3.3 Let < A, =, <, A, V, =, ” > be a Pj-algebra and < A, =, <, A,
V, =, * > the Boolean algebra obtained as in the above theorem. Any Boolean
algebra that is isomorphic to the quotient algebra of < A, =, <, A, Vv, =, ¥ > by =1is
called Boolean algebra associated with the Pi-algebra.

Hence, we have the following representation theorems for P-algebras.

Theorem 3.4 Any P;-algebra is associated with a field of sets. Moreover, any
P,-algebra is associated with the field of sets simultaneously open and closed of a
totally disconnected compact Hausdorff space.

One open problem concerning P;-algebras remains. How many non-isomorphic
associated with the P;-algebra are there?

By employing P;-algebra we can get a completeness theorem of the calculus P;.

Now we show a chain of Curry algebras beginning with the P,-algebra.

Let < A, =, <, A, V, =, 7 > be a Pj-algebra. If x € A, x! abbreviates x".
x" (1 < n < o) abbreviates XA A A X F where the symbol # occurs
n times. Also, x™ abbreviates x' A x> A ... A x™
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Definition 3.4 A P,-algebra (1 < n < ®) is an implicative pre-lattice < A, =, <,

)

A, V, =, > > with a first element 1 and operators A, V, and ’ satisfying the
conditions:

(1) x<x’

2 (xAx)=1

@) 2 Ay < (x> y)";

@ 2™ Ay < (xay)™;

5) x™ Ay™ < (xvy)™;

(6) x(“)s(x)(n
M) W <(x—y) = ((x=y) =x)
() x<(x —y)

Usual algebraic structural concepts like homomorphism, monomorphism, etc.
can be introduced for Curry algebras without extensive comments.

Theorem 3.5 Every P,-algebra is embedded in any P,_j-algebra (1 < n < w).

Corollary 3.5.1 Every P,-algebra (1 < n < o) is embedded in any P;-algebra.

If we indicate a P,-algebra by P,,, the embedding hierarchy can be represented as
Pi>Py,>...P,> ...

Definition 3.5 A P -algebra is an implicative pre-lattice < A, =, <, A, V, —,
’ > with a first element 1 and operators A, V, and ’ satisfying the conditions below:

(1) (xAx) =1
2) xS(x'—>y)
3) x<x’

By employing P,-algebra we can get a completeness theorem of the calculus P,,.

4 Propositional Algebra P,

In this session we present another study of the Curry algebra P, [1] named prop-
ositional algebra P;.

Definition 4.1 A propositional algebra P; is a structure < A, A, =, AV,
- > where ACA (with A # @), —, A, and V are binary operations, and — is a unary
operator on A satisfying the following conditions (x* abbreviates. x v —x):

(1) x,y€A= x—(y—x)€A

2) xy,z€A= (x—=)) = ((x= (y—>2) = (x—z) €A
3) (xeAandx—>yeA)=>y€A

4) x,yEA=>xAy—x€A

(5) x,yEA=>xAy—>y€A

6) x,yEA=>x—(y—>xAy)EA



8 J.M. Abe et al.

7 x,yEA=>x—>xVyEA

(8) x,y€A=>y—>x\/y€A

9 x%y,z€A=> (x=2)=((y=2) = (xVy—2z)) €A

(10) xeA=-(-xAx)€A

(1) x,y€A=x—(nx—y) €A

(12) x,y€EA=>x—-x€A

(13) xyeA=>x Ay > (xAY) AV Ay A () el
(14) x,yed=x"—((x=y)—= ((x—>-y)>—x) €A

Definition 4.2 (1) x ~ y abbreviates (x » y) A (y = X)
2) |—x abbreviates x € A.
Theorem 4.1 In a propositional algebra P; we have:

1 rFx-x

2) FxAy~yAx

B [ E=y)A—=x)~(x~y)
4 Fxvy~yvx

65) FAFAxA-x—>y

©) [y (x—x)

7D F @xAY)Az~xA(YAZ)
@) r(xvyvz~xv(yvz

9 rxviyaz)=xVvy) A(xAz)
(10) FxA(yVvz)=(xAy)V(xVvz)
(D) (x=>y) = (xAz=yA2)
(12) FxVv(x—y)

13) F((x>y)>x)>x

14 F e

(15 ) A~z = (x~2)
(16) F (xA—x)—>y;

A7) fFxv(x—y),

18) i (-wex);

(19) & = ((x=>y) = ());
20) I (xA) e (yAw).

Definition 4.3 (1) x = y abbreviates I—x ~ y and x < y abbreviates |— X =y
We have x=y<x<yandy < x.
Theorem 4.2 We have:

(1) = is an equivalence relation
(2) < is a quasi-order

B) x<yexAy=x

@) x<yexvy=sy

(5) 0<Lx<1
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Theorem4.3If <A, A, >, AV, >isa propositional algebra Py, if we define =
and 0 = pesx® A—x* and if > abbreviates =, then < A, =, =, A, V, 0, > is a Curry
algebra P;.

Theorem 44 If < A, =, —, A, Vv, 0, ” > is an algebra Py, if we define A as the set
of elements x such that x = y — y for some y € A, and by representing the operator ’
by -, the structure < A, A, >, AV, >1isa propositional algebra P;.

Theorem 4.5 The concepts of Curry algebra P, and propositional algebra P, are
equivalent.

Definition 4.4 A propositional algebra P, is a structure < A, A, =, AV,
- > where ACA (with A # @), —, A, and V are binary operations, and — is a unary
operator on A satisfying the following conditions (x* abbreviates x Vv -, x'
abbreviates x”. x" abbreviates x* Ax* A ... Ax*# where the symbol * occurs
n times. Also, x™ abbreviates x' A x> A ... A x"):

Conditions (1)—(12) of the Def. 4.1 plus:

(13) x,y€A=xW Ay 5 AP VA VY)YV A (x= )" v ()W eA

(14) x,y€A= M > (x> y) = (x> ) > x) €A

Theorem 4.6 If < A, A, >, A, V, - > is a propositional algebra P,, if we
define = and 0 = per ™ A = x™ and if * abbreviates -, then < A, =, —, A, V, 0,
> > is a Curry algebra P,,.

Theorem 4.7 If < A, =, —, A, V, 0, > is an algebra P,,, if we define A as the set
of elements x such that x =y — y for some y € A, and by representing the operator ’
by -, the structure < A, A, >, A V,n>isa propositional algebra P,,.

Theorem 4.8 The concepts of Curry algebra P,, and propositional algebra P, are
equivalent.

Theorem 4.9 In a propositional algebra P, < A, A, =, AV, 0>, the operator =
is not monotonic relatively to =.

5 Conclusions

In this paper we’ve discussed some algebraic versions (namely trough concept of
Curry algebra and propositional algebra) of the paracomplete propositional systems
P, (1 £ n < ®) which are dual of the systems C, (1 < n < o) studied by Da Costa.

We’ve shown such ‘algebraic’ structures, which the fundamental relation is not
the equality, but an equivalence relation (so perhaps instead of ‘algebraic’ struc-
tures, we can name them as ‘pre-algebraic’ structures). The existence of non
monotonic operators regarding to the fundamental equivalence relation (which
occurs in the majority of classical algebraic structures) naturally lead us to consider
‘algebras’ which their fundamental relation is an equivalence relation instead of
equality. This is a root to follow to study algebraically some non-classical systems
(among others). It is worth note that even for classical logic, the employment of
pre-algebraic concept can be useful [16].
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A Cloud-Based Vegetable Production
and Distribution System

Alireza Ahrary and D.A.R. Ludena

Abstract The new paradigm of Big Data and its multiple benefits have being used
in the novel nutrition-based vegetable production and distribution system in order to
generate a healthy food recommendation to the end user and to provide different
analytics to improve the system efficiency. As next step in this study, a new
multidimensional matching algorithm was proposed in order to provide the end user
with the best recommendation. The new multidimensional matching algorithm is 10
times faster than the standard algorithm based on the test with sample data. Also,
different version of the user interface (PC and Smartphone) was designed keeping
in mind features like: easy navigation, usability, ergonomics, etc.

Keywords Big data - Computer science - Data systems - IoT - Data analysis

1 Introduction

IoT share a common agreement regarding its definition, as we could express it as
the seamlessly integration of internet-based sensors and devices in a wide area
network that interact with a much more advanced Personal Area Network, allowing
us to recognize in a much more detail manner the surround environment and
interchange information with it, in an automatic manner. The future applications
and research based on IoT will aver a profound impact in the user side, since most
of its application will be in areas like: domotics, health, agriculture, intelligent
services, etc.
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Although IoT research is in its early stage in terms of development, it represents
a challenge from the ethical and technological point of view.

Standardization is a mayor issue in IoT, different companies as well as inde-
pendent organizations has tried to solve this problem with no success so far, or with
no general agreement about a single methodology [1-5].

2 ICT Agriculture in Japan

Only industrialized countries were able to afford the high cost required to imple-
ment ICT solutions in agriculture. In that context Japan was one of the first
countries to adopt and research about the introduction and use of ICT in
Agriculture.

Japan represents a unique set of characteristics in the case of farming, among
several we can extract the most important:

1. Difficult Geography

Japanese geography is one of the most challenging in the world due to the
mountainous characteristic of the land. Japanese farmers had to create innovative
methods in order to take the most of the restricted area useful to grow crops.

2. Farmers’ aging society

One of the biggest problems for farmers and for the Japan in general is the fast
peace growing age society. Specifically, farmers are used to pass their knowledge
from generations, but the current scenario is leaving farmers with few or no gen-
erations, since their kids decide to migrate to the city on order to find a working
position in manufacturing companies. This phenomenon is reducing at an alarming
peace the number of young farmers putting in risk the continuity of the business.

3. Globalization

Japanese agriculture has key products in the year, their high quality means high
prices in most of them and together with a strict quality control of the produce by
the governmental regulator, creates a challenging scenario for farmers all around
Japan. This scenario selects the best products at a high price but the ones that
slightly do not accomplish its high standards are not selected and farmers have to
find the way to commercialize these products.

The former scenario is becoming even more challenging since the Japanese gov-
ernment decided to sign different Free Trade Commerce (FTC) Agreements with
different countries, specially in the Pacific Rim area, to provide Japan with different
types of produce at lower prices than the local farmers. This increasing competition
is making even more challenging the scenario for Japanese farmers.
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3 The Academic Point of View

Japanese Academic institutions decided to use cutting edge technologies in order to
provide the better solutions in the near future. Among those technologies are;

1. Sensor Networks

The use of different specific-application designed sensor in a network array con-
nected to a high-speed networks, allow information exchange among different
business partners. This sensor network is the core of multiple application layers that
will be built over the information provided.

2. Cloud Computing

Many current applications, from storage to Software As a Service (ASA) are using
this common affordable platform in order to reduce their hardware expenses. The
information retrieved from the sensor networks could be processed or stored in the
cloud for future purposes.

3. Augmented Reality (AR) Solutions

Using AR solutions, farmers could retrieve information on their lands effortless and
in real-time. The crop information is retrieved from the sensor networks. A good
example of this is the use on the field of Google Glasses, which can use the
retrieved information previously stored in cloud-based databases, or to process it as
well in the cloud.

4. Use of Unmanned Air Vehicles (UAV)

For supervisory/monitory purposes a new trend is the use of UAVs. Among the
supervisory applications are: monitor plant growth, insect pests, plant and animal
diseases, natural disasters, etc. the low-cost of this solution could serve as a good
replacement for satellite-based applications.

5. Control Area Network (CAN)

The data generated by the different agriculture machines, e.g. yield of pesticides,
production, etc., can be stored in the cloud as well.

The main disadvantage in the case of Academic ICT for Agriculture projects is the
development cost and cost performance. For small size lands, the development cost
is high compared to their large size counterparts and the cost performance is low.
Another problem academic projects faced is the lack of long term research funding.
Due that a highly politicized area like Agriculture in Japan is, research funding
suffers the same issue.
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4 Project Description

Farmers have been facing different challenges related to their business due to
different reasons. In order to solve part of their problems and to create a new
business platform the project “Novel nutrition-based vegetable production and
distribution system” was created. The initiative of the project was to help farmers
with their produce commercialization through the use of technology [7-10].

The creation of this innovative business model required the execution of dif-
ferent steps shown in this section.

Members and their functions and interconnections are defined as a first step.

1. Farmers
In addition of representing the main project’s benefits users, farmers represent
the most important information provider. The information provided is vital in
order to make the project work.

A B > o R—
. Producer Restaurant | % User "
o l T
Apps
H ey o :|j

Recommend |

. NFMA Fast Matching Database
| System (MDS) |

Inventor: Alireza AHRARY, Ken YAMATO Patent No: JP 188878

Fig. 1 Project perspective

2. End Users
Although farmers are the ones that will benefit from the project, en users will be
the ones taking most of the total benefits. Since the project is based on the use of
the platform by end users.

3. Restaurants
The “Ready meal” option represent here by the restaurants uses the vegetables
provided by local farmers.
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4. Knowledge Based Database Creators
Two (2) databases were created during the project development.

4.1. Nutritional requirement information
User’s nutritional information, e.g.: user’s physical information, status
information, physical condition, nutritional requirement, etc.

4.2. Food information
Food/vegetable information, like: nutritional calories, traceability, seasonal
information, etc.

5. Project Integrator
Sojo University represents the Project Integrator, meaning it will receive the
different information presented previously and generate two additional
databases:

5.1. Platform information
User’s device details e.g.: mobile, tablet, Web, downloaded application, etc.
5.2. Attribute information
Information used at the registration procedure, e.g.: gender, age, family
structure, etc.
5.3. Recommendation generation algorithm
A recommendation algorithm is designed in order to correlate the different
created databases previously mentioned. Its objective is to generate a rec-
ommendation to relieve the user’s symptoms based on the information
provided by the user.

A project perspective is shown in Fig. 1.

5 Possible Threats Against IOT

For the specific purposes or the project we focus on the security analysis on two
main aspects: authentication and data integrity.

Authentication and data integrity are two of the major problems related to IoT.
Authentication is difficult in IoT due to its infrastructure requirements and servers
that perform the authentication process through the information exchange with
other nodes. In an IoT environment this could result not practical due to that RFID
tags cannot exchange too many messages with the authentication servers because
their issues related to energy management and messages standardization, this issue
applies as well to sensor networks. Energy issues are one of the most difficult to
overcome in RFID networks as well as sensor networks, due that there are scattered
over a wide area and sometimes unmonitored, energy management is a key factor in
order to ensure a long device life as well as usability. In the same manner, some
authentication protocols could not be used due to their lack of standardization.
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In this context, several approaches were developed for sensor networks [78
reference paper]. In these cases gateways that are part of the sensor networks are
required to provide connection to the Internet. In the IoT scenario sensor nodes
must be seen as nodes in the Internet, therefore authentication is required in order to
differentiate them from sensors in the same area but not belonging to the same
network.

In the case of RFID several approaches were presented, but most of them have
serious issues, some of them mentioned in [6].

The “Man in the middle” attack is considered one of the biggest threats against
wireless networks as well to IoT networks. Data integrity solutions should guar-
antee that the data in transaction cannot be modified and the system must be able to
detect this situation. Data integrity as a issue has been extensively studied for
standard network applications and communication systems and early results are
related to sensor networks [11]. But, when a RFID networks with their own unique
characteristics are included in the current Internet paradigm, different problems
arise as well as unforeseen problems related to their use. Several approaches are
developed or under research to solve the different new RFID related issues i.e.
EPCGlobal Class-1 Generastion-2 and ISO/IEC 18000-3, both of them working in
different process to protect the device memory. These approaches also consume
large amount of the resources in encryption processes needed. The main used
resources are: energy and bandwidth, both of them in the destination. Therefore,
even using these approaches specific related problems with RFID still remain.

6 Matching Algorithm

Relational database (RDB) represent a one data management method that is most
commonly available in the data warehouse (DWH) database. Relational databases
(RDB) stores data in, such as with spreadsheet software Excel Table (Table)
structure. The table is a “column pattern” specifying the data item. If, for example,
food and beverage stores sales specification, sales date and store name, time stamp,
membership number, customer name, primary contact, cashier, menu, quantity, tax
amount, consumption tax, such as the total amount of money, etc. represent the data
items. Each of the record in a form of a value represents a “row pattern”.

Large amount of data is accumulated in time series in data warehouses (DWH).
When data is analyzed, a pattern is often uses for that purpose. Focusing on the
former characteristic, the speed of the aggregation process is an important issue.
The proposed algorithm uses a space-filling curve version of the three-dimensional
Hilbert curve (Fig. 2a). When storing a multidimensional value, it calculated
whether the attribute value is the ordinal number on the Hilbert space-filling curve
and store it as a key. Next, generated keys are stored in a three-dimensional space to
perform a multi-dimensional search procedure (Figs. 3 and 4).
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Fig. 2 (a) 3D Hilbert Curve (b) 2D Hilbert Curve (c) Search range example

Furthermore, close areas properties are defined and indexed in one table.
Seeking the maximum key value in the search range, and the output is mapped into
one dimension.
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Fig. 3 Table registration

The proposed algorithm performed 10 times faster than the conventional method
(KVS-HBase).

In addition, it is possible to dynamically register: restaurants, recipes (inde-
pendent of the number), ingredients, and dynamically perform associations between
each database (Independent of the number) to design the cloud-based system.
Having an increase in the registered information will not require any modification
in the system, making it elastic. 25 users, 20 recipes and its association with 15 food
items are the target numbers in this stage of the project, The cloud-based system is
designed to analyze the increment of the user (consumer) load, implementing load
balancing procedures and a Web server.

For server administration purposes, a load balancing was implemented and the
server specs increased.

Also, aware of the load balancing issue, a Master-Slave DB (Database) archi-
tecture was implemented. The Master DB performed the daily search and update
procedures, meanwhile the Slave DB performed high-speed data retrieval. Imple-
menting the MDS System in the server, the system was ready for the pilot stage.
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7 Interface Design

Because of the limited screen size on the Smartphone edition of the user interface,
priority was given to the user’s information input.

A high visibility and easy to navigate interface was designed with all navigation
features like: search from symptoms list and nutrients. Extensive use of Java Script
from the second navigation layer. For the PC version, it was designed in order to
allow making an easy icon selection with a reduced directory structure. For display
purposes, e.g.: food, nutrients, symptomology, etc. that contains large contents a
matching program was built in order to provide specific information to the user’s
needs.

8 Conclusions and Future Work

Farmers have been facing some difficulties regarding their business because of
weather change, price instability and constant financial problems due to foreign
competition. Therefore, an expensive service like this could be only available to big
producers in which case, markets are completely ensured long time contracts.

Academic and Company based research initiatives haven shown different issues
that jeopardized their continuity, which affects directly to the farmer. Being the
biggest issue in academic research: budget and availability of multidisciplinary
human resources needed for the correct project development; and in the case of
company based research, their cost, which could not be affordable by the farmer.

Big Data analytics allowed us to have a better understanding of the user needs
and requirements regarding the project objectives.

The new IoT parading is becoming a part of the current and future Internet. The
current Internet paradigm will drastically change into a much more personalized
experienced with our surroundings that will lead to much more richer experience.

In the case of applications, is necessary to make a deep analysis of the
requirements needed to be implemented, in order to specifically use what could
result much more beneficial for a specific project purpose.

In the case of our project, IoT could bring not only automatic updates regarding
key issues of the project, but allow us to drastically improve the user experience
through different new services.

IoT Security as a new paradigm and new potentially useful research area must
address its security concerns in order to show a more reliable platform for the user
that, currently, could resist a functional initiative. Due that a single security incident
could damage permanently the infinite benefits IoT could bring to the society.

A new multidimensional matching algorithm was proposed in order to provide
the end user with the best recommendation. The new multidimensional matching
algorithm is 10 times faster than the standard algorithm based on the test with
sample data.
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A redundant Master-Slave Database system is use in order to provide the

maximum efficiency to the cloud-based system.

Different version of the user interface (PC and Smartphone) was designed

keeping in mind features like: easy navigation, usability, ergonomics, etc.
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Capacity Planning in Non-uniform
Depth Anchorages

Milad Malekipirbazari, Dindar Oz, Vural Aksakalli, A. Fuat Alkaya
and Volkan Aydogdu

Abstract Commercial vessels utilize anchorages on a regular basis for various rea-
sons such as waiting for loading/unloading, supply, and bad weather conditions.
Recent increase in demand for anchorage areas has mandated a review of current
anchorage planning strategies. In particular, current state-of-the-art anchorage plan-
ning algorithms assume that the anchorage areas are of uniform depth, which is quite
unrealistic in general. In this study, we introduce an algorithmic modification to cur-
rent anchorage planning methods that takes into account non-uniformity of anchor-
ages. By exploiting the depth non-uniformity, our algorithm significantly improves
the number of vessels that can be accommodated in an anchorage and it can easily
be incorporated into existing anchorage capacity planning decision support systems.

Keywords Maritime transportation * Anchorage * Optimization algorithm -
Decision support system

1 Introduction

Maritime transportation accounts for about 90 % of world’s commerce and there are
currently more than a hundred thousand commercial vessels operating in the world
[1]. An important component in dealing with maritime traffic congestion is anchor-
ages that serve as a temporary waiting area for vessels for various purposes such as
land services (fueling, legal issues, repairs, etc.), loading/unloading of cargo, and as
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a refuge from bad weather conditions. As maritime trade routes proliferate and the
demand for global seaborne shipping increases, efficient operation of anchorages has
become a crucial task.

An important problem in anchorage planning is determining the optimal berth
(i.e., anchorage) locations for incoming vessels such that the number of vessels that
can be placed inside the anchorage is maximized. This capacity planning problem
has been considered in previous studies, yet the prevailing underlying assumption in
these studies is that the anchorage areas are of uniform depth, which is almost never
the case in reality. In particular, portions of anchorages close to land are shallower
and portions further away from the land are much deeper.

Our goal in this work is to contribute to anchorage planning research by exploit-
ing depth non-uniformity for better utilization of anchorage areas. Specifically, we
present a heuristic modification to an existing capacity planning algorithm that takes
advantage of depth non-uniformity and drastically improves the number of ves-
sels that can be placed inside the anchorage area. We evaluate our algorithm using
real-world data from the Ahirkap1 Anchorage in Istanbul as well as synthetic data
obtained via Monte Carlo simulations. Ahirkap1 Anchorage is located at the south-
ern entrance of the Istanbul Strait and plays an important role in the overall efficiency
of maritime traffic in the Istanbul Strait.

2 Problem Description and Previous Work

Environmental forces such as waves, winds, and sea currents play an important role
in anchorages as non-moving vessels are much more susceptible to such forces. Thus,
once a vessel drops an anchor, its exact location is largely determined by the prevalent
environmental forces. On the other hand, such forces are are quite dynamic and they
change frequently over time. Nonetheless, we can compute a safe maneuvering circle
using the anchor position and depth of the anchorage via simple geometry as shown
in Fig. 1. The radius of this circle is essentially a function of three components: the
sea depth D at the anchor position, the vessel’s length L, and anchor chain length. A
practical formula for anchor chain length is 25\/5 [4], which yields the following
formula for anchorage circle radius per the Pythagorean Theorem:

Anchorage Circle Radius = L + 1/ (25 \/5)2 -D? . (1)

In order to prevent potential vessel collisions, anchorage circles must have no
intersections with one another. Thus, the problem of maximizing capacity of an
anchorage can be modeled as the classical NP-Hard problem of packing disks with
different radii inside a polygonal area [2]. In this regard, previous studies concen-
trated on the improvement of capacity via a number of methodologies including
an algorithm using a look-ahead method combined with beam search [3], an iter-
ated tabu search [5], a coarse-to-fine quasi-physical optimization method [6], and an
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Fig. 1 Tllustration of the anchorage circle associated with an anchored vessel

action-space-based global optimization approach for the problem of packing unequal
circles into a square container [7].

The current state-of-the-art in anchorage planning is the MHDF Algorithm pro-
posed in Huang et al. [8] based on the notion of corner points evaluated via Monte
Carlo simulations. This algorithm is heuristic in nature without any optimality guar-
antees. The simulation tool and the algorithm introduced therein were later utilized
in a marine traffic simulation system for hub ports [9]. Another simulation-based
approach was presented in Shyshou et al. [10] where the authors investigated the
optimal number of tug ships needed to move an oil rig with respect to equipment and
weather related constraints. The algorithm we propose in this study is an extension
of the MHDF Algorithm that exploits depth non-uniformity. Thus, our algorithm
is also heuristic in nature. We are not aware of any previous studies on anchorage
capacity planning that consider any depth non-uniformity aspects of the problem.

3 Corner Points and the MHDF Algorithm

A corner point CP; associated with an anchorage circle i is defined as the point where
the circle is tangent to at least two elements when its center is located at CP; (see,
e.g., [8]). These elements can either be the existing anchored vessels represented
as circles or sides of the anchorage polygon. Corner points are classified into three
categories with respect to the element types they are tangent to. These categories are
illustrated in Fig. 2 and described below:

1. Side-and-Side (SS) Corner Points: The circle center is tangent to any two sides
of the anchorage area.

2. Side-and-Circle (SC) Corner Points: The circle center is tangent to an existing
anchorage and a side of the anchorage area.

3. Circle-and-Circle (CC) Corner Points: The circle center is tangent to two existing
anchorage circles.
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In anchorage planning, the first task is to iterate over existing anchorage circles
and sides of the anchorage area to identify all possible corner points. These points
serve as candidate berth locations to be proposed for future incoming vessels.

Once all the corner points are identified for the anchorage circle of an incom-
ing vessel, the next task is to determine which corner point to choose to maximize
anchorage area utilization. Huang et al. [8] advocates utilization of the “hole degree”
metric for evaluation of corner points:

dmin
Hole Degree (CP;) = 1 — — (2)

Fig. 2 The tree different
types of corner points

where r is the radius of the circle associated with CP; and d,,;, is the minimum
distance from CP; to the other circles and sides of the polygonal except the two
closest item tangent to CP;.

The Maximum Hole-Degree (MHDF) Algorithm of Huang et al. [8] starts with
placing two discs at two corners of the anchorage area and puts the remaining discs
one at a time by selecting the corner point with the highest hole degree. When
no more corner points can be identified, the algorithm terminates and declares the
anchorage area to be full. This algorithm operates under the assumption that the
anchorage area is of uniform sea depth. In the next section, we show how this algo-
rithm can be extended to account for non-uniform depth anchorages for better uti-
lization of the anchorage area.
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4 The Non-uniform MHDF Algorithm

4.1 A Model for Non-uniform Depth Anchorage Areas

We model non-uniform depth anchorage areas as a partitioning of the entire anchor-
age area into uniform-depth polygonal segments. This model is illustrated in Fig. 3
for the Dangerous Cargo Zone of Ahirkapt Anchorage. In a polygonal segment, radii
of the anchorage circles are determined by the segment’s sea depth as can be seen
in Eq. 1. In addition, the segment depth determines the maximum length for vessels
that can safely be placed inside the segment, as explained below.

Fig. 3 The Ahirkap1 Dangerous Cargo Anchorage Zone. The arrow shows the entry side of the
zone. The numbers denote the sea depth in each polygonal sub-segment in meters

In seamanship terminology, draft refers to the depth of the ship from water line
to the bottom of the ship which is typically equal to the length of the ship divided
by 10.5 for tankers and 11.75 for bulk carriers and container ships [11]. The mini-
mum sea depth that a vessel with a particular length can safely anchor can then be
calculated as

Minimum D = Draft x UKCF = —=XUKCF 3)
(10.5 or 11.75)

where UKCEF stands for Under Keal Clearance Factor. A practical UKCF value for
ships at anchorage is 1.5. For example, a tanker with a length of 100 m requires a
sea depth of at least 14 m for safe anchorage. Thus, the longest vessel that can safely
anchor at depth D can be calculated as follows:

D x (10. 11.
Maximum L = x 105 or 11.75) . @)
UKCF

Therefore, for each polygonal segment, there exist a maximum vessel length con-
straint as determined by Eq. 4. In our model, we take into account this constraint and
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we do not allow vessels anchor at segments that are not deep enough. Specifically,
during the corner point identification process, we only consider corner points that
are inside polygonal segments deep enough for the incoming vessel.

4.2 Corner Point Calculation in Non-uniform Depth
Anchorages

In the MHDF Algorithm, all possible corner points are calculated and the one with
the highest hole degree is chosen as the berth location for an incoming vessel. In the
case of non-uniform depth anchorages, the corner point calculation process needs to
be modified to account for the minimum depth constraint for the incoming vessels.
A critical challenge arise in this modification: Per Eq. 1, the radius of the incoming
vessel’s anchorage circle depends on the depth of the seawater. Thus, we must first
find the depth of the seawater at the position of the anchorage circle and then calculate
the radius of the anchorage circle. However, due to non-uniforms depths, the exact
position of corner point associated with the anchorage circle cannot be determined
without the radius information.

In this section, we present a three-stage algorithm that overcomes the above chal-
lenge by iterative calculation of the exact location of the corner point given the pair
of items that the anchorage circle will be tangent to. These items can be either one
of the existing anchorage circles or a side of the anchorage area. The algorithm takes
those two items and the length of the vessel as inputs. The algorithm is then exe-
cuted for every pair of items in the anchorage area in order to calculate all possi-
ble anchorage circles for an incoming vessel. Once this three-stage algorithm is run
and all the feasible corner points are identified, as in MHDF, we declare the cor-
ner point with the highest hole degree as the berth location for the incoming vessel.
The MHDF Algorithm with this three-stage corner point calculation algorithm (in
the case of non-uniform depths) is called the Non-uniform MHDF Algorithm, NU-
MHDF Algorithm in short. The three-stage corner point calculation algorithm is
described below.

1. Initial Placement: The algorithm starts with an initial placement of the corner
point CP; in the deepest polygonal segment in the anchorage area.

2. Anchorage Circle Adjustment: After the initial placement, the algorithm finds
the depth segments that the anchorage circle at the corner point has intersections
with, which we denote by X;. Due to the minimum sea depth constraint, the algo-
rithm takes the depth of the deepest segment in X; and adjusts the radius of the
anchorage circle accordingly. After the radius is updated, it repositions the corner
point with the new radius and calculates the set X; again. This loop continues until
the deepest depth segment with which the anchorage circle has intersection with
does not change in the next iteration or a depth value is obtained that has been
previously calculated. The pseudo-code for this adjustment algorithm is given
below.
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Anchorage Circle Adjustment Algorithm

Function AdjustAnchorageCircle(Initial_Anchorage_Circle)
begin
calculated_depth_list = empty_list
c = Initial_Anchorage_Circle
previous_depth = maximum_depth_in_anchorage_area
while (!converged)
depth = depth_of_deepest_segment_that_c_intersects
if (depth == previous_depth)
// Depth does not change any more
converged = true
else (depth in calculated_depth_list)
// Loop detected. Stop.
depth = maximum depth in calculated_depth_list
converged = true
else
previous_depth = depth
add depth to calculated_depth_list
new_radius = calculateRadiusFromDepth(depth)
¢ = reposition_anchorage_circle(new_radius)
end if
return c
end while

end

3. Anchorage Circle Validation: The anchorage circle at the converged corner
point needs to be checked for validity. In particular, the following conditions are
checked:

(a) Boundary Condition: Anchorage circle is inside the anchorage area.

(b) No Overlapping Condition: The circle does not overlap with the existing
anchorage circles.

(c) Maximum-Allowable-Length Condition: As mentioned -earlier, the
longest vessel that can safely anchor at a particular polygonal segment can
be calculated by Eq.4. As opposed to radius calculation, this time we use
the depth of the shallowest segment in X; to calculate the maximum allow-
able vessel length to check for feasibility. We use the shallowest intersected
segment for safety reasons, because if the length of the vessel satisfies the
allowable length criteria for the shallowest segment, then it satisfies this cri-
teria for all other segments in X;.
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4.3 Proof of Convergence

We now show that the Anchorage Circle Adjustment process above converges in a
finite number of steps. Let dy, d,, ...dy € X denote the finite set of depth segments in
the anchorage A and d,,,, be the deepest segment in A. Let /| and I, be the two items
for which the algorithm needs to find the anchorage circle. The algorithm computes
the place of the anchorage circle tangent to /; and /, in A with the depth segments
of X (i.e., A, X, I; and I, are the inputs).

Let r;,; be the radius of the initial circle C,,;;, calculated for /; and I, with
depth d,,,,.. Let C; denote the anchorage circle calculated at the i—th iteration where
i > 0 and r; denotes its radius. Note that C; equals C;,;;;,; and r| equals r;,;;;., accord-
ing to this definition. Let X; be the set of depth segments intersecting with C;. Since
the entire anchorage area is comprised by the depth segments in X, X; cannot be
empty. Let dmaxi denote the deepest segment in X;. Finally, let CDL; denote the cal-
culated depth list at i—th iteration. CDL; is the set of depth segments which are cal-
culated as dmax,_ at some j—th iteration where j < i. Notice that CDL; is simply the
empty set as assigned in the algorithm.

At each iteration, the while loop has three branches listed below, two of which
results in convergence.

L. If dypqy, = dpygy,_,» the algorithm converges. Note that d,,q = dpygy-
2. Elseif d,,q,, € CDL;, the algorithm converges.
3. Else

CDLi+l = CDLl + d

max;

riy1 = new radius calculated from d,,,,

C;,1 = new circle calculated from r;,

And proceed to (i + 1)-th iteration.

In order for the algorithm to diverge and execute indefinitely, the third branch listed
above must be executed infinitely many times. To prove by contradiction, suppose the
algorithm executes the third branch for infinitely many times for a particular instance
of A, I, I,, and X. Observe that CDL; gets expanded by one element at each iteration
when the loop falls into the third branch. Also note that CDL; is the subset of X. If
the algorithm falls into the third branch infinitely many times for this instance, then
the set CDL; must be expanded infinitely which is a contradiction since X is assumed
to be a finite set. Thus, we conclude that the Anchorage Circle Adjustment algorithm
converges in a finite number of iterations.

5 Computational Experiments

This section presents a comparison of NU-MHDF against regular MHDF via Monte
Carlo simulations using three different vessel length distributions on three differ-
ent real-world anchorage topologies. Throughout our experiments, the anchorage
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circle radii in MHDF are calculated with respect to the deepest sea depth inside the
anchorage as any other depths would result in the dangerous situation of overlapping
anchorage circles.

The vessel length distributions used in our experiments are (1) the historical ves-
sel length distribution in the Ahirkap1 Anchorage in 2013, (2) the uniform distrib-
ution between 25 and 250 m, and (3) Gamma distributed lengths between 25 and
250 m with shape parameters of 4 and 7 respectively (with a mean of about 100 m)
that closely fits the historical Ahirkapi data.

The anchorage topologies we consider are the Harbor Approach, Departure Long
Stay, and Dangerous Cargo anchorage zones inside the Ahirkapt Anchorage Area.
We implemented a comprehensive and realistic simulation environment for compar-
ison of the algorithms. In particular, we used common random numbers for both of
the algorithms so that they were tested on the exact same sequences of vessel arrivals.

We conducted a total of 100 Monte Carlo simulations for each anchorage topol-
ogy/vessel length distribution combination. In each simulation, we started with an
empty anchorage and terminated the simulation when the anchorage became full.
Table 1 summarizes the results of these experiments. The column Improvement(%)
represents the percentage improvement of NU-MHDF over MHDF in terms of the
total number of vessels accommodated at the end of the simulation. We observe
that on the average, NU-MHDF outperforms regular MHDF by 74.1 % while this
improvement can be as high as 210 %.

Table 1 Comparison of regular MHDF versus NU-MHDF

Total number of vessels
MHDF NU-MHDF Improvement (%)
Historical data Zone-A 63.0 69.0 9.5
Zone-B 118.6 153.0 29
Zone-C 40.4 85.0 110.4
Uniform Zone-A 85.8 111.7 30.2
Zone-B 128.2 171.7 339
Zone-C 50.0 154.8 210.1
Gamma Zone-A 84.3 103.1 223
Zone-B 125.6 162.7 29.5
Zone-C 50.0 146.2 192.4
Average 82.9 128.6 74.1

6 Summary and Conclusions

Efficient utilization of anchorage areas is critical in effective management of mar-
itime traffic congestion. This study proposes an anchorage planning strategy, called
NU-MHDF, with the goal of maximizing utilization by exploiting non-uniformity in
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sea depths inside the anchorages. The NU-MHDF Algorithm is an extension of the
MHDF Algorithm that starts with the deepest polygonal segment inside the anchor-
age area and iteratively adjusts the corner point locations until convergence. We pro-
vide a proof that the algorithm converges in a finite number of steps. Our simulation
results with three different vessel length distributions and three different anchorage
zones show that NU-MHDF consistently yields much higher utilization levels com-
pared to MHDF. The NU-MHDF Algorithm stands as a high-performing anchorage
planning strategy that can be integrated into existing anchorage planning decision
support systems in a straightforward manner.

Acknowledgments This work was supported by The Scientific and Technological Research Coun-
cil of Turkey (TUBITAK), Grant No. 113M489. We would like to thank Turkish Directorate General
of Coastal Safety for providing us the historical traffic data for the Ahirkapr Anchorage.

References

1. AGCS: Safety and shipping 1912-2012 from Titanic to Costa Concordia. Technical Report,
Allianz Global Corporate & Specialty (2013)

2. Akeb, H., Hifi, M.: Algorithms for the circular two-dimensional open dimension problem. Int.
Trans. Oper. Res. 15(1), 685-704 (2008)

3. Akeb, H., Hifi, M.: Solving the circular open dimension problem by using separate beams and
look-ahead strategies. Comput. Oper. Res. 40(5), 1243—-1255 (2013)

4. Danton, G.: The Theory and Practice of Seamanship. Routledge & Kegan Paul, London, UK
(1996)

5. Fu, Z., Huang, W., Lu, Z.: Iterated tabu search for the circular open dimension problem. Eur.
J. Oper. Res. 225(2), 236-243 (2013)

6. He, K., Mo, D, Ye, T., Huang, W.: A coarse-to-fine quasi-physical optimization method for
solving the circle packing problem with equilibrium constraints. Comput. Ind. Eng. 66(4),
1049-1060 (2013)

7. He, K., Huang, M., Yang, C.: An action-space-based global optimization algorithm for packing
circles into a square container. Comput. Oper. Res. 58(1), 67-74 (2015)

8. Huang, S., Hsu, W.,, He, Y.: Assessing capacity and improving utilization of anchorages.
Transp. Res. Part E Logistics Transp. Rev. 47(2), 216-227 (2011)

9. Huang, S., Hsu, W., He, Y., Song, T.: A marine traffic simulation system for hub ports. In:
Proceedings of ACM SIGSIM Conference on Principles of Advanced Discrete Simulation. pp.
295-304 (2013)

10. Shyshou, A., Gribkovskaia, I., Barcel, J.: A simulation study of the fleet sizing problem arising
in offshore anchor handling operations. Eur. J. Oper. Res. 203(1), 230-240 (2010)
11. Watson, D.: Practical Ship Design. Elsevier Science, Oxford (1998)



Automatic Image Classification
for the Urinoculture Screening

Paolo Andreini, Simone Bonechi, Monica Bianchini,
Alessandro Mecocci and Vincenzo Di Massa

Abstract Urinary Tract Infections (UTIs) represent a significant health problem,
both in hospital and community—based settings. Normally, UTIs are diagnosed by
traditional methods, based on cultivation of bacteria on Petri dishes, followed by a
visual evaluation by human experts. In this paper, we present a fully automated sys-
tem for the screening, that can provide quick and traceable results of UTIs. Actually,
based on image processing techniques and machine learning tools, the recognition of
bacteria and the colony count are automatically carried out, yielding accurate results.
The proposed system, called AID (Automatic Infections Detector) provides support
during the whole analysis process: first digital color images of the Petri dishes are
automatically captured, then specific preprocessing and spatial clustering algorithms
isolate the colonies from the culture ground, finally an accurate classification of the
infection types and their severity is performed. Some important aspects of AID are:
reduced time, results repeatability, reduced costs.

Keywords Artificial Neural Networks *+ Advanced Image Processing * Support
Vector Machines * Urinoculture Screening

1 Introduction

Urinary Tract Infections (UTIs), together with those of the respiratory tract, are of
great clinical relevance for the high frequency with which they are found in com-
mon medical practice! and because of the complications arising therefrom. They

tis estimated that about 150 million UTIs occur world—wide yearly, giving rise to roughly 5 billion
health care expenditures.
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are mainly caused by Gram-negative microorganisms, with a high prevalence of
Escherichia coli (E. Coli, 70 %), even if clinical cases frequently occur where com-
plicated infections are caused by Gram—positive or multi-resistant germs, on which
the common antimicrobial agents are inevitably ineffective, leading to therapeutic
failures.

The urine culture is a screening test? in the case of hospitalized patients and preg-
nant women. In the standard protocol, the urine sample is seeded on a Petri dish that
holds a culture substrate, used to artificially recreate the environment required for the
bacterial growth, and incubated at 37 °C overnight. After the incubation, each dish
must be examined by a human expert, adding some more time to the medical report
output. This common situation significantly departs from the needs of the clinician
to have results in quick time, to set a targeted therapy, avoiding the use of broad—
spectrum antibiotics and improving the patient management.> Moreover, traditional
analysis methods suffer from further problems, such as possible errors arising in the
visual determination of the bacterial load—due to the skills and the expertise of the
individual operator—, and difficulties in the traceability of samples and results [1].

Recent technological advancements in the biomedical field have allowed the
development of innovative and complex systems like: biomedical image analysis sys-
tems [2], computer—based decision support systems [3], knowledge acquisition and
management of medical imaging [4], artificial intelligence for healthcare [5-7]. Sig-
nificant improvements in biology and medicine have been obtained by using hybrid
methods, based on a combination of advanced image processing techniques, artifi-
cial intelligence tools, machine learning [8], expert systems, fuzzy logic [9], genetic
algorithms, and Bayesian modeling [10]. In particular, the development of auto-
mated instruments for results assessment (screening systems), has attracted increas-
ing research interest during the last decade, because of their higher repeatability,
accuracy, reduced staff time (that are the main limiting factors of manual screening),
and lower costs. Automated urinalysis devices improve the capacity of the labora-
tory to screen more samples, producing results in less time than by manual screening.
Moreover, the redeployment and lower grading of staff with the increased turnover
and speed of urine screening, gave economic advantages of automated screening
over manual screening [11].

In this paper, we propose a tool called AID (Automatic Infections Detector) that
provides a decision support system for biologists. The system automatically gets dish
images from a color camera and, through a suitable preprocessing and spatial cluster-
ing, isolates the colonies from the culture ground, even in the presence of moderate
ground disuniformities. Thereafter, the infection types and their severity are accu-
rately established. Artificial neural networks and support vector machines (SVMs)
have been used and comparatively tested for the classification of bacterial infec-

2The term screening is used here in its common meaning of a routine test performed on a large pop-
ulation, to identify those who are likely to develop a specified disease. Instead, in in vitro diagnostics
it stands for preventive analyses aimed at establishing if a sample is positive or not.

3Rapid reporting is crucial especially when pediatric patients are involved since, in this case, the
infection symptoms are not always specific, while it is urgent to decide if an antibiotic therapy is
necessary or not and when to start it.
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tions. The AID system allows a substantial speedup of the whole procedure, besides
avoiding the continuous transition between sterile and external environments. The
final outcomes are directly stored along with the related analysis records (the image,
the type of infection and the colony count). The data used during experiments have
been provided by DIESSE Ricerche Srl, Siena. Preliminary experiments show very
promising results, both with respect to the classification accuracy and to the estima-
tion of bacterial count.

The paper is organized as follows. The next section introduces the problem and
describes the preprocessing steps. Section 3 presents the classification methods and
the experimental results. Section 4 defines the procedure used to perform the bacte-
rial count, whereas Sect. 5 specifically addresses the problem of Candida infections,
whose classification and count is particularly demanding. Finally, conclusions are
drawn in Sect. 6.

2 Data Preprocessing

To classify different types of infection, good quality images of the Petri dishes are
fundamental. This is why a specific portable device has been developed to catch such
images. It consists of a color camera controlled by a computer, on which the AID
system runs (Fig. 1).

Fig. 1 The acquisition
device connected to a PC

The automatic acquisition module employs a simple, nonetheless robust, motion
detection algorithm based on frame differencing. The motion detection results are
used to store a frame automatically, when the plate is correctly positioned, the scene
is well illuminated, and no movements are observed. Subsequently, a Hough circle
transform is used to detect the circular region comprising the Petri dish. Such aregion
is masked out to isolate it from the rest of the acquired scene. The acquisition system
has been employed by DIESSE Ricerche to collect a set of 253 images, which has
been used to train and validate the classifiers (actually the set has been divided into
three subsets: a training, a validation, and a test set, comprising 154, 64, and 35
images respectively, see Table 1).

As a requirement, AID has to recognize eight different infections, namely: E.
Coli, KES (Klebsiella, Enterobacter, Serratia), Enterococcus Faecalis, Streptococcus
Agalactiae, Pseudomonas, Proteus, Staphylococcus Aureus, and Candida.
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Table 1 Datasets’ composition

Dataset Coli | KES | Faecalis | Agalactiae | Proteus | Aureus | Pseudomonas | Candida
Training 34 |16 12 15 12 12 7 46
Validation | 16 7 8 5 5 5 5 13
Test 11 4 5 5 1 1 2 6

Since UriSelect 4, which is a chromogenic medium, is used as ground seed, the
most important information to distinguish among the possible infections is repre-
sented by the chromatic features of the corresponding colonies. Moreover, to accu-
rately evaluate their density, the colonies must be separated from the background,
which means that the background must be localized and masked out, to preserve only
the regions where bacteria are present. To this end, we used a chromatic description
of the background, obtained by modeling its visual appearance, during a preliminary
training phase. The chromatic information has been based on color opponent (a, b)
of the CIE-Lab color space [12]. The lightness component (L) has been discharged
because it turned out to convey little and somehow unstable information. To com-
pensate for local background dishomogeneities, a Mean—Shift algorithm [13] has
been used to associate each image pixel to the corresponding modal density value in
the (a, b) space. The modal value so obtained, was compared with the background
chromatic model, to establish if the pixel belongs to the background region or not.

The background segmentation step turned out to be harder than expected. In fact,
the background color tends to change depending on the types of grown bacteria and
on the proximity of background pixels to bacteria colonies. As a result, the use of a
static background model is unsuitable (especially when yellow colonies are present,
whose chromatic appearance is similar to that of some background disuniformities).
In other words, a given (a, b) couple may actually represent a colony in certain
images, and the background in others (Fig. 2). To solve this problem, we used a mul-
tistage segmentation approach, by introducing some auxiliary uncertain classes. The
idea is that, when some pixels belong to a chromatic region that cannot be assigned
with full certainty (for example, in case of yellow pixels that can be background
or some infections), the final decision is postponed to a second stage, where specific
processing steps are applied to the uncertain classes only. Moreover, from our exper-
iments, it turned out that some spatial discontinuities (edges) are typically present
between the colonies and the background. This observation has been used to define
some of the uncertain classes. In particular, we have considered the following five
regions for each dish:

(1) Colonies (E. Coli, KES, E. Faecalis, S. Agalactiae);
(2) Background without edges (blue in Fig. 2);

(3) Background with edges (pink in Fig. 2);

(4) Uncertainty region without edges (red in Fig. 2);
(5) Uncertainty region with edges (green in Fig. 2).
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The previous regions are detected during the first step of our multistage approach.
The edge presence has been revealed through a Sobel operator [14], due to its easy
implementation and computational speed. Furthermore, according to our experi-
ments, this operator gives good edge enhancement results, eliminating the need for
more sophisticated and burdensome approaches. In the second stage of our multi-
stage approach, regions (4) and (5) are assigned to the background or to the colonies.
Here, instead of using the global information given by the background model, more
localized information is used. The local information is taken into account by compar-
ing, in each image, the H (hue) value of the HSV color space [15] of the uncertainty
region with the H value of those pixels certainly belonging to the background. Actu-
ally, regions (4) and (5) are analyzed separately, by applying the same discriminating
procedure, summarized in the following.

1. The Otsu method [16] is used to automatically perform a clustering—based image
thresholding in (4) and (5);

(a) Based on the computed threshold, the considered uncertainty region is
divided into two sub-regions;

(b) The histograms of the two sub-regions are computed and compared, to
establish if a significant separation exists, i.e. if the peaks of the two sub—
regions are far enough in the histogram of the H channel. In the last case,
the two sub—regions are processed separately and identified with (6) and (7),
respectively;

2. The peaks of the region (2) and of the analyzed regions ((6) and (7) separately or
together, depending on the previous step) are compared;

3. If they are distant enough in the histogram of the H channel, the observed regions
contain two different distributions and the Otsu method is employed again to cal-
culate a threshold for deciding if the uncertainty region belongs to the background
or to the colonies;

4. Instead, if the peaks are almost coincident, the uncertainty region shows a H value
similar to the background, to which we suppose it belongs.

In other words, for both regions (4) and (5), we identify different sub-regions (if any)
and, for each “homogeneous” zone, we establish its membership to the background
or not.

Finally, further problems arise when considering Candida colonies, since their
color is nearly the same as the culture ground. Actually, the above procedure is unable
to isolate Candida in the acquired images (biologists too, anyway). To find out the
presence of this infection, an expert usually rotates and moves the dish in different
positions, to find out additional visual cues (reflections, thickness of the colony, etc.)
to accomplish the task. Since a 2D image does not allow such a possibility, Candida
was uncovered by detecting eventual edges inside the background (caused by the
colony extrusions originating small reflections). Therefore, an ad hoc procedure was
devised, particularly focused on analyzing segments belonging to region (3).

At the end of our proposed multistage segmentation, we have a reliable separa-
tion of the dish image into two sub-regions, namely: the background and the region
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comprising the whole set of colonies grown on the Petri dish. The region comprising
the colonies must be further analyzed to correctly label the colonies and to evaluate
their density.

(a)

(d) (e) ()

Fig. 2 Images (a) and (d) represent two dishes in which Pseudomonas and KES colonies are
respectively grown; images (b) and (e) show the five different regions present on each Petri dish,
and (c) and (f) the results obtained after the application of the described discriminating procedure

3 Urinary Bacterial Infections’ Classification

The classification of bacteria grown on a Petri dish is a very difficult task. Actually,
biologists are able to perform this operation using their a priori knowledge of the
problem and thanks to the extraordinary ability of the human visual system. As pre-
viously stated, the culture ground used in this study is UriSelect 4, a chromogenic,
milky, and opaque medium, used to isolate and enumerate the microorganisms of
the urinary tract. UriSelect 4 is specifically designed to identify infections by color.
In fact, the diverse colors taken by the colonies are due to the activity of different
enzymes, and such a color information allows to directly recognize some macro—
classes of infection, namely:

— E. Coli: red—pink, due to f—galactosidase and tryptophanase;

— Enterococcus Faecalis: turquoise blue, due to S—glucosidase;

— KES group: purplish blue, due to S—galactosidase and S—glucosidase;

— Proteus—Providencia—Morganella: brown—orange, due to tryptophane désaminase.

It is also possible to distinguish different types of infections within these macro—
classes, but it is really difficult by using color information only.
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Therefore, our approach to the problem of classifying different urinary bacteria
again involves a multi—stage procedure. Firstly, infections are partitioned into groups
which have similar chromatic features, producing a sort of pre—classification among
colonies. After that, different classifiers that use both chromatic features and class—
specific auxiliary information, are trained to distinguish within each group. Finally,
a special procedure is applied to recognize the Candida infection.

Actually, the pre—classification phase aims at dividing infections into three main
groups, that can be easily identified by their color: red for E. Coli, blue for Entero-
coccus Faecalis, KES and Streptococcus Agalactiae, and yellow for Pseudomonas,
Proteus and Staphylococcus Aureus. Among the eight diverse types of infections,
only E. Coli produces red colonies, so that it can be easily recognized as a result of
this step. For the other classes, the pre—tag phase allows only infected/not—infected
answers, whereas specific information is needed to identify each particular kind of
infection. For example, in the blue class, the colony dimension is a useful feature
to discriminate Enterococcus Faecalis (small colonies, 0.5—1.5 mm for the diameter)
from KES (2-3 mm), whereas, in the yellow class, Proteus infections can be distin-
guished from the others by the presence of a halo surrounding the colonies.

To collect the data for the pre—tag classifier, we have first executed a Mean—Shift
segmentation algorithm and then we have extracted the (a, b) color components of
the colony in the CIE-Lab space. A multi-layer perceptron (MLP) network with
two inputs, a single hidden layer with six neurons, and three output neurons, with
sigmoid activations, was trained using BackPropagation. For comparison, we also
trained an SVM with a Gaussian kernel, with v = 0.1 and C = 7.75. The Weka
software (http://www.cs.waikato.ac.nz/ml/weka/) was used to implement both MLPs
and SVMs. All the architectural parameters were chosen via a trial-and—error pro-
cedure. Results for the pre—classification phase (accuracy and confusion matrices*)
are reported in Table 2. We can notice that, based on the p—test5 the two classifica-
tion methods are statistically independent, but, in practice, they produce very similar
numerical results, both using 50—fold crossvalidation or not.

After pre—classification, we tried to distinguish infections belonging to the blue
class (Enterococcus Faecalis, KES, Streptococcus Agalactiae) and we found two
main issues: sometimes the background extraction module was not able to elimi-
nate all the background segments (mainly for E. Faecalis), badly affecting the clas-
sification performance; unpredictable chromatic variations can be produced when
different species of bacteria are present and overlap on the same Petri dish (f.i., E.
Coli and E. Faecalis on the same dish look like KES, in the overlapping regions).

To face the first problem, the information coming both from the background
extractor and from the pre—tag classifier are used as input to a GrabCut algorithm
[17], that allows us to remove the remaining background segments (Fig. 3).

4A confusion matrix allows the visualization of the performance of a supervised learning classifier.
Each column represents the instances in the predicted class, while each row represents the instances
in the actual class. Its name stems from the fact that it clearly shows if the system is confusing two
classes (i.e. commonly mislabeling one as another).

>The p—test results for the Red, Blue and Yellow classifiers are respectively 0.0580, 0.0747, 0.0964.
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Table 2 Classification results for the three main colors, for MLP and SVM classifiers

MLP/SVM classifiers for the three main colors

Total Number of Segments | 13292 l Percentage Red Blue Yellov&;
i\/ILP Incorrectly Classified I 23 i 0.179 % [ 4479/4479 2/0 8/10
iVILP Correctly Classiﬁed”13269” 99.827 % I 0/0 8703/8691 0/12
SVM Incorrectly Classified 36 0.2708 % 13/14 0/0 87/86
SVM Correctly Classified|13256| 99.7292 %

(b) Confusion Matrices
MLP/SVM
(a) Accuracy

(a) (b) (c)

Fig. 3 In (a), the original image; (b) and (c) represent E. Faecalis colonies before and after the
application of the GrubCut algorithm, respectively

The second problem is faced by first recognizing isolated colonies and then by
using this information to forecast the kind of colonies possibly present in the over-
lapping regions. A relevant example is when E. Coli and E. Faecalis are present at the
same time on a dish, producing an overlapping region very similar, in color, to a KES
colony. This is a well-known situation and, therefore, we decided to use this a priori
knowledge during the classification stage. When isolated colonies of E. Coli and E.
Faecalis are contemporary detected on the dish, if a KES region is also detected, the
latter is classified as a possible Coli/Faecalis overlapping region, which is also sta-
tistically more likely than having the simultaneous presence of E. Coli, E. Faecalis
and KES.% Based on our experiments, such an assumption improves significantly the
classification accuracy.

Results—obtained using an MLP (with two inputs, two hidden layers with three
and six sigmoid neurons, respectively, and three sigmoid outputs) and an SVM (with
a Gaussian kernel, v = 0.12 and C = 1)—are described in Table 3. A similar pro-
cedure was implemented for the yellow class (Pseudomonas, Proteus and Staphy-
lococcus Aureus)—using an MLP (with two inputs, three hidden and three output

6 Actually, Petri dishes on which many different infections are simultaneously present are considered
to be contaminated, and they are of little interest to biologists.
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sigmoid neurons) and an SVM (with a Gaussian kernel, v = 0.12 and C = 0.88)—
showing very promising results (see Table 4). However, such results are very prelim-
inary since they were achieved on a small image set; further experiments should be
done to draw definitive conclusions.

Table 3 Classification results for the blue class
MLP/SVM classifier for KES, Faecalis

and Agalactiae

KES Faecalis Agalactiae
3003/3021 217/191 4/12
577/604 2619/2548 169/213
13/17 254/203 266/313

Total Number of Segments | 7122 | Percentage

MLP Incorrectly Classified |1234| 17.3266 %
MLP Correctly Classified |5888(|82.6734 %
SVM Incorrectly Classified |1240| 17.4108 %

SVM Correctly Classified|5882|82.5892 % (b) Confusion Matrices
MLP/SVM

(a) Accuracy

Table 4 Classification results for the yellow class
MLP/SVM classifier for Proteus, Aureus

and Pseudomonas

Total Number of Segments |100| Percentage Erotou e cudomens

34/34  1/1 0/0
MLP Incorrectly Classified |17 17 %

3/3 77 3/3
MLP Correctly Classified |83 83 %

7/8 3/3 42/41
SVM Incorrectly Classified | 18 18 %
SVM Correctly Classified| 82 82 % (d) Confusion Matrices

MLP/SVM

(C) Accuracy

4 Infection Severity Estimation

Besides the infection identification and classification, the AID system performs the
bacterial count, giving an estimate of the number of microorganisms per milliliter
of urine. The infection severity estimation is expressed in UFC/ml (Units Forming
Colony per ml) by using a logarithmic evaluation scale, as shown in Fig. 4.

The actual severity value is obtained by multiplying the number of bacterial
colonies counted on the dish by the inverse of the seeding dilution rate.

For the bacterial count, a multistage algorithm has been developed that, at first,
searches for single, not overlapping colonies, and then tries to enucleate colonies
belonging to slightly overlapping regions. Based on the ground seed identification
phase, a binary image is constructed, in which the background is represented by
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108 104 108 106 107

Fig. 4 Logarithmic scale for the colony count (UFC/ml)

the ground seed and the foreground by the colonies. Single colonies show a roughly
circular shape and can be easily identified based on this feature. In particular, for each
connected component in the binary image, we calculate the least enclosing circle
and then, if the ratio between the circular area and the area of the given connected
component is under a fixed threshold (chosen via a trial-and—error procedure), such
a component is supposed to be a colony.

Obviously, this simple approach is not effective in massive overlapping regions,
so that a different procedure has been developed to distinguish single colonies in this
case. The convexity of each colony contour is calculated and, based on this informa-
tion, sub—contours with convex shape are found, and the best ellipse (in the least
square sense), that fits each sub—contour, is selected. Then a score matrix, that takes
into account the axes rate and the ellipses points belonging (or not) to the contour, is
constructed and used to remove non-relevant ellipses. Only single colonies discov-
ered in this way and located in slightly overlapping regions, are counted and used to
estimate the infection severity.

5 Identification of Candida Infections

The typical color of Candida colonies is nearly the same as that of the culture ground,
making very difficult to identify and isolate this kind of infection from the back-
ground. A human expert can detect the presence of Candida by rotating the dish, in
order to highlight the tridimensional structure of the grown colonies, which extrude
small domes out of the ground surface. On the contrary, AID can only use a bidimen-
sional representation of the Petri dish, since the camera catches just a frontal view
of it. However, the presence of edges on the culture media—produced by reflection
phenomena on the domes’ surfaces—can actually give an indication of the proba-
ble presence of an undetected colony, even if noise can interfere by producing false
edges. Therefore, to reduce the number of false positives, we used shape features (a
colony tends to be circular), to distinguish colonies from noise. Finally, single non
overlapping colonies were searched on the edge mask using the previously described
algorithm. If a significant number of colonies can be detected, we assume that the
corresponding edges are due to the presence of Candida and not to noise (see Fig. 5).
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6 Conclusions

In this paper, an automatic tool, called AID, to detect, classify and count UTTs, was
described. The system shows good accuracy when detecting the typical microorgan-
isms present in humans. Preliminary promising results were reported, whereas AID
is actually tested on real data by DIESSE biologists. It is a future matter of research
to refine the classification approach with the aim of distinguishing colonies even if
they exhibit very similar colors, based on a larger dataset of images. AID will also be
extended to treat diverse types of culture grounds (possibly transparent), and based
on different enzymes (producing different chromatic reactions).

(a) (b) (c)

Fig. 5 In (a), the original image; in (b) the identified edges within the background, in pink; in c,
Candida colonies found on the Petri dish (Color figure online)
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Comparing Hybrid Metaheuristics
for the Bus Driver Rostering Problem

Vitor Barbosa, Ana Respicio and Filipe Alvelos

Abstract SearchCol is a recently proposed approach hybridizing column genera-
tion, problem specific algorithms and distinct well known metaheuristics (VNS,
Tabu Search, Simulated Annealing, etc.). SearchCol allows to solve several com-
binatorial optimization problems by applying column generation to a given
decomposition model, and using one of the available metaheuristics to search for an
integer solution combining the previously generated columns, which are compo-
nents of the problem. A new evolutionary algorithm (EA) was proposed as the first
population based metaheuristic included in SearchCol. This EA uses a represen-
tation of individuals based on the generated columns and has been used to obtain
integer solutions for a new model for the Bus Drivers Rostering problem (BDRP).
Special features of this EA include local search and elitism. This paper presents a
computational study evaluating the new population based heuristic (EA) versus two
single solution heuristics: VNS and Simulated Annealing, exploiting different
configurations of the framework on a set of benchmark instances for the BDRP.
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1 Introduction

Many real-life optimization problems map into combinatorial optimization prob-
lems which are NP-hard. Therefore, tight bounds on the value of optimal solutions
are difficult to reach, even in the presence of medium sized real-life problem
instances. The use of heuristics [1], metaheuristics [2] or hyper-heuristics [3] is
justified whenever the time and computational resources required to reach a solu-
tion, albeit approximate, are more important than achieving the optimal solution,
that may take too much time and too many computational resources to be achieved.
Hence, employing heuristic methods is for those who need “good enough, soon
enough, cheap enough” solutions to problems [3].

However, good trade-off between resolution speed and quality of the solution
achieved is required, which has driven researchers to explore the combination of
metaheuristics with exact algorithms. Combination approaches, as surveyed in [4],
can be classified into collaborative or integrative, the latter being divided into two
others, according to the type of integration: (1) the integration of exact algorithms in
metaheuristics and (2) the integration of metaheuristics in exact algorithms. Com-
bination approaches that integrate exact algorithms in metaheuristics are also
surveyed in [5, 6].

SearchCol [7] is a recently proposed approach hybridizing column generation
(CG) [8], which is an exact optimization method, with distinct metaheuristics (MH).
These MH are used to explore the subproblem solutions generated during the CG
procedure, in order to find integer solutions that are built from the combination of
the subproblems solutions which are already integer. The SearchCol approach can
address distinct problems, provided that a decomposition model exists to be solved
by the column generation method, with a growing number of MH available to
explore the subproblems solutions.

In previous work [9], a new decomposition model for the Bus Driver Rostering
Problem (BDRP) was proposed to integrate the SearchCol++ framework, which is
the computational framework implementing the SearchCol concept. In addition, a
new MH was also included: an evolutionary algorithm (EA) tailored to integrate the
framework. In this paper we compare an enhanced version of the EA proposed in [10]
which considers elitism and local search with two single solution MH in the search,
namely Variable Neighbourhood Search (VNS) and Simulated Annealing (SA).

Next section approaches rostering and presents the decomposition model for the
BDRP. In Sect. 3, the concept of searching integer solutions from the column
generation results is introduced, presenting an overview of the framework and its
application to BDRP. The population based EA metaheuristic is presented as well
as the two other metaheuristics with which EA is compared. Section 4 describes the
computational tests, with details on the configurations used in the column gener-
ation stage and in each of the metaheuristics tested. Results obtained from all the
metaheuristics are discussed. Finally, in the last section, the conclusions and future
work are presented.
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2 The Bus Driver Rostering Problem

Personnel scheduling or rostering [11] consists in defining the “work-schedule” for
each of the workers in a company for a given period. A roster is a plan including the
schedules for all workers. A work-schedule defines, for each day, if the worker is
assigned to work or has a day-off and, in the first case, which daily task/shift has to
be performed. The rostering problem arises because the company usually has
diverse tasks to assign on each day, sometimes needing particular skills, and on the
other hand, because the labour and company rules (days-off, rest time, etc.) restrict
the blind assignment of tasks to workers. Rostering is addressed by many types of
business, as surveyed in [12, 13].

The model for the BDRP is an integer programming formulation adapted from the
one proposed in [14]. The model is only concerned with the rostering stage, assuming
that the construction of the tasks was previously carried out by joining trips and rest
times to obtain complete daily tasks ready to be assign to drivers. For each driver, the
model considers a set of feasible schedules, represented by the columns assigned to
that driver. The set of all the possible valid columns can be so vast that its enumeration
becomes impossible. Therefore, we only consider a restricted subset of valid col-
umns, leading to the following formulation of the restricted master problem (RMP) of
the BDRP decomposition model proposed in [9].

RMP formulation:

MinY, cy X P2 (1)
Subject to:

Soev Xyl 2LieTy h=1,...,28, (2)

Yk =1LveV, (3)

Ae{0, 1}, jel", veV. 4)
Where:

/Ijv — Variable associated to the schedule j of driver v, from group of drivers V;
JV — Set of valid schedules for driver v (generated by subproblem v);
pj — Cost of the schedule j obtained from the subproblem of driver v;

a’l,vl — Assumes value 1 if task i of day 4 is assigned in the schedule j of driver v;

In this model, the valid subproblem solutions are represented as columns, with cost
pj for the solution of the subproblem v at iteration j, and with the assignment of task

i on day h, if ag’ = 1; T}y is the set of work tasks available on day .
The objective is to minimize the total cost of the selected work schedules. The
first set of constraints, the linking constraints, assures that all tasks, in each day, are
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assigned to someone, and the last set of constraints, the convexity constraints,
assures that a work schedule is selected for each driver/subproblem.

The BDRP, as most rostering problems, is a NP-Hard combinatorial optimiza-
tion problem [14, 15], being computationally hard to obtain optimal solutions. To
avoid the computational burden to achieve solutions by using exact methods, many
authors approach the problem with heuristic methods which are usually faster for
achieving good solutions. Examples of the use of non-exact methods can be found
in [14, 16, 17]. The BDRP model was inserted in the SearchCol framework aiming
to obtain valid solutions for this problem in short computational time.

3 Rostering by Metaheuristics

This section describes how the metaheuristics are used to improve valid rosters, the
solutions to the BDRP, composed by the information resulting from the column
generation optimization. The origin of the concept is presented in the first sub-
section and further, in the next subsection, its particular application to BDRP. The
last subsection introduces the particular MH used in this study.

3.1 Concept Overview

The combination of column generation and metaheuristic search (SearchCol) to
obtain approximate solutions of decomposable optimization problems was pro-
posed in [7, 18].

Disregarding the details, the idea is to allow the use of diverse MH to build good
solutions for a wide variety of problems. There are two conditions imposed by the
framework [7]:

(1) the problems which may integrate the framework must have a decomposition
model, allowing the optimization of their linear relaxation by the column generation
method and,

(2) the MHs make use of the subproblems’ solutions saved through the CG to
improve global solutions.

When the framework is used in a new problem, after the definition of the
decomposition model of the problem, CG is used to obtain an optimal linear
solution composed by the combination of integer subproblems’ solutions. Sub-
problems are solved as integer problems (with exact methods or heuristics) in each
iteration. When the CG ends, the framework has a set of solution generators to build
integer solutions with the information stored during the CG. A global solution for
the complete problem is built with a solution from each subproblem. The available
generators and their behaviour are described in [18].
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As the global solution obtained by the generators is not guaranteed to be a good
quality solution, or even a valid one, the solution must be evaluated according to its
feasibility and infeasibility. The feasibility value is related with the cost of the
global solution and the infeasibility value is related to the number of violated
linking constraints. The function used to evaluate a global solution can be cus-
tomized by each implementation of the problem decomposition model.

A global solution, or a population of those global solutions, is the raw material
over which the MH are used to get a good global solution. The search space
available to each MH is the union of the pools of solutions of all the subproblems.

3.2 Application to BDRP

The model presented in Sect. 1, which was implemented in the SearchCol +
+ (software implementation of the framework) in [9], is solved using column
generation, after which a pool of valid schedules is available for each driver
(represented by the subproblems in the model).

In each column generation iteration, the objective function of the subproblems
are updated and each one is solved by using a heuristic or an exact method to obtain
a valid work-schedule, which is added to the restricted master problem and to the
pool of subproblems’ solutions, if considered attractive by the CG.

To build a roster, which defines the schedules to all drivers, a solution from each
subproblem needs to be selected in order to define for each driver the tasks he/she
accomplishes in each day of the rostering period. A selection of those subproblems’
solutions defines the global solution that the metaheuristics try to improve. Figure 1
show a roster where the selected schedule for driver 1 is the schedule represented by
column 1, to the second driver is the seventh column and so on, until the last driver
whose schedule corresponds to column 10.

‘c1[c7|c23|.,.‘c10‘

Driver |  Driver2  Driver 3 Driver n

Fig. 1 A global solution (roster) composed by schedules selection

For the BDRP, the evaluation of a roster includes the infeasibility and feasibility
proposed by the framework. The first one allows to measure the distance of a
solution to be a valid roster, by counting the number of tasks that are not assigned to
any driver. If the infeasibility value is zero, all tasks are assigned. The feasibility
value represents the cost of the corresponding roster, and is obtained by adding the
cost of each work-schedule. The solutions stored from the subproblems include the
cost of the work-schedule, which is composed by a fixed cost, if the driver has tasks
assigned, and the total cost of the tasks assigned. To obtain the cost (feasibility
value) of a roster, the values of the entire set of selected subproblem’ solutions are
added.
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When a new problem is included in the SearchCol++ framework, the evaluation
function which calculates infeasibility and feasibility can be overwritten. We have
decide to do this for the BDRP to evaluate each roster. Given the existence of the
evaluation function related to the problem, the metaheuristics don’t need to have
particular knowledge about the problem. A roster can be changed by swapping the
work-schedule for one or more drivers, by another work-schedule stored in the pool
of subproblems’ solutions (which assure that the work-schedule is valid to that
driver).

3.3 Metaheuristics

Considering the inspiration of the genetic algorithm (GA) or of the evolutionary
algorithm (EA), proposed by Holland [19], that is the evolution of the biological
species, each individual is completely described by a chromosome allowing to
depict all its characteristics by setting values in each gene. The similarities between
the EA chromosomes and the global solutions representation in the SearchCol
framework are considerable, which motivated the inclusion of an evolutionary
algorithm as a new MH in the framework, simultaneously with the decomposition
model for the BDRP [9]. The new EA algorithm included in the framework in [9] is
the first MH based in a population of solutions, evolving all the population and not
only a single solution as is done by other metaheuristics available in the framework.

When comparing two candidate solutions to be valid rosters, a feasible solution
(infeasibility=0) is always better than an infeasible one. If both solutions are fea-
sible (infeasible), the best solution is the one with lower feasibility (infeasibility).

The initial population to be used by the EA is very important because it includes
most of the information to be explored by the EA along the generations. It should
assure the equilibrium between having good quality solutions and a good diversity
of solutions. The construction of the initial population uses the available generators
in the framework, as described in [18], and the number of times each generator is
used to include a new individual in the population is defined in run-time by a
parameters file.

The selection operator currently implemented in the EA is the binary tournament
[20]. The cost of the solution represented by the individual (feasibility value) is only
compared for individuals with the same infeasibility value. Our priority is to obtain
valid rosters (with all tasks assigned), and only after we try to reduce the cost.

The recombination operator is usually designated as crossover [20]. Considering
that our solution representation has different content in each gene according to the
locus of the gene, currently we have only implemented simple operators, with one
and two crossover points. Given a chromosome, the mutation operator replaces a
randomly chosen solution by other from the corresponding pool. The mutation
operator is the only way to include new schedules into the individuals of the
population, from the pool of solutions of each subproblem, that were never selected
by the generators.
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The elitism consists in, in each iteration of the EA, select the best individuals
from the population and move them directly to the next generation. The number of
individuals selected may vary, starting from a minimum value of one, and selecting
only the best one. The increase of the number of individuals included in the elitism
pool can originate a rapid stagnation of the population with identical individuals.
The elitism used is configured by two parameters: the size of the elitism pool
(parameter €) and the percentage of individuals selected from the mating pool. The
elitism is not used if the parameter € is set to zero.

From the set of single-solution metaheuristics already implemented in the
framework, we highlight here the ones used in the current research, which are the
local search [21], variable neighborhood search (VNS) [22] and simulated
annealing [23].

Local search [21] explores if neighboring solutions are better than the current
solution by testing small changes in solutions. The neighborhood of a solution s is
defined by the set of solutions obtained by changing the value of one of the
variables. In our case, a neighbor of s is obtained by replacing the schedule of one
driver by other schedule in the same pool. The search can stop when a better
solution is found or only when all neighbors were explored, searching for the best
possible one. Local search allows improving selected individuals and also helps the
EA exploring the schedules that were not select by the generator, being available
only in the pools of schedules of the subproblems.

The VNS uses cyclically the local search to explore neighbors, starting from a
single solution and restarting the search every time a better solution is found from
that new solution. The dimension of the neighborhood is increased by augmenting
the number of changes allowed when no more improvements are achieved in the
current neighborhood. Details about the VNS implementation are presented in [18].

Simulated annealing (SA) [23] is an optimization method based in the metal
cooling physical process (the annealing process) which prevents the solutions from
getting stuck in local optimum by allowing not only improvements, but also moves
to worst solutions with a low, but dynamic, probability of occurrences.

4 Computational Tests

To perform the tests we used a subset of the instances for the BDRP, used in [14],
designated as P80. All the instances have 36 drivers available which, applying the
decomposition model from [9], results in 36 subproblems, each one responsible for
building valid schedules for the corresponding driver/subproblem.

All the tests were run in the same computer, equipped with Intel Pentium G640
2.80 GHz CPU, 8 Gb of RAM, Windows7 Professional 64bits as operating system
and with IBM ILOG CPLEX 12.5.1 64bits.

For all the tests, the configuration of the CG is the same. The time limit of the
initial column generation was set to 30 s. All subproblems are solved in each
iteration and the columns added, if attractive. The number of main cycles (CG and
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search) of the SearchCol metaheuristic was set to 20, with 3 as the maximum
without improvement. The other CG (after the first) runs are limited to 10 s.

The parameters of the EA are the following: Initial population size: 240 (1/3 of
individuals built by picking, totally at random, subproblem solutions; 1/3 of indi-
viduals built by picking random subproblem solutions, with the probability of being
selected biased by the linear solution of the first CG; 1/3 of individuals built by
picking random subproblem solutions with the probability of being selected biased
by the linear solution of the last CG solved); elite population of 40 elements, and
local search configured to stop at the first improvement found, applied when half of
the limit of iterations without improvement is achieved; crossover and mutation
probabilities: 80 % and 20 % (allows to explore the subproblems solutions not
included in the individuals of the initial population and only improved solutions are
kept); the stopping criterion is 200 generations without improvement.

The VNS configuration: the neighborhood size can grow from 1 to 6, with steps
of 1; the local search has the same configuration of the one used in the EA; the
maximum number of searches without improvement is 1.

The SA configuration: probability of a worse infeasible (infeasibility>0) solution
to be accepted: 10 %; probability of a worse feasible (infeasibility=0) solution to be
accepted: 90 %; temperature decrement (alpha):0.95; initial number of iterations in
each temperature: 4, increased by 10 % in each temperature update.

For the VNS and SA MH, the initial solution is built by selecting, for each
subproblem, the solution with the higher value from the optimal linear solution
values in the last CG optimization.

4.1 Results

To test each of the MH, independent executions of the main SearchCol metaheu-
ristic with each of the searchers, EA, VNS and SA, were run 30 times for each
instance. Table 1 presents the average results for the EA, the VNS and the SA MH,
respectively. Columns under “Time (s)” display the mean of the computational
times in seconds; columns under “Solution Value” display the solution values mean
and the best value found for each instance in the 30 runs of the corresponding MH.
The line “average” displays the average value of the corresponding column heading
for all the instances. The line “#best found” displays the total number of instances
for which the corresponding MH was able to reach the best solution value, found in
all the runs of the three MH. For each instance, the best value found is highlighted.
Regarding the average results of the solutions’ values, column “Mean”, we can
conclude that VNS was able to reach the best average results. In the opposite, the
SA performed worst on average, followed by the EA. To evaluate the differences of
the results, a paired samples t-test (using SPSS) was used, considering a level of
significance of 5 %. The test indicates that the results of the EA are not statistically
different from the ones obtained by the SA. The results obtained by the VNS are
statistically different from the other MH.
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Table 1 Results of the three MH for each instance: mean computational time; mean solution
value; best solution found. Number of times the best solution was found by each MH

SearchCol with EA SearchCol with VNS SearchCol with SA

Time (s) | Solution value | Time (s) | Solution value | Time (s) | Solution value
Instance Mean Mean Best | Mean Mean Best | Mean Mean Best
P80_1 98.0 3987.0 | 3819 |96.6 3985.7 | 3801 |75.3 3989.4 | 3819
P80_2 86.3 2906.5 | 2873 |75.1 2905.8 | 2873 |68.9 2907.4 | 2873
P80_3 105.5 5674.6 | 5158 | 100.1 5526.2 | 5309 |92.7 5740.2 | 5341
P80_4 90.4 5148.8 | 4380 | 106.2 4872.7 | 4584 |87.1 5057.8 | 4753
P80_5 100.3 3934.7 | 3793 |98.7 3999.4 | 3815 |72.8 4047.5 | 3905
P80_6 98.2 4588.6 | 4122 |91.1 4212.7 | 4026 |79.8 4346.5 | 4174
P80_7 90.6 5122.3 | 4718 | 118.6 5033.4 | 4723 |94.0 5169.9 |4814
P80_8 93.3 6028.2 | 5693 |116.9 5987.8 | 5671 |97.9 6135.6 | 5732
P80_9 90.4 4912.3 4489 |111.1 4681.7 | 4329 |89.7 4722.7 | 4542
P80_10 105.2 5152.3 | 4869 | 120.9 5229.2 | 4966 |89.2 5251.8 | 4972
Average 95.8 4745.5 14391 | 103.5 4643.5 | 4409 | 84.8 4736.9 | 4492
#best found 6 5 1

Despite its low efficacy concerning the solutions quality, the SA was the MH with
the faster convergence, presenting the lowest average computational running times.

The number of times each MH was able to reach best solution values allows
assessing the ability of the MH to make a successful exploration of the SearchCol
columns space. Concerning this metric, EA overcame both VNS and SA. It can be
noted that SearchCol with the EA was able to attain the best solution value for six
instances, while VNS reached the best solution for five instances, and SA for only
one instance. Moreover, EA outperformed VNS in five instances — P§0_3, P80_4,
P80_5, P80_7 and P80_10 — against four for which VNS performed better — P80_1,
P80_6, P80_8 and P80_9.

To summarize, for this set of BDRP instances, SearchCol with EA is the
hybridization that was able to reach the best solution more times, which suggests
that EA is better equipped to explore the space of columns generated by the CG,
particularly by having a starting population of individuals with high diversity, some
totally random, and other biased to the linear solution of the CG. This also justifies
the higher accuracy of the other MH because they always start from a solution with
the schedule with higher value in the linear solution of the CG for each subproblem,
which is very similar in each run.

5 Conclusions and Future Work

In this study we assessed three metaheuristics as searcher component in the main
metaheuristic SearchCol. As application problem, a NP-hard real-life rostering
problem was used — the Bus Driver Rostering Problem. The metaheuristics under
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assessment comprise a recent EA, whose main features include: a special designed
individual representation where each allele represents a possible schedule for the
corresponding driver, a customizable evaluation function defined in the decom-
position model in order to benefit from problem information, variation operators
adapted to the solutions representation, and the data structures where the SearchCol
stores the subproblems solutions. The EA offers the option of using an elite pop-
ulation to keep the best individuals and also the use of a local search procedure to
explore the neighborhood of the best solution in some iterations of the EA. The
other metaheuristics assessed were the VNS and the SA.

The computational results revealed that the hybridization of CG and the EA is a
competitive metaheuristic. Albeit the good number of best solutions found by the
EA in the tests performed, we need to assure a higher stability in the achievement of
good solutions in every run. In the future we need to improve the generation of the
initial population to include good starting solutions, without losing diversity. In
addition, future work comprises the implementation of some diversity control, for
the cases that use random generators, especially the ones which are biased by the
CG linear solution values. We also need to test VNS and SA with solutions from
other generators.
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Effective Stopping Rule for Population-Based
Cooperative Search Approach to the Vehicle
Routing Problem

Dariusz Barbucha

Abstract The main goal of the paper is to propose an effective stopping criterion
based on diversity of the population implemented in cooperative search approach
to the vehicle routing problem. The main idea is to control diversity of the popula-
tion during the whole process of solving particular problem and to stop algorithm
when the stagnation in the population is observed, i.e. diversity of the population
does not significantly change during a given period of time. Computational experi-
ment which has been carried out confirmed that using the proposed diversity-based
stopping criterion may significantly reduce the computation time when compared
to using traditional criterion where algorithm stops after a given period of time (or
iterations), without significant deterioration of the quality of obtained results.

Keywords Cooperative search *+ Metaheuristics * Stopping criteria *+ Vehicle
routing problem

1 Introduction

Nowadays, metaheuristics are often used for solving computational difficult opti-
mization problems. They basically try to combine basic heuristic methods in higher
level frameworks aimed at efficiently and effectively exploring a search space [3].
Among many features of metaheuristics, which decide about the success of this
class of methods in effective solving various problems, the following ones are worth
mentioning: metaheuristics are strategies that “guide” the search process, techniques
which constitute metaheuristic algorithms range from simple local search procedures
to complex learning processes, during the whole process of search the dynamic
balance between diversification and intensification is achieved, they may incorpo-
rate mechanisms to avoid getting trapped in local optima of the search space, and
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more advanced metaheuristics may use search experience (embodied in some form
of memory) to guide the search [3].

Depending on the number of individuals on which the metaheuristics concentrate
during the process of solving instances of a given problem one can distinguish single
solution based metaheuristics (SBM), which concentrate on improving a single solu-
tion (individual), and population-based metaheuristics (PBM) [17], mostly inspired
by biological or social processes, which handle a population of individuals (each in-
dividual represents particular solution of the problem) that evolves with the help of
information exchange procedures. Whereas typical representatives of methods be-
longing to the first group are: Simulated Annealing (SA) [6], Tabu Search (TS) [10],
or Greedy Randomized Adaptive Search Procedure (GRASP) [7], the population-
based metaheuristics group, mostly inspired by biological or social processes, in-
cludes Evolutionary Algorithms (EA) [12, 16], Gene Expression Programming ap-
proaches [8], Scatter Search method (SS) [11], Particle Swarm Optimization (PSO)
[14] and Ant Colony Optimization (ACO) [9] algorithms.

A common general framework describing the process of solving instances of the
problem by PBM includes an initialization of population, generation of a new popu-
lation of individuals by using the operators defined over the members of the popula-
tion, and an integration this new population into the current one using some selection
(integration) procedures. The search process is terminated when a given condition
is satisfied [17].

Although all population-based methods share the main steps of the process of
solving instances of the problem, their performance differs because of the many pa-
rameters, which should be tuned in the process of implementation and running of
these methods and which can decide about success in using it for solving particular
problem. Among them, the most characteristic include the stopping criterion which
determines when the processes of search for the best solution should stop.

Most implementations of metaheuristics stop after performing a given maximum
number of iterations, reaching a limit on CPU resources or performing a given max-
imum number of consecutive iterations without improvement in the best-known so-
lution value [17]. However, in addition to the above traditional stopping criteria, the
stopping criteria used in population-based methods may be based on some statistics
of the current population or the evolution of a population.

The paper aims at proposing an effective stopping criterion based on diversity
of the population. The main idea is to control diversity of the population during
the whole process of solving particular problem, and to stop calculations when the
stagnation in the population is observed. Keeping the execution of a population-
based metaheuristic is useless in the situation when population diversity does not
significantly change in a given period of time. It is expected that using the proposed
stopping criterion the time needed by algorithm to solve the problem will decrease
without losing the quality of obtained results when compare to using traditional stop-
ping criterion where algorithm stops after a given period of time. The proposed stop-
ping criterion has been implemented in Cooperative Search Approach to the Vehicle
Routing Problem (VRP) and validated by a computational experiment.
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The rest of the paper includes the following sections. Section 2 aims at present-
ing details of the proposed cooperative search approach to the VRP with a broad
description of the suggested new stopping criterion. Section 3 presents assumptions,
goal, and results of computational experiment carried-out in order to validate effec-
tiveness of the approach with presence of diversity-based stopping criterion. Finally,
main conclusions and directions of future research are included in Sect. 4.

2 Cooperative Search Approach to the VRP

Among many approaches designed for solving different classes of real-world hard
optimization problems the dominant position enjoy algorithms which combine var-
ious algorithmic ideas, where population-based methods play important role. In the
recent years technological advances enabled development of various parallel and
distributed versions of the hybrid methods under the cooperative search umbrella
for solving computationally difficult optimization problems. According to Toulouse
et al. [18] “cooperative search is a parallelization strategy for search algorithms
where parallelism is obtained by concurrently executing several search programs”.

The idea of cooperative search has been used to design and implement Coopera-
tive Search Approach (CSA) with diversity-based stopping criterion to well known
combinatorial optimization problem - Vehicle Routing Problem. The main frame-
work of the proposed approach has been based on e-JABAT multi-agent system im-
plementation presented in [1].

2.1 Vehicle Routing Problem

VRP can be stated as the problem of determining optimal routes through a given
set of locations (customers) and defined on an undirected graph G = (V, E), where
V = {0,1,...,N} is the set of nodes and E = {(i,))|i,j € V} is a set of edges.
Node 0 is a central depot with NV identical vehicles of capacity W. Each other node
i € V\ {0} denotes customer characterized by coordinates in Euclidean space (x;, y;)
and a non-negative demand d;. Each link (i,j) € E denotes the shortest path from
customer / to j and is described by the cost ¢; and the time #;; of travel from i to j by

g

shortest path (i,j € V). It is assumed that Cjj = Cjiy b = tji(i,j ev.

The goal is to find a partition of V into NV routes of vehicles
R = {R17R2’ ’RNV}

that covers all customers and minimize the total cost of travel, and satisfies the fol-
lowing constraints:
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— eachroute R, (k € {1,2,...,NV}) starts and ends at the depot,

— each customer i € V' \ {0} is serviced exactly once by a single vehicle,

— the total load on any vehicle associated with a given route does not exceed vehicle
capacity (Vie(12....vv) 2ier, 4 < W)

— the total duration of any route R, (k € {1,2,...,NV}) should not exceed a preset
bound 7.

2.2 Model

The proposed cooperative search approach to the VRP (CSA-VRP) focuses on or-
ganizing and conducting the process of search for the best solution with using a set
of search programs SP = {SP(1),SP(2), ...,SP(nSP)} executed in parallel, where
each search program is an implementation of a single-solution method. During their
execution, the search programs operate on a population of individuals (trial solu-
tions) P = {Py, Py, ..., Ppypsize }» stored in a common, sharable memory (also called
warehouse or pool of solutions). Execution of search programs is coordinated by a
specially designed program, called solution manager, which acts as an intermediary
between common memory and search programs.

The whole process of search is organized as a sequence of steps, including
initialization and improvement phases, as it is shown in the pseudo-code in the
Algorithm 1 and described as follows.

Algorithm 1 Cooperative Search Approach to the VRP

Require:
SP = {SP(1),SP(2), ...,SP(nSP)} - a set of nSP search programs,
f - fitness function

Ensure:
s* - best solution found

I: Generate an initial population of solutions (individuals) P = {sy,s,,...

popSize - population size, and store them in the common memory

» SpopSize }, where

2: §* « argming cp f(s;) {find the current best solution}

3: repeat {in par'allel}

4: Select individual s, (k =1, ..., popSize) from the common memory
5: Select a search program SP(i) (i = 1, ...,nSP)

6:  Execute SP(i) on selected individual s, improving it and return s, as a resulting individual
7. if (new individual s} is accepted) then

8: Store 7 in the common memory

9:  endif
10:if (f(s}) <f(s*)) then
11: st e sy
12:  endif

13: until (stopping criterion is met)
14: return s*
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1. At first an initial population of solutions is generated randomly and stored in
the memory (line 1 of Algorithm 1). The best solution from the population is
recorded (line 2).

2. Next, at the following computation stages, individuals forming the initial popula-
tion are improved by search programs until stopping criterion is met. Five search
programs have been used in the proposed approach (see Table 1). They used ded-
icated local search heuristics operating on single (R; € R) or two (Rl-,Rj € R)
randomly selected route(s) (R - set of m routes, i # j, and i,j = 1,...,m). The
process of improvement of individuals forming the population are performed in
the following cycle (lines 3—13):

(a) A single individual from the memory is selected randomly and sent to the
selected search program, which tries to improve the received individual. In
order to prevent such solution from being sent to the other search program,
it is blocked for a period of time.

(b) After execution, the search program returns an individual. If individual has
been improved by search program, it is accepted and added to the population
of individuals replacing the first found worse individual from the current
population. Additionally, if a worse individual can not be found within a
certain number of reviews (review is understood as a search for the worse
individual after an improved solution is returned by the search program) then
the worst individual in the common memory is replaced by the randomly
generated one representing a feasible solution.

(c) If currently improved individual is better than the best one it is remembered.

3. The process of search stops when the stopping criterion is met (line 13). The
best solution stored in the population is taken as the final solution of the given
problem instance (line 14).

2.3 Stopping Criterion

The proposed stopping criterion implemented in the CSA-VRP is based on pop-
ulation diversity, which is controlled during the whole process of search for the
best solution. Measuring diversity of the population requires definition of the dis-
tance between solutions s; and s; in the search space - dist(s;, s;). Having the dis-

j
tance, the average distance - dmm(P) for the whole population P can be defined as

dmm(P) = (Zs,.e p ZSJE Pt dist(s;, 5;))/ (popSize * (popSize —1)) [17]. It is easy to
see, that if the average distance between individuals is large, the population diversity
is high, otherwise the population has low diversity.

In order to control diversity of the population in the CSA-VRP, a measure par-
tially based on the Jaccard coefficient (distance) (or Tanimoto distance, Marczewski-
Steinhaus distance) - J3(A, B), which measures dissimilarity between sample sets A
and B [13], has been defined. Jaccard distance is complementary to the Jaccard simi-
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larity coefficient, measured as J(A, B) = |AUB|/|ANB| and is obtained by subtracting
the Jaccard distance from 1, or, equivalently, by dividing the difference of the sizes
of the union and the intersection of two sets by the size of the union:

|[AUB| - ]ANB|

It is easy to see that if all elements in sets A and B are different then J5(A, B) = 1,
otherwise if A and B share the same elements then J5(A, B) = 0.

Table 1 Agents and their characteristics [2]

Agent Description

30pt An implementation of the 3-opt procedure operating on a single route R;.
Three randomly selected edges are removed and next remaining segments are
reconnected in all possible ways until a new feasible solution (route) is
obtained

2Lambda | A modified implementation of the dedicated local search method based on
A-interchange local optimization method. At most A customers are moved or
exchanged between two selected routes R; and R;. In the proposed
implementation, it has been assumed that A = 2

2LambdaC| Another implementation of the dedicated local search method which operates
on two routes, and is based on exchanging or moving selected customers
between these routes. Here, selection of customers to exchange or movement
is taken in accordance to their distance to the centroid of their original route.
First, a given number of customers from two selected routes R; and R; for
which the distance between them and the centroid of their routes are the
greatest are removed from their original routes. Next, they are moved to the
opposite routes and inserted in them on positions, which give the smallest
distance between newly inserted customers and the centroid of this route

Crossi1 An agent which is implementation of the one-point crossover operator.
Initially one point is randomly selected on each route R; and R;, dividing
these routes on two subroutes. Next, the first subroute of R; is connected with
the second subroute of Rj, and the first subroute of Rj is connected with the
second subroute of R;

Cross2 An implementation of the two-point crossover operator. Initially two points
are selected randomly on each route R; and R, dividing these routes on three
subroutes. Next, the middle parts (between crossing points) of each route are
exchanged between considered routes

Basing on the above Jaccard’s similarity coefficient, and also being inspired by
similarity measure for the TSP used by Boese et al. [4], a distance between two
solutions s; and s; of the VRP has been defined. Let E[i] and E[;] be a set of edges in
solution s; and s;, respectively. Similarity between two solutions s; and s; is measured
as a number of edges shared by both solutions divided by the number of total edges
used arising in both solutions. Hence, the distance (distVRP(s;, s;)) between these
solutions is calculated as:
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E[i] U E[f]| — |E[i] n E[j
distVRP(s.5) = [l]u|13[][]i;uls[§ﬁm - @

The average distance in population of solutions (dmmVRP(P)) is given by the
formula:

Zs,-GP ZsjeP,siq’:sj diSIVRP(si’ S/)
dmmVRP(P) = : . 3
popSize * (popSize — 1)

dmmVRP(P) € [0; 1] and if population consists of the same solutions (is not di-
versified) then dmmVRP(P) = 0, and if population of solutions includes completely
different solutions (sets of routes including different edges) then dmmVRP(P) = 1.

Basing on the above notation the stopping criterion used in line 13 of Algorithm
1 has been defined in the following form

((dmmVRP(P,) — dmmVRP(P,_,)) < divLevel)

where dmmVRP(P,) and dmmVRP(P,_,) denote the average distances in population
of solutions measured at time ¢ and 7 — 1, respectively, and divLevel is a predefined
threshold measuring the minimal required difference between diversity of the popu-
lation in two consecutive points of measure in order to say that the population is still
diversified.

Proposed stopping criterion says that if difference between average distances in
population defined on the left hand side of the stopping condition falls bellow a
given threshold divLevel (the population stays non-diversified and the process of
stagnation is observed), keeping the execution of the algorithm is useless and the
algorithm stops.

3 Computational Experiment

3.1 Experiment Goal and Main Assumptions

Computational experiment has been carried out in order to validate the effectiveness
of the proposed approach. The main goal of it was to determine to what extent (if any)
the stopping criterion based on diversity of the population influences computation
results produced by the proposed approach?

After the preliminary experiment, it has been decided that diversity of the pop-
ulation was measured every 300 iterations, and the threshold divLevel has been set
and tested at three levels: divLevel = 0.1,0.01,0.001.

The benchmark set of Christofides et al. [5] including 14 instances has been in-
volved in the experiment. The instances contain 50-199 customers with only ca-
pacity (vrpncl-vrpnc5, vrpncl1-12) and, some of them, maximum length route re-
strictions (vrpnc6-vrpnc10, vrpnc13-14). Each instance was solved 10 times for each
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setting of divLevel. Additionally, each instance has been solved in presence of static
and dynamic stopping criteria. In total 700 ((14*3 + 14*2) X 10) test problems have
been solved in the experiment.

Mean relative error - MRE (in %) from the optimal (or the best known) solution,
reported in [15], and computation time (in sec.) have been chosen as measures of the
quality of the results obtained by the proposed approach.

All computations have been carried out on PC with Intel Core i5-2540M CPU
2.60 GHz and 8 GB RAM running under MS Windows 7 operating system.

3.2 Results Presentation and Analysis

Results of the experiment are presented in Table 2. The first column of this table
includes names of the instances, and for each instance, the remaining columns con-
tain MRE and the computation time for the CSA-VRP with diversity-based stopping
criteria applied with different divLevel values set.

Table2 Results (MRE from the best known solution in % and time in s.) obtained by the CSA-VRP
for all tested instances in presence of diversity-based stopping criterion

Diversity-based stopping criterion
Instance divLevel = 0.1 divLevel = 0.01 divLevel = 0.001
MRE Time MRE Time MRE Time

vrpncl 0.23% 6.90 0.00 % 11.53 0.00 % 23.49
vrpnc2 1.58 % 7.32 1.63 % 8.29 1.50 % 16.32
vrpnc3 0.89 % 12.55 0.84 % 14.47 0.82 % 39.38
vrpnc4 3.44 % 14.81 2.12% 34.74 1.99 % 53.28
vrpnc5 4.03 % 22.69 3.39% 64.86 2.79 % 117.76
vrpnc6 0.37% 4.94 0.69 % 42.45 0.34 % 61.42
vrpnc7 224 % 9.33 1.90 % 18.89 1.25% 39.69
vrpnc8 2.61% 11.21 1.37% 34.04 1.24 % 78.67
vrpnc9 4.14 % 14.85 291 % 39.75 2.80 % 59.46
vrpncl0 4.26 % 20.22 347 % 111.71 221% 164.07
vrpncll 227% 14.83 0.36 % 14.15 0.12% 44.37
vrpncl2 0.32% 11.07 0.03 % 16.74 0.06 % 45.88
vrpncl3 243 % 14.33 2.36 % 46.52 2.03% 53.11
vrpncl4 0.13% 10.60 0.05 % 29.64 0.05 % 65.89
Average 2.07% 12.55 1.51% 34.84 1.23% 61.63

Analysis of the obtained results allows one to conclude that the proposed CSA-
VRP produces good results with average MRE equal to 1-2 %. Although, as it was
expected, the best average MRE is observed for divLevel = 0.001 and the worst for
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divLevel = 0.1, the difference between these results does not exceed 1 %. Simulta-
neously one can observe that longer time has been required in order to obtain better
results.

In order to discover benefits from applying diversity-based stopping criterion it
has been also decided to carry out an experiment where typical static stopping crite-
rion (algorithm stops after given period of time) has been used within the CSA-VRP
instead of diversity-based one. Because of the fact that arbitrary choice of the amount
of time after which the algorithm should stop is not obvious, it has been decided to
stop algorithm after 3 min (3 times longer that average time for diversity-based stop-
ping criterion with divLevel = 0.001). Results of this part of the experiment are
presented in Table 3, where besides the name of the instance, MRE and computation
time have been also included.

Looking at results in Table 3, it is easy to see that although the average MRE has
been improved (0.97 %) in comparison with the best result from Table?2 (1.23 %),
the difference in MRE is not significant (0.26 %), despite the significant increase of
computation time (3 times longer).

Table3 Results (MRE from the best known solution in % and time in s.) obtained by the CSA-VRP
for all tested instances in presence of static stopping criterion (3 min)

Static stopping criterion
Instance 3 min
MRE Time

vrpncl 0.00 % 179.86
vrpnc2 0.01% 181.56
vrpnc3 0.43 % 180.63
vrpnc4 0.85% 182.10
vrpnc5 371 % 179.58
vrpnc6 0.00 % 178.56
vrpnc7 0.35% 179.82
vrpnc8 0.00 % 180.54
vrpnc9 1.97 % 181.54
vrpncl0 4.09 % 180.02
vrpncll 0.17% 179.54
vrpncl2 0.00 % 180.41
vrpncl3 1.95% 181.64
vrpncl4 0.00 % 181.68
Average 0.97 % 180.53
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4 Conclusions

The paper focused on Cooperative Search Approach for the Vehicle Routing Prob-
lem, where the process of solving the problem is carried-out by a set of search pro-
grams operating on population of solutions stored in the common sharable memory.
The main goal of the paper was to propose an effective stopping criterion based on
diversity of the population. Diversification of the population is controlled during the
whole process of solving the problem, and the algorithm stops when the stagnation
in the population is observed, i.e. diversity of the population does not significantly
change during a given period of time.

The experiment carried out on instances of the VRP showed that using the pro-
posed diversity-based stopping criterion may significantly reduce the computation
time when compare to using traditional criterion where algorithm stops after a given
period of time (or iterations), without significant deterioration of the mean relative
error.

Future research will focus on proposing different measures of distance between
solutions and diversity of the population.
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GEFCOM 2014—Probabilistic Electricity
Price Forecasting

Gergo Barta, Gyula Borbely Gabor Nagy, Sandor Kazi
and Tamas Henk

Abstract Energy price forecasting is a relevant yet hard task in the field of multi-
step time series forecasting. In this paper we compare a well-known and established
method, ARMA with exogenous variables with a relatively new technique Gradient
Boosting Regression. The method was tested on data from Global Energy Forecast-
ing Competition 2014 with a year long rolling window forecast. The results from
the experiment reveal that a multi-model approach is significantly better performing
in terms of error metrics. Gradient Boosting can deal with seasonality and auto-
correlation out-of-the box and achieve lower rate of normalized mean absolute error
on real-world data.

Keywords Time series * Forecasting * Gradient boosting regression trees * Ensem-
ble models * ARMA * Competition - GEFCOM

1 Introduction

Forecasting electricity prices is a difficult task as they reflect the actions of vari-
ous participants both inside and outside the market. Both producers and consumers
use day-ahead price forecasts to derive their unique strategies and make informed
decisions in their respective businesses and on the electricity market. High preci-
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sion short-term price forecasting models are beneficial in maximizing their profits
and conducting cost-efficient business. Day-ahead market forecasts also help sys-
tem operators to match the bids of both generating companies and consumers and to
allocate significant energy amounts ahead of time.

The methodology of the current research paper originates from the GEFCOM
2014 forecasting contest. In last year’s contest our team achieved a high ranking
position by ensembling multiple regressors using the Gradient Boosted Regression
Trees paradigm. Promising results encouraged us to further explore potential of the
initial approach and establish a framework to compare results with one of the most
popular forecasting methods; ARMAX.

Global Energy Forecasting Competition is a well-established competition first
announced in 2012 [1] with worldwide success. The 2014 edition [2] put focus on
renewal energy sources and probabilistic forecasting. The GEFCOM 2014 Proba-
bilistic Electricity Price Forecasting Track offered a unique approach to forecasting
energy price outputs, since competition participants needed to forecast not a single
value but a probability distribution of the forecasted variables. This methodological
difference offers more information to stakeholders in the industry to incorporate into
their daily work. As a side effect new methods had to be used to produce probabilistic
forecasts.

The report contains five sections:

. Methods show the underlying models in detail with references.
. Data description provides some statistics and description about the target vari-
ables and the features used in research.
3. Experiment Methodology summarizes the training and testing environment and
evaluation scheme the research was conducted on.
4. Results are presented in a the corresponding section.
5. Conclusions are drawn at the end.

DN =

2 Methods

Previous experience showed us that oftentimes multiple regressors are better than
one [4]. Therefore we used an ensemble method that was successful in various other
competitions: Gradient Boosted Regression Trees [5—7]. Experimental results were
benchmarked using ARMAX; a model widely used for time series regression. GBR
implementation was provided by Python’s Scikit-learn [8] library and ARMAX by
Statsmodels [9].

2.1 ARMAX

We used ARMAX to benchmark our methods because it is a widely applied method-
ology for time series regression [10—14]. This method expands the ARMA model
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with (a linear combination of) exogenic inputs (X). ARMA is an abbreviation of
auto-regression (AR) and moving-average (MA). ARMA models were originally
designed to describe stationary stochastic processes in terms of AR and MA to sup-
port hypothesis testing in time series analysis [15]. As the forecasting task in question
has exogenic inputs by specification therefore ARMAX is a reasonable candidate to
be used as a modeler.

Using the ARMAX model (considering a linear model wrt. the exogenous input)
the following relation is assumed and modeled in terms of X, which is the variable in
question at the time denoted by 7. According to this the value of X, is a combination
of AR(p) (auto-regression of order p), MA(g) (moving average of order ¢) and a
linear combination of the exogenic input.

P q b
X, =€+ Z @iXi—i + Z O Z nid, (i) )]
i=1 i=1 i=0

The symbol ¢, in the formula above represents an error term (generally regarded
as Gaussian noise around zero). Zfz @,;X,_; represents the autoregression submodel
with the order of p: ¢, is the i-th parameter to weight a previous value. The elements
of the sum E?z | i€, are the weighted error terms of the moving average submodel
with the order of g. The last part of the formula is the linear combination of exogenic
input d,

Usually p and ¢ are chosen to be as small as they can with an acceptable error.
After choosing the values of p and g the ARMAX model can be trained using least
squares regression to find a suitable parameter setting which minimizes the error.

2.2 Gradient Boosting Decision Trees

Gradient boosting is another ensemble method responsible for combining weak
learners for higher model accuracy, as suggested by Friedman in 2000 [16]. The
predictor generated in gradient boosting is a linear combination of weak learners,
again we use tree models for this purpose. We iteratively build a sequence of mod-
els, and our final predictor will be the weighted average of these predictors. Boosting
generally results in an additive prediction function:

X =B +HXD+ ... +/,X) 2)

In each turn of the iteration the ensemble calculates two set of weights:

1. one for the current tree in the ensemble
2. one for each observation in the training dataset
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The rows in the training set are iteratively reweighted by upweighting previously
misclassified observations.

The general idea is to compute a sequence of simple trees, where each successive
tree is built for the prediction residuals of the preceding tree. Each new base-learner
is chosen to be maximally correlated with the negative gradient of the loss function,
associated with the whole ensemble. This way the subsequent stages will work harder
on fitting these examples and the resulting predictor is a linear combination of weak
learners.

Utilizing boosting has many beneficial properties; various risk functions are
applicable, intrinsic variable selection is carried out, also resolves multicollinearity
issues, and works well with large number of features without overfitting.

3 Data Description

The original competition goal was to predict hourly electricity prices for every hour
on a given day. The provided dataset contained information about the prices on
hourly resolution for a roughly 3 year long period between 2011 and 2013 for an
unknown zone. Beside the prices two additional variables were in the dataset. One
was the Forecasted Zonal Load ('z’) and the other was the Forecasted Total Load
('t"). The first attribute is a forecasted electricity load value for the same zone where
the price data came from. The second attribute contains the forecasted total elec-
tricity load in the provider network. The unit of measurement for these variables
remain unknown, as is the precision of the forecasted values. Also, no additional
data sources were allowed to be used for this competition.

Table 1 Descriptive statistics for the input variables and the target

Price Forecasted total load | Forecasted zonal load
count 25944 25944 25944
mean 48.146034 18164.103299 6105.566181
std 26.142308 3454.036495 1309.785562
min 12.520000 11544 3395
25 % 33.467500 15618 5131
50 % 42.860000 18067 6075
75 % 54.24 19853 6713.25
max 363.8 33449 11441

In Table 1 we can see the descriptive statistic values for the original variables and
the target. The histogram of the target variable (Fig. 1) is a bit skewed to the left with
a long tail on the right and some unusual high values. Due to this characteristic we
decided to take the natural log value of the target and build models on that value. The
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model performance was better indeed when they were trained on this transformed

target.

Fig. 1 Price histogram

The distribution of the other two descriptive variables are far from normal as we
can see on Fig. 2. As we can see the shapes are very similar for these variables with
the peak, the left plateau and the tail on the right. They are also highly correlated
with a correlation value of ~0.97, but not so much with the target itself (~0.5-0.58)

(Table 2)

o £
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Fig. 2 Forecasted total load and forecasted zonal load histograms

Table 2 Correlation matrix of input variables

Price Forecasted zonal load | Forecasted total load
Price 1.0 0.501915 0.582029
Forecasted zonal load | 0.501915 1.0 0.972629
Forecasted total load | 0.582029 0.972629 1.0

Beside the variables of Table 1 we also calculated additional attributes based on
them: several variables derived from the two exogenous variable 'z’ and ¢, also
date and time related attributes were extracted from the timestamps (see Table 3 for

details).

During the analysis we observed from the autocorrelation plots that some vari-
ables value have stronger correlation with its +/— 1 h value, so we also calculated



72

G. Barta et al.

these values for every row. Figure 3 shows 3 selected variables to be shifted as the
autocorrelation values are extremely high when a lagging window of less than 2 h

is used.

Fig. 3 Autocorrelation of
tzdif, zdif and y_M24
variables

(1]
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Table 3 Descriptive features used throughout the competition

Variable name Description

dow Day of the week, integer, between 0 and 6
doy Day of the year, integer, between 0 and 365
day Day of the month, integer, between 1 and 31
woy Week of the year, integer, between 1 and 52
hour Hour of the day, integer, 0-23

month Month of the year, integer, 1-12

t_M24 t value from 24 h earlier

t_M48 t value from 48 h earlier

z_M24 z value from 24 h earlier

z_M48 z value from 48 h earlier

tzdif The difference between t and z

tdif The difference between t and t_M24

zdif The difference between z and z_M24

In Fig. 4 figure we can see an autocorrelation plot of price values in specific hours
and they are shifted in days (24 h). It is clearly seen that the autocorrelation values
for the early and late hours are much higher than for the afternoon hours. That means
it is worth to include shifted variables in the models as we did. Not surprisingly the
errors at the early and late hours were much lower than midday and afternoon.
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Fig. 4 Autocorrelation of price values at specific hours, shifted in days

Table 4 Attribute importances provided by GBR

Attribute GBR variable importance
tzdif 0.118451
tdif 0.092485
zdif 0.090757
z 0.090276
hour 0.085597
t 0.078957
z_M48 0.078718
t_M48 0.076352
t_M24 0.069791
z_M24 0.069072
doy 0.067103
day 0.056018
dow 0.024973
month 0.001449

Gradient Boosting Regression Trees also provided intrinsic variable importance
measures. Table 4 shows that (apart from the original input variables) the calculated
differences were found to be important. The relatively high importance of the hour
of day suggests strong within-day periodicity.
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4 Experiment Methodology

In our research framework we abandoned the idea of probabilistic forecasting as
this is a fairly new approach and our goal was to gain comparable results with well-
established conventional forecasting methods; ARMAX in this case.

We used all data from 2013 as a validation set in our research methodology (unlike
in the competition where specific dates were marked for evaluation in each task).
To be on a par with ARMAX we decided to use a rolling window of 30 days to
train GBR. This means much less training data (a substantial drawback for the GBR
model), but yields comparable results between the two methods.

The target variable is known until 2013-12-17, leaving us with 350 days for test-
ing. For each day the training set consisted of the previous 1 month period, and
the subsequent day was used for testing the 24 hourly forecasts. On some days the
ARMAX model did not converge leaving us with 347 days in total to be used to assess
model performance. The forecasts are compared to the known target variable, we pro-
vide 2 metrics to compare the two methods: Mean Absolute Error (MAE) and Root
Mean Squared Error (RMSE). Gradient Boosting and ARMAX optimizes Mean
Squared Error directly meaning that one should focus more on RMSE than MAE.

5 Results

Figure 5 compares the model outputs with actual prices for a single day. While
Table 5 shows the descriptive statistics of the error metrics: mae_p_armax,
rmse_p_armax, mae_p_gbr and rmse_p_gbr are the Mean Absolute Errors and Root
Mean Squared Errors of ARMAX and GBR models respectively. The average of the
24 forecasted observations are used for each day, and the average of daily means
are depicted for all the 347 days. In terms of both RMSE and MAE the average
and median error is significantly lower for the GBR model; surpassing ARMAX
by approx. 20 % on average.

During the evaluation we came across several days that had very big error mea-
sures, filtering out these outliers represented by the top and bottom 5% of the
observed errors we have taken a t-test to confirm that the difference between the
two models is indeed significant (r = 2.3187, p = 0.0208 for RMSE).

6 Conclusions and Future Work

The GEFCOM competition offered a novel way of forecasting; probabilistic fore-
casts offer more information to stakeholders and is an approach worth investigating
in energy price forecasting. Our efforts in the contest were focused on developing
accurate forecasts with the help of well-established estimators in the literature used
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Table 5 Descriptive statistics for the error metrics
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mae_p_armax rmse_p_armax mae_p_gbr rmse_p_gbr

count 347 347 347 347

mean 8.640447 10.395176 7.126920 8.496357
std 11.809438 13.822071 10.396122 11.627084
min 1.223160 1.781158 1.020160 1.302484
5.0% 2.083880 2.673257 1.439134 1.785432
50 % 5.152181 6.088650 3.520733 4.144649
95 % 27.049138 31.339932 27.171626 31.122828
max 101.081747 106.317998 77.819519 83.958518

in a fairly different context. This approach was capable of achieving roughly 10™
place in the GEFCOM 2014 competition Price Track and performs surprisingly well
when compared to the conventional and widespread benchmarking method ARMAX
overperforming it by roughly 20 %.

The methodology used in this paper can be easily applied in other domains of
forecasting as well. Applying the framework and observing model performance on
a wider range of datasets yields more robust results and shall be covered in future

work.

Fig. 5 Within-day price
forecasts for 2013-02-19
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During the competition we filtered the GBR training set to better represent the
characteristics of the day to be forecasted, which greatly improved model perfor-
mance. Automating this process is also a promising and chief goal of ongoing

research.
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Nearest Neighbour Algorithms
for Forecasting Call Arrivals in Call Centers

Sandjai Bhulai

Abstract We study a nearest neighbour algorithm for forecasting call arrivals to
call centers. The algorithm does not require an underlying model for the arrival rates
and it can be applied to historical data without pre-processing it. We show that this
class of algorithms provides a more accurate forecast when compared to the conven-
tional method that simply takes averages. The nearest neighbour algorithm with the
Pearson correlation distance function is also able to take correlation structures, that
are usually found in call center data, into account. Numerical experiments show that
this algorithm provides smaller errors in the forecast and better staffing levels in call
centers. The results can be used for a more flexible workforce management in call
centers.

1 Introduction

Most organizations with customer contact have a call center nowadays, or hire spe-
cialized firms to handle their communications with customers through call centers.
Current trends are towards an increase in economic scope and workforce (see [7]).
Hence, there is an enormous financial interest in call centers that leads to the impor-
tance of efficient management of call centers. The efficiency relates to the efficient
use of the workforce, since the costs in a call center are dominated by personnel
costs.

The basis of efficient workforce management in call centers is the well-known
Erlang-C model (see [6]). This model is used to compute the minimum number of
service representatives needed to meet a target service level. Halfin and Whitt [10]
suggest the square-root safety-staffing principle, recommending the number of rep-
resentatives to be equal to the offered load with some additional safety staffing to
compensate for stochastic variability. The Erlang-C model is perhaps the simplest
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model in call center circles. For many applications, however, the model is an over-
simplification due to the assumption of a constant arrival rate over the whole day.
Common call center practice is to use the stationary independent period-by-period
(SIPP) approximation (see [9]). The SIPP approximation uses the average arrival rate
over a period of 15 or 30 min, based on historical data, and the number of service
representatives in that period as input to the stationary Erlang-C model to approx-
imate performance in that period. The pointwise stationary approximation (PSA,
see [8]) is the limiting version of the SIPP approximation when the period length
approaches zero.

The stationary models implicitly assume that the time required for the system to
relax is small when compared to the length of the period. However, abrupt changes
in the arrival rate, or overload situations during one or more periods lead to non-
stationary behaviour that must be accounted for. Yoo [16] and Ingolfsson et al. [12]
present methods to calculate the transient behaviour by numerically solving the
Chapman-Kolmogorov forward equations for the time-varying M,/M/c, queueing
system. While non-stationary models perform well and can be used for workforce
management, they assume that the overall arrival rate is known. In practice, the
arrival rate is predicted from historical data and is not known with certainty in
advance. The risk involved in ignoring this uncertainty can be substantial. A call
center that is planning to operate at 95 % utilization, can experience an actual uti-
lization of 99.75 % with exploding waiting times when the arrival rate turns out to
be 5 % higher than planned (see [7]).

The rise in computational power and large call center databases bring forth new
forecasting techniques that increase the accuracy of the forecasts. In this paper we
present a K-nearest neighbour algorithm for forecasting the arrival rate function
dynamically. The method is based on comparing arrival rate functions on different
days with the observed pattern so far. The K arrival rate functions that are closest,
with respect to some distance function, to the observed pattern are used to forecast
the call arrival rate function for the rest of the planning horizon. The algorithm is
able to take into account the correlations in call center data found by [3]. Moreover,
the algorithm does not require a model and can be applied without pre-processing
the historical data. The resulting forecast of the K-nearest neighbour algorithm can
be used to create more accurate calculations of the number of representatives that is
needed to meet the service level (e.g., by using the non-stationary models).

The outline of the paper is as follows. In Sect.2 we give the exact problem for-
mulation. We then continue to present the K-nearest neighbour algorithm, that will
be used to solve the problem in Sect. 3. A case study with the results of applying this
algorithm are presented in Sect. 4. Finally, Sect. 5 concludes the paper by summa-
rizing the main results.



Nearest Neighbour Algorithms for Forecasting Call Arrivals in Call Centers 79

2 The Forecasting Problem

Consider a call center whose statistics are stored in a large database. Typically, the
statistics contain a lot of information on each individual call, such as the starting
time, the end time, the waiting time, the handling agent, and much more. In prac-
tice, many call centers store summarized historical data only, due to the historically
high cost of maintaining and storing large databases even if these reasons are no
longer prohibitive. Let us therefore assume that the data is aggregated over a period
of length A¢ minutes. Note that when At is sufficiently small, we get the information
on individual calls back. For our purpose of forecasting the call arrival rate function,
we concentrate on the number of calls in a period of length Ar.

The length of a period Ar together with the opening hours of the call center define
n periods over the day, which we denote by 7, ..., #,. Assume that the database con-
tains mrecords, i.e., data on aggregated call arrivals of m days. Then we can represent
the database by an m X n matrix H, where entry h, ; represents the number of calls
that occurred on day d in period ¢; of length At ford =1,... ,mandi=1,...,n.

Data analysis (see, e.g., [3, 15]) shows that the shape of the call arrival rate func-
tion on a particular day of the week is usually the same over different weeks. In
case of an unusual event, e.g., a holiday, the shape differs significantly. Therefore, in
practice, the data is cleaned first by removing records for weeks containing unusual
events, and the matrix H is divided into submatrices HV, ..., H? per day of the
week. Conventional forecasting algorithms base their forecast on this data by taking
the mean number of call arrivals for that period based on the historical values of that
day. Thus, the forecast F l.CV for the number of calls in period ¢; on day j of the week

is given by
k
cv _ 1 Q)
Fi Tk le hd,i’

fori=1,...,n, where k is the number of records in the submatrix H®.

The conventional algorithm ignores additional structure that is present in the call
arrival pattern. From data analysis it is known that there is a significant correlation in
call arrivals across different time periods in the same planning horizon. Typically, the
first few hours of a day often provide significant information about the call volumes
for the remainder of the day. The models suggested in [2, 13, 15] use this structure
to determine the total number of calls over the day and distribute the calls according
to the correlated structure over the different periods. These models, however, mostly
focus on estimation rather than on prediction and also rely on the time-consuming
data analysis and preparation to determine parameters of the models.

The discussion above shows that there is still a need for efficient computational
algorithms that do not require the tedious data analysis and use the correlation struc-
tures in the call arrivals to yield accurate forecasts. Consequently, the algorithm
should also be able to update the forecast as soon as new information on call arrivals
is available. A possible way to do this is to compare arrival rate functions of different
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days with the observed pattern so far. The arrival rate functions that are closest, with
respect to some distance function, to the observed pattern can then be used to fore-
cast the call arrival rate function for the rest of the planning horizon. This leads to the
class of nearest neighbour algorithms. The distance function can be used to capture
the correlation structures in call arrivals. Moreover, the algorithm does not require
a model and can be applied without pre-processing or analyzing the historical data.

3 The K-Nearest Neighbour Algorithm

The K-nearest neighbour algorithm (see, e.g., [4]) is a machine learning technique
that belongs to the class of instance-based learners. Given a training set, a similar-
ity measure over patterns, and a number K, the algorithm predicts the output of a
new instance pattern by combining (e.g., by means of weighted average) the known
outputs of its K most similar patterns in the training set. The training data is stored
in memory and only used at run time for predicting the output of new instances.
Advantages of this technique are the (implicit) construction of a local model for
each new instance pattern, and its robustness to the presence of noisy training pat-
terns (cf., e.g., [14]). Nearest neighbour algorithms have been successfully applied
to many pattern recognition problems, such as scene analysis (see [5]) and robot
control (see [1]).

Application of K-nearest neighbour algorithms to our forecasting problem in call
centers translates into the prediction of the arrival rate function until the end of the
planning horizon, based on matching K arrival rate functions to the pattern observed
so far. More formally, suppose that we have observed the call arrival rates ry, ..., r,
on a specific day in periods #{, ... ,¢, where x < n. Let us call this information the
reference tracer, = (ry, ..., r,). The nearest neighbour algorithm compares the refer-
ence trace to historical datah; , = (b, ... , hy,) from the matrix H ford = 1, ... ,m.
The comparison is based on a distance function D(r,, k), which is defined by a
norm on the space of the traces. The K nearest traces with respect to the distance
function D are used to generate a forecast for the arrival rates 7., ..., 7, in peri-
ods? 1, ...,1,. The result depends on the value of K as well as on the choice of the
distance measure D.

In the next subsections we will describe two distance functions, the Euclidean dis-
tance and the Pearson correlation distance, that we will use in the numerical exper-
iments. The former distance function can be seen as the conventional forecasting
algorithm when restricted to the submatrices HV, ..., H). The latter distance func-
tion is our novel approach to forecasting the call arrival rate function. Each subsec-
tion will motivate the choice of the distance function, and describe how to generate
forecasts.
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Euclidean Distance (ED)
The Euclidean distance is the most widely used and the most natural distance func-
tion to use. It is defined by the Euclidean norm

X

EDG. By = | Y~ hg?]

i=1

The effect of using this distance function in the nearest neighbour algorithm is that
traces are considered to be near when the arrival rates in the historical data almost
exactly match the observed arrival rates in the different periods. By selecting the K

nearest traces, say on days dy, ... , dg, the forecast for period ¢, is given by
FED—l[h + ot hy ]
i K dy,i dg,i]»

fori=x+1,...,n.

Note that by restricting to a specific day j of the week, i.e., to the submatrix H?,
we get the conventional forecast F l.CV. Also observe that the distance function is sen-
sitive to trends and days with special events. Hence, this distance function actually
requires cleaned historical data without trends and days with special events. There-
fore, the forecast needs to be adjusted for these situations.

Pearson Correlation Distance (PD)

The Pearson Correlation distance is based on the correlation coefficient between two
vectors. A correlation value close to zero denotes little similarity, whereas a value
close to one signifies a lot of similarity. Hence, the definition of the distance function
is given by

PD(r.h,,) = 1 — |correlation(r,, k)|
. (x—1 Y, (r; — mean(r,)) (hy; — mean(h,,))
2 2
Y, (r;—mean(r))” ¥, (hy; — mean(h,,))

s

where mean(r,) = i Y., r; and mean(h, ) = i Y hy,- Note that the function
looks at similarities in the shape of two traces rather than the exact values of the data.
Consequently, this function answers the need to capture correlation structures in the
call rates. Moreover, it does not require cleaned data, because it is less sensitive to
trends and special events.

When the K nearest traces have been selected, say on days dy, ... , di, the forecast
for period ¢#; cannot be generated as in the case of the Euclidean distance. Since the

distance function selects traces based on the shape, the offset of the trace for day d;

needs to be adjusted by
X
1
Cdj = — [ Z(ri - hdj’l):l
S
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Therefore, the forecast for period ¢, is given by

1

1
FPD = E [(hdl,i + Cdl) + -+ (th,i + Cdk)],

fori=x+1,...,n.

4 Numerical Experiments

In this section we illustrate the nearest neighbour algorithm using real call center data
of an Israeli bank. The call center data with documentation are freely available from
http://iew3.technion.ac.il/serveng/callcenterdata/. The data contains records during
a period of a year. The call center is staffed from 7 am to midnight from Sunday to
Thursday, it closes at 2 pm on Friday, and reopens at 8 pm on Sunday.

In our experiments we take for practical staffing purposes 4t to be equal to 15 min.
Thus, taking the opening hours on Sunday until Thursday into account, we have 68
periods for which the number of arriving calls are aggregated per 15 min. Given these
5 days, we therefore have 5 X 52 records, which are used to construct the matrix H
and the submatrices HV, ..., H®,

In order to evaluate the quality of the forecasts produced by the nearest neigh-
bour algorithm, we pick a reference day and assume that the call arrival function r,
up to period x € {1, ..., 68} is known. The nearest neighbour algorithm then selects
K traces that are nearest to r, and generates forecasts as explained in the previous
section. In principle, the nearest neighbour algorithm can be run every time new
data of the reference trace is available. In practice, reacting to every new forecast
might lead to many different staffing configurations which might not be manage-
able. Therefore, we choose to update the forecast only at specific moments of the
day. Based on the data of the call center, see Fig. 1, we identify three moments over
the day at which the forecast is updated. Figure 1 shows the mean arrival rates for

Fig. 1 Forecast update - ey
moments over the day
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the different days of the week, and identifies 9 am (start of period 9), 1 pm (start of
period 25), and 6 pm (start of period 45) as update moments.

Having described the setup of the experiments, we continue to describe the
forecasting algorithms that we will compare in the experiments. We shall compare
the conventional way of forecasting (CV), described in Sect. 2, and the K nearest
neighbour algorithm with the Euclidean distance (ED) and the Pearson correlation
distance (PD), described in Sect. 3. Note that the conventional algorithm CV is equiv-
alent to ED when K is set equal to the total number of records available. These
algorithms will also be compared by forecasting based on separated days of the week
HWD, ... ,H® (SWD) and combined days of the week H (CWD).

Evaluation from a Statistical Perspective

In this subsection we will compare the algorithms CV, ED, and PD based on SWD
and CWD, resulting in 6 algorithms. Since the presentation of these algorithms for
5 days of the week with three update moments in a day (giving 15 combinations)
is too extensive, we only present the Wednesday with 1 pm as the update moment
as a representative case. We evaluate the forecast at the start of period 25 and we
define the error of the forecast as the average over the absolute differences between
the forecasted number of calls and the actual realization in periods 25, ..., 44. It is
not necessary to take the other periods into account, since at the start of period 45
the algorithm will update the forecast again.

(Seperated Woring Days) ~ WEDNESOAY Periodd (Contined Warking Days) — WEDNESDAY Perioda

E] E] O EY E] o0 £ %

Fig. 2 Forecast errors for CV, ED, and PD under SWD and CWD as a function of K

We start by comparing the different algorithms by studying the error as a function
of the size of the neighbourhood K. Figure 2 shows the error for the CV, ED, and PD
algorithms under both SWD (left figure) and CWD (right figure) as a function of
K. Both figures consistently show that the PD algorithm performs better than the
CV and the ED algorithms. Also, the PD algorithm does not need data preparation
and actually profits from working with the full dataset that is not split up for every
day of the week. The results under CWD seem to be more stable for different values
of K. Moreover, under CWD already moderate values for K suffice to run the PD
algorithm.
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The quality measure used to compare the performance of the considered algo-
rithms is an average of the errors obtained by taking every Wednesday out of the 52
Wednesdays as a reference day. Therefore, it is interesting to analyze the variability
in the errors of these forecasts. The variance for the nearest neighbour algorithms are
denser around the lower error values. This strengthens the conclusion that the nearest
neighbour algorithm outperforms the conventional forecasts. More formally, one can
statistically test which of the algorithms performs better by using the Wilcoxon rank
test. This test determines if for each pair of methods, with each using its best value of
K, the median of the first method is significantly lower than that of the second one.
By carrying out the test for every pair of methods (CV, ED, and PD), for every dataset
(SWD HD, ... H® and CWD H), and for every update moment we obtained the
significance values for all the data. For illustration we give the significance values
in Table 1 for the comparison of ED and CV under SWD.

Table 1 shows, for each interval (see Fig. 1) and day combination, if the ED algo-
rithm performs better than the CV algorithm. With a significance level of a = 5 %,
the table shows that for interval III the ED is significantly better than CV. With the
exception of Tuesday and Wednesday, it is also better in interval II. Interval IV is
somewhat unclear; Monday and Wednesday are predicted more accurately.

Table 1 Significance values for ED and CV under SWD

Sunday Monday Tuesday Wednesday Thursday
I 0.0052 0.0373 0.1931 0.0512 0.0009
111 0.0215 0.0210 0.0008 0.0167 0.0000
v 0.1988 0.0036 0.0640 0.0098 0.0934

In general we can conclude that intervals II and III are forecasted more accurately
when the nearest neighbour algorithm is used. Preference is given to the Pearson
correlation distance, due to lower forecasting errors and less variability in the spread
of the errors. For interval IV there was no clear indication that any method was
significantly better that the others. However, the PD algorithm performed best in
most cases.

Evaluation from a Staffing Perspective

In this subsection we evaluate the results of the algorithms in the context of staffing
in call centers. We first illustrate the effect of the nearest neighbour forecasting algo-
rithm on staffing when the SIPP approach is used (see [9]). Next, we study the effect
on staffing based on transient models (see [11]). We assume that the call center has a
service level target specifying that 80 % of the customers should have a service rep-
resentative on the line within 20 s. From the call center data, we can derive that the
average service time of the representatives is 2.4 min per call. The staffing can now
be based on the Erlang-C formula (see [6]), using the forecasts of the call arrivals,
such that the service level is met in every period.
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Table 2 Numerical experiments for SIPP staffing

h; n; SL, heY nv SLEY | hy n’ SL
23 6 0.846 |28.706 |7 0940  |20.821 |6 0.846
23 6 0.846 |33.627 |8 0979  |22.089 |6 0.846
20 6 0914  30.176 |8 0991  [22309 |6 0.914
21 6 0.894 |29.137 |7 0962 |25.016 |7 0.962
19 5 0812 28333 |7 0977 |23431 |6 0.931
18 5 0.845  |30.608 |8 0995 |26.041 |7 0.983
25 7 0911 |29.941 |8 0966 25382 |7 0911
21 6 0.894 |28510 |7 0962 |24.187 |6 0.894
24 6 0817 |27.922 |7 0927 |23455 |6 0.817
24 6 0817 30333 |8 0973 26065 |7 0.927
20 6 0914 30961 |8 0991  |27.480 |7 0.970
27 7 0873 |27.196 |7 0873 |22.577 |6 0.708
15 5 0921 22980 |6 0976 |18.675 |5 0.921
20 6 0914  23.039 |6 0914  |18.138 |5 0.775
11 4 0912 [23.196 |6 0994 |18.528 |5 0.976
14 4 0813 22333 |6 0982 |18211 |5 0.939
14 4 0813 | 19.549 |6 0982  |14797 |5 0.939
8 3 0871 |18431 |5 0994 13333 |4 0.969
16 5 0.899 |20.549 |6 0968 |15870 |5 0.899
17 5 0874 |19.843 |6 0957 |15.163 |5 0.874
108 0.869 137 0.960 116 0.890

We analyze three scenarios in Table 2 for staffing on a specific Wednesday in
interval III (i.e., periods 25 to 44). The first scenario uses the real call arrival rates
h; to staff the minimum number of service representatives n; such that the attained
service level SL; is above 80 %. The second scenario uses the conventional forecast-
ing method to derive estimates hl.CV of the call arrival rate. Based on these forecasts,

the number of representatives nl.CV is determined such that the service level is met.
However, in reality the service level experienced under the real call arrival rates is
given by SL?V. The last scenario is similar to the second with the exception that the
forecast is based on the nearest neighbour algorithm with the Pearson correlation
distance.

Table 2 shows that the conventional method systematically overestimates the call
arrivals. This results in planning 137 representatives and an average weighted service
level }'; h;SL;/ ¥, h; of 0.960. The nearest neighbour algorithm does not meet the
service level in every period. It staffs 116 representatives with an average weighted
service level of 0.890. It is close to the optimal staffing level of 108 with an average
weighted service level of 0.869. In general, numerical experiments show that the
nearest neighbour algorithm produces results closer to the optimal staffing levels
and the optimal average weighted service level.
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To illustrate the effect of the forecasting methods on staffing with transient mod-
els, we model the call center as an M,/M/c, queueing system. The forecasts in sce-
narios 2 and 3 are updated at the beginning of interval II, III, and IV. As in the
previous case, scenario 2 uses the conventional forecasting algorithm. In scenario 3,
the best forecasting algorithm is used in each interval, i.e., the forecasting algorithm
that gives the lowest errors in each interval for Wednesdays. Thus, the conventional
forecast is used in interval I, the nearest neighbour forecasting algorithm PD is used
in interval II and III, and for interval IV the nearest neighbour algorithm ED is used.
Due to the computational complexity of this experiment, we take Az to be 1 h, with
an additional half hour at the end of the day for handling all remaining calls in the
system. For the same reason, the service level is set to have an average speed of
answer (ASA) of at most 30s.

Table 3 shows the results for the three scenarios for several days (hence the index
d instead of 7). When we compare scenario 2 and 3 with each other we cannot draw
firm conclusions. Out of the 50 Wednesdays that we examined, the nearest neigh-
bour algorithm performed better in 26 cases, worse in 17 cases, and had similar
performance in 7 cases. The variability in performance is caused by the estimate in
interval I. The staffing based on this estimate can result in an ASA far from 30. This
result has a big influence on the staffing in the next intervals, since the staffing levels
will be adjusted to correct the average speed of answer. Hence, dynamic forecasting
in combination with transient models should be done more carefully.

Table 3 Numerical experiments for staffing with transient models

ng SL, sy SLYY n SL

89 29.5783 91 30.9722 90.5 34.7052
84 27.8924 88 27.6744 105 32.7986
70 27.8958 86 12.1418 74 29.2221
102 29.0204 139 29.2838 134 29.8620
92 29.9510 95.5 30.0246 95.5 30.2343
117 29.7751 148 33.9807 142 34.6535

5 Conclusions

We have investigated the effectiveness of K-nearest neighbour algorithms for fore-
casting call volumes in call centers, based on the Euclidean and the Pearson correla-
tion distance. From a statistical point of view, the nearest neighbour algorithm yields
significantly more accurate predictions than the conventional method. Additionally,
the nearest neighbour algorithm does not require data preparation and captures the
correlation structures typically found in call center data. From a staffing perspec-
tive, the average weighted service level under the hybrid nearest neighbour algorithm
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performs very well. When the staffing is based on a transient model, however, no firm
conclusion can be drawn. Hence, dynamic forecasting when using transient models
warrants more research.
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Training Using SEMG Signal

Giorgio Biagetti, Paolo Crippa, Laura Falaschetti, Simone Orcioni
and Claudio Turchetti

Abstract The correctness of the training during sport and fitness activities involv-
ing repetitive movements is often related to the capability of maintaining the required
cadence and muscular force. Muscle fatigue may induce a failure in maintaining the
needed force, and can be detected by a shift towards lower frequencies in the surface
electromyography (SEMG) signal. The exercise repetition frequency and the evalua-
tion of muscular fatigue can be simultaneously obtained by using just the SEMG sig-
nal through the application of a two-component AM-FM model based on the Hilbert
transform. These two features can be used as inputs of an intelligent decision making
system based on fuzzy rules for optimizing the training strategy. As an application
example this system was set up using signals recorded with a wireless electromyo-
graph applied to several healthy subjects performing dumbbell biceps curls.
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1 Introduction

Often sportive or training activities require the execution of repetitive movements.
For some activities, such as cycling, running, the estimation of muscle metabolism
is based on heart rate, oxygen uptake, lactate production, ventilatory threshold and
other variables commonly used in sports medicine [15] requiring special instrumen-
tation such as the cycloergometer. Additionally, recording forces produced by mus-
cles during many physical performances is equally unpractical, often requiring use of
special force or torque sensors, which can be bulky, expensive, and not user friendly.

The analysis of surface electromyography (SEMG) signals offers a simple alter-
native method for quantifying [9] and classifying [24] the muscular activity, and
can be a practical tool when exercising on strength training machines or lifting
freeweights, to set up ad-hoc training sessions, maximize efficiency, and even pre-
venting injuries [16].

The spectral parameters derived from the EMG signal, such as mean frequency
or median frequency, can be used to evaluate muscular fatigue [13, 21, 22, 25]. In
fact, during a sustained isometric contraction, there is an increase in the amplitude
of the low frequency band and a relative decrease in the higher frequencies, which
is called EMG spectrum compression [27].

However, for dynamic or cyclic movements, or for contraction levels higher than
50 % of maximum voluntary contraction, the EMG is a non-stationary signal, thus
the physical meaning of the overall spectrum is reduced since amplitude and fre-
quency change over time. To deal with this variability, more sophisticated signal
analysis techniques have been proposed [2, 5, 6, 17, 18, 26].

Sinusoidal AM-FM models are representations of signals that can be considered
as resulting from simultaneous amplitude modulation and frequency modulation,
where the carriers, amplitude envelopes, and instantaneous frequencies (IFs) need
to be estimated [10-12]. Recent works have proposed different methodologies based
on AM-FM models for evaluating fatigue from EMG signal in repetitive movements
[1, 4, 14, 19].

The mean frequency of the amplitude spectrum (MFA) of the EMG signal, con-
sidered as a function of time, is directly related to the dynamics of the movement per-
formed and to the fatigue of the involved muscles. If the movement is cyclic, MFA
will display the same cyclic pattern, but its average will tend to decrease as the mus-
cle becomes fatigued, due to the reduced conduction velocity of muscle fibers that
cause a shift of the spectrum towards lower frequencies. These two effects have been
simultaneously modeled by a multicomponent (two-component) AM-FM model [3].

More in detail we applied to the MFA of the EMG signal an AM-FM technique
based on the Hilbert transform that is able to simultaneously extract features that
are estimations of the cadence and of the resulting muscle fatigue. These features
represent a simple and near real-time “summary” of the exercise and can be used
by a fuzzy-rule-based decision making system to direct and try to maximize the
effectiveness of the training.
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Fuzzy-based decision making systems [20] are particular suitable for this kind
of application as they can easily embed the vast amount of knowledge on training
that can be collected from experts in the field. They are also well suited to ad hoc
hardware and software implementation of their fuzzy membership functions (MFs),
as reported in [7, 8, 23], and the parameters of their MFs can be estimated by using
data obtained from previous exercises.

2 Exercise Evaluation

In order to evaluate the exercise execution and its potential effects on the training
activity, we record an SEMG signal from the involved muscle and extract some fun-
damentals parameters according to the algorithm presented in [3] and briefly sum-
marized in the following.

A flow-chart of the whole system is depicted in Fig. 1. First, a feature extractor
simultaneously estimates both the cadence at which the exercise was performed and
the resulting muscle fatigue. This data is then fed into a fuzzy engine, which ulti-
mately gives suggestions as to how to proceed in the training, and whose rules are
determined beforehand in accordance with the training objectives.

Fig. 1 Flowchart of the

Feature Extraction
system

sEMG Signal
L 4

sEMG Preprocessing

\ 4

AM/FM Decomposition

|
|
|
|
| MFA Signal
|
|
|
|

Fatigue Cadence
L _

Fuzzy Engine

!

Training Strategy Decision

2.1 sEMG Feature Extraction

The recorded SEMG signal is first conditioned by passing it through a high-pass filter
to remove some of the acquisition artifacts (e.g., due to cable movement), then the
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background noise during rest periods is cancelled. Let y(¢) be this cleaned signal. We
compute the MFA trajectory from its sliding fast Fourier transform Y (¢, w), as

fu
1/ w | Y(t,w)| dw
x(0) = 5= )

fu
/ |Y (2, w)| dw
0

where f}; is the bandwidth of the electromyograph used to record the signals.

An example of such an MFA trajectory is shown in Fig. 2, together with its cor-
responding EMG signal. Its shape suggests that it can be well approximated by a
simple two-component AM-FM model

2

t
x(t) ~ Z a;(t) cos <<,51- +/ @;(7) d7-> (2)
0

i=1

EMG signal [mV]
=

110 T T T T T T

100 | B

MFA [Hz]
o
o
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time [s]

Fig. 2 EMG signal recorded from the biceps brachii muscle during a biceps curl exercise with a
3 kg dumbbell (top), and corresponding MFA trajectory (bottom)
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where a,(t), ¢;, and @,(¢) are the estimated component’s amplitude, initial phase, and
frequency, respectively. The first component models the slowly time-varying average
frequency decreasing trend due to fatigue, and the second component models the
oscillations in frequency due to the various phases of performing the exercise, thus
allowing the cadence to be extracted.

The trend of x(¢) is thus captured by the amplitude of the first component &, (¢)
alone, with @, (f) ~ 0 since the fatigue status is generally monotonic and not cyclic
during a single exercise. On the other hand, the amplitude of the second component
has little meaning (it’s the difference between the “peak” and the “mean” MFA dur-
ing one cycle of the movement), but its frequency @, (¢) corresponds to the cadence
at which the exercise was performed. Figure 3 reports an example of these curves
extracted by the algorithm in [3] from the signal of Fig. 2. The amplitude of the first
component &, (¢) fits with the decreasing trend of x(¢), while fz(t) = 27 @, (¢) fits the
(possibly varying) pace of the exercise.

A well-known fatigue index is the relative slope of the linear regression of a,(¢),
thatis, 6/« if @,(¢) = a+ 3 t. This value is reported, together with the mean cadence,
in Table 1, which shows results obtained from 5 healthy subjects performing biceps
curl exercises with different weights ranging from 2 kg to 7kg, selected according
to the level of fitness of each individual.

3 Fuzzy Engine for Training Strategy Decision

Once an exercise is performed, we have the two parameters called “fatigue” and
“cadence” extracted as previously described. These are used as inputs to a fuzzy
engine whose rules come from already available training experience.

An example is given below. We consider the problem of selecting the proper
weight for training the biceps brachii muscles. The data reported in Table 1 can be
used to help derive the shape of a few membership functions. For instance, the fatigue
has been classified as “low”, “medium”, or “high” according to the weight selected
by the subject. We assume that a 2 kg dumbbell produced a “low” fatigue status,
and so on. The data from the 7 kg exercise was not used as there were not enough
points. For each class we discarded the lowest and highest measurement and con-
sidered the remaining range of values as 100 % belonging to that class. Membership
functions (MFs) are then tapered between these selected ranges, as shown in Fig. 4.
The expected output of the system is a hint on the weight to use next, expressed as a
percentage of increment, whose MFs are also shown in the same figure.

The set of rules used by the system are reported in Table 2, and the resulting
input-output function in Fig. 5. For the inference algorithm, we used the mix/max
functions for logic operations, product/sum functions for implication and aggrega-
tion, and centroid-based defuzzyfication.
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Fig.3 Demodulated amplitudes and frequencies from the MFA signal of Fig. 2. The linear regres-
sion of &, (f) and the mean of f, (¢) are also shown as they are used to obtain a compact representation
of fatigue and cadence for the overall exercise

To validate the effectiveness of the set of rules previously enumerated, the out-
come of the fuzzy engine was computed for each of the input corresponding to the
data reported in Table 1. Results are shown in Table 3. The obtained results seems to
be in good accordance to the level of fitness declared by the subjects that performed
the exercise.
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Table 1 Fatigue test performed on 5 healthy subjects: estimated rate of MFA variation and mean
cadence, [%/ min ] @ [reps/ min ]. Data from [3]

Subject Weight
2kg 3kg S5kg Tkg
subject 1 -79@17.7 -4.2@20.5 -124@21.4
subject 2 -0.6 @23.5 -98@21.7 -303@18.6
subject 3 -1.2@209 -7.5@20.1 -19.1@18.3
subject 4 -74@234 -16.8 @245 -23.7@20.4
subject 5 -120@22.4 -143 @249 -343@22.6
Table 2 Inference rules used to select the next weight to use. The “=" symbol means keep the
current weight, “— decrease the weight, “+” increase the weight, “++” increase much the weight
cadence
slow right fast
high - = =
fatigue med = + +
low = + ++

4 Conclusion

In this paper an efficient framework to aid in the selection of a training strategy to
improve muscular strength has been presented. The framework uses a lightweight
wireless electromyograph applied on the involved muscles, and from the SEMG sig-
nal thus recorded both the muscular fatigue and the repetition frequency during the
accomplishment of cyclic movements is estimated, by means of a two-component
AM-FM decomposition based on the Hilbert transform.

These two features have been used as inputs of a fuzzy rule-based pattern recog-
nition system whose outputs are the guidelines needed for optimizing and customiz-
ing individual training sessions. As an application example, some experimental data
extracted from dumbbell biceps curls have been used to set-up the fuzzy system and
obtain the input-output relationship for this kind of exercise employing inference
rules written by exploiting knowledge on training techniques.
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Fig.4 Membership functions of the inputs and output of our fuzzy system
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Fig. 5 Input-output relation resulting from the fuzzy rules reported in Table 2

Table 3 Results of the application of the fuzzy engine on the data of Table 1: suggested increase
of the weight [%]

Subject Weight
2kg 3kg 5kg Tkg

subject 1 +18.5 +20.0 +8.4

subject 2 +31.9 +20.0 0.0

subject 3 +20.0 +20.0 0.0

subject 4 +20.0 0.0 0.0

subject 5 +10.2 0.0 0.0
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Abstract This paper presents a distributed speech recognition (DSR) system for
home/office lighting control by means of users’ voice. In this scheme a back-end
processes audio signals and transforms them into commands, so that they can be
sent to the desired actuators of the lighting system. This paper discusses in detail
the solutions and strategies we adopted to improve recognition accuracy and spot-
ting command efficiency in home/office environments, i.e. in situations that involve
distant speech and great amounts of background noise or unrelated sounds. Suitable
solutions implemented in this recognition engine are able to detect commands also
in a continuous listening context and the used DSR strategies greatly simplify the
system installation and maintenance. A case study that implements the voice control
of a digital addressable lighting interface (DALI) based lighting system has been
selected to show the validity and the performance of the proposed system.
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1 Introduction

Voice is commonly viewed as one of the most easy-to-use methods for controlling
home automation systems [4, 13]. In this work we aim to provide a speech interface
to be the least obtrusive and combined with a robust automatic speech recognition
(ASR) system [3]. Regarding the first objective, this is achieved by using an ad-hoc
configuration that only requires at the user side, the installation of small and cheap
audio front-ends (FEs), equipped with a panoramic microphone, and somehow con-
nected to Internet. The home installation does not require other types of devices,
as processing is performed by the speech recognition software running on a remote
server in a distributed speech recognition (DSR) framework [7]. The FE extracts the
representative parameters of speech (features), while the recognition of the transmit-
ted message is performed by the back-end (BE) resident on the server, through the
processing of the features stream. This configuration is extremely demanding for the
ASR system, and requires solving a number of issues, namely:

e activation,

« speech capture,

« elimination of spoken text unrelated to the commands,
o user feedback,

« interpretation and execution of commands,

 system continuous listening.

With regard to problems related to the capture of the speech signal, the system
must be able to distinguish voice from noise (as the microphone is always active),
to recognize “distant speech”, and to detect pronunciation errors. Problems related
to the interpretation of commands arise since the user may not adhere perfectly
to the grammar and the conversation might be confused with control commands.
Thus, in order to achieve the second objective of realizing a robust ASR system, we
focus our attention on two reasonably simple techniques that will help to deal with
these problems: (i) an adaptive automatic voice activity detection (VAD) threshold-
ing technique to enable the DSR system just when a spoken command is detected,
and (ii) a mechanism that rejects non-command utterances, background noise, and
unrelated sounds. This technique is based on the generation of a garbage model [8],
which includes suitably placed decoy words [9] helping the ASR to identify out-of-
vocabulary words, thus enabling it to discard non-command utterances. These strate-
gies, together with an ad-hoc protocol to optimize the client/server communication,
have resulted in a robust DSR system, as the experimental results show.

2 DSR Scheme

A DSR system is a speech recognition system with a client-server architecture
[15]. The fundamental idea of such a system is to distribute the speech recogni-
tion processing between a client FE and a remote BE. The FE calculates and extracts
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representative parameters of speech (features) and discriminates commands from
noise on the basis of an adaptive sound energy thresholding, also known as VAD.
When the VAD detects an utterance, the FE sends a compressed stream of features
to the BE, which replies with the recognised command, if any. Then, the FE can give
suitable feedbacks to the user and can interact with the local home/office lighting
control system (in this case a DALI command unit has been considered) to actually
perform the desired command.

2.1 Front-End

The feature extraction algorithm we adopt in our voice control framework is based
on the standard ETSI ES 201-212 [7], specifically defined for DSR. A block diagram
of the algorithms involved in the DSR scheme is reported in Fig. 1.

Front-End

- - - = - = — = — — — — — — 9

| Feature Extraction |
'“ I‘ > Xgltic\;eity | Noise | Waveform Ceptrum o BlindI ‘

> i > i > i P Equalization

‘ Detection Reduction Processing Calculation q

| [ A

} ‘ i

‘- - - - - - .

> Pre-emphasis Hanning Power Mel-coefficients || Log of Discrete Cosine

Filter Window Spectrum Mel-coefficients || Transform

Fig.1 ETSI standard scheme for feature extraction

The standard specification describes the FE algorithm for the computation of
the Mel-cepstral features (MFCCs), from speech waveforms sampled at different
rates (8 kHz, 11 kHz and 16 kHz). The feature vectors consist of 12 cepstral coef-
ficients and a log-energy coefficient. In addition 26 dynamic features, the delta
and delta-delta cepstral coefficients, are computed at the server-side, so that the
final acoustic vector has 39 components. The MFCC coefficients are extracted from
frames of 25 ms generated every 10 ms, thus consecutive 25 ms frames overlap by
15 ms. Before computing the cepstral coefficients, a noise reduction is performed
and subsequently a waveform processing is applied to the clear signal. Then blind
equalization of the resulting features is the final processing stage in the terminal
front-end. In addition, algorithms for both pitch estimation and frame classification
(voiced/unvoiced) have been implemented to suppress speaker mismatch.
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This framework implements the ETSI feature extractor as a client module of the
DSR in the recognition phase [10]. It has many advanced features also linked to the
remote transmission of the features. The feature extraction module allows to calcu-
late the features, of various types, given an input wave file or a list of files with an
appropriate format. It supports various input and output formats, as well as various
encodings of the features.

2.2 Back-End

The recognition of the message is performed at the BE by making extensive use of
several Carnegie Mellon University Sphinx third-party libraries [14]. The recogni-
tion process steps are the following ones:

« identification of segments that potentially contain commands, their processing in
order to reduce noise, reverberation, and extraneous components, and finally, their
compression;

» processing the segments previously identified to extract command clauses that
might be present;

« interpretation of command clauses and execution of the corresponding action.

- feature MFCC(s)
m extraction
From i
daGhacae Director Sphinx
Director transcription > saftware {CMJr:::ﬂdte]
- software normalization
W _ train job Baum-Welch
Phonetic
lang job transcription
Acoustic model
A\ A
Director Recognizer
™ DSR Test MECC software PS
Test B frontend > <:>
WAV
recog job using Pocketsphinx libs
From
databases
Director

A

software Recognized text (with recognition errors)
Test ==
TXT

postprocessing job

Fig. 2 Director work-flow
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The BE returns the text corresponding to the spoken command, in case it satisfies
the grammar rules. A device installed at the user site, typically the front-end itself,
takes a decision on what action should be performed following the recognition of
the command.

Our framework comprises also a special module, called director, that is set up
as an assistant to the generation of acoustic and language models, generated almost
exclusively through the tools included in Sphinx [12].

This module is responsible for:

« training of language models;
« training of acoustic models;
 recognition test;

 quality models analysis;
 adapting acoustic models.

FE DALI

HTTP POST REQ.

HTTP POST REQ.

Grant user _ _ _ O

HTTP POST RESP.

HTTP POST REQ.

HTTP POST RESP.

HTTP POST RESP.

I I I I
~ ~ v v
I I I I
VAD turns ON _ _ Incoming command

HTTP POST REQ.

Stop recognising O,gpil"‘,l‘iD,A,Ll status HTTP POST RESP.
””””” Notify user

HTTP POST RESP.

A A
Fig. 3 DSR-dialogue

As it is shown in Fig. 2, all the operations of feature extraction, modeling, lan-
guage processing, recognition and testing are coordinated by this module.

2.3 Communication Scheme

Figure 3 shows a scheme of the dialogue between the various entities that constitute
the system. Data are exchanged between the audio FE and the recognition BE. After
a command is spotted and recognized, another exchange takes place between the FE
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Table1 DSR HTTP API (low level API)

API Function Method Description

login POST obtains an access token (OTP)
for authenticated requests

logout POST invalidates the current session
on the server

echo POST tests the connection with the
server

batch_adapt POST sends a file to the server in tar

or compressed tar format

recog_frames POST with query string sends to the server a stream of
frames for voice recognition

recog_utterance POST with query string sends the server a whole
utterance for recognition

get_model_info GET obtains useful information on
the acoustic model used

and the controller (in this case a DALI command unit). The upper portions of the
exchanges deal with authentication, performed only at system startup.

For this purpose an ad-hoc API was implemented that allows the user to interact
with a recognizer in response to inputs encapsulated in an HTTP protocol. This pro-
gram is a Common Gateway Interface (CGI). Currently it is used together with the
Apache web server. Table 1 summarizes the implemented low level API.

HOME || REST OF THE
[N WORLD
CG CG CG
I I J WiFi ROUTER | || | INTERNET |
B . - GATEWAY N !
paLrBuUs 4, | | Tooooof------ N \7”]7”‘
| o @
I
! ! DSR
o [ DALI ? WiFi ! BE
— CONTROLLER |! Network [
I
| (? (? |

DSR | | MOBILE | 11
FE APP n
[N

Fig. 4 Lighting system control

The high level API is a much more structured and easy-to-understand set of meth-
ods realized to allow the recognition and adaptation jobs without having to worry
about the HTTP communication.
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3 Case Study Architecture

Figure 4 shows the lighting system control we refer to in this paper [3]. It is a wireless
system for digital control of lights, with a GUI control on a touch panel (DSR FE)
and a speech recognition system (DSR BE), that contributes to send commands to
the lamps; it is able to form a point-to-point wireless network consisting of several
DALI devices (control gears (CGs) connected to the DALI bus) and includes:

« an audio FE; an inexpensive and power-efficient BeagleBoard®/Raspberry Pi®
equipped with a standard USB microphone, or a smartphone equipped with a cus-
tom app;

» one or more DALI bridges. Each bridge can be connected to one or more CG
through the DALI bus;

« atouch panel DALI master for control and configuration of the lighting network.
The master is able to interoperate with different home automation systems, for-
warding requests and commands to the home automation control bus;

 acustom Android application, that allows the voice control of lighting points and
devices in the home automation network.

4 Experimental Results

4.1 System Setup

The experiments were carried out using a system setup including a panoramic
USB microphone connected to the FE and the hidden Markov model-based recog-
niser running on the BE. The recognizer was configured for the Italian language
and command-spotting usage; the acoustic model was trained for a generic large-
vocabulary continuous speech recognition task [1, 11] and the language model is
grammar-based with a hand-crafted grammar suitable to control a lighting system.
The command-spotting system proficiency is achieved by the implementation of
two different garbage models: a phone loop-based generic word model [5], essen-
tially able to capture any out-of-grammar (OOG) sequence of phones, and a special
decoy-based garbage model, also aimed at capturing OOG sequences. The decoys
are obtained through a technique we devised [2], which semi-automatically finds
the erroneous words that the ASR most often mistakenly substitutes for the correct
words. It works by iteratively trying the ASR engine over the desired spoken words,
each time adjusting the grammar so that the words that can most likely be confused
with the target word are identified and removed.

The tests were carried out placing the microphone in an office room and record-
ing different sessions of about 30 min: the first type of session involves two people
doing their ordinary daily tasks (continuous speech), having asked them to speak
commands from a given list, while the second type of session involves one speaker
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repeating one command in loop (round-robin). The first type of session was repeated
for both on-line and off-line modes and for the following two different VAD types:

o The threshold VAD: is based on adaptive threshold energy. The VAD threshold
parameter sets the speech sensitivity: a classification rule is applied to classify the
acquired signal as speech or non-speech, by verifying if its energy exceeds or not
a given threshold.

o The ETSI VAD: is based on ETSI standard.

4.2 Results

Several tests have been performed in order to verify the system performance (in both
off-line and on-line modes), the system effectiveness in spotting commands, and
the recognizer accuracy for different VAD types and garbage-model parameters. We
evaluated the performance of the VAD in terms of VAD accuracy namely the number
of speech signal segments (utterances) detected by the VAD in relation to the total
number of utterances in the speech. Only for the threshold VAD we also considered
the recognition performance as a function of the threshold value. The influence of
the garbage model in speech recognition performance is tested for different values
of the OOG probability.

The performance is evaluated by computing the sensitivity, specificity, precision,
and accuracy, defined as follows:

Table 2 Threshold VAD performance for different threshold and OOG probability value, in off-
line mode. The acquired trace has the following features: Duration: 0h 36 m 58 s, rate: 8§ kHz, SNR
mean: 13.860 dB, SNR variance: 13.025 dB

OOG prob | Threshold | Sensitivity | Specificity | Precision Accuracy VAD
[%] [%] [%] [%] accuracy
0.001 5 82 60 92 78 372/418
7 85 42 85 77 461/418
10 67 80 95 69 431/418
13 57 57 84 57 289/418
0.01 5 67 60 90 66 376/418
64 60 92 81 463/418
10 64 80 94 66 436/418
13 50 66 87 53 290/418
0.1 5 64 50 85 61 381/418
7 82 75 95 81 470/418
10 60 80 94 63 437/418
13 46 66 86 60 291/418
1 5 79 75 95 68 383/418
7 82 75 95 81 471/418
10 50 100 100 60 438/418
13 50 60 87 51 292/418
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 Sensitivity = TP/ (TP + FN)

 Specificity = TN / (TN + FP)

e Precision = TP / (TP + FP)

e Accuracy = (TP + TN) / (TP + TN + FP + FN)

where TP are the true positives (elements that belong to the grammar and are recog-
nized as belonging to it), FN the false negatives (elements that belong to the gram-
mar and are discarded), FP the false positives (elements that belong to garbage and
are recognized as belonging to grammar), and TN the true negatives (elements that
belong to garbage and are recognized as belonging to it).

Additionally we also considered the VAD segmentation, defined as the ratio of
the number of utterances detected from VAD with respect to the total number of
utterances.

As described in Subsect. 4.1 different types of recording sessions have been per-
formed:

Continuous speech (off-line mode): The VAD accuracy is tested analyzing an audio
trace containing continuous speech from multiple speakers interspersed with com-
mands of the acceptable grammar and activating the OOG check option. The recog-
nizer is in off-line mode, thus the processing is done entirely on the FE. Tables 2
and 3 show the values obtained.

The tables show that performance improves for both OOG probability greater than
0.1 and VAD threshold of 7; for this reason, the on-line test maintains this set-up of
parameters.

Table 3 ETSI VAD performance for different OOG probability value, in off-line mode. The
acquired trace has the following features: Duration: 0h 36 m 58 s, rate: 8 kHz, SNR mean: 13.860
dB, SNR variance: 13.025 dB

0OOG prob Sensitivity [%] | Specificity [%] | Precision [%] | Accuracy [%] | VAD accuracy
0.001 82 66 92 79 383/418
0.01 71 100 100 75 390/418
0.1 85 66 92 87 397/418
1 75 80 95 75 403/418

Table4 Threshold VAD performance in on-line mode. The audio track has the following features:
Duration: 0 h 29 m 26 s, rate: 8 kHz, SNR mean: 19.673 dB, SNR variance: 22.580 dB

OOG prob | Th Sensitivity | Specificity | Precision Accuracy VAD
[%] [%] (%] [%] accuracy
0.1 7 60 83 98 61 138/122
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Table 5 Round-robin performance. The audio track has the following features: Duration: 0h 8 m
8 s, rate: 8 kHz, SNR mean: 17.918 dB, SNR variance: 15.409 dB

OOG prob | Th Sensitivity | Specificity | Precision Accuracy VAD
[%] [%] [%] [%] accuracy
1 7 89 0 98 87 135/123

Continuous speech (on-line mode): This test maintains the characteristics of the
above except for the fact that the recognizer is enabled in on-line mode, and we
test the performance of the DSR system. Results are reported in Table 4.

Round-robin (on-line mode): This test is realized in on-line mode with a single
speaker repeating a loop of commands within the grammar and enabling the garbage
model. This test does not include true negative checks; for this reason the scope
specificity has null value. Results are reported in Table 5.

5 Conclusion and Future Works

In this paper we described a speech-operated system suitable to be unobtrusively
installed in a user home to control the lighting system. Results show that, although
further extended experimentation is needed to optimally tune the parameters, this
system appears to be already able to offer an efficient voice speech interface for
lighting control.

However the implementation of this system is evolving towards the creation of
a high performance DSR system capable of integrating both voice synthesis and
speaker recognition [6] besides speech recognition, and therefore providing a com-
prehensive service for home environments.
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An Experimental Study of Scenarios
for the Agent-Based RBF Network Design

Ireneusz Czarnowski and Piotr Jedrzejowicz

Abstract The paper focuses on the radial basis function neural design problem.
Performance of the RBF neural network strongly depends on the network structure
and parameters. Making choices with respect to the structure and value of the RBF
network parameters involves both stages of its design: initialization and training.
The basic question considered in this paper is how these two stages should be
carried-out. Should they be carried-out sequentially, in parallel, or perhaps based on
other predefined schema or strategy? In the paper an agent-based population
learning algorithm is used as a tool for designing of the RBF network. Computa-
tional experiment has been planned and executed with a view to investigate
effectiveness of different approaches. Experiment results have been analyzed to
draw some general conclusions with respect to strategies for the agent-based RBF
network design.

Keywords Neural networks « RBF network - Population learning algorithm

1 Introduction

Artificial Neural Networks are computational tools inspired by biological nervous
systems with application in science and engineering, and are used to solve many
different problems. Radial Basis Function Networks (RBFNs) can be placed among
best-known neural networks types. They are successfully applied to multivariate
nonlinear regression, classification and time series analysis [4]. The RBF networks
are considered to serve as an universal approximation tool, similarly to the multilayer
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perceptrons (MLPs). However, radial basis function networks usually achieve faster
convergence since only one layer of weights is required [10].

Radial basis functions have been first introduced by Powell to solve the real
multivariate interpolation problem [4]. In the field of neural networks, radial basis
functions were first used by Broomhead and Lowe [20]. A radial basis function
network is a neural network approached by viewing the design as a curve-fitting
(approximation) problem in a high dimensional space. Learning is equivalent to
finding a multidimensional function that provides a best fit to the training data, with
the criterion for “best fit” being measured in some statistical sense [20].

The RBF network is constructed from a three-layer architecture with a feedback.
The input layer consisting of a set of source units connects the network to the
environment. The hidden layer consists of hidden neurons with radial basis functions
[10]. Each hidden unit in the RBFN represents a particular point in space of the input
instances. The output of the hidden unit depends on the distance between the pro-
cessed instances and the particular point in the input space of instances (the point is
called an initial seed point, prototype, centroid or kernel of the basis function). The
distance is calculated as a value of the activation function. Next, the distance is
transformed into a similarity measure that is produced through a nonlinear trans-
formation carried-out by the output function of the hidden unit called the radial basis
function. RBFNs can use different functions in each hidden unit. The output of the
RBF network is a linear combination of the outputs of the hidden units.

Performance of the RBF network depends on numerous factors. Among them is
a task of optimizing values of the key parameters of the network. The basic problem
with the RBFNs is to set an appropriate number of radial basis function, i.e. a
number of hidden units. Deciding on this number results in fixing the number of
clusters and their centroids. Another factor, called a shape parameter of radial basis
function, plays also an important role from the point of view of accuracy and
stability of the RBF-based approximations [9]. In numerous reported applications
RBFs contain free shape parameters, which has to be tuned by the user. In [9] it is
viewed as a disadvantage and somewhat ironic since the user is forced to make a
decision on the choice of the shape parameter. In [12] it was suggested that the
shape of radial basis functions should be changed depending on the data distri-
bution. Such a flexibility should result in assuring better approximation effect in
comparison with other approaches, where, for example, radial basis function
parameters are set by some ad hoc criterion. Furthermore, connection weights as
well as the method used for learning the input-output mapping have a direct
influence on the RBFN performance, and both need to be somehow set. Thus,
RBFN design is not a straightforward task and one of the main problems with RBF
neural networks is lack of consensus on how to best implement them [27].

In general, designing the RBFN involves two stages:

— initialization — at this stage the RBF parameters, including the number of cen-
troids with their locations and the number of the radial basis functions with their
parameters, need to be calculated or somehow induced.
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— training — at the second stage weights used to form a linear combination of the
outputs of the hidden neurons need to be estimated.

The above stages are usually considered as being independent. This is consistent
with the conventional strategy for the RBFN design. Some attempts to find spe-
cialized tools for automatically designing RBFNs have not, so far, produced a
satisfactory results. Therefore, an algorithm that can automatically select network
configuration for the RBFN would be beneficial. Most promising concepts leading
towards automatic neural network design have been based on integrating neural
networks and evolutionary approaches. A review of the evolutionary computation
based approaches for the RBFN design can be found in [11].

The basic question considered in this paper is how the two stages of the RBFN
design should be carried-out. Should they be carried-out sequentially, in parallel, or
perhaps based on other predefined schema or strategy?

In the paper a framework for collaborative RBFNs design using the agent-based
population learning algorithm is suggested. The approach extends earlier results of
the authors proposed in [6]. To validate the framework an extensive computational
experiment has been carried-out.

The paper is organized as follows. Section 2 reviews different schema for the
RBF network design. The agent-based framework for designing RBFNs is pre-
sented in Sect. 3. Section 4 provides details on the computational experiment setup
and discusses its results. Finally, the last section contains conclusions and sug-
gestions for future research.

2 Schemas for RBF Network Design

As was shown in [16] the RBF network designing process may be conducted based
on three schemas, i.e. one, two, and three-stage design. In the one-stage design,
only the output weights are adjusted using some supervised method. The adjust-
ment aims at minimizing the squared difference between the output of the RBF
network and the target output. For this schema, at first, the structure of the RBFN,
including the number of centroids with their locations and the number of the radial
basis functions with their parameters, need to be set. This process is called an
initialization which is independent from all other processes. The network param-
eters are fixed and have real values resulting from training data and supervised
learning method.

Usually, the two-stage design is used for constructing RBF networks [16]. Two-
stage schema is based on initializing the hidden layer using specialized strategy for
determining centroids and other radial basis functions parameters. It is an important
stage from the point of view of achieving a good approximation by the RBF
network under development. Different approaches to initialization of the RBF
hidden layer parameters have been proposed in the literature. Among classical
methods used to RBFN initialization one should mention clustering techniques,
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such as the vector quantization or input-output clustering. Besides clustering
methods, the support vector machine or the orthogonal forward selection approa-
ches are used. In [14] several strategies for RBFN initialization were reviewed. For
determining centroids they include random selection, clustering [18], sequential
growing [19, 25], systematic seeding and editing techniques [26]. The discussion of
the RBEN initialization approaches can be found in one of the earlier papers of the
authors [5]. In [5] also a similarity-based approach as an editing technique has been
proposed for cluster initialization. At the second stage, of the discussed schema, the
weights of the output neurons are estimated. This scheme is based on the
assumption that the stages are independent and don’t overlap. In the two-stage
approach computations are dominated by the forward construction.

In the three-stage design schema, parameters of the RBF network are adjusted
through a feature optimization after having applied the two-stage design schema.
The example of an approach is the locally regularized two-stage learning algorithm
presented in [8]. The algorithm after having completed the second stage runs the
process of recalculating of the RBF centers, which is called by the authors as
backward network refinement process. In [8] it has been also suggested that it might
be more advantageous to set values of RBNs parameters for both stages simulta-
neously. In [11] it has been concluded that it is desirable to combine the structure
identification with parameter estimation within a single optimization problem.

In [29] the three-stage schema was based on a collaborative approach using the
evolutionary computation tool for the RBFN design. In general, evolutionary
computation tools can be used within the three-stage design schema, to evolve
architecture and parameters (i.e. for determining the number of layers, hidden units,
the activation function and its parameters such as learning rate, and etc.). In the
literature collaborative approaches have been also discussed in context of the hybrid
schema for the RBF network design (see, for example, [29]). Different combina-
tions of evolutionary computation and neural networks techniques, as examples of
hybrid and collaborative approaches, have been also discussed in [11, 16, 21, 29].

Another hybrid RBFN design schema has been discussed in [3]. The main
feature of the approach is to apply some adaptation mechanisms and using different
algorithms for setting values for each of the two sets of parameters. It has been also
shown that an improvement in the hybrid learning schemas can be achieved by a
growing structures. Finally in [3] the approach, which combines a set of different
algorithms, including procedures for growing structures, to achieve a stable very
fast determination of both the structural parameters and the network weights was
proposed.

The integrated and customized approach to design of the RBF network, where
the process of initialization and training are carried out in parallel, has been also
proposed by the authors in [6]. It is a collaborative approach to RBFN design,
where the agent-based population learning algorithm for selection of the set of
parameters of the transfer function, determination of centroids of the hidden units
and connection weights is applied. The approach is based on a hybrid training
schema (see, for example, [29]). Important feature of the discussed approach is that
the clusters, location of prototypes, type of the transfer function and its parameters,
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and the output weights are integrated into a single optimization problem and are
determined jointly and in parallel using a set of dedicated agents. In [6] the fol-
lowing features making the RBFN design more flexible have been implemented:

— Structure of the RBNs is automatically initialized.

— Locations of centroids within clusters can be modified during the training
process.

— Type of transfer function is determined during the training process.

— There is a possibility of producing a heterogeneous structure of the network.

In [6] several open questions has been formulated. Among them was the question
on the impact of the selection of appropriate strategies and scenarios of agent
cooperation on the RBF quality.

In the next section the framework for designing RBF networks using the agent-
based population learning algorithm is presented in a more detailed manner. Fur-
ther, the problem of choosing an appropriate schema for the RBFN design within
the proposed agent-based framework is discussed.

3 A Framework for Designing RBFN Networks

Since the RBF neural network initialization and training belong to the class of
computationally difficult combinatorial optimization problems [10], it is reasonable
to apply to solve this task one of the known metaheuristics. This fact motivated
implementation of the agent-based framework to solve the RBFN design problem.
In [2] it has been shown that agent-based population learning search can be used as
a robust and powerful optimizing technique.

3.1 Agent-Based Population Learning Algorithm

An agent-based population learning algorithm uses the idea of the A-Team
approach. The A-Team concept was originally introduced in [22]. Concept of the
A-Team was motivated by several approaches like blackboard systems and evo-
lutionary algorithms, which have proven to be able to successfully solve some
difficult combinatorial optimization problems. Within an A-Team agents achieve an
implicit cooperation by sharing a population of solutions, to the problem to be
solved.

An A-Team can be also defined as a set of agents and a set of memories, forming
a network in which every agent remains in a closed loop. Each agent possesses
some problem-solving skills and each memory contains a population of temporary
solutions to the problem at hand. It also means that such an architecture can deal
with several searches conducted in parallel. In each iteration of the process of
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searching for the best solution agents cooperate to construct, find and improve
solutions which are read from the shared, common memory.

In the discussed population-based multi-agent approach multiple agents search
for the best solution using local search heuristics and population based methods.
The best solution is selected from the population of potential solutions which are
kept in the common memory. Specialized agents try to improve solutions from the
common memory by changing values of the decision variables. All agents can work
asynchronously and in parallel. During their work agents cooperate to construct,
find and improve solutions which are read from the shared common memory. Their
interactions provide for the required adaptation capabilities and for the evolution of
the population of potential solutions.

More information on the population learning algorithm with optimization pro-
cedures implemented as agents within an asynchronous team of agents (A-Team)
can be found in [2]. In [2] also several A-Team implementations are described.

3.2 RBF Network Design

The main feature of the discussed framework with the agent-based population
learning algorithm implementation is its ability to select centroids, determining the
kind of transfer function for each hidden units and other parameters of the transfer
function, and estimate values of output weights of the RBFN in cooperation
between agents. Searches performed by each agent and information exchange
between agents which is a form of cooperation, are carried-out in parallel. Most
important assumptions behind the approach, can be summarized as follows:

— Shared memory of the A-Team is used to store a population of solutions to the
RBFN design problem.
— A solution is represented by a string consisting of three parts:

The first part contains integers representing numbers of instances selected as
centroids. Clusters are generated using the procedure based on the similarity
coefficients calculated in accordance with the scheme proposed in [26].
The second part consists of real numbers for representing transfer functions
parameters including the left and right slope.

The third part consists of real numbers for representing weights of connec-
tions between neurons of the network.

— The initial population is generated randomly.

— Initially, potential solutions are generated through randomly selecting one or
two centroids from each of the considered clusters.

— Initially, the real numbers representing slopes are generated randomly.

— Initially, the real numbers representing weights are generated randomly.
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— Each solution from the population is evaluated and the value of its fitness is
calculated. Solution fitness in this case could be the estimated classification
accuracy or error approximation of the RBFN, assuming it is initialized using
centroids, set of transfer function parameters and set of weights as indicated by
the solution produced by the proposed approach.

The RBFN design problem is solved using three groups of optimizing agents:

e Agents executing procedures for centroid selection. These involves two local
search procedures, one simple random search and another being an imple-
mentation of the tabu search for the prototype selection.

e Agents that are implementation of procedures for estimating the transfer func-
tion parameters.

e Agents with procedures dedicated for estimation of the output weights.

Optimizing agents improve solutions that are forwarded to them for the improve-
ment. They may work together in parallel, sequentially, asynchronously or with
using other strategy. Solutions for improvement are selected at random from the
population of solutions. A returning individual replaces the current one solution in
the population if it is evaluated as a better one. Evaluation of the solution is carried-
out by estimating classification accuracy or error approximation of the RBFN.

4 Computational Experiment

This section contains results of the computational experiment carried out to evaluate
the performance of the proposed approach, denoted further on as ABRBF, under
different design schemas. Performance criterion was the classification accuracy of
the RBFN-based classifier (Acc) and mean squared error (MSE) calculated as the
approximation error over the test set in case of regression problems.

4.1 Computational Experiment Setting

In the reported experiment the following schemas have been considered:

— Case 1 — A sequential schema, where the beginning of search for the best
solution is carried-out only by optimizing agents executing procedure for cen-
troid selection. The search is carried-out for the predefined number of iteration.
Afterwards agents of the first group are suspended. Next, also for the predefined
number of iterations, the search is carried-out in the transfer function parameters
dimension. After having carried-out their duty agents of the second group are
also suspended. Finally, optimizing agents responsible for the output weights
estimation are run - ABRBFcl.
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— Case 2 — It is also a sequential schema, where, at first step, the process of
searching for the best solution is carried-out by optimizing agents executing
procedures for centroid selection and by optimizing agents responsible for
estimating the transfer function parameters. After the predefined number of
iteration the optimizing agents responsible for the output weights estimation are
run and other agents are suspended - ABRBFc2.

— Case 3 — This case is similar to case no. 1, however agents are not suspended.—
ABRBFc3.

— Case 4 — This case is similar to case No. 2, however different groups of agents
are not suspended - ABRBFc4.

— Case 5 — This case assumes parallel processing. When the search process start,
all optimizing agents are run. The process is carried-out by the predefined
number of iteration - ABRBFcS5.

— Case 6 — During the process of searching for the best solution, each optimizing
agent monitors the value of the error function. When this value does not
decrease after a predefined number of iterations the improvement procedure in a
weight dimension is suspended. Then only a search for a better location of
centroids within clusters and better transfer function parameters is carried-out by
agents responsible for the centroid selection and slope parameters estimation.
This search is carried-out for the predefined number of iteration. Subsequently,
the weight searching process is resumed. These searches are carried-out (in
parallel) for the predefined number of iterations. Subsequently, the weight
searching process is resumed - ABRBFc6.

In the reported experiments the following RBFN initialization approaches have
been also compared:

— The k-means clustering with the agent-based population learning algorithm used
to locate prototypes (in this case at the first stage the k-means clustering has
been implemented and next, from thus obtained clusters, the prototypes have
been selected using the agent-based population learning algorithm) - k-
meansABRBFN.

— The k-means algorithm used to locate centroids for each of the Gaussian kernels
(in this case at the first stage the k-means clustering has been implemented and
the cluster centers have been used as prototypes) - k-meansRBFN.

— The random search for kernel selection - randomRBFN.

Evaluation of the proposed approaches and performance comparisons are based
on classification and regression problems. For both cases the proposed algorithms
have been applied to solve respective problems using several benchmark datasets
obtained from the UCI Machine Learning Repository [1]. Basic characteristics of
these datasets are shown in Table 1.

Each benchmark problem has been solved 50 times, and the experiment plan
involved 10 repetitions of the 10-cross-validation scheme. The reported values of
the goal function have been averaged over all runs. The goal function, in case of the
classification problems, was the correct classification ratio - accuracy (Acc). The
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Table 1 Datasets used in the reported experiment
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Dataset Type of Number of Number of Number of | Best reported
problem instances attributes classes results

Forest Fires | Regression 517 12 - -

(FF)

Housing Regression 506 14 - -

(Hous.)

WBC Classification | 699 9 2 97.5 % [1]
(Acc.)

ACredit Classification | 690 15 2 86.9 % [1]

(AC) (Acc.)

GCredit Classification | 999 21 77.47 % [13]

(GO) (Acc.)

Sonar (So.) | Classification | 208 60 2 97.1 % [1]
(Acc.)

Satellite Classification | 6435 36 6 -

(Sat.)

Diabetes Classification | 768 9 2 77.34 % [1]

(Diab.) (Acc.)

Customer Classification | 24000 36 2 75.53 % [23]

(Cust.)

(Acc.)

overall goal function for regression problems was the
calculated as the approximation error over the test set.

mean squared error (MSE)

Parameter settings for computations involving different versions of the agent-
based PLA algorithm applied to the RBFN design are shown in Table 2.

Table 2 Parameter settings for ABRBF in the reported experiment

Parameter

Max number of iteration during the search 500
Max number of epoch reached in the RBF network training 1000
Population size 60
Number of iterations without an improvement until searching is stopped 100
Probability of mutation for the standard and non-uniform mutation (p,,,, ) 20 %
Range values for left and right slope of the transfer function [-1, 1]

4.2 Experiment Results

Table 3 shows performance comparison involving ABRBF, based on different
designed schemas and some other approaches to RBF design including the k-means
clustering with the agent-based population learning algorithm.
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It can be observed that RBF networks designed using the agent-based approach
assure a competitive performance in comparison to other approaches. The AB-
RBFc6 has improved accuracy for seven dataset, assuring better results than ABRBF
for schemas numbered from 1 to 5, thus outperforming all other versions. The
experiment results confirm that choosing an adequate RBFN design schema is a
crucial factor from the point of view of the RBF performance. The experiment
results also show that the schema for RBFNs designing based on case 6 performs
better than k-meansABRBFN, k-meansRBFN and randomRBFN.

The results shown in Table 3 further demonstrate that the ABRBF can be
superior to the other methods including MLP, multiple linear regression, SVM and
C4.5 since in seven cases the proposed algorithm has been able to improve the
respective generalization ability.

5 Conclusions

In the paper several scenarios for the agent-based RBFN design have been discussed
and validated through the computational experiment. Its results clearly show that
choice of the design scenario including schema and a level of integration of several
involved optimization processes may influence the RBFN performance. It has been
also shown that growing level of integration assures better performance of the network.

In the future it also is planned to extend the range of available optimization
agents through incorporating agents responsible for the RBFN structure modifica-
tion and implementation of new adaptation schemas.
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Eye Movements Data Processing for Ab
Initio Military Pilot Training

Emilien Dubois, Colin Blittler, Cyril Camachon
and Christophe Hurter

Abstract French ab initio military pilots are trained to operate a new generation of
aircraft equipped with glass cockpit avionics (Rafale, A400 M). However gaze
scanning teachings can still be improved and remain a topic of great interest. Eye
tracking devices can record trainee gaze patterns in order to compare them with
correct ones. This paper presents experimentation conducted in a controlled sim-
ulation environment where trainee behaviors were analyzed with notifications given
in real-time. In line with other research in civil aviation, this experimentation shows
that student-pilots spend too much time looking at inboard instruments (inside the
cockpit). In addition, preliminary results show that different notifications bring
modifications of the visual gaze pattern. Finally we discuss future strategies to
support a more efficient pilot training thanks to real-time gaze recording and its
analysis.
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1 Introduction

During summer 2012, the French Air Force academy replaced the analogical
conventional cockpits of training aircraft by numerical glass-cockpits with
sophisticated automation. The glass cockpit (see Fig. 1. for illustration) replaces the
traditional electro-mechanical cockpit dials (altimeter, airspeed, turn and bank,
vertical speed, altitude and heading) with two screens: the Primary Flight Display
(PFD) and the MultiFunction Display (MFD). The PFD displays all of the infor-
mation provided by the separate dials found in the traditional cockpit [22]. This
change was an opportunity to study the impact of the modern cockpit environment
in ab initio flight training [1]. Up to now, the transition to a modern cockpit
environment occurred late in the French Air Force pilot training. However, teaching
glass-cockpit earlier in pilot training raises the question of how the young pilots
should be trained. Indeed, instructional techniques have been optimized over a long
period of time for aircraft equipped with steam gauges [2]. Traditionally, pilots had
to learn how to scan the six basic aircraft control steam gauges (attitude, altitude,
airspeed, heading, climb rate and turn direction and rate) together with the outside
environment. They were advised to look inside the cockpit no more than 4-5 s for
every 16 s spent scanning the outside world [3]. Several studies stated that pilots
had not achieved optimized visual scanning [4]. In addition, one of the main pitfalls
is to spend too little time looking out the window: “too much head-down time” [5].

The modern glass cockpit technology was supposed to make the scan pattern
easier and to help improve pilot’s situation awareness [6]. To the best of our
knowledge, there is no evidence that this is the case for novice pilots. Currently,
there is no standardized “scan technique” training at the French Air Force Academy
regarding glass cockpit management. The current teaching methods are based on
flight instructors’ experience, which is mostly acquired on conventional airplanes.
According to French Air Force instructors, glass-cockpits really draw student pilot
attention inside the airplane. In real flight, when they detect that a student pilot
spends too much time looking inside the cockpit, instructors try to fix this incorrect
gaze behavior with different methods. The less pervasive one is to orally notify the
student, and the other one is to hide the information the student is focused on with
an opaque paper. In this manner, the student understands that he or she has an
incorrect behavior. However instructors do not have a tool to allow them to
accurately analyze gaze behavior, so they cannot objectively detect deficient gaze
behavior situations. Based on our observations and interviews, instructors use oral
notifications as weaker warnings than visual notifications.

Furthermore, a major challenge is the growing use of Flight Training Devices
(FTD) in pilot training in general and military aviation. FTD are largely used to
train pilots at reduced costs [7]. There is also evidence that flight simulators are
useful for ab initio flight training [8, 21] regarding instruments skills [7] even if the
FTD is a low cost simulator (i.e. ordinary personal computer using commercial
software [9, 10]). However, the use of flight simulators has some drawbacks. One
example shown by Johnson, Wiegmann and Wickens [11] is the different gaze
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behavior induced by the analog cockpit and the glass cockpit on a simulator. In this
experimentation, pilots using an analog cockpit (control group) spent approximately
40 % of their time looking out the window, instead of the 67 % to 75 % recom-
mended allocation of attention to the outside world [12, 13]. Even more signifi-
cantly pilots using a glass cockpit allocated only 10 % of their visual attention to the
outside world. One of the most effective teaching devices (simulators) may actually
increase the incorrect “too much head-down time” behavior.

In this paper, the “head-down time” issue regarding the glass cockpit environ-
ment in a training context will be addressed. A commercial eye tracking system will
be adapted to be used in a glass cockpit flight training device. An apparatus has
been developed to allow real-time collection and analysis of gaze behaviors in order
to efficiently teach French military trainees the correct patterns.

2 Experiment

The first goal of our experimentation is to reduce the head-down time to approach
the recommended standard of 30 % [12, 13]. More particularly the question here is
to discover if real-time assistance based on notifications allow a reduction in
head-down time. The other goal is to assess the effectiveness of the methodology
currently used by the French Air Force in simulated flights. In this aim, we would
like to validate our observations and assess if oral notifications are weaker warnings
than visual ones.

In our experimentation, we will analyze gaze behavior in real-time, and send
notifications in case of non-recommended gaze behaviors. Since the standard 30 %
ratio of looking outside time is only applicable on the entire flight duration, we
chose another criterion that allowed us to detect inappropriate gaze behavior in
real-time. As instructors recommend not looking for more than 2 s at the inside of
the cockpit we opted for this rule to trigger notifications. We call it the “2 s rule”.

To conduct our experimentation, we designed an environment composed of a
high fidelity, dynamic and interactive simulation [14] with a head mounted eye
tracker. At this point, the real difficulty was to build a robust architecture to allow
our eye tracker to interact in real-time with our simulation environment.

2.1 Eye Tracker Constraints

Recording, analyzing the location of the gaze and reacting to particular gaze
behaviors in real-time, were the main challenges to address in this experiment.
Moreover, the simulated environment setup brings too many constraints: five
screens (3 for the outside world and 2 for the cockpit) and free head movements.
This is why we opted for a head-mounted eye tracking solution. This eye tracker
has two cameras: (1) one right eye focused camera responsible for the pupil position
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and size and (2) one for the recording of the environment (located between the
eyes). Since this experimentation was not a study of usability or user experience,
participant satisfaction was not tested. Our system does not have the vocation to be
delivered to the French Air Force Academy or other training organizations. Par-
ticipants in the experiment are subjects and under no circumstances final users.

To achieve our needs, the gaze location had to be known in real-time. We
needed to find a robust and effective algorithm able to access and treat the adjusted
gaze location thanks to head movements. The head movements could be detected
thanks to a reference image which is captured at the beginning of the experimen-
tation and tracked in real-time until the end of this experiment. Therefore a part of
the solution was to use the OpenCV toolkit and the Surf algorithm [20] to track the
location of the reference image in the picture provide by the environment camera.

However, the mounted eye tracking solution in our possession does not provide
any suitable real-time gaze processing tools therefore we had to implement a
specific module. The current gaze location is processed with a homographic
computation between the gaze location in the reference image and the location of
this reference image in the picture provide by the environment camera. This
treatment takes time; nevertheless we achieved a suitable recording rate with 30
samples per second.

Furthermore, three static Areas of Interest (AOI) were defined (Fig. 1): one for
the outside world, and two for the cockpit, the PFD and MFD respectively. The
outside world area contains the three screens showing the flight simulator view,
while the two others show a cockpit simulator view. In our experimentation, the
“2 s rule” is only applicable to the time spent inside the PFD. In order to display
visual notifications on the simulators screens (flight and cockpit), we developed
another module with a windows overlay technique (shadow mask).

The first module which treats the gaze localization in real-time and analyzes
behavior communicates with the other module responsible for showing visual
notifications. We have made this possible thanks to the IVY data bus [15]. During
the experimentation different data sources were collected and merged. The data is
sent on this same logical bus IVY [15] and the data fusion is performed thanks to
the time synchronization provided by a NTP server (Network Time protocol).

Our architecture is modular and handles the following constraints: temporal
synchronization, modular communication, data logging and modular visual
notifications.

2.2 Participants

Fifteen male students from the French Air Force (FAF) academy participated in the
experiment. The students’ total sailplane flight experience ranged from 5 to 100 h
(mean = 37 SD = 22, 58) and their ages ranged from 21 to 27 (mean = 22, 4
SD =1, 99).
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2.3 Materials and Procedure

The participant’s task was to navigate from Ajaccio to Solenzara (Corsica, France)
in a Cirrus Perspective flight simulator. The glass cockpit of the Cirrus Perspective
is a Garmin 1000. The left screen (Primary Flight Display, PFD) presents the
airplane attitude information (speed, altitude, heading... see Fig. 1). The right
screen presents engine information (MFD, see Fig. 1). No GPS navigation or any
automation was allowed. Thus the student pilots had to fly with rudder and stick.
The navigation duration was 31 min. Three horizontal screens showed the outside
world.

Participants had to follow 31 altitude and heading instructions given orally while
keeping constant speed (120 kt). Altitude and heading instructions were given every
minute. Each student was told of the security recommendation not to look at
instrumentation (inside the cockpit) for more than 2 s. They were divided into three
different condition groups (5 students per condition). There was (1) a control
condition which did not trigger notification when the 2 s rule was violated (2) and
two experimental groups which each received audio and visual notifications. To
match with reality, the design of notifications was made from the observation we
performed. Therefore one audio notification which announced in a synthetic voice
the “look outside” advice (sound condition) while the other visual notification
(visual condition) hid all information on the PFD. In the sound condition, the audio
notification was played continuously until the participant’s gaze was moved away
from the PFD. In the visual condition, a black screen was displayed and masked
entirely the PFD until the participant’s gaze had left the PFD.

To run our experimentation, we used Xplane 9.0 as a flight simulation and we
recorded simulated aircraft locations. The head mounted eye tracker was the Pertech
solution with an accuracy of 0.3° at 50 Hz. We computed the head movement and
the gaze correction with a third computer: Core 17 2.2gh, 8Go ram. We developed
our software with visual Studio and C#.

Two dependent variables were recorded. The first was the percentage of time
spent looking at the PFD during the entire navigation. The expected effect of the
notifications was to reduce the time spent looking inside at the PFD in the two
experimental conditions compared to the control condition.

The second recorded dependent variable is the number of ‘2 s rule” violations.
This number does not directly correspond to the number of notifications triggered
because, in the control condition no notification was triggered. In order to allow a
comparison, we analyzed in post-treatment the number of times they had exceeded
the “2 s rule” for all participants. The expected effect was a lower number of “2 s
rule” violations in the two experimental conditions compared to the control
condition.
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Fig. 1 Cirrus Perspective with Garmin 1000 simulator environment (CReA)

3 Results

3.1 Percentage of Time Spent Inside PFD

The Fig. 2 presents our results for the three groups of participants (control group,
sound group, visual group) as a function the percentage of the time spent looking
inside at the PFD during the entire navigation.

(<]
o

® Inside

=1
o

B Outside

(1]
o

.

w
o

Percentage time spent (%)
B
o

8]
(=]

=
(=]

PR\

N N

Control Sound Visual

Fig. 2 Percentage of time spent inside and outside, averaged per condition. Error bars are standard
errors
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An ANOVA was conducted for the average percentage of time spent looking
inside (control group = 60.41 %, SD = 14.8; sound group = 41.00 %, SD = 5.98;
visual group = 47.09 %, SD = 12.97). The results show a difference between the
three conditions which is close to being significant F(2, 12) = 3.49; MSE = 492.46;
p = 0.063. T tests were conducted between these three means and show that the
control group (1) is higher than the sound group #(4) = 4.73; p < 0.01 and (2) tends
to be higher than the visual group #(4) = 2.71; p = 0.053. However, the difference
between sound group and visual group is not significant #(4) = 1.35; p > 0.05.

Another ANOVA was conducted for the time spent looking outside percentage
(control group = 37.62 %, SD = 14.31; sound group = 58.66 %, SD = 8.04; visual
group = 55.45 %, SD = 14.95). The results show a significant difference between
the three conditions F(2, 12) = 3.91; MSE = 642.78; p < 0.05. T test was con-
ducted between these three means and shows that the control group (1) is higher
than the sound group #4) = 7.33; p < 0.01 and (2) tends to be significantly higher
than the visual group #4) = 2.62; p = 0.058. However, the difference between the
sound group and visual group is not significant #4) = 0.51; p > 0.05.

3.2 Number of “2 s Rule” Violations

Although the time spent looking inside and outside was analyzed over the whole
duration of the experiment, the decision was taken to analyze this second dependent
variable every minute. For every altitude and heading instruction, participants
repeated the same task. Consequently this way of analyzing the data was more
relevant.

An ANOVA was conducted for the number of ‘“2 s rule” violations (control
group = 5.29, SD = 0.83; sound group = 2.82, SD = 0.9; visual group = 2.49,
SD = 1.11; see Fig. 3).

w (-]

B

Number of 2sec rule violations
] w

-

Control Sound Visual

Fig. 3 Number of “2 s rule” violations per minute, averaged per condition. Error bars are standard
errors
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The results show a difference between the three conditions F(2, 90) = 79.461;
MSE = 72.612; p < 0.001. T test was conducted between these three means and
show that the control group is higher than the sound and the visual group ¢
(30) = 12.06; p < 0.001 and #30) = 15.57; p < 0.001 respectively. However, the
difference between the sound group and visual group is not significant #30) = 1.58;
p > 0.05.

4 Discussion

In this paper, we investigated trainee pilot gaze behaviors during simulated flights
thanks to an eye tracker device. Participants (French Air Force student pilots) were
notified by a verbal message or by a visual black screen on the PFD each time they
spent more than 2 s looking at the PFD. Two dependent variables were assessed
(1) the percentage of time spent looking at the PFD and (2) the number of notifi-
cations presented to participants. The objectives of this study are both to assess the
effectiveness of real-time warning notification in a flight simulator environment and
to evaluate the relative impact of the oral and visual notifications.

In our experimentation, we first tried to observe the standard 30 % of flight time
looking inside the cockpit [12, 13]. In the control condition, in which no notifi-
cation was displayed, the trainees recorded a figure of 60 % of flight time looking at
the PFD while in the sound and visual condition the figures were 41 % and 47 %
respectively. The effects of our notifications are not enough to achieve the required
standard. However this allows student pilots to produce behavior close to that of
experienced pilots. Johnson, Wiegmann and Wickens [11] showed, with experi-
enced pilots, the time spent looking inside the cockpit (analogical cockpit) is close
to 40 %. The results also showed that the time spent looking elsewhere than at the
PFD was transferred to the time spent looking outside. The control condition
participants spent only 37 % of their time looking outside, the sound and visual
condition participants spent respectively 58 % and 55 %. The obedience of the “2 s
rule” was analyzed in order to check that student pilots do not spend too much time
looking at the PFD between two periods looking at the outside world. The number
of “2 s rule” violations is greatly reduced when notifications are triggered. While in
control condition the number of violations is higher than 5 on average (5.29) per
minute, with the sound and the visual condition, we found less than 3 on average
(respectively 2.82 and 2.49). These results are congruent with the reduction of time
spent looking at the PFD.

This study shows that the methodology used in the experiment has an effect on
the student pilot gaze behavior. Time spent looking inside the cockpit is drastically
reduced and approaches the standard figure. In the same way, notifications reduce
the number of “2 s rule” violations. The effect of this methodology could lead to
improve flight safety.

Regarding the second objective, there is no significant difference between audio
and visual notifications either in terms of time spent looking (1) inside and
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(2) outside, or of “2 s rule” violations. These results suggest, in a piloting assistance
context,' that visual notifications bring no particular advantage compared to audio
notifications (as expected from the military instructors’ interviews) in a simulated
flight environment.

However in a learning assistance context, rather than in the context detailed in
this paper, differences between these two kinds of notifications could be found. As
future work, one could evaluate the “2 s rule” internalization using a post test
methodology without any notification. This is a relevant question since audio
notifications only inform whereas visual notifications force to look elsewhere. As
mentioned by some psychology studies [16, 17], the degree of internalization
(memorizing) of a behavior is linked to the deliberate choice of a behavior. A free
choice behavior has a larger probability to be acquired than a forced choice. In our
experiment the sound condition can be compared to a “free choice” and the visual
condition can be compared to a “forced choice”. For example, the evaluation of the
internalization of the ‘2 s rule” can be different, for these two conditions, in a post
test (a few days after the experiment). This could be developed in another
experimentation.

This study demonstrates a method of real-time warnings which allow an initial
behavior to be changed to a targeted behavior. The methodology might help to
create a more accurate scan pattern than the one used in this study (i.e., the ratio of
time spent looking inside/outside the cockpit).

For instance, it may be useful to help novice pilots adopt practices similar to
those of experienced pilots. In this aim it would be necessary to analyze more
deeply the visual scan path of experienced pilots. We plan to analyze gaze data with
interactive visualization tools [18] and processing algorithms [19]. Edge bundling
algorithms have already proven to be an efficient tool to extract gaze patterns and
thus will provide visual clues to assess the change of gaze behavior linked to the
type of notification (audio or visual). As a future development, we also plan to use
multiple eye tracker sources and to perform data fusion in order to improve gaze
pattern detection. This gain of accuracy will require specific computation algo-
rithms to perform the study in real-time and will be a technical challenge for future
work.

5 Conclusion

This study shows that novice pilots fail to avoid the “too much head-down time”
glass cockpit pitfall. However, with a real-time warning notification, this pitfall can
be drastically reduced. Ocular behavior comes close to that of the official standard
with real time warnings, while with no assistance it is still very far from this
standard. The effect of this notification may increase flight safety.

'Treating only of the punctual effect of notifications on gaze behavior during a simulated flight.
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Two practical consequences can be derived from these results. Firstly, this
technology can be a good way to improve simulated flight pedagogy and reduce
some of the drawbacks of the glass cockpit. However this statement can only be
correct from a learning perspective. This current study does not enable us to reach
such a conclusion and this point deserves further investigation as previously. And
from a more general standpoint, it may be very beneficial to consider these results
in any circumstance where people have to monitor a complex system (aircraft,
drone system, nuclear plant etc.). Eye tracking devices can be considered as
monitoring tools, in addition to being efficient teaching instruments.
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Massive-Scale Gaze Analytics Exploiting
High Performance Computing

Andrew T. Duchowski, Takumi Bolte and Krzysztof Krejtz

Abstract Methods for parallelized eye movement analysis on a cluster are detailed.
The distributed approach advocates the single-core job programming strategy, assign-
ing processing of eye movement data across as many cluster cores as are available.
A foreman-worker distribution algorithm takes care of job assignment via the Mes-
sage Passing Interface (MPI) available on most high-performance computing clus-
ters. Two versions of the MPI algorithm are presented, the first a straightforward
implementation that assumes faultless operation, the second a more fault-tolerant
revision that gives nodes an opportunity of communicating failure. Job scheduling
is also briefly explained.

Keywords High-performance computing * Eye tracking < Gaze analytics

1 Introduction and Background

Eye movement data is voluminous. The large volume of data produced from eye
tracking experiments stems not only from increasingly faster sampling rates (e.g.,
collecting an (x,y, t) data tuple every 16 ms when sampled at the modest rate of
60 Hz), or number of trials (e.g., dependent on number of stimuli viewed), but also
from the need to visualize the data, either as temporally ordered scanpaths or aggre-
gate heatmaps or as streaming x- or y-coordinate plots used to tune various digital
filters employed during the process of fixation detection.

Consider a straightforward within-subjects experiment where each participant
views three variants of a stimulus. Scanpath and heatmap visualizations yield2 X 3 =
6 visualizations per participant. Given the rule of thumb of 10 participants per exper-
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imental design condition, suggesting 30 participants, produces 180 such visualiza-
tions. If each such visualization requires say 30 s to produce, the entire visualization
catalog would then require about 90 min processing time (on a single CPU, without
utilizing GPU hardware acceleration). Intermediate visualizations are beneficial for
fine-tuning digital filtering parameters, but require plotting of additional graphs, e.g.,
raw, smoothed and differentiated data in 1D (separate x and y vs. ¢ plots) and in 2D,
increasing the number of plots per participant from 2 to 11 per stimulus.

2 —j° *. (W
(b) Warsaw’s Halo2. (c) Lugano’s Monch

(a) Clemson’s Palmetto.

Fig. 1 Academic institution clusters for which the current MPI implementation is targeted

To alleviate the problem of processing of voluminous eye tracking data, Dao
et al. [3] proposed a cloud-based architecture that collects data from multiple eye
trackers, regardless of their physical location, and enables automatic real-time process-
ing, evaluation and visualization of incoming eye-tracking streams. Experiments of
their implementation of EyeCloud on Amazon’s cloud showed advantages of cloud
computing compared to a single PC in aspects of data aggregation and running time.

Although Dao et al.’s contribution is the only one we are aware of that proposes
the use of a cluster for parallel processing of eye movement data (using Hadoop),
they do not provide specific programming details beyond heatmap rendering.

In this paper, we focus on the parallelization of the uniprocessor approach using
the Message Passing Interface, or MPI [9]. We provide programming details on how
to organize the client/server architecture that Dao et al. omitted, however, we use
the foreman/workers (or master/workers [2]) metaphor for job distribution. We also
provide information on job scheduling.

The motivation for distributing computation of eye movement data, in this instance
largely focusing on visualization, is to expose to the eye tracking community the use
of High-Performance Computing (HPC) infrastructure which is becoming increas-
ingly available (e.g., whether at local or national academic institutions, or via cloud
computing). Although the application example used herein is straightforward, and
falls under the category of embarrassingly parallel, it nevertheless provides an intro-
duction to the use of MPI programming and HPC cluster scheduling. The triviality
of the single-core visualization distribution to multiple nodes gives potential for fur-
ther potentially more interesting computation, e.g., gaze transition entropy, variance
of heatmap distributions, intercorrelation of Gaussian Mixture Models, etc.
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Table 1 Selected cluster architectures

Cluster | Compute nodes Cores Interconnect | Queue oS

Monch 360 7,200 InfiniBand SLURM Linux

Halo2 512 8,192 InfiniBand | Torque (OpenPBS Linux
enhanced)

Palmetto | 1,978 20,728 InfiniBand | PBS Pro Linux

2 Selection of a Multi-core Cluster

The distributed programming approach to processing of multiple files, referred to as
single-core job execution, scales to any number of cores available on a given cluster.
Although the implementation is likely to port to cloud-based architectures that Dao
et al. [3] promote, we target clusters that are likely to be available at academic insti-
tutions. A sample of academic institution clusters is shown in Fig. 1, with hardware
and software platforms of these clusters given in Table 1, and includes: Palmetto,
at Clemson University; Halo2, at the University of Warsaw; Monch, at the Swiss
National Supercomputing Center.

Some of these supercomputing centers house a number of other clusters (e.g., the
CSCS in Lugano houses Piz Daint and Blue Brain, ranked 6 and 56, respectively,
on the “Top500” list of supercomputers in the world), and it is important to select
the appropriate infrastructure for the distributed paradigm outlined here, namely the
single-core type of job. The single-core job would be discouraged from running on
highly interconnected architectures such as Piz Daint’s.

The single-core job is a distributed SPMD (Single Program Multiple Data) pro-
gramming approach and differs from other parallel programming approaches such as
multicore and many-core paradigms. A key characteristic of the SPMD programming
model is that the processors run asynchronously. Multicore programming generally
refers to the use of multiple processing units found on a single chip [8]. Multicore
programs are generally run on a single machine equipped with these chips, paralleliz-
ing code via an application program interface (API) such as OpenMP. Many-core
programs, on the other hand, generally exploit the massively parallel SIMD (Sin-
gle Instruction Multiple Data) “lock-stepped” style of instruction afforded by GPU
architectures. GPUs can be used for general purpose programming through APIs
such as OpenCL.

In general, high performance computing on a computational cluster can involve
a mixture of programming models. For example, multicore programming can be
effected by distributing jobs across multiple cores (housed on the same or different
computational nodes, connected by high-speed interconnects). The same job can also
be made to exploit the many-core model if each distributed version of the program
makes use of the GPU. Designing programs to exploit different forms of parallelism
is challenging. Here, we provide two examples: multicore parallelization by making
use of multiple cores (e.g., essentially different computers connected by Ethernet)
and a combination of multicore and many-core parallelization where each such core
exploits the GPU for hardware-accelerated heatmap rendering.
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3 Gaze Analytics Pipeline

Prior to describing approaches to parallelization, the gaze analytics pipeline is
reviewed [4]. An individual’s recorded eye movements, when exported as raw gaze
data, is processed by the following steps:

1. denoising and filtering raw gaze data g;=(x;,y;,;), and classifying raw gaze into
fixations f; = (x;,y;, ¢;, d;), where (x;,y;) coordinates indicate the position of the
gaze point or centroid of the fixation, with ¢, indicating the timestamp of the gaze
point or fixation and d; the fixation’s duration,

(a) Raw gaze data.  (b) Smoothed data. (c) Fixations. (d) Heatmap.

Fig. 2 Representative (individual) gaze data processing pipeline showing progression from raw
gaze data to smoothed data to visualizations

2. collating fixation-related information for its subsequent statistical comparison,
3. interpreting and visualizing statistical tests conducted on processed data.

The first step is applied to each data file, and can be performed either in sequence
for all individuals’ recorded data, or in parallel, where each data file is processed on
its own core, hence the term single-core job. An often critical component accompa-
nying data processing is visualization (see Fig. 2). Visualization in the form of scan-
paths and heatmaps is useful for communicating results and for debugging purposes,
e.g., examining filter performance. Unfortunately, graphical rendering of the data is
computationally time-consuming. Heatmap rendering is particularly expensive [5],
espeically if a many-core GPU card is unavailable.

Fixation Filtering. The eye tracker outputs a stream of gaze points (x;,y;, ¢;). Typ-
ically, this data is noisy and requires smoothing. Smoothing (or differentiating) is
achieved by convolving the gaze point input with a digital filter [11]. The filter used
may be a Finite Impusle Response (FIR) or an Infinite Impulse Response (IIR) type
[7]. Following Duchowski et al. [4], we chose a 27 order Butterworth (IIR) filter to
smooth the raw gaze data with sampling and cutoff frequencies of 60 and 5.65 Hz,
(see Fig. 2b).

Following Andersson et al. [1] and Nystrom and Holmqvist [10], a second-order
Savitzky-Golay (SG) filter [6, 13] is used to differentiate the (smoothed) positional
gaze signal into its velocity estimate. The Savitzky-Golay filter fits a polynomial
curve of order n via least squares minimization prior to calculation of the curve’s s
derivative (e.g., 1% derivative (s = 1) for velocity estimation). We use a 7-tap (112
ms) SG filter with a threshold of + 5 deg/s to produce fixations (see Fig. 2c).
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Fine-tuning of the velocity threshold in degrees per second depends on viewing
distance and screen resolution (e.g., in dots per inch). In the exemplar fixations of
Fig. 2¢c, an 1280x 1024 display (17" diagonal) was viewed at 20”.

Filter Fine Tuning. Fine-tuning of both smoothing and differential filters is greatly
aided by visualizations of the eye movement signal, especially by 1D plots of the x-
and y-coordinates of gaze data versus time (see Fig. 3).

Visualization of velocity data, in particular, allows selection of the velocity
threshold which is then used to identify saccades in the data streams.

‘Gaze point data:  coordinates Smoothed 4 coordinates Differentiated gaze point data: , coordinates

~aordinte (piels)
J-coordinate pixse)

Time (6) Time 6) Time (5)

(a) Raw gaze data (y). (b) Smoothed gaze data (y). (c) Velocity (dyl dt).

Fig.3 Representative (individual) gaze data visualization (x- and y-coordinate versus time) show-
ing progression from raw data to smoothed data to velocity

Heatmap Rendering. Heatmap rendering involves calculating pixel intensity (i, j)
at coordinates (i, ), relative to the fixation at coordinates (x,y), by accumulating
exponentially decaying “heat” intensity, modeled by the Gaussian point spread func-
tion (PSF): 1(i, j) = exp (—((x—=i)*+(y—j)*)/(26?)). For smooth rendering, Gaussian
kernel support should extend to image borders, requiring O(n?) iterations over an
n X n image. With m gaze points (or fixations), an O(mn?) algorithm emerges [5].
Following accumulation of intensities, the resultant heatmap must be normalized
prior to colorization.

4 Code Parallelization

Parallelization, the single-core approach advocated here, relies on applying the
pipeline steps to each recorded data file:

1. parse and denoise raw data, 3. differentiate smoothed data,

2. smooth the data, 4. threshold differentiated data.

At each stage of the pipeline, render (plot) the intermediate results, e.g.,
1. 1D raw data (x, y vs. ¢) 5. 1D differentiated data (x, y vs. t)
2. 2D raw data 6. 2D differentiated data
3. 1D smoothed data (x, y vs. 1) 7. 2D fixations

4. 2D smoothed data 8. 2D heatmap
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Figure 3 shows select 1D plots. In practice, all steps are applied in sequence to each
raw eye movement data file, e.g., written in Python, and can then be enclosed in an
MPI script which sends assigns the input file to the next available machine on the
cluster.

4.1 Multicore Parallelization with MPI

Listing 1 shows the MPI code for parallelizing the single-core job. The Python code
should be read and thought about in parallel, e.g., as soon as the job executes, every
processor (core) scheduled runs the same code simultaneously. Only one core, the
“foreman”, is assigned rank 0. This core is responsible for assigning jobs to the oth-
ers.

The foreman, in charge of file processing, awaits a message from “worker” nodes
(cores) that are ready to process the raw data files. Each is then assigned a file to
process.

Listing 1 Foreman/workers code (courtesy of Ed Duffy @ Clemson)

from mpidpy import MPI

comm, stat = MPI.COMM _WORLD, MPI. Status ()
rank , ncores = comm. Get_rank (), comm.Get_size ()

TAG_WRK_NEED, TAG_WRK_TODO, TAG_WRK_DONE = range (3)

if rank == 0: # foreman
# send out files for processing
for file in list:
comm. recv ( source=MPI.ANY_SOURCE, tag=TAG_WRK NEED, status=stat)
comm. send (( file ,),dest=stat.source , tag=TAG WRK TODO)
# shut down workers
for i in range(l,ncores):
comm. recv ( source=MPI.ANY_SOURCE, tag=TAG_WRK NEED, status=stat)
comm.send ((0,),dest=stat.source , tag=TAG WRK DONE)
else: # worker
# keep working until no more work to do
while True:
comm. send ((0,), dest=0,tag=TAG_WRK NEED)

file , = comm.recv(source=0,tag=MPI.ANY_TAG, status=stat)
if stat.tag == TAG_WRK DONE:

break
else:

# process file
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Once all files have been processed, the foreman then once again awaits a message
from workers and then once each is ready to process, a message is sent indicating that
no more work is required. Different MPI message tags are used to indicate whether
the worker nodes have anything to process or whether they should terminate.

4.2 Fault-Tolerance

The MPI code in Listing 1 is a basic script for distributing the single-core job across
multiple cores. This basic script has been successfully used when distributing the
workload over 91 as well as 501 cores. The code can scale to any number of cores,
depending on how many are available (see Job Scheduling, Sect. 5 below).

Although straightforward to understand, Listing 1 assumes that each scheduled
worker node performs its function without fault. In other applications of this MPI
script, when individual cores malfunction, the foreman node has no record of the fail-
ure. Incorporating fault tolerance, however, slightly increases the script
complexity.

Listing 2 shows a possible fault-tolerant revision to the code in Listing 1. The key
differences include:

1. the introduction of a new MPI tag which allows a worker node to communicate
failure back to the foreman, and

2. the introduction of queues, which are used by the foreman to enqueue files to
process as well as to record files processed by each worker.

Queues allow re-scheduling of files that could not be processed by workers that
aborted processing for one reason or another. Queues then allow the foreman to
complete processing of all files that may have been missed by the original code in
Listing 1.

4.3 Many-Core Parallelization with OpenCL

SPMD parallelization can be augmented with many-core (SIMD) parallelism, pro-
vided that cluster nodes with GPUs are selected during execution (see Job Schedul-
ing, Sect. 5 below). Each node can then use the GPU via an API such as OpenCL or
GLSL.

One example of GPU usage is acceleration of heatmap rendering. Without a GPU,
heatmap rendering can be sped up by truncating the Gaussian kernel beyond 2¢ [12]
during luminance accumulation, but this can lead to blocky image artifacts. Heatmap
rendering can be written for the GPU, preserving the high image quality of extended-
support Gaussian kernels while decreasing computation speed through paralleliza-
tion [5]. Listing 3 shows an OpenCL implementation of the Gaussian kernel used
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Listing 2 Fault-tolerant foreman/workers code

from mpidpy import MPI

comm, stat = MPI.COMM_WORLD, MPI. Status ()
rank , ncores = comm. Get_rank (), comm. Get_size ()

TAG_WRK_NEED, TAG_WRK_TODO, TAG_WRK_DONE, TAG_WRK_ABRT = range (4)

if rank == 0: # foreman
# set up worker job list
wrkr = defaultdict(deque)
for i in range(ncores):
wrkr[i] = deque ()
wrkrs = ncores
# queue up jobs for processing
jobs = deque ()
for file in list:
jobs .append(file)
# process job queue
while len (jobs):

comm. recv (source=MPI.ANY_SOURCE, tag=TAG_WRK NEED, status=stat )

if stat.tag == TAG_WRK NEED:
# record which job worker got
wrkr[stat.source ].append(jobs.pop())
comm. send (wrkr[stat.source][—1],dest=stat.source ,\
tag=TAG_WRK _TODO)
elif stat.tag == TAG WRK_ABRT:
# need to rerun job[wrkr[stat.source]]
while wrkr[stat.source]:
jobs .append(wrkr[stat.source ]. popleft())
# subtract one worker from number of workers
wrkrs —= 1
# shut down workers
for i in range(l,wrkrs):

comm. recv (source=MPI.ANY_SOURCE, tag=TAG_WRK NEED, status=stat)

comm. send (None, dest=stat .source , tag=TAG WRK DONE)
else: # worker
working = True
# keep working until no more work to do
while True:
if working:
comm. send ((0,),dest=0,tag=TAG_WRK NEED)

else:
comm. send ((0,),dest=0,tag=TAG_WRK _ABRT)
file , = comm.recv(source=0,tag=MPI.ANY_TAG, status=stat)
if stat.tag == TAG_WRK DONE:
break
else:

# process file, if problem occurs, set working to False
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Listing 3 Heatmap rendering using OpenCL kernel

__kernel
void gaussian(int2 dim, float2 pos, float sigma,
__global float =gauss)
{
// get the work—item’s unique id
int2 idx = {get_global_id (1), get_global_id(0)};
float sigma2sq = —2.0 % sigma * sigma;

float sx = idx.x—pos.x;

float sy = idx.y—pos.y;

float res = exp ((sxxsx+sy=*sy)/sigma2sq + (0.0));
gauss [idx .yxdim.x+idx .x] += res;

for heatmap rendering. This OpenCL kernel has been used in a C++ version of the
MPI script to compute heatmap entropy.

5 Job Scheduling on a Multi-Core Cluster

Parallel execution on a cluster depends on selection of a number of nodes followed
by scheduling execution of the job on the cluster. This is accomplished by a queuing
scheduler. In this example, PBS Pro is used. Job scheduling is largely a matter of syn-
tax and is likely to be similar on different clusters, which may use other schedulers,
such as OpenPBS, SLURM, MOAB, or some other variant.

A basic example requesting 91 instances of single cores on the cluster is:

gqsub -1 select=91:ncpus=1:mpiprocs=1 -1 walltime=1:00:00

This gsub command specifies 1 core per CPU (ncpus=1), and 1 MPI process per
core (mpiprocs=1) with expected total execution time of lh (walltime
=1:00:00).

Other options, among others, that can be selected include number of nodes with
GPUs (ngpus) as well as interconnect between nodes (e.g., interconnect=1g for 1
Gbps Ethernet; other interconnects include InfiniBand, Myrinet, etc.). For the single-
core job described here, Ethernet or Myrinet will suffice.

The MPI job is then executed in parallel via the following:

mpiexec -n 91 python ./src/mpi_script.py

The qsub and mpiexec commands can be combined into a single shell script and
then submitted to the gsub system. This allows batch processing of an MPI job,
which is the intended way of utilizing the cluster. It may take some time before the
requested resources are available, e.g., requesting 3,000 cores may take a long time
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to schedule, whereas requesting 91 may get the job running sooner. Different clus-
ters may have different job queues, e.g., small, medium, or large, which may have
different wait times based on the number of cores requested. Such considerations are
likely to be installation-specific, hence familiarization with the local installation is
beneficial.

6 Example Application Results

To report example timing performance metrics comparing execution of the MPI code
versus code on a single processor machine, we use the experiment introduced at the
outset, consisting of a straightforward within-subjects experiment where each of 30
participants viewed three variations of an image stimulus, namely the control image
shown in Fig. 2 and two stylized variations (not shown).

The Python script executed produced 11 visualizations per image viewed, result-
ingin 11Xx3 = 33 visualizations per individual, yielding 990 files for 30 participants.

Running the MPI script on 94 cores, the job scheduler reported completion in a
time of 00:01:17. The nodes selected via the scheduler used the Myrinet intercon-
nect, which, on this particular cluster, heterogeneous in its makeup, would have been
randomly selected from a pool manufactured by HP, Dell, Sun, or IBM, each with
either Intel Xeon or AMD Opteron processors, with 12-16 GB RAM, and each with
8 cores.

Meanwhile, the same Python script (not wrapped in MPI) was run on a single
machine (an Apple Mac Pro with 2 X 2.4 GHz 6-Core Intel Xeon CPUs running
OS X Yosemite (10.10.2) with 12 GB of RAM) and, according to the time utility,
completed in 1:07:37.

Direct comparison of execution times is somewhat problematic due to the het-
erogeneity of the cluster used and due to the multi-threaded nature of the Mac Pro
used for the single machine used in this example (other processes were running at
the time). Nevertheless, the advantage of using 94 CPUs over one is clear, resulting
in a savings of about 1 h in this instance.

One may argue that producing 11 visualizations per image viewed by each par-
ticipant is overkill. Granted not all visualizations may be useful in the long term,
being somewhat transitory in their utility, but in the short term they do provide use-
ful visual confirmation of participants’ performance as well as of filter settings. In
one instance, this type of visualization helped determine that the way data was being
exported by eye tracking software resulted in duplication, e.g., every third or fourth
data file was identical. Computing only statistics may not have identified this prob-
lem, and in fact, may have led to erroneous statistics being reported. Visualization
clearly verified that several scanpaths were identical in appearance. The point is:
if a high-performance computational cluster is available, it may as well be used.
The present paper gives a primer on one possible strategy applicable to distributed
processing of eye movement data.
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7 Conclusion

Massive-scale parallelization of eye movement data processing and visualization was
outlined via Message Passing Interface (MPI), executable on high-performance com-
puting clusters. Two algorithmic variants were presented, one assuming fault-free
execution, the other providing greater fault-tolerance should execution on a given
computational core fail. A combined multi-core and many-core parallelization model
was outlined and scheduling of the MPI job on the cluster was discussed.
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A Simulation Approach to Select
Interoperable Solutions in Supply Chain
Dyads

Pedro Espadinha-Cruz and Antonio Grilo

Abstract Business Interoperability has become an indisputable reality for com-
panies that cooperate and struggle for competitiveness. Supply Chain Management
is one kind of industrial cooperation which relies on large integration and coordi-
nation of processes. Though, supply chain operations are ruled and conditioned by
interoperability factors, which until now misses a tool to identify and solve its
problems. In this context, this article proposes a simulation approach to study the
effects of interoperability solutions on the performance of supply chain dyads.

Keywords Business interoperability « SCM - Dyadic relationships - Simulation -
Performance measurement

1 Introduction

Business interoperability (BI) is an organizational and operational ability of an
enterprise to cooperate with its business partners and to efficiently establish, con-
duct and develop information technology (IT) supported business with the objective
to create value [1]. In the context of supply chain management (SCM), business
interoperability is an enabler that makes possible to execute the SC operations
seamlessly, easing their alignment and the information flow, guaranteeing high
performance and competitiveness [2]. However, lack of interoperability is an
emerging issue in IT based cooperation [3]. Most of the existing research on
interoperability areas concentrates in forms to classify and identify interoperability
problems and barriers, and forms to measure and remove them.
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On our research, we aim at the research question “How to achieve high levels of
interoperability in supply chain dyads?”, addressing one-to-one relationships in
supply chains. To approach this issue, we address three topics: characterization and
analysis of interoperability problems; cooperation re-design; and the study of the
interoperability impact in the dyad performance. The present article proposes a
method to study of interoperability impact on the dyad performance (in terms of
SCM and interoperability performance), as a support to decision making in the dyad
design and in the selection of suitable information systems to eliminate or mitigate
interoperability problems.

The article is structured as follows: section two makes a brief review on the key
topics (business interoperability, supply chain operations and performance); section
three describes the methodology for analyzing and re-designing the supply chain
dyadic cooperation; section four presents a case study on an automotive supply
chain dyad; and section five presents the conclusions.

2 Business Interoperability

2.1 Business Interoperability Decomposition

BI is a concept that evolved from the technical perspective of interoperability
incorporating several aspects of organization interactions. Frameworks and
researches like IDEAS [4], INTEROP Framework [5, 6], ATHENA Interoperability
Framework (AIF) [7], ATHENA Business Interoperability Framework (BIF) [7]
and European Interoperability Framework (EIF) [8, 9] traced the evolutionary path
that led to the exiting notion of business interoperability. In previous work from
[10], several kinds of interoperability that contribute to the current definition of
business interoperability were identified and related (see Fig. 1). In level 1 three
interoperability types were suggested to contribute singly to the BI definition.
Interoperability types shown in level 2 can provide input to more than one type of
interoperability at level 1.

The different perspectives of interoperability reflect the issues that one must
attend to achieve higher levels of interoperability or, as it was defined by [12],
achieve “optimal interoperability”.

2.2 Business Interoperability Measurement and Performance
Metrics

Interoperability measurement and quantification is a branch of research dedicated to
interoperability quantification in a qualitative or quantitative manner. Qualitative
approaches to interoperability measurements are associated with subjective criteria
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Fig. 1 Business
interoperability components
[10]
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that permits to assign a certain level of interoperability (e.g. [13—15]), or a maturity
level (e.g. [16, 17]), to a specific kind of interoperability.

On the other hand, quantitative approaches make an attempt to characterize the
interoperations, proposing measurements (e.g. [18]) and scores [19] to convert
interoperability issues into numeric values. The main problem with these approa-
ches is that most of the numeric values that are obtained are as subjective as the
interoperability issues that are analyzed.

Another branch of interoperability quantitative assessment is dedicated to per-
formance measuring. Approaches to performance measurement as [7, 20-22]
suggest ways to measure the impact of interoperability on metrics such as costs,
time and quality. However, it is not known a direct way of relating interoperability
issues, or the companies’ decisions, with the interoperability metrics [7, 20-22].

3 Methodology to Analyze and Re-Design Dyadic
Cooperation

The proposed method to analyze and re-design the supply chain dyads is depicted
by Fig. 2.

In this method, the first phase is to analyze and model the dyad interoperability
conditions in terms of the business interoperability components that represent the
“as-is” situation. On the second stage, one simulates the “as-is” model and one
identifies the various scenarios that may lead to a more interoperable situation. In
this matter, we propose two kinds of approach: an improvement of the current
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scenario by addressing the interoperability variables that one can change in order to
reconfigure the relationship (for instance, the human resources quantity on a spe-
cific process); or the re-design of certain aspects of interoperability, such as the
process design or the selection of another information system that permits
improving the dyad performance. In the last stage (optimization stage), one finds
which one of those scenarios has the best performance in terms of interoperability
and in terms of supply chain performance.

3.1 Stages of Analysis and Decomposition

As mentioned in the previous section, the first step of the method is to determine the
dyad interoperability conditions. This is achieved by interleaving the interopera-
bility and the performance analyses, and modeling the interoperability components
in a process that we call analysis and decomposition stages (see Fig. 2). The
sequence of these stages has to do with the relationship between the business
interoperability components. On the top of the method are the managerial and
governance aspects, such as the business strategy and the management of the
relationships that impact subsequent components. For instance, in business strategy
analysis (BSA), the cooperation objectives are addressed and the dyad is analyzed
to verify if these ones are clear-cut to both companies and if the individual aspects
are aligned into a cooperation business strategy. Managerial and governance aspects
have impact in operations. Process interoperability decomposition (PID) and pro-
cess interoperability analysis (PIA) are ruled by the prior aspects of interoperability,
thus constituting the focus of this method. All the following stages are associated to
the operations taken place in the dyad. For instance, data interoperability decom-
position (DID) and data interoperability analysis (DIA) are stages acting on the
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exchange of data between the firms that perform the processes. Issues like semantic
alignment, communication paths and data quality are addressed in this stage in
order to ensure that the data is properly interpreted, that there are sufficient contact
points to exchange data, and that data is usable.

In terms of interoperability, the process resources are the information technology
assets (software and systems interoperability, as well as objects and hardware
interoperability) and the human resources. These resources enable processes and
data exchange. As in the case of data interoperability, these resources are connected
to the process interoperability.

3.2 Modeling and Measuring Interoperability Performance
on Supply Chains

Modeling supply chain processes derives from the concept of process integration and
coordination [23]. The supply chain operations reference model (SCOR) [24] makes
a link between performance measures, best practices and software requirements to
business process models [25]. However, the SCOR model does not show how to
proceed to achieve interoperability. In the application of the method portrayed in
Fig. 2 we propose a systematic representation of the interoperability perspectives of
the dyad. In this one, we address the supply chain operations that take place between
the two firms. For instance, in [11] a buyer-seller interface was designed. To achieve
this design, a mapping has been done since the strategic objectives to the process
design decisions using Axiomatic Design Theory [26] combined with Business
Process Notation [27] and Design Structure Matrix [28]. This procedure allowed to
decompose the SC operations and to address the interoperability issues inherent to
each activity. The interoperability impact study and the selection of the appropriate
design is the contribution of this article, and allows to demonstrate how the findings
from [10] and [11] are modeled using computer simulation.

The course between an actual (“as is”) to a desired more interoperable state (“to
be”) is supported by the decisions taken place during the re-design and reconfig-
uration activities of Fig. 2. These decisions are formulated according to the iden-
tified interoperability barriers and tested through simulation. Here, in this part of the
methodology the performance measurement becomes an essential aspect to achieve
an interoperable dyadic relationship. Supply chain performance metrics and inter-
operability metrics portray a relevant part to strive, both, for a competitive and
interoperable supply chain dyad.

In the next section we present a case study that is currently being developed on
an automotive supply chain. Here is addressed the interaction between two firms in
the context of purchase and delivery operations. These two operations were
decomposed into interoperability aspects, and the business processes were modeled
in order to help in the design of a simulation model. To evaluate the two companies
three performance metrics were selected: order lead-time [29-33], time of inter-
operation and conversion time [7, 20, 21, 34, 35].
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4 Case Study: Automotive Supply Chain Dyad

The present case study was implemented in a dyad constituted by a 2™ tier rubber
parts supplier (company A) and a 1% tier automotive engine gaskets supplier
(company B). The application of this method was made through several interviews
in both companies and by analyzing companies’ documentation. The internal and
interface processes are presented in Fig. 3.
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Fig. 3 Collaboration and internal activities business process model

The interoperability conditions for both are presented in Table 1.

Table 1 Interoperability conditions on the dyad

Interoperability aspect

Interoperability conditions

Business strategy

A contract was signed specifying the agreed lead-time of 7 days.
The cooperation strategy was defined, but is not aligned with
individual objectives

Relationship
management

A long-term relationship was established

Human resources

Company A has 6 employees (5 responsible for inserting orders
manually on SAP and 1 to validate orders)
Company B has 2 employees to treat the orders

Process interoperability

In company A, 5 users insert manually orders into SAP. One HR
verifies the inventory and confirms or calls for production.

In company B, the ordering process is performed by 2 operators
that check MRP data on SAP system and send the purchase orders
to the supplier by e-mail and, then, wait for supplier response to
validate the order and, then, wait for its fulfillment

Data interoperability

There are compatibility issues between the formats of the orders
in both companies. Data must be treated manually in both cases

Software and systems
interoperability

In both companies, SAP system and the E-mail system are not
interoperable. This requires manual interaction between systems
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The first improvement to test on the current approach for the collaboration is to
study the use of the resources that enable cooperation. For simplification purposes,
we only address the human resources quantity as variable to improve the “as-is”
scenario. Other aspects featured on Fig. 1 should, if possible, be addressed in the
performance analysis.

The results regarding the variation of human resources quantity are presented in
Fig. 4.

Regarding order preparation from company B, currently there are 2 employees
responsible for preparing, manually, the orders by accessing the Material Resource
Plan on SAP system and send the needed orders by e-mail. On the “as-is” con-
figuration, the average value of the order lead-time (OLT) is 163 h (7 days), which
satisfies the agreed lead-time. Decreasing the number of employees to one permit
reducing the OLT to 155 h (6 days) and the time of interoperation (TIP). However,
the conversion time increases from 0,3 to 8,7 h for each order to be prepared. In
counterpart, increasing the number of employees doesn’t have effect on the metrics.

In respect to company A’s activities, the number of employees on the manual
insertion of orders on SAP could be decreased to a minimum of 3 in order to
maintain the same OLT. Though, the minimum conversion time (Cv) is achieved
with 4 employees.
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Fig. 4 Influence of human resources quantity on OLT, TIP and Cv for each process (obtained on
Rockwell Arena Software in 20 replications with a confidence interval of 99 % and an error of

1,05 %)

Still in company A, increasing the employees to 2 permits to decrease the OLT
to 152 h (6 days) and TIP to 11,54 h. This last improvement enhances the response
time to the company B’s requests. Instead of waiting 22 h to obtain the order
confirmation, the increase of 1 employee permits to fulfill this in half of the time.
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For this activity there are no Cv values because there is no conversion process
involved.

The second improvement we propose is the implementation of an Electronic
Data Interchange (EDI) system to replace the order placement communication path.
This measure will enhance compatibility of data between the ICT and the order
management system, reducing the time for order preparation in company B and
eliminating the manual insertion process of company A. The obtained results are
presented in Table 2.

Comparing the metrics for the “as-is” and the EDI implementation scenario, both
OLT and TIP increase by 1 percent. In counterpart, there is a reduction of 76 % of
the time to prepare the orders to send to company A.

In terms of human resources, the “as-is” scenario counts with 2 employees on
company B and 6 employees (5 on manual insertion and 1 on inventory verifica-
tion) on company A. The implementation of the EDI reduces the company A to 1
operator required to deal with company B’s orders.

Table 2 Comparison between “as-is” and the implementation of EDI scenario (obtained on
Rockwell Arena Software in 20 replications with a confidence interval of 99 % and an error of
1,05 %)

Scenario OLT (h) TIP (h) Cv (h) Human resources
(number of employees)

“as-is” 162.58 22.32 0.32 8

EDI implementation 163.44 22.59 0.08 3

Difference +1 % +1 % =76 % -5

In turn, the two compared solutions are based on the same interoperability
conditions in terms of human resources quantity. From the first improvement, we
had concluded that if we increase operators on the inventory verification activity we
can decrease the lead-time in about 1 day. We can test the number of employees
influence for the EDI implementation. The results are presented in Fig. 5.
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Fig. 5 Influence of human resources quantity on OLT and TIP for Inventory verification process
for each scenario (obtained on Rockwell Arena Software in 20 replications with a confidence
interval of 99 % and an error of 1,05 %)
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If the companies decide to eliminate or mitigate the systems incompatibility (SAP
and E-mail) by implementing an EDI, best results can be achieved if the number of
employees on the inventory verification is increased to 3. However, if due to tech-
nical limitations the EDI implementation is not possible, the company A should add
another employee to the inventory verification activity (by contracting a new
employee) or remove one employee from manual insertion to inventory verification.

5 Conclusions

The presented research contributes to the development of an integrated framework
to assess and re-design supply chain dyadic cooperation. It provides a method to
study the interoperability impact on the performance of the dyad. This method
allows one the test various scenarios without affecting the real system and providing
the solution that may result in an improvement for the dyad.

Future work will concentrate on the integration of other interoperability aspects
by implementing Design of Experiments and Taguchi methods. This will allow us
to deal with the complexity of Business Interoperability by systematizing the
influence of interoperability aspects on performance.
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Probabilistic Weighted CP-nets

Sleh El Fidha and Nahla Ben Amor

Abstract This paper addresses the problem of combining uncertainty and precision
in CP-nets. Existing approaches extended the network either with probability distri-
bution to manage uncertainty i.e. PCP-nets or through weights like WCP-nets. This
paper combines both concepts in order to make preference expression more flexible
to the user. The experimental study shows that the proposed Probabilistic Weighted
CP-nets (so called PWCP-nets for short), compared to WCP-nets and PCP-nets can
really enhance the expressiveness of user preferences.

1 Introduction

Structuring user preferences has always been an arduous task, especially if they are
expressed in natural languages. Although, several tools have been proposed to over-
come this problem like Conditional Preference networks (CP-nets) initially proposed
in [1]. Such models allow us to search for a non dominated alternative or simply to
compare alternatives in a reasonable computation time [2—4]. Nevertheless, stan-
dard CP-nets or their variant TCP-nets [2] cannot represent all preference relations
since qualitative comparison is not always feasible. This explains the appearance of
various quantitative extensions for the standard model such as utility CP-nets [5],
weighted CP-nets [6], probabilistic CP-nets [7] and dynamic probabilistic CP-nets
[8].

In this paper we will mainly focus on two models: weighted CP-nets (WCP-nets)
[6] allowing users to express fine grained preferences using a multiple levels scale of
preference and the probabilistic version of CP-nets (PCP-nets) proposed in [7, 8]. In
fact, we propose to enhance the expressiveness of CP-nets via a new model, that takes
advantages of WCP-nets and PCP-nets, so-called Probabilistic Weighted CP-nets
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(PWCP-nets for short) allowing to include weights and probabilities on dependency
relations and preference tables to express imprecision and uncertainty over the model
which is, to the best of our knowledge, not yet addressed.

The paper is structured as follows. The next section introduces the basic concept
of CP-nets, WCP-nets and PCP-nets. Section 3 presents probabilistic weighted CP-
net (PWCP-nets), its semantic and inference task. Finally Sect. 4 reports and analyzes
different comparative and experimental results.

2 Beyond CP-nets

CP-nets proposed by Boutilier et al. [1] are graphical models used for representing,
compactly, qualitative preference relations over a set of variables V = {X Isoees Xn}.
These models are based on the Ceteris Paribus principle defined as follows:

Definition 1 Let X, Y, and Z C V be nonempty sets that partition V and > be a
preference relation over the domain of V denoted D(V). X is said to be (conditionally)
preferentially independent of Y given Z Ceteris Paribus (all else being equal) iff
Vx;,x, € D(X), Yy, ¥, € D(Y), Yz € D(Z):

X1Y12 > X012 I X1Y22 > X352.

A CP-net N is a directed graph G = {V,E, CPT} where V stands for the problem
variables, E for the set of edges and CPT for the set of CP-tables associated to the
problem variables, encoding the preference rules of the user. An edge from a variable
X; to a variable X; means that preferences over X; depends on X;. Formally:

Definition 2 A CP-net N overV = {X Isoees Xn} is a directed graph, whose variables
are annotated with conditional preference table CPT(X;) associating a total order
>x,lu With each instantiation u of X;’s parents denoted U(X;).

Let X C V be a subset of V, if X = V. An assignment to all variables of X is
called an outcome denoted o. Given a CP-net N, two main reasoning tasks can be
performed: (i) Dominance which is the task of deciding for two given outcomes o
and o’ whether N entails that o is preferred to 0’ denoted (o > 0’). (ii) Optimization
consisting in computing the best outcome according to N, that is the outcome which
is undominated. This is using the forward sweep procedure where we assign for
each variable its most preferred value starting from the root variable to the set of
leaf variables.

Example 1 Let V = {FilmGenre, Date, Language} be a set of variables, such that
D(FilmGenre)= {Action, Drama} (D(Date) = {Recent, Classic} and D(Language)
= {English, French}). Assuming user preferences defined by the CP-net N depicted
in Fig. la where they are unconditional for the variable FilmGenre, while for Date
(resp. for language) they are determined given FilmGenre (resp. Date). Moreover,
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(&)
Action | Recent> Classic | 0.9
e Action | Recent > Classic Action | Recent>* Classic Drama | Classic >Recent | 0.2

Drama | Classic >Recent Drama | Classic >2 Recent N
Null gy Recent > Classic | 0,7
N Recent | English > French | 0.7

Recent | English > French Recent | English >* French

L - : L Classic | French > English
anguage Classic | French > English anguage Classic | French >4 English Language e 0.6
Null ,ng | English > French | 0.5
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Fig. 1 a Standard CP-net, b WCP-net, ¢ PCP-net

given o = {Action, Recent, French} and o’ = { Drama, Classic, French}, dominance
query entails that (o > 0') according to N, while optimization query identifies the
outcome {Action, Recent, English} to be the optimal outcome.

2.1 Weighted CP-nets

Although CP-nets are simple and flexible tools used to express preferences qualita-
tively, they suffer from the inability of users to express their fine grained preferences.
Specifically, they cannot indicate to what extent the preference would be. Moreover,
the dependence relationships in CP-nets only indicate that parent variables are more
important than children variables which results in many incomparable outcomes if
their number increases.

To overcome the aforementioned issues, Wang et al. in [6] adopted the concept
of multiple levels of relative importance by using a five levels scale i.e. (I (Equally
preferred), 2 (Moderately preferred), 3 (Quite important), 4 (Demonstrably impor-
tant) and 5 (Extremely preferred)) that can be applied to both variable values and
variables. The extended model so called weighted CP-nets (WCP-nets) is defined as
follows:

Definition 3 A WCP-net N over V = {Xl yees ,Xn} is a directed graph, whose vari-
ables are annotated with a weighted conditional preference table WCPT(X;) associ-
ating a relative importance denoted k to the total order >’)‘(_|M with each instantiation
u of X;’s parents denoted U(X;). Furthermore, given two variables X; parent of X;,
WCP-net assigns to the dependency link a relative importance k, used to compute

the weight of each variable X; denoted wy, where their summation should be 1.

Though, WCP-nets increase the expressiveness of standard CP-nets by changing
their basic reasoning task through the concept of violation degree. This allows for
each outcome to compute its total weight which makes the comparison more feasible



162 S.E. Fidha and N.B. Amor

using numerical values instead of a qualitative comparison. Formally, given an out-
come o, its violation degree denoted V(o) is represented as an aggregation function
F that takes in input for each variable a couple of values, the variable weight wy and
the variable assignment violation degree denoted Vy(0) i.e. V(o) = F(wy, Vy(0)).

Example 2 Let us consider the WCP-net of Fig. 1b where variables values and vari-
ables dependency links are augmented with weights. Computing the weight of an
outcome o needs to determine the weight wy of each variable. In fact, FilmGenre
(resp. Date) is 3 times more important than Date (res. 5 times than Language) can
be written as Date = 1/3 FilmGenre (resp. Language = 1/5 Date). Additionally, since
WilmGenre + Wpate + Wianguage Should sum to 1, we can determine for each variable
its weight wy i.e. WripmGenre = 0-714, Wpye = 0.23 and wy 490 = 0.047. Moreover,
using the violation degree it is possible to determine the total weight of an outcome
i.e. 0 = {Drama, Recent, French} is equal to (0.714 * 1) + (0.23 *2) + (0.047 *3) =
1.315 where Vi Genre(0) = 1 (resp. Vpy(0) = 2 and Vi 4y, 44440(0) = 3) is the viola-
tion degree of FilmGenre (resp. Date and Language). Applying this process to all out-
comes generates the following total order : 01 > 0y > 0g > 07 > 04 > 03 > 05 > 0,
where 01 (resp. 05, 03, 04, 05, 06, 07 and 0g) corresponds to the outcome (Action,
Recent, English) (resp. (Action, Recent, French), (Action, Classic, English), (Ac-
tion, Classic, French), (Drama, Recent, English), (Drama, Recent, French), (Drama,
Classic, English) and (Drama, Classic, French)).

2.2 Probabilistic CP-nets

A second recent extension of standard CP-nets named Probabilistic CP-nets (PCP-
nets) were developed in a couple of works [7, 8]. In fact, authors in [7] were interested
in optimization, while [8] was dedicated essentially to dominance testing by propos-
ing an algorithm that enhance the complexity of this task in both, standard CP-nets
and PCP-nets.

Definition 4 A PCP-net N over V = {Xl, ,Xn} is a directed graph, whose vari-
ables are annotated with a probabilistic conditional preference table PCPT(X;) as-
sociating a probability distribution p over the set of orders >x.,: p with each in-
stantiation u of X;’s parents denoted U(X;). Moreover, given two variables X parent
of Yin V, PCP-nets assign a probability p to its dependency link.

Given a PCP-net, several reasoning tasks can be performed. The most natural are
the probabilistic version of dominance given two outcomes, and the most probable
optimal outcome [8]. Furthermore, given a PCP-net it is possible to determine the
most probable CP-net as well as the most probable optimal outcome and the prob-
ability of a given outcome. The principle of such tasks is to transform the original
PCP-net to a reduced version called Opt-net allowing the use of Bayesian Networks
techniques [7].
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Example 3 Let us consider the PCP-net depicted in Fig. I1c where its PCP-tables
associate each combination of parents assignment to a probability distribution over
the set of total orderings and its dependency links are augmented with a probability
of existence modeling the possible non existence of the dependency links between
variables.

3 A New Model to Manage Uncertainty and Weights in
CP-nets

As mentioned above, WCP-nets proposed a new semantic based on relative impor-
tance between variable values and variables in order to enhance the expressiveness of
the standard model and solve the incomparability resulting from qualitative compari-
son of outcomes. In addition, PCP-nets allow expressing uncertainty over user prefer-
ences by attaching probabilities to the possible assignments of a given variable in the
context of its parents which lead to more than one order in its PCP-table. However, to
the best of our knowledge none of existing works around CP-nets addressed both con-
cepts in the same model. A typical situation is when expressing noisy preferences of
a user. For instance, given X = {xl ,xz} the user most often strongly prefers x; to x,.
Similar sentences express at the same time the frequency and the strength of the
preference relation between x; and x,. However, existing models (i.e. PCP-nets or
WCP-nets) partially describe this relation.

To overcome this problem, we propose to combine both concepts (probabilities
and weights) in a new model so-called Probabilistic Weighted CP-nets (PWCP-nets
for short) where the probability distributions and the weights are expressed over
variable values and variables dependency links. The model is defined as follows:

Definition 5 A PWCP-net N over a set of variables V = {Xl, ,Xn} is a binary
directed acyclic graph G, where each variable X; is annotated with a conditional
probabilistic weighted preference table denoted PWCPT(X;) associating a proba-
bilistic weighted total order >§_|M . p with each instantiation u of X;’s parents. More-
over, given two variables X; pa;ent of X;, a probability of existence and a weight are
assigned to their dependency link .

Example 4 Figure 2a shows an example of a PWCP-net where variable values and
variable dependency links are augmented with probabilities and weights. As for
PCP-nets, the presence of uncertainty over dependency links resulted in a set of
statements in the PWCP-tables of children variables where parents are assigned null.
Same interpretation holds for remaining preference statements and relations.

Given a PWCP-net N, we are interested in the probabilistic weight of outcomes
allowing users to determine the most probable weighted outcome or to compare the
probabilistic weight of a set of outcomes. Indeed, the probabilistic weight of an out-
come can be obtained via three main steps:



164 S.E. Fidha and N.B. Amor

Action >4Di 0.3

Film con rema " Action >“Drama 0.3
Drama >3Action |0.7 Film .

genre genre Drama >3Action 0.7

Recent >? Classic | 0.5
Drama 3
Classic >*Recent | 0.5

3

Recent >! Classic | 0.6 Recent >? Classic 0.59

0.7
. Drama
Action Classic > Recent | 0.4 Classic >*Recent 0.41
Date Recent >! Classic | 0.8 Date Recent >! Classic | 0.66
Null e fim Action

Classic > Recent | 0.2 Classic >*Recent | 0.34

5 0.6 English >3 French | 0.7 5
: Recent
French >*English | 0.3

English >3 French | 0.62
English >2 French | 0.4 Recent g

) French >*English 0.38
f Classic French >!English | 0.6 :
anguagd : Language English >2 French 0.44
English >! French | 0.5 Classic

Null 1 i
date French >!English | 0.5 French >!English | 0.56

(a) (b)

Fig. 2 a Probabilistic Weighted CP-net, b Opt-net with weights

Computing the Probability of Outcomes: Determining the probability of an out-
come is based on the probabilistic information in PWCP-nets. Though, PWCP-nets
doesn’t allow us to compute directly the probability of a given outcome. For this, we
propose to use the transformation of the PCP-net described in [8] so-called Opt-
net sharing the same dependency relation as the original PWCP-net with proba-
bilities only on its PWCP-tables using Eq.1 where for a variable X; in the con-
text of its parents ¥; denoted U(X;), given an assignment of U(X;) = {yi Lsoevs yin},
yi={9=C(91-..9)lg; € v null})}, & # 0 (resp. 1 — a;) is the probability that
X, depends on Y; (resp. its complement) and Po, is the probability of ordering over
the domain of X;. '

Y, @, I @ I a-am (1)

1. y)EUX;) i.s.t.g;#Fnull; i.s.t.g;=null;

Furthermore, for each variable in the Opt-net, its domain is the set of values that are
ranked first in the ordering of the PWCP-table. The CP-tables of the Opt-net in this
case are obtained as follows: for each assignment of the parent variables, we consider
the values of the dependent variable defined in the PWCP-table as most preferred in
the set of orders according to that distribution.

In addition, since PCP-net can be obtained from a PWCP-net and it was demon-
strated in [8] that there is a one-to-one correspondence between assignments with
non zero probability in the Opt-net and the optimal outcomes in PCP-nets, we can
then compute directly the joint probability of a given outcome. It is represented as the
product of probabilities of the set of statements forming that outcome in the Opt-net.

Computing the Weight of Outcomes: In [6], Wang et al. adopted the concept of
violation degree for each variable to compute the weight of outcomes. It refers to
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the relative importance of the variable value selected. For PWCP-net, computing the
weight of outcomes is similar to WCP-nets. Yet, there are some differences. In fact,
the CP-tables of both models differs in the definition of each statement in the context
of its parents assignment since WCP-nets allow the user to express one certain order
over the domain of a given variable, while in PWCP-nets the user is able to express a
relative importance over several order in the context of the same parents assignment.
For this, the weight assigned to each ordering in the PWCP-table will be associated
to the value that is ranked first in that ordering. Next to that, given an outcome o, its
weight is represented as an aggregation function F' that takes in input for each vari-
able a couple of values, the variable weight wy and the variable assignment relative
importance degree denoted Ry (o) i.e. W(0o) = F(wy, Rx(0)).

Computing the Probabilistic Weight of Outcomes: The probabilistic weight of
outcomes consists in computing for each one the product of its weight and proba-
bility which allows the integration of uncertainty expressed while constructing the
PWCP-net.

Example 5 In what follows we start explaining the reduction of the PWCP-net de-
picted in Fig. 2a to its corresponding Opt-net followed by the process of computing
the probability of an outcome as well as its weight and we finish by computing its
final probabilistic weight.

— The Opt-net: Figure 2b illustrates the transformation of the PWCP-net depicted
in Fig. 2a where the Opt-net shares the same structure of the PWCP-net but state-
ments with null parents assignment were combined in PCP-tables using Eq. I i.e.
the probability 0.59 for the statement Recent > Classic is obtained as follows:
(0.7 *0.5)+(0.3%0.8) where 0.7 (res. 0.3) is the probability of existence of the
relation between variables Film Genre and Date (resp. its complement) and 0.5
(resp. 0.8) is the probability of the statement in the context of Drama Film (resp.
the probability of the statement when null value is assigned to the parents).

— The probability of outcomes: The second step consists in computing the probabil-
ity of each outcome. This is via the Opt-net where we sweep through the network to
compute the probability of factors forming the outcome and ranked first in the set
of variable orders i.e. the probability of outcome (Drama, Recent, French) (resp.
(Drama, Classic, English)) is 0.7%0.59%0.38 = 0.15 (resp. 0.12). The total order
obtained is as follows: 05 > 0g > 0g > 07 > 01 > 0y > 04 > 0.

— The weight of outcomes: Computing an outcome weight is based on two steps.
(1) Determining the weight w; of each variable where their summation should
be 1 i.e. the PWCP-net of Fig. 2a where the weight of variables is the same
of Fig. 1b. (2) For each outcome, we sweep through the network to compute
its total weight W, i.e. the weight of og (Drama, Recent, French) is 2.79 =
(0.714%3)+(0.23%2)+(0.047%4) where 0.714 (resp. 0.23 and 0.047) is the weight
of variable Film Genre (resp. Date and language) and 3 (resp. 2 and 4) is the
weight of the value Drama when ranked first (resp. Recent and French). The total
order is then as follows : 03 > 04 > 05 > 01 > 07 > 0g > 0¢ > 0s.
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— The probabilistic weight of outcomes: The last step determines the final order of
outcomes by computing the product of its probability and weight i.e. for the same
statement (Drama, Recent, French) the probabilistic weight is 0.41 = 2.79 *0.15.
Applying this process to all outcomes generates the following order : o5 > og >
0g > 07 > 0] > 05 > 04 > 03.

Considering the orders generated by WCP-net, PCP-net and PWCP-net, we notice
that the optimal outcome of WCP-nets became the worst one in the PCP-net and
the PWCP-net. This is due to the probabilistic component since according to user
preferences this assignment is very uncertain whereas the outcome with the least
weight in WCP-nets (outcome o0s) has the highest probability which make it the more
probable in the PCP-net and in the PWCP-net. Moreover, it is easy to identify a
high resemblance between PCP-net and PWCP-net. In fact, this is explained by the
closeness of the outcome weights that are varying between 2,81 and 4,14.

4 Experimental Study

In order to evaluate the efficiency of the proposed PWCP-nets, we have developed a
Java toolbox. We used Spect Heart dataset obtained from the University of California
Irvine Machine Learning Repository,! composed of 267 records, each one having 22
binary variables.

4.1 Accuracy of Recommendation

The first set of experiments deals with the number of comparable outcomes obtained
using different extensions of CP-nets. It consists in generating randomly a CP-net,
a TCP-net, a WCP-net and a PWCP-net sharing all the same structure but with dif-
ferent preference tables configuration. Figure 3a details the result of incomparable
outcomes according to the number of variables employed by different variants of CP-
nets. In fact, since CP-nets and TCP-nets are purely qualitative, when their number
of outcomes increases, several one appear to be incomparable i.e. outcomes (Action,
Classic, English) and (Drama, Classic, French) in Fig. 1a. Indeed, (Action, Classic,
English) violates the rules of all child variables, however, (Drama, Classic, French)
violates the rule of the root variable only. In such situation, it is impossible to decide
the dominant. On the other side, because of their quantitative components, WCP-
nets, PCP-nets and PWCP-nets made the comparison feasible between all outcomes
by assigning a specific weight to each one.

Thttps://archive.ics.uci.edu/ml/datasets/SPECT+Heart.
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4.2 Execution Time

The second set of experiments is dedicated to evaluate the time needed to obtain the
optimal outcome of PWCP-nets. Figure 3b shows that the time needed to find the
optimal decision of PWCP-nets increases linearly with the number of variables. It
starts with over 1 ms when using 3 variables while it exceeds 25 ms when the number
of variables reaches its maximum (17).

4.3 Accuracy of Retrieved QOutcomes

Our purpose from the third set of experiments is to evaluate the accuracy of the
optimal outcome for PWCP-net (resp. PCP-net and WCP-net) compared to PCP-net
and WCP-net (resp. PWCP-net).

To do this, we randomly choose 3, 5, 7, 9, 11, 13, 15, 17 variables to generate
different graph structures from the dataset. Then, as measurement, for each model
we count outcomes that are prior to the optimal one. The intuition behind is that
the more accurate the preference model is, the less number of obtained outcomes is.
All experiments are repeated 100 times and the result of the average performance are
delineated in Fig. 4 where Figure a (resp. b and c) exposes the result when the optimal
outcome of PWCP-net is selected (resp. PCP-net and WCP-net). Clearly, when few
variables are employed (less than 7) to generate the graph, WCP-net holds a better
performance. However if the number of variables increases, PWCP-nets outperforms
WCP-net and PCP-net.
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5 Conclusion

This paper tackled the problem of combining uncertainty and imprecision of pref-
erences expressed using CP-nets. It extended the standard model with probabilities
presented in [7, 8] and weights detailed in [6]. Although, our proposed model han-
dles only the binary case, which is a clear restriction over its expressiveness, it yields
to good results. Consequently extending our model to a generic case will be a promis-
ing area of research.
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Dealing with Seasonality While Forecasting
Urban Water Demand

Wojciech Froelich

Abstract Forecasting water demand is required for the efficient controlling of pres-
sure within water distribution systems, leading to the reduction of water leakages.
For the purpose of this research, it is assumed that the control of water pressure
is performed by pressure reduction valves (PRVs) working in the open loop mode.
This means that water pressure is controlled on the basis of the daily water demand
profile, a 24-step ahead forecasting of hourly time series. A key issue in such time
series that affects the effectiveness of its forecasting is seasonality. Three different
techniques to deal with seasonality are investigated in this paper: auto-regressive,
differentiation, and the application of dummy variables. This paper details a com-
parative study of these three techniques with respect to water demand time series and
different predictive models. We show that an approach based on dummy variables
and linear regression outperforms the other methods.

Keywords Forecasting time series * Multiple seasonality + Water demand

1 Introduction

The objective of this research is the forecasting of water demand to enable the appro-
priate control of pressure within water distribution system (WDS). The adaptation
of water pressure to the actual water demand leads to the reduction of leakages and
thus decreases the cost of water delivery to consumers.

Two types of water leakages from a WDS can be distinguished; those occur-
ring due to pipe bursts and those from background leakages [17]. Pipe bursts can
be detected and eliminated by fixing the pipes. Background leakages occur due to
other complex problems in WDS and are treated as unavoidable in the short term.
Background leakages can be reduced by decreasing water pressure within WDS.
However, water pressure cannot be reduced too much as it should be high enough to

W. Froelich ()
Institute of Computer Science, University of Silesia, Sosnowiec, Poland
e-mail: wojciech.froelich@us.edu.pl

© Springer International Publishing Switzerland 2015 171
R. Neves-Silva et al. (eds.), Intelligent Decision Technologies,

Smart Innovation, Systems and Technologies 39,

DOI 10.1007/978-3-319-19857-6_16



172 W. Froelich

assure water delivery to all consumers, including those located at higher floors or in
mountain districts.

For the purpose of this research, we assume that water pressure is controlled by the
application of pressure reducing valves equipped with the appropriate programmable
controllers. We also assume that the controller works in the open-loop mode [18]. In
such a case, the so called time profile, or the pattern of water pressure with respect
to time, must be uploaded to the controller. The time profile is prepared on the basis
of the water demand profile, either separately for every day of the week or separately
for working days and weekends. The time scale in which the water demand profile is
prepared to enable efficient controlling over pressure should be at least hourly and is
assumed as such in this study. This way, the addressed problem is actually a 24-step
ahead forecasting of the water demand time series.

Forecasting of water demand has been already addressed by many researchers
[3]. Different predictive techniques exploited to approximate multiple auto - regres-
sive models for dealing with seasonality have been investigated [7]. A hybrid model
consisting of daily and hourly forecasting has been proposed [19]. In that paper,
the hourly module was designed to disaggregate the forecasted daily demand. A
Predictor-Corrector approach for on-line forecasting of water usage was also investi-
gated [9]. A maximum predictable time scale for the forecasting of hourly water con-
sumption was reported [12]. Recently, forecasting hourly water demand time series
focusing on the occurrence of multiple seasonal cycles has been addressed [6]. A
comparative study regarding the real and forecasted water demand was performed
[10]. Furthermore, reviews of existing methods of urban water demand forecasting
can be found [2, 8].

In spite of the numerous papers on hourly water demand forecasting, to the best
of our knowledge, there were no attempts to compare different methods of dealing
with seasonality in such a time series. Especially when considering 24-h predictive
forecasts, the best method to deal with seasonality has been not revealed. Moreover, it
has been not clarified which predictive model coupled with which method of dealing
with seasonality is the most effective.

The above mentioned limitations of existing works are addressed in this paper.
First, we review three different methods for dealing with seasonality in time series:
auto-regressive, differentiation, and the application of dummy variables. Second, we
apply these methods to the considered problem of 24-step ahead, hourly forecast-
ing of water demand. Afterward, we couple these methods to selected, well known
state-of-the art forecasting methods and perform experiments to select the most effi-
cient pair. As a reference point for this research, we assume the forecasting accu-
racy obtained by standard forecasting methods with built in mechanisms for dealing
with seasonality. As a result of this study, it has been revealed that the application of
dummy variables together with linear regression outperformed the other investigated
methods.

The remainder of this paper is organized as follows. Section 2 introduces back-
ground knowledge on time series, seasonality analysis and forecasting models. In
Sect. 3, the known methods of dealing with seasonality are adapted to the problem
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of 24-step ahead forecasting of hourly water demand time series. The experimental
Sect. 4 presents the results of comparative experiments and selects the best methods
of dealing with seasonality together with the corresponding forecasting model.

2 Time Series and Seasonality

Let x € R be areal-valued variable and let ¢t € [1,2, ..., n] be a discrete time scale,
where n € N is its length. The values of s(¢) are observed over time. A time series is
denoted as a sequence {x(¢)} = {x(1),x(2),...,x(n)}.

The appropriate representation of trends and seasonal variation are key factors
necessary for the effective prediction of time series. The trend is understood as the
tendency of the time series to increase, decrease, or stay constant with respect to
time. Seasonal variation is a component of a time series that describes its repetitive
and predictable movement around the trend. We found that in our experiments, due
to the lack of trend, the detection and exploitation of seasonality is the key tool for
the effective forecasting of water demand time series. Seasonality in time series can
be detected different ways [16]. First, it is possible to make graphic plots and visually
recognize cycles in time series; multiple box plots can aid in visually detecting sea-
sonality. Alternatively, assuming the additive or multiplicative model, time series
can be decomposed to trend, seasonality, and irregular components. However, the
most commonly used method for detecting seasonality is the autocorrelation plot. If
there is a seasonality in a time series, the autocorrelation plot shows spikes at lags
equal to the period of seasonality.

After detecting the seasonality it is possible to use several methods for exploiting
it to improve the efficiency of forecasting [16]:

1. Autoregression - for auto-regressive models it is assumed that the current value
of time series x(f) is dependent on the value of x(¢ — k), where the constant k € N
points to the time step in the previous period(season) of the detected seasonality.
This way the seasonal variations are represented.

2. Seasonal adjustment (differentiation) - this is a method that relies on removing the
seasonal component from time series before the forecasting is made. The seasonal
component is recognized and then subtracted from the original time series by the
calculation x,(f) = x(¢) —x(¢ — k). The process is referred to as differentiation and
removes the nonstationarity of the time series. The resulting seasonally adjusted
series x,(¢) are forecasted as series x; (7). Afterward, the seasonal component is
returned, resulting in the forecast of the original time series x'(¢) = x;(t) +x(t—k).
That process is called integration.

3. Inclusion of dummy variables - the seasonality can also be reflected by adding
to the predictive model the dummy variables. They play the role of explanatory
variables where one variable is added for every of n — 1 seasons, with n denoting
the number of seasons. Each dummy variable is set to 1 if the value of time series
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is drawn from the corresponding season and O otherwise. One of the seasons, e.g.,
the n™ is reflected in the model by setting all dummy variables to 0.

There are a few state-of-the art forecasting methods equipped with built-in meth-
ods for dealing with seasonality. For the purposes of this paper, we selected those
that are most representative and are known as the most effective [16]. The autore-
gressive integrated moving average (ARIMA) is a model that invokes the differen-
tiation and integration processes in the case of nonstationarity in data. Especially in
cases where seasonality is detected, the model is extended and denoted as SARIMA,
involving components that reflect the seasonality within the time series. The Autore-
gressive Fractionally Integrated Moving Average (ARFIMA) model is dedicated to
time series in which the autocorrelation is recognized for far lags. It is generaliza-
tion of ARIMA model. The Holt-Winters method (HW) is the extended version of
exponential smoothing forecasting. It takes into account both trend and seasonality
within data. Its components refer to the estimated level, slope, and seasonal effects.
The description of these state-of-the-art methods fall beyond the scope of the paper
but can be readily found [4].

Besides the state-of-the-art forecasting models that deal with the integrated mech-
anisms for seasonality, it is possible to use general mathematical models that repre-
sent the dependencies between variables [16]. These models have to be appropriately
supplemented when dealing with seasonality in time series. The linear regression
model (LR) is used to relate a scalar dependent variable and one or more explana-
tory variables. Linear regression has been applied for forecasting [1]. Polynomial
regression (PR) reflects the relationship between the independent variable and the
dependent variables with a polynomial equation and has been used for forecasting
[13]. Artificial neural network (ANN) is a system of interconnected units called neu-
rons that can compute output values from inputs. ANNs have already been used for
forecasting [15]. Fuzzy rule-based systems (FRBS) map the set of input variables to
the dependent variable and have also been used for forecasting [1]. In addition to the
above models, the naive approach is often used as a reference method for time series
forecasting. It assumes that every prediction is the same as its previously observed
value, i.e., x'(t + 1) = x(2).

The error of a single forecast (residual error) is calculated as e(r) = x'(¢) — x(¢),
where x(f), x(f) denote the predicted and actual values of time series respectively.
To calculate accumulated forecasting errors in this paper, we decided to apply only
the absolute percentage error (MAPE), given as formula (1). The MAPE is a simple
scale independent error measurement that relates forecasting errors to the values of
the original time series.

n
MAPE =1 3 1% x 100% )
n

=1

To compare statistically the time series of residuals generated by two different
models, a Diebold-Mariano (DM) statistical test can be used [5]. The null hypothesis
of the DM test H,: Model 1/Model 2 is that Model 1 is more accurate than Model 2.
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Fig.1 Urban water demand in ‘Kolejowa’ district metered area of Sosnowiec, Poland

3 Dealing with Seasonality in Water Demand Time Series

For the validation of the proposed approach real-world data were acquired from
the urban water distribution network of Sosnowiec, Poland. The data were gath-
ered from the period of 12 September 2013 to 19 September 2014, limited by the
time of installing appropriate sensors and data transmission channel. First, the mean
monthly and mean weekly data were ploted and analyzed. As can be recognized in
Fig. 1a, the data exhibit yearly patterns with decreased water demand during sum-
mer months of June, July, and August. Unfortunately, as the period of available data
covers only one year it is too short to confirm the pattern on a yearly scale. For the
same reason, the monthly seasonality cannot be exploited in our study.

A weekly pattern with lower water demand during the weekend can be recognized
in Fig. 1b. When analyzing daily seasonality, we decided to plot the mean demand
during every day with respect to hours of the day. Although the patterns for every



176 W. Froelich

day of the week were visually similar, they differed, especially when accounting
for working days and weekends. For example, these differences can be observed
when comparing the shape of curves from Fig. 1c, d for Sunday and Wednesday,
respectively.
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Fig. 2 Seasonality in urban water demand time series

As a second step for the detection of seasonality the plot of autocorrelation was
made. The autocorrelation coefficients plotted in Fig. 2a exhibit a typical pattern for
seasonal time series without trend [3]. Also the decomposition plotted in in Fig. 2b
confirms the existence of seasonality within the time series.

To exploit the recognized seasonality by the autoregressive and differentiation
methods, appropriate time lags must be selected. Assuming an hourly time series (1
hour is a single step of time) and due to the detected weekly and daily seasonality,
two corresponding time lags of k = 168 and k = 24 steps are assumed. For the third
considered method, dummy variables are set consisting of two subsets: A - including
6 dummy variables for the first six days of the week, B - including 23 variables
corresponding to the hours of the day.

In addition to the described settings, the considered time series had to be parti-
tioned into learning and testing data. For that purpose, the idea of growing windows
was applied. It assumes that the learning period begins at the first available obser-
vation of data and finishes at time # — 1. The minimum length of the learning period
is set to 175 hourly steps equivalent to 7 days. The next 24-hours are assumed as the
prediction horizon, i.e., the daily demand profile is forecasted every day, using all
previous time steps for training the predictive model.
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4 Experiments

The first issue encountered during the experiments were outliers found in the data.
These outliers manifested as a rapid increase of water flow during the pipe burst. Due
to the fact that the pipe burst occurred only once during the considered yearly period,
we decided to manually remove the outliers and implement a linear approximation
of the missing values for this paper. This led to the decrease of peaks in forecasting
errors. To demonstrate the influence of the outliers on the accuracy of prediction,
the residuals produced by the SARIMA model before and after the removal of the
outliers are shown in Fig. 3a, b respectively.

residuals
-4 -2
1
residuals

-6
L

T T T T T T T T T T T T T T T T

0 50 100 150 200 250 300 350 0 50 100 150 200 250 300 350
Time Time
(a) Original time series (b) After the removal of outliers

Fig. 3 Residual errors generated by the ARIMA model

For the experiments with the first group of forecasting models with the integrated
methods of dealing with seasonality ‘auto.arima’ , ‘arfima’ and ‘ets’ functions from
the R package ‘forecast” were used [14].

Table 1 Results Naive SARIMA  |ARFIMA | HW
5632478 | 37.29051 36.4749 48.10104

The results are shown in Table 1. As shown, all investigated methods were better
than naive forecasting; however, even the best ARFIMA model demonstrated quite
high forecasting errors.

In the second stage of experiments, the three different techniques of dealing with
seasonality described in Sect. 2 were validated for every selected forecasting model.
The experiments were implemented using the KNIME framework [11]. In every
case, the parameters of the applied models were adjusted by numerous try-and-test
experiments. Besides the lags related to the previously detected seasonality, the flow
variable was lagged in time for up to 23 lags. In the case of LR, PR, and RBFS, the
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Table 2 Autoregressive method

Seasonality LR PR RBFS ANN

lag 24 16.76324 17.26215 22.93245 18.44831
lag 168 17.05671 16.88909 23.08414 17.89695
lags 24 and 168 | 16.82078 17.05013 24.87860 17.43805

Table 3 Seasonal adjustment

Seasonality LR PR RBFS ANN

lag 24 21.12591 25.53785 29.01908 22.35639
lag 168 21.52052 22.31505 26.65640 21.87957
lags 24 and 168 | 27.83779 29.48400 34.86008 23.55300

Table 4 Dummy variables

Dummy variabels | LR PR RBFS ANN

set A (related to | 14.40186 - 18.73010 14.79161
the days of week)

set B (related to | 18.42874 - 27.28282 19.30515
the hours of day)

setAJB 16.91645 - 19.97059 18.36589

inclusion of lags within the model was made automatically. In the case of ANNs, the
importance of lags was adjusted by the weights assigned to the arcs of the network.
When using dummy variables, due to the mutual dependence of attributes the imple-
mentation of polynomial regression in KNIME returned an error and could not be
performed.

The results of the experiments are shown in Tables 2, 3, and 4. It is worthy of
note that, independent of the predictive model, the method with seasonal adjustment
produced higher errors that relied on the inclusion of dummy variables related to
the days of week. When using dummy variables, the linear regression outperformed
other methods. To confirm that result for the best two models, the Diebold-Mariano
statistical test was performed. The attained p-value of 1 confirmed the superiority of
linear regression over neural networks, assuming the involvement of hourly dummy
variables (set A).

To confirm that result, for the best two models, the Diebold-Mariano statistical
test was performed that confirmed by the p-value of 1 the superiority of linear regres-
sion over neural networks assuming the involvement of hourly dummy variables
(set A).
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5 Final Remarks

In the presented research, we investigated three methods of dealing with the season-
ality that occurs in water demand time series together with the selected state-of-the
art predictive models. The experiments reveal that linear regression coupled to the
use of dummy variables corresponding to the days of week works the best. The direc-
tion of further research includes the investigation of other predictive models when
coupling them with the known techniques of dealing with seasonality.
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Short Term Load Forecasting for Residential
Buildings—An Extensive Literature Review

Carola Gerwig

Abstract Accurate Short Term Load Forecasting is an essential step towards load
balancing methods in energy systems. With the recent introduction of Smart Meters
for residential buildings, load forecasting and shifting methods can be implemented
for individual households. The high variance of the load demand on the household
level requires specific forecasting methods. This paper provides an overview of the
methods which have been applied and points out what results are comparable. There-
fore a structured literature review is carried out. In the process, 375 papers are ana-
lyzed and categorized via a concept matrix. Based on this review it is pointed out,
which methods achieve good results for which purpose and which publicly available
datasets can be used for evaluation.

Keywords Short term load forecasting * Review * Time series * Residential build-
ings * Microgrid * Demand side management

1 Introduction

The integration of renewable energy resources in the existing energy systems comes
along with several challenges: Energy generation becomes more decentralized and
more volatile. In the ongoing development of smart grids, accurate short term load
forecasting can significantly improve the micro-balancing capabilities of the energy
systems [1]. On the basis of reliable forecasts, load shifting methods can be imple-
mented to cushion peaks in demand and supply. Furthermore, with an increasing
number of smart meters in residential buildings' a new potential for load shifting

'In Germany the installation of smart meters in new buildings has been forced since 2010 by law,
cf. 21b Abs. 3a EnWG.
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emerges. Therefore, specific short term load forecasting methods are required as the
variance of the load is extremely high and established methods can fail easily.

On a larger scale, long-, mid- and short-term load forecasting have been on the
research focus for quite a while. The methods are essential for the operation and
planning of electricity systems. Reviews on general load forecasting can be found
in [2] and [23]. Short Term Load Forecasting (STLF) is classified by the planning
horizon’s duration, which can be up to one day (cf. [2]). Usually the required forecast
granularities are short time units between 15 min and 1 h. Used by energy providers
to control operations, STLF provides a great saving potential (cf. [7]).

To apply load shifting to residential buildings, suitable methods have to be devel-
oped and evaluated. The standard methods for STLF like stochastic time series, arti-
ficial neural networks (ANN) and others have been applied and adapted. Thereby,
exogenous parameters like weather parameters are used as input. The methods are
then often evaluated on datasets which were recorded in individual research projects
and are not publicly available. But the results strongly depend on the size of the
demand and the available exogenous parameters. As a result, the methods and results
are often not comparable.

Therefore, a literature review is needed, which delivers an overview of the applied
methods ordered by the size of demand and a listing of publicly available datasets
for residential load shifting. The guiding research questions are:

(1) What methods are used?

(2) What results are comparable with respect to the databasis?
(3) Are exogenous parameters included?

(4) Which datasets are publicly available?

To answer these questions, the literature review is structured as proposed in [6].
At first, a search string is developed and useful databases are identified in which
the search is carried out (Chapter “A Cloud-based Vegetable Production and Dis-
tribution System”). After that, a concept matrix (cf. [26]) is designed, which pro-
vides dimensions and characteristics to categorize the findings in a useful manner
(Chapter “Capacity Planning in Non-Uniform Depth Anchorages”). The outcome of
the search is analyzed and the suitable articles are matched to the concept matrix.
Methods, which are evaluated on similar sized datasets, are then compared and dis-
cussed (Chapter “Automatic Image Classification for the Urinoculture Screening”).
Finally, the results are summarized pointing out next steps that should follow up in
the research of STLF for residential buildings.

2 Research Design
2.1 Search String

The search string is derived from the research questions. First of all, “short term
forecasting” needs to be part of the searchstring. The term “load” is added separately
as not all papers use the term “short term load forecasting”, but both terms should


http://dx.doi.org/10.1007/978-3-319-19857-6_2
http://dx.doi.org/10.1007/978-3-319-19857-6_3
http://dx.doi.org/10.1007/978-3-319-19857-6_4
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appear in the article. Furthermore, the focus of the research is residential STLF.
Therefore, the term “residential” is added. The final search string combines the three
terms with AND connectors:

“short term forecasting” AND “load”” AND “residential”

By these terms the research is restricted to English written articles, which appears
to be adequate with English as established scientific language.

2.2 Databases

The search is conducted in the IEEE xplore Digital Libary? and Google scholar.?
IEEE xplore is a natural choice as it provides articles and papers about computer
science, electrical engineering and electronics. Furthermore, today, most research
papers are trackable by Google Scholar. Therefore, the search is conducted there
as well. It searched in the full text and the meta index for IEEE xplore. Patents and
Citations are excluded in Google Scholar. As mentioned before, the necessary Smart
Meter technology for residential buildings has been introduced to the market about
2010. Thus the search is restricted to the time range 2010-2015. The search leads
to a finding of 82 papers in IEEE xplore and 367 papers in Google scholar.* Most
paper of IEEE xplore are also found in Google scholar.

2.3 Evaluation Method

The findings of the search are examined stepwise by article, abstract and in a final
step by the whole paper. At first, all papers with titles obviously not related to the
subject of STLF are sorted out. By reading the abstract of the remaining articles,
suitable articles are identified and analyzed. The review is structured by the Concept
Matrix, to which the contents of the papers are matched. The result of this procedure
helps to discuss the contents and outcomes of the papers.

3 Concept Matrix

The Concept Matrix provides “the organizing framework” for a structured literature
review according to Webster and Watson [26]. Therefore, the dimensions are directly
derived from the research questions. One dimension is methods used for STLF. One

Zhttp://ieeexplore.ieee.org/.
3https://scholar.google.de/.

“The search has been performed on Google Scholar between 27" and 29" December 2014 and on
IEEE xplore between 7" and 10" January 2015.
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dimension is number of households, which is a crucial factor for the comparability of
methods. Furthermore, it is useful to know, if the paper itself provides a comparison
of methods, if the dataset used for validation is publicly available and if exogenous
parameters are used as input. Thus, the if-clauses are added as additional artefacts.
The resulting framework is shown in Fig. 1.

3.1 Methods

The classification of the STLF methods is funded on a common structure: Five
widely applied STLF techniques (cf. [17]) are multiple linear regression, stochas-
tic time series, general exponential smoothing, state space models with Kalman fil-
ter and knowledge-based approaches. The latter one is not suitable for residential
buildings as too much personal information of the inhabitants would be required.
Instead, three additional methods from the field of artificial intelligence are added to
the scope of the analysis: artificial neural networks (ANN), support vector machines
for regression (SVR) and Clustering methods. At this point, only a brief overview
of the selected approaches can be provided. Yet, it seems useful to give an insight of
the advantages and disadvantages:

Multiple linear regression assumes that the value of the time series depends lin-
early on other variables. This is a quite simple model, which is easy to implement,
when useful corresponding parameters are provided. Stochastic time series (refer-
enced as autoregressive models) exploit the internal structure of a time series. The
model is based on the autocorrelation within the time series and a combination of
white noise terms. Therefore, they do not require a data collection of multiple vari-
ables, but a lot of historical data. As before, only linear relationships can be mod-
eled. Exponential Smoothing is an averaging method of the recent past. Thereby, it
assigns exponentially decreasing weights as the observation gets older. This method
has a tendency to produce forecasts that lag behind. Kalman Filter also belong to the
statistical methods. Transition matrices are constructed and updated by every new
measurement. Unlike the other methods, it provides not only an estimate but also
the variance of the estimation error. Artificial neural networks calculate the forecast
by a complex system of hidden layers which determine the weights for a nonlinear
model. Therewith, nonlinear relationships can be captured. For good results a suf-
ficiently large input is required as training set. SVR can capture the non-linearity
by mapping the regression problem in higher dimensions, in which the problem is
assumed to be linear. The training data can be substantially smaller than for ANN. A
disadvantage of SVR and ANN is the lack of transparency of results, which cannot
be interpreted easily. Clustering partitions time series data into sequences based on
similarities. Thus repeating patterns can be identified.

To summarize, the concept matrix will classify the methods of the analyzed
papers in eight categories: linear regression (LR), autoregressive models (AR), expo-
nential smoothing (ES); Kalman filter (KF), ANN, SVR and Clustering. Other meth-
ods are noted in the field more.
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3.2 Number of Households

When results of different papers are compared, comparability of the underlying load
variance needs to be assured. In accordance to the central limit theorem, the load
variance decreases relatively with an increasing number of households. Therefore,
three categories for the number of households are used for the Concept Matrix: (1)
individual households, (2) households up to 100 and (3) small microgrid with less
than 1000 households. The number of households for microgrids is limited as the
research focus of this review is on STLF methods which can cope with highly vari-
able loads.

3.3 Additional Artefacts

Exogenous parameters can enhance the accuracy of forecasting methods, if they
are correlated to the load demand. These can be time, temperature, solar irradia-
tion, wind speed, humidity, day type (workday, weekend), etc. On the downside, less
important feature can overfit the model. In every case, it needs to be assumed, that
the exogenous data is available in the use cases. To compare the methods, the use
of exogenous parameters (ex.p.) is noted in the concept matrix. The concept matrix
also contains information whether the proposed approach of an article is compared
with other methods (comp.). The results are then included in the literature review. For
further comparison, a method needs to be evaluated on a publicly available dataset.
Therefore, the availability of the used dataset (avail.) is noted in the concept matrix.
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4 Outcome

4.1 Concept Matrix Augmented with References

The described keyword search lead to 375 results. Thereby, the articles proposed by
both databases are only counted once. In the examining process all articles with titles
which obviously are not related to the subject of STLF are rejected (166 articles).
These are mainly articles about forecasting solar or wind generation, oil or water
demand and some more exotic topics. By reading the abstract of the articles, another
huge amount of articles can be sorted out. These are mainly articles about long term
forecasting, algorithms for Demand Side Management and the management of Smart
or Microgrids. This procedure leads to 50 remaining papers, which are organized
and read as a whole. By doing this, even more articles are rejected. The remaining
18 articles are categorized by the concept matrix (Table 1).

4.2 Findings

Artificial neural networks are by far the most frequently used technique. Thereby,
feed forward networks are used as well as recurrent back propagation networks. Fur-
ther common applied methods are Linear Regression [12-14, 25, 27] and autore-
gressive methods [5, 22, 24, 25]. Also, clustering is a commonly used approach.
In [8, 27] and [9] similar time sequences are matched. In [19] the load of several
individual households are forecasted separately, but therefore the user patterns of all
127 households are compared and clustered. Applying Support Vector machines to
STLF seems to be a newer approach, as the publications [12, 22, 27] are from the
last two years. Exponential smoothing and Kalman filters are applied in three, respec-
tively four papers. The other approaches are wavelet-based-models [8, 24], specific
enhancements to the already referred methods or hybrid methods like a combination
of ARIMA and ANN [5] or ANN with clustering [16].

Most articles (14) propose forecasting algorithms for individual households. This
is kind of expected as the research string includes the term “residential”’, which could
mean that only one residence is meant. There are 4 papers which evaluate their meth-
ods for an aggregation of several households and another 6 papers which evaluate
the methods on small microgrids. Several papers use more than one dataset, to have
an indication for the scalability of their methods.

Comparing the choice of methods with the number of households no clear picture
emerges. But there are some noticeable facts: ANN are most frequently used in all
sizes. Linear regression and clustering methods are often used for individual house-
holds. For more than 100 households, the variety of methods decreases and ANN,
SVR and ARIMA are mainly used. These statistical statements must be treated with
some caution due to the small number of underlying papers.
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The research question about exogenous parameters can be answered clearly.
Exogenous parameters are considered in almost all papers (14 of 18). These are
weather variables (temperature and humidity) and information about the time (day
of the week and time of day). The latter one is not necessarily needed for autoregres-
sive methods and exponential smoothing, which is reflected in the findings: Two
of the four autoregressive methods and one of three methods for ES does not use
exogenous parameters. The same applies to the clustering methods. Again, these
statements must be treated with some caution due to the small number of papers.

Several papers (10 of 18) provide a comparison of different methods in theirs
evaluation. It is distinguished between papers which provide a comparison between
different general approaches and papers which provide a comparison of a standard
method and its tuned version. The first ones are marked with X, the latter ones with
(X). An analysis of the evaluation is presented in the next subsection.

There are two publicly available datasets used for the evaluations: One is the CER
Electricity Dataset® provided by the Irish Social Science Data Archive. It provides
the half-hourly demand of 5000 Irish homes and businesses from 2009 to 2010. It
is used by [8, 12, 16] and [27]. The other one is the Reference Energy Disaggrega-
tion dataset (REDD) for energy disaggregation research [15] provided by the Massa-
chusetts Institute. The dataset contains the consumption data of six households for
18 days in the spring 2011. It is used in [25].

4.3 Comparison of the Evaluation Results

In the context of individual households and small groups the load variance is very
high which leads to contradicting results when it comes to comparison of methods.

In [22] SARIMA beats an ANN method for individual users. This result is sup-
ported by [24], in which another autoregressive method (AR) is better than an artifi-
cial network (Echo State Network) and two other methods for individual users. Both
articles recommend aggregating the load of more than 20 households as the error
variance of one household is too high for good results. Contrary to this outcome,
[25] states that ANN performs slightly better than ARIMA for individual, highly
variable users. For stable consumption patterns they recommend persistent meth-
ods. Two other articles [12] and [27] state that linear regression works better than a
Multi Layer Perceptron (ANN) and SVR for less than 32 households. Exponential
Smoothing does not perform well on individual households [21].

Even for more households no clear picture can be drawn. Again [22] recommends
SARIMA. The method can be used up to critical load of 16 MWh/h. The articles [5]
and [24] both evaluate ANN und autoregressive methods on a dataset of Irish house-
holds provided by Irish Commision for Energy Regulation. Thereby, [5] favorizes
a hybrid method of ANN and ARIMA. In [24] AR performs slightly better than
the Echo State Network (ANN). SVR are seen as the best method for more than 32

Shttp://www.ucd.ie/issda/data/commissionforenergyregulationcer/.
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Table 2 Comparable forecasting errors in different settings subdivided in number of households,
time horizon and granularity of the sampling dataset and forecast

References | Setting Error measures Applied | Avail.
# House- | Time Granula- | MAPE | NRMSE | RMSE | Method | Dataset
holds horizon | rity

[10] 1 15 min | 15 min 13% |- - KF -

1 ISmin [15min |[48% |- - AR REDD

[25]

1 30 min |30 min 73% |- - ANN -

[28]

1 30 min |30 min 18% |- - KF -

[10]

1 30 min |30 min 9% |- - ANN REDD

[25]

1 1h lh - 0.56 - LR CER

[12, 27]

1 1h lh - - 0.5 KF -

[24] %kWh
1 1h 1h 304 % |- - KF -

[10]

1 1h 1h 47 % - - AR REDD

[25]

1 24 h 1h 46 % |- - persistent | REDD

[25]

1 24 h 1h 62.6% |- - ES -

[21]

1 24 h 1h - 0.61 - LR CER

[12, 27]
<100 24 h l1h 74% |- - ES -

[21]

30 24 h 1h 13% |- - KF -

[11]

782 1h 1h 34% |- - SVR CER

[12, 27]

150 24 h l1h - - 21.4 AR -

[24] kWh
230 24 h lh 5% - - ANN CER

[16]

782 24 h lh 43 % |0.06 54.4 SVR CER

[12, 27] kWh

households in [12], in which SVR outperforms linear regression and a Multi Layer
Perceptron (ANN).

Comparing the results of the different papers is rather difficult as the evaluations
do not vary only in the number of households but also in the length of the time
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horizon which is forecasted, in the granularity of the sampling dataset and the fore-
cast and in the choice of error measures. In Table 2 the best evaluation results of
each paper are presented for which one of the standard error measures is applied:
Mean Absolute Percentage Error (MAPE), Root Mean Squared Error (RMSE) or
the normalized RMSE (NRMSE) (cf. [27]). The results differ considerably. For fur-
ther research one would have to reproduce the results on publicly available datasets.

5 Summary

By the extensive literature research which condensed down to 18 articles, it becomes
obvious that STLF for residential buildings is a research topic still in progress. To
compare the state-of-the-art methods, the articles were classified with a concept
matrix and evaluated in different categories.

The evaluations within the articles lead to the conclusion that ANN, autoregres-
sive methods and hybrid methods of both produce comparable results for individual
households and up to 1000 households. For individual users, LR also seems to pro-
vide comparable results, while SVR works well for more than 32 households. Com-
bining clustering methods with ANN or autoregressive methods could enhance the
results as proposed in [16].

The presented subdivision of load size is a first step to make STLF methods for
residential buildings more comparable. Nevertheless the results depend strongly on
the variance of the individual dataset and the setting parameters of the forecast. For
scientific benchmarking, there is strong need for publicly available datasets, which
should then be used for an elaborated evaluation of the proposed method. The evalu-
ation should always include the standard error measures, MAPE and NRMSE, even
if a new error measure is proposed.

More available datasets besides the two datasets, which are used in few papers,
are the Smart* Data [4], the UCI Data [3] and the Greenend dataset [18].
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Possibilistic Very Fast Decision Tree
for Uncertain Data Streams

Mohamed Hamroun and Mohamed Salah Gouider

Abstract This paper addresses the classification problem with imperfect Data
Streams. More precisely, it extends standard CVFDT to handle uncertainty in both
building and classification procedures. Uncertainty here is represented by possibil-
ity distributions. The first part investigates the issue of building decision trees from
Data Streams with uncertain attribute values by developing a non-specificity based
information gain as the attribute selection measure which, in our case, is more appro-
priate than the standard selection measure based on Shannon entropy. The extended
approach so-called Possibilistic Very Fast Decision Tree for Uncertain Data Streams
(Poss-CVFDT) offers a more flexible building procedure. The second part addresses
the classification phase. More specifically, it investigates the issue of predicting the
class value of new instances presented with certain and/or uncertain attribute values.

Keywords Classification * Uncertainty * Possibility theory * Non specificity * Data
streams * Decision tree

1 Introduction

Data Stream Classification represents an important task in machine learning and
data mining applications. It consists in inducing a classifier from a set of historical
examples with known class values and then using the induced classifier to predict
the class value (the category) of new objects given known the values of their at-
tributes (features). Classification is widely used in many real world applications in-
cluding pharmacology, medicine, marketing, etc. However, classification with data
streams is a very challenging task. Therefore, effective algorithms need to be de-
signed in order to take into account temporal locality and the concept drift of the data.
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To address these issues, many algorithms have been proposed, mainly including var-
ious algorithms based on ensemble approach and decision tree, e.g., [1] proposed
algorithms to learn very fast decision trees (VFDT), [2] proposed a novel algorithm
called concept-adapting Very Fast Decision Tree (CVFDT) which can learn decision
trees incrementally with bounded memory usage, high processing speed, and detect-
ing evolving concepts. In real world applications, the massive amounts of data are
inseparably connected with imperfection. In fact, data can be imprecise or uncertain
or even missing. These imperfections might result from using unreliable information
sources. Standard classifiers, generally, ignore such imperfect data by rejecting them
or replacing each imperfect data item by an arbitrary certain and precise value or by
a statistical value such as a median, mode or a mean. This is not a good practice
because it alters the real observed data. Consequently, ordinary Data Stream classi-
fication techniques such as CVFDT should be adequately adapted to take care of this
problem.

Our idea is to treat different levels of uncertainty using possibility theory which
is a non-classical theory of uncertainty [3]. More precisely, we will handle samples
whose attribute values are given in the form of possibility distributions. We also
adapt the attribute selection measure, used in the building phase, to the possibilistic
framework by using a non-specificity based criterion instead of the Shannon entropy.
In addition, we introduce a new sliding model based on samples’s timestamp in order
to improve the ability of CVFDT to cope with concept drift issue. Such possibilistic
decision tree will be referred to by Poss-CVFDT. The paper is organized as follows:
Sect.2 presents a summary of related works. Section 3 proposes an extension of
CVFDT, namely the Poss-CVFDT approach. This section defines the building pro-
cedure, then, it describes the method that we propose for the classification process.
Before concluding, Sect. 4 presents and analyzes experimental results carried out on
modified versions of commonly used data sets obtained from the U.C.I. machine
learning repository.

2 Related Works

Uncertain Data Streams

Some previous work focused on building classification models on uncertain data ex-
amples. All of them assume that the Probability Density Function (PDF) of attribute
values are known. [7] developed an Uncertain Decision Tree (UDT) for uncertain
data. [6] developed another type of decision tree DTU for uncertain data classifica-
tion. [8] proposed a neural network method for classifying uncertain data. Since the
uncertainty is prevalent in data streams, the research of classification is dedicated to
uncertain data streams nowadays. Unfortunately, only a few algorithms are available.
[9] proposed two types of ensemble classification algorithms, Static Classifier En-
semble (SCE) and Dynamic Classifier Ensemble (DCE), for mining uncertain data
streams. [10] proposed a CVFDT based decision tree named UCVFDT for uncertain
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data streams. UCVFDT has the ability to handle examples with uncertain attribute
values by adopting the model described by [5] to represent uncertain nominal at-
tribute values. In their work, uncertainty is represented by a probability degree on
the set of possible values considered in the classification problem.

3 Poss-CVFDT

3.1 Data Streams Structure

Instead of rejecting instances having uncertain attributes values or adding a null at-
tribute value to such instances, we use the possibility theory. More formally, we
propose to represent the uncertainty on the attributes values of instances by a possi-
bility degree on the set of possible values considered in the classification problem.
Among the advantages for working under the possibility theory framework, we recall
that the two extreme cases, total ignorance and complete knowledge, are easily satis-
fied. Given a stream data S= {S1, 52, ..., 5t,...} where Stis a sample in S, arriving
at time Ti for any i { n, Ti ( Tn, we denoted by St = (X", y).

e Here X% = {X”",Xg", ,X;"} is a vector of d uncertain categorical attributes.
Given a categorical domain Dom(Xl?’”)z {(vi,v2,...,vm}, Xl?‘c is characterized by
possibility distribution over Dom, where 0 < z(X¥“=vj) < 1

e Yk € C denotes the class label of St, where C is set of class labels on stream data
C={yl,y2,...,Yk,...,yn}.

we build and learn a fast decision tree model yk=f(X"“) form S to classify the un-
known samples.

The incoming sample will be passed down to a certain node from the root re-
cursively according to its attribute value. Here we adopt a recursive process to par-
tition the training samples into fractional samples based on [7, 10]. By giving a
split attribute at node N, denoted by X, sample st is divided into a set of samples
{s11,502,...,stm} by X} where m=| Dom(X;“) | and stj is a copy of st except for
attribute X;“.

3.2 Sliding Window Model

During the classification technique, we emphasis the concept drift issue which
change the classifier result over time. The capture of such changes would help in
updating the classifier model effectively. The use of an outdated model could lead to
very low classification accuracy. That is why we need to focus only on the N recent
records. Based on timestamp of samples, a new approach have been proposed to de-
tect and identify outliers in the underlying data [11]. This model can be an interisting
task in many sensor network applications.



198 M. Hamroun and M.S. Gouider

3.3 Specificity Gain

Classical splitting measures such as Information Gain, Gini Index are not applicable
in our case. In this section, based on possibility measures, we define new parameters
which take into account the uncertainty encountered in the data flow. An interpre-
tation have been proposed by [12, 13] based on the context of possibility theory
assuming that the U-uncertainty measure of nonspecificities of possibility distribu-
tion, which is defined as

Nonspec(r) = 2[(7z(a)(l-)) — (@ y1)Nogyil + (1 = my))logyn (1)
i=1

can be justified as a proper generalization of Hartley Information [14] to the possi-
bilistic setting. Non Specificity plays the same role to that of Shannon Entropy in
probability theory.So we use it to construct a selection measure in the same way as
information gain and Information gain ratio are constructed form Shannon Entropy.
We calculate a Specificity Gain based on the nonspecificities on the possibility dis-
tributions Tryue ON the values of X, 7 on the set of class labels and exe the joint
distribution of the set of values of X! and the set of classes. The idea so suggests it-
self to construct these possibility dlstrlbutlons but we have to take into consideration
the concept underlying possibility theory. The solution that we propose is the fol-
lowing : We will induce a representative possibility distribution that represents the
marginal distribution of the different possibility degrees of the different values of X}
and the set of class labels C. These marginal distributions are obtained not by sum-
ming values but by taking their maximum. Then, the average is applied as the case:

”x’%‘C(Vj) = AVg|c| (maxyec(ﬂ cxue 0. v)) 2
7c(Y) = AVG|pom(xiey| (MAX, jepomexre) (Texue (Vs V) 3)
We define the Specificity gain as:

Sgain(X;) = Nonspec(zc) + Nonscpec(zrxlyc)

— Nonspec(m xuc) 4

We select for test, the attribute which yields the highest S ;.

In order to collect statical data to Sgain, we only make a single pass over set
Samples SN. So we propose, at each node of the nodes of the dynamic decision tree,
for each possible value vj of each attribute X € X", for each class yk, to associate
it with a vector called Node Feature(NF) which is composed by four parameters

(PSijk, N, ijk> N(S), ¢,). Here,
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o PSijk denotes the sum of possibility degrees of each coming sample in yk that
X'=vj.
. NI(S) defines the number of the samples contained in the NF.

* Ny denotes the ratio of the sum of possibility degrees of each sample in yk that
) PS;;
UC /3 — ik
X;“=v), Ny = NS)
« ¢, indicate the time of the recent sample incorporated in the NF.

— for each new coming sample $"“", we only need to update PS;;, Ny, N(S) as
follows:

PSllk = PSljk + 7[( ibzgneW) = V]) (5)

N(S) =N(S) +1 (6)

N., = —~ 7

T NGS) @)

— for removing sample $°/ from a node, we only need to update PS;;, Ny, N(S) as
follows:

PSj = PSj = ”(X,-”&ozd) =)) (®)

N(S)=N() -1 9)

PSijk
Nij =~ 10
ijk N(S) (10)

3.4 Poss-CVFDT Building

Based on [2], Algorithm 1 defines a pseudo code of the Poss-CVFDT building steps.
In this study we use S, as G(.), X"“ denotes a vector of uncertain attributes, NFj;:
the NF used to clollect statical data for computing specificity gain. ¢, defines the
arrival time of each sample used to enhance the ability of Poss-CVFDT to detect
outdated samples.

Algorithm 1 illustrates the process of Poss-CVFDT learning in four steps : At the
begining, as the classical technique CVFDT, our algorithm does some initializations
and then process each sample (X*““,y) to the leaves (1-7). Next from line 8 to 15
each sample arrived is associated with a timestamp. Then it added to the sliding
window. Old samples are forgetten from the tree as well as from the window. We
detect and identify outdated samples according to their arrival time. The step 16 is
for maitaining the tree (Algorithm 2). Finally, from line 17 to 20 we check the split
validity of an internal node periodically.
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Algorithm 2 details the growing of the uncertain decision tree. The node Feature’s
parameters are maintained between lines 3 and 7. From line 8 to line 18, a sample
is split into a set of fractional samples. From line 19 to 29, the specificity gain is
computed using the node feature at leaf nodes. Based on Hoeffding bound, split

attribute is chose and the leaf node is split into an internal node.
Algorithm 1 illustrates the process of Poss-CVFDT learning:

Algorithm1: The learning algorithm for Poss-CVFDT

Inputs

S a stream of samples;
XYC  an uncertain categorical attribute vector;

NF;; a Node feature : a vector associated to each node ;
G(.) Specificity gain for split evaluation;

W the size of the Window ,based time;

Ti the arrival time of each sample ;

N,,;, the number between checks for growth;

N(s) defines the number of the samples contained in the node Feature;

f the number between checks for drift;

Outputs
HT a decision tree for uncertain samples

1 Begin

2 Let HT be a tree with a single leaf 1 , the root;

3 Let ALT(1) be an initially empty set of alternate trees for 1;
4 For each each class yk do

5 For each possible value vj of each attribute X' ¢ X"

6 Let Ny =0, PSy=0 , N(s) =0

//Initialize the Node Feature Aﬂﬂm(b

7 End For

8 End For

9 For each sample (X" , y) in S do

10 Sort (X" , y) into a set of leaves L using HT of any node (X“ , y)
passes through

11 ts indicate the time of the recent sample incorporated in
the node Feature ts = Tn

12 Add ((X"“ ,y), t(s) ) to the beginning of W

13 Let (()Qf, V> t(s) ) be the last element of W.

14 Forget Samples (HT, ((X!° ; y"),t(s))) where Ti { #(S)—W

16 Let W with ((X[; y,); t(s)) removed
16 Poss-CVFDTGROW(HT,G, (X" , y),n,;, )

// refer to Algorithm 2

17 If there have been f samples since the last checking of alternate trees
18  CheckSplitValidity(HT)

19 Return  HT

20 End.
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Algorithm 2 details the growing procedure of the uncertain decision tree.

Algorithm2: Poss-CVFDTGROW(HT.G, (X, y), n,,;,)

For each T,;; in ALT(1) do
Poss-CVFDTGROW(T y;7,G, (X,. 5 ¥) M, )
10 End For
11 Label 1 with the majority class among the samples seen so
far at 1
12 If 1 is not a leaf
13 Split ( X, , y) into a set of fractional samples FS
14  For each sample §; in FS do

1 Let 1 be the root of HT

2 Let ALT(1) be an initially empty set of alternate trees for 1;
3 For each class yk do

4 For each possible value vj of each attribute XI“ & X"

5 Maintain the AU%M following formula (5) , (6) , (7)

6 End For

7 End For

8

9

15 Let b be the branch child for §,
16 Poss—CVFDTGROW(Q,G, Sy s My )
17 End For

18 End IF

19 Else If N(S)) n,,;,

20 Compute G(X) for each attribute X & X" based on NFWID

and formula (4)

21 Let X)° , X;° be the attribute with highest and second-highest G
22  Compute ¢

23 If A G = GX) - GX,)) e

24 Replace 1 by an internal node that splits on X}
25 For each class yk and each vj possible value of
each attribute X[“¢ X?”

26 Initialize NFy(l)

27 End For

28 End If

29 End IF

30 Return HT

3.5 Prediction with Poss-CVFDT

Once a Poss-CVFDT is constructed, it can be used for predicting class types. The
prediction process starts from the root node, the test condition is applied at each
node in the tree and the appropriate branch is followed based on the outcome of the
test. When the test sample S is certain, the process is quite straightforward since the
test result will lead to one single branch without ambiguity. When the test is on an
uncertain attribute, the prediction algorithm proceeds as follows:
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Given an uncertain test sample st, (X“¢, ?), If the test condition is on a uncer-

tain categorical attribute X;‘C € X“¢ and Dom(Xl?‘C)= {v1,v2,...,vm} a categorical
domain which characterized by a possibility distribution where 0 <= #(X;“ =
vj) <= 1.

For the leaf node of Poss-CVFDT, each class yk € C has a possibility degree
7w (yk) which is the possibility degree for an instance to be in class yk if it falls in
this leaf node. w(yk) is computed based on the node feature and more especillay on
Nijk in the node. Assume path L from the root to a leaf node contains t tests, and
the data are classified into one class yk in the end,When predicting the class type
for a sample S with uncertain attributes, it is possible that the process takes multiple
paths. Suppose there are m paths taken in total, then the possibility degree of yk can
be computed as the fraction of the total of possibility degree obtained at each path

and the number of paths (m) : 7-(yk) = %

Finally, the sample will be predicted to be of class yk which has the largest pos-
sibility degree 7 -(yk) among the set of class labes, where k=1,2,...,|C| and poss-
dist={7r-(y1), 7c(2), 7c(y3), ..., w-(|C|)} a possibility distribution over
classes at a node leaf.

4 Expriment Study

In this section, we present the experimental results of the proposed decision tree algo-
rithm Poss-CVFDT. A collection containing 3 real-world benchmark datasets were
assembled from the UCI Repository. The evaluation of our Poss-CVFDT classifier
was performed based mainly on three evaluation criterias, namely, the classification
accuracy expressed by the percentage of correct classification (PCC), F1 Measure
and the running time (t).

4.1 Artificial Uncertainty Creation in the Training Set

Due to a lack of real uncertain datasets, we introduce synthetic uncertainty into the
datasets. We treated uncertainty in our approach by assigning a possibility distribu-
tion to attribute values. These possibility degrees are created artificially (Table 1).
Example:

— Education: Bachelors (B), Masters (M), Doctorate (D).
— Occupation: Technique support (TS), Craft repair (CR), Sales (S).
— Native_country: United States (US), Cambodia (C), England (E).
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Table 1 The classical training set
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S Education Occupation Native_country
X1 B TS C
X2 D CR E

Table 2. details the new training set with uncertain attribute values.

Table 2 Training set based on possibility distributions

S Education Occupation Native_country

B M D TS CR S UsS C E
X1 1 0 0 0.1 1 0.7 1 0.2 0.9
X2 0.5 1 0.6 1 0.7 0.2 1 0.3 04

4.2 Simulations on the Real Data Sets

We have modified UCI databases by introducing uncertainty in the attributes values
of their instances as presented in Table 3.

Table 3 Description of datasets

Datasets # Instances # Attributes # Classes
Solar-Flare 1389 10 3
Car evaluation 1728 6 4
Nursery 12960 8 5

4.3 Experimental Results: Poss-CVFDT VERSUS UCVFDT

We compare in this section the results obtained by our proposed approach and those
obtained by the UCVFDT.

1. Comparison of Classification Accuracy and F1 Measure: Comparing two dif-
ferent methods which work under two differents frameworks seems to be not
imperative. This section presents different results carried out from testing Poss-
CVFDT and UCVFDT. We consider P as the percentage of attributes with uncer-
tain values from the training set defined such that: 0 < P < 50 or 50 < P < 100.
The percentage of P is useful to test the behavior of our classifier and its robust-
ness in dealing with uncertainty. These uncertainty percentages represent the per-
centages of generated uncertain objects of one given dataset. For example, if we
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fixe P > 50%, it means that, for a given database which contains 10 attributes,
more than 5 will be generated with uncertainty. These values of P allow us to
generate the uncertain databases. We take g as the possibility degree defined for
the different values of an attribute: 0 < ¢ < 0,50r 0,5 < g <= 1.

As seen in Figs. 1 and 2, both Accuracy and F1 of Poss-CVFDT are higher than
that of UCVFDT. We can see that our approach achieves encouraging results
when P < 50 and g € [0,0.5]. As shown in Figs. 3 and 4, when the degree of un-
certainty increases P > 50, both accuracy and F1 of Poss-CVFDT decline slowly.
We can also observe that, both accuracy and F1 of Poss-CVFDT are quite com-
parable to those of UCVFDT. This demonstrates the robustness of our approach
against the uncertainty is due to the possibility theory which handle the imprecise
data efficiently by treating all the extreme cases.

2. Running Time: Figure 5 illustrates the comparison between UCVFDT and our
approach in term of processing time. It is obvious that these encouraging re-
sults are obtained due to the sliding model which processes only the most recent
records by discarding the obsolete ones. This mechanism allows obtaining good
results in few times and with high accuracy.

Fig.1 PCC with P < 50 The PCC of Nursery with p<50
and g < 0.5 90
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Fig.3 PCC with P < 50
and g < 0.5

Fig. 4 F1 with P < 50 and
g<0.5
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5 Conclusion

In this paper, we propose a new classification method adopted to an uncertain frame-
work named the possiblistic CVFDT method based on the possibility theory and the
classical CVFDT. The Poss-CVFDT aim to cope with objects described by possi-
bility distributions. We proposed a new method to compute the measure of selec-
tion which called Specificity gain. In Fact, We have introduced a new sliding model
based on samples’s timestamp In order to improve the ability of Poss-CVFDT to cope
with the concept drift issue. We have performed experimentations on UCI databases
in order to evaluate the performance of our possibilistic CVFDT method and the
UCVEDT approach.
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Detection of Variations in Holter ECG
Recordings Based on Dynamic Cluster
Analysis

Matthias Hermann, Natividad Martinez Madrid and Ralf Seepold

Abstract The proposed approach applies current unsupervised clustering
approaches in a different dynamic manner. Instead of taking all the data as input and
finding clusters among them, the given approach clusters Holter ECG data (long-
term electrocardiography data from a holter monitor) on a given interval which
enables a dynamic clustering approach (DCA). Therefore advanced clustering tech-
niques based on the well known Dynamic Time Warping algorithm are used. Having
clusters e.g. on a daily basis, clusters can be compared by defining cluster shape prop-
erties. Doing this gives a measure for variation in unsupervised cluster shapes and
may reveal unknown changes in healthiness. Embedding this approach into wearable
devices offers advantages over the current techniques. On the one hand users get feed-
back if their ECG data characteristic changes unforeseeable over time which makes
early detection possible. On the other hand cluster properties like biggest or smallest
cluster may help a doctor in making diagnoses or observing several patients. Further,
on found clusters known processing techniques like stress detection or arrhythmia
classification may be applied.
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1 Introduction

Through the rapid development in miniaturization there is a new wide area of pos-
sibilities in measuring and processing vital or biometric data. Holter ECG data i.e.
long-term ECG recordings is often used as the first candidate in research. The use
of analyzing this data is obvious. For analyzing this kind of data many different
approaches are proposed. Many classification or clustering techniques can reveal cer-
tain cardiological conditions e.g. cardiac anomaly or stress. Clustering techniques are
often used to reduce data dimensionality and ease complexity of diagnoses (unsu-
pervised learning) whereas classification is used for pattern matching and detection
of known cardiological arrhythmia (supervised learning).

Measuring vital signs aims mainly at two specific target groups. One group
describes the so called self-optimizing people which try to keep track of their health-
iness and fitness whenever possible. The other group describes medicals which need
any data available to allow good diagnoses.

The proposed unsupervised approach tends to another direction — Grouping infor-
mation which is unknown but similar allows at least detection of variations within
the data over time. These variations in ECG signals may be because of continuous
stress, overload or re-regeneration. Detection of variations allows both, user feed-
backs on changes and doctors to keep track of different patients’ healthiness in form
of an alerting system.

2 Related Work

There has been a lot of work around ECG data in sense of applying modern machine
learning techniques since the beginning of the 1970s. E.g. Willems et. al. showed in
1972 through the use of a computer that there are normal changes in ECG regarding
amplitude and axis from day-to-day [1]. Simonson pointed out that patients with
heart disease show a significant greater variability compared to healthy individuals
(qt. in [2]).

Fig.1 ECG with P, QRS
and T wave [3]
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Beside examination of variations in the ECG signal there are other works that
try to detect the different P, QRS and T waves, see Fig. 1, by using signal process-
ing techniques [3]. In 2007 Vclav Chudek et. al. published a great comparison of
different techniques for classifying ECG signals in discriminating between normal
‘N’ and unusual ‘V’ beats [4]. The compared methods reached from Decision Trees
over Adaptive Neuronal Networks (ANN) to Support Vector Machines (SVM). A
similar more sophisticated proposed approach classified ECG signals with respect
to the heartbeat types recommended by AAMI (Association for the Advancement of
Medical Instrumentation) [5].

Later Darin Dicheva et. al. proposed a technique for clustering ECG signals for
visualization purposes by using Discrete Wavelet Transforms (DWT) [6]. Their idea
was to reduce the time needed to manually inspect the whole Holter ECG. The newest
techniques applied in clustering ECG data try to combine different approaches,
reduce computational costs and even embed sensors in cloths [7]. A good exam-
ple is the combination of Compressed Sensing (i.e. high undersampling), different
transformations and a K-Nearest-Neighbours (K-NN) classifier [8].

3 Technical Background

This chapter gives a short overview on the algorithms used. In this case Dynamic
Time Warping and OPTICS clustering.

3.1 Dynamic Time Warping

Because of lag between to signals Xiaopeng and many other authors demonstrated
that using Dynamic Time Warping (DTW) for measuring similarity between time
series is superior over Euclidian distance and PCA based measures [9—11].

Suppose there are two time series A and B of length n and m. To align these
sequences using DTW, we construct an n-by-m matrix where the element M; ; of the
matrix contains the distance between two points. The task is now to find a warp-
ing path through the distance matrix with minimal cost. There are arbitrary much
such paths, but the only path that minimizes the warping costs at each element w;
is described by the following formula and can be determined by using dynamic pro-
gramming technique.

K
DTW(A,B) = min [ Y w;
k=1
Additionally, this so called warping path is illustrated in Fig. 2. Adding another para-
meter warping-window, for instance the frequently used Sakoe-Chiba-Band, can
restrict the path to stay within a given corridor [13]. It can be shown that this yields
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Fig. 2 Dynamic Time

Q NG\
Warping algorithm with a /\/\/& Q
warping-window of 4 [12] : -

Warping path w

better quality of similarity [14]. For further reading a detailed description of the
algorithm can be found at [15].

3.2 OPTICS

One main advantage of density based clustering algorithms is that there is no techni-
cal need to specify how many clusters there will be. We are going to use an algorithm
which is based on DBSCAN and is called Ordering Points To Identify the Clustering
Structure (OPTICS) [16].

The biggest drawback of DBSCAN is that not specifying € accordingly to the data,
clusters with two different densities are contained in another cluster. OPTICS over-
comes this drawback by adding three properties to each object: order, core-distance
and reachability-distance.

— Core-distance is the distance to the minPts-nearest neighbour. So to speak that
distance that would determine a core-point in DBSCAN.

— Reachability-distance of one point p to another point o is defined as the maximum
of Core-distance and real distance.

The result of an OPTICS clustering is the so-called reachability-plot from where the
clusters can easily identified by search for valleys as shown in Fig. 3.

Fig. 3 Reachability-
distance diagram
(reachability-plot) [16]

reachability-
distance

c]ustcr—ordcl’
of the objects

e= 10, MinPts = 10
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4 Proposed Model

The proposed model takes the idea to apply unsupervised analysis techniques on the
data collected on a permanent basis.

4.1 Architecture

This chapter describes the architecture i.e. the underlaying process of the proposed
model illustrated in Fig. 4.

FEREESERRERCER | System Pameter: 1 v, | Eystem Pammeter: | | Variation Detection: \Alert | Beodbacks
i " | !
i ECG signal P Moving average > 1 - Wasping window > - Cluster Count(30) 1 = Trers) ariabysi {3)
" H
b il legh T i/ Henech: Thise Eelinelscovnd 15 O 5
Cluster Shape
Measuring Pre-Processing User Feedback
Properties
r Y M
1 ) 1

Fig. 4 TIllustration of the underlaying process of the proposed model

Measurement and Preprocessing The first step is the Measurement of the signal.
Next some Preprocessing to filter and smooth the signal needs to be applied. First
the signal gets low-pass filtered by applying a simple moving average with an appro-
priate system parameter window size according to the sampling rate. One heartbeat
consists at minimum of P, QRS and T wave plus offset, which makes 5 %« 2+ 1 =11
linear approximations. As one heartbeat takes between 0.3 s and 2.0 s, the following
frequencies are expected.

f=1/T->1/03s=33Hzx* 11 =36.6Hzto55Hz

Next the signal gets smoothed by an appropriate curve fitting technique. Afterwards
the signal gets divided into pieces of the same length. The length needs to be specified
through an system parameter called interval length.

Cluster Analysis Next step is the Cluster Analysis. There are two system para-
meters needed: warping-window for the DTW distance measurement between the
signal pieces and the distance threshold i.e. that distance that describes the border
to another cluster or geometrically free space between clusters. First the distance
matrix for all signal pieces gets calculated. Afterwards OPTICS is applied to order
the points with respect to their cluster structure. Result of the cluster analysis is the
reachability-plot.
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Cluster Shape Properties The cluster shape properties are defined in order to be
able to compare dynamic clusters over time. This is needed because the process will
run in regular periods of time.

The proposed architecture defines two properties:

— Cluster count of clusters having at least a specified cluster size to discard small
noisy clusters.

— The timescale covered by the described clusters to weight periods with less noisy
data more than noisy one.

The cluster properties can easily be extended to any desired measure.

User Feedback Having minimum cluster shape properties of three clustering inter-
vals, a trend analysis can be applied. For simplicity a linear trend is assumed. If the
current count of clusters multiplied by its covered timescale ratio continuous the
expected trend, increasing or decreasing, an alert is fired. Otherwise it is assumed
that the trend gets reversed and nothing happens. The two states of the system get
denoted by: Reverted for an reverted trend and Continued for an continued trend that
needs to be reported.

4.2 Complexity

When proposing such a model it is important to quick review the algorithmic com-
plexity of the needed computations:

— Dynamic Time Warping of two signal intervals of size u: O(u?)
— Distance matrix of size nxn: O(n?)

— Optics clustering: & > maxd(o, p) E On?)

— Cluster size and trend analysis: O(n)

This yields an overall complexity of O(n*u®> + n> + n). Restricting the warping-
window yields an almost linear complexity and limiting epsilon allows spatial loga-
rithmic indexing. This yields a complexity of O(un? + nlog(n) + n) = O(un?) which
is suitable.

5 Laboratory Prototype

This chapter describes the laboratory prototype. First the environment is introduced.
Afterwards the experiment itself gets described. The laboratory environment con-
sists of the E-Health Sensor Platform for Arduino and the scientific python stack
(SciPy).

Measurement and Pre-Processing The data gets sampled at a rate of 250 samples
per second, this yields a slightly adapted window-size of 5 and a cut-off frequency
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of 50 Hz. As we do not want linear but at minimum cubic approximation, the signal is
undersampled with factor 2 which gives 125 samples per second. For the experiment
the interval length is defined as 2 s. This results in 250 samples per piece of signal.
Further we will use 5000 of such samples which yields a design matrix of size 5000
250 and a timescale of 168 min.

Cluster Analysis The warping-window defines how much warping is allowed. We
define a value of 10. This value corresponds to a timescale of = 0.1s. As we have
5000 samples in the test data we define a distance threshold value of 500 which
yields an estimation of 10 clusters. In Fig. 5 an arbitrary found cluster is shown. The
result of the alignment of the DTW can easily be seen in the lag between the different
samples.

0 50 100 150 200 250

Fig. 5 Found cluster of size 92 covering 3 min

Cluster shape properties Before deriving the cluster shape properties we have to
define the hierarchical threshold which can be seen as an horizontal line sweeping
over the reachability-plot from top to bottom. It can be interpreted as an hierarchical
clustering approach to OPTICS as the cluster count will raise during sweeping. As
this threshold directly impacts cluster quality in defining the maximum dissimilarity
of the included samples it must be well chosen. For the test set a value of 50 is
defined.

Based on the resulting clusters the cluster shape properties can be derived.

— Taking candidates with at least 30 samples or 60 s results in 22 different clusters.

— These 22 clusters cover a timescale of 157 min of a total of 168 min which yields
a ratio of 0.93.

— Combining the two yields a cluster shape property of 22.5 for the test set.

User Feedback The user feedback step is based on linear prediction of 3th order.
This means we have to apply the process until first prediction at least four times.
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The result of six runs is displayed in Fig. 6. It can be seen that the trend gets inverted
in the first and second step, but gets continued in the last step. The measure in the
last step would lead to an user feedback informing of an ongoing change in cluster
shape properties.

Time
200 -
150
€
g
g 100 ] &
@ L]
]
50 e L]
°
0 .
-1 o 1 2 3 4 5 [ 7

Fig. 6 Illustration of the linear trend analysis over six intervals in time with two reverts and one
continue att =35

6 Conclusion and Future Work

There are still some open issues when implementing unsupervised techniques, such
as computational cost, unbalanced clusters, unknown number of clusters and initial
partition. The proposed technique identifies changes in healthiness by using com-
monness of different ECG phases. It represents an unsupervised dynamic clustering
analysis methodology that can be implemented in oriented devices for analysis in
real time. The considered model does not require prior training or heartbeat labeling
by a doctor and can in principle be applied to any ECG signal.

Anyway, to improve accuracy and overall cluster quality further work could
develop the proposed model from an unsupervised dynamic clustering approach to
an supervised dynamic classifying approach. For instance, the model could be mod-
ified to classify ECG data into the AAMI ECG standard groups [5]. Cluster shape
properties would be analogously defined by measuring the different classified group
sizes. This would lead to a more medical backed prediction model.
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A Theoretical Framework for Trusted
Communication

Dao Cheng Hong, Yan Chun Zhang and Chao Feng Sha

Abstract With the tendency of increasing ICT (information and communications
technologies) applications, most existing literature examines trusted communication
in decision making ignoring the effects of media inherent characteristics. However,
according to the uncertainty reduction theory, media characteristics including media
richness and media interactivity play a vital role in communication for decision
making. To address the knowledge gap, this study proposes a novel framework for
trusted communication (TCF) drawn on the media characteristics perspective and
theory construction methodology. TCF theory, which is built on both a theory of
behavioral trust and a theory of computational trust, provides a new lens for
communication of decision making which currently plays a critical part in modern
society.

1 Introduction

With the increasing variety of ICT applications, a growing number of social
activities that have traditionally been conducted via physical mechanisms between
people and/or objects are gradually becoming more and more virtual [1]. In par-
ticular, many decision makings are being conducted virtually via communication
media, such as E-Commerce, E-Government, Smart Health and Wellbeing. Many
decision making processes which would have been difficult to conduct with ICT
only a few years ago are being undertaken by telecommunication systems. For
example, the decision process of traditional shopping for acquiring goods from a
salesman at a physical store is being conducted virtually on the Internet. Many retail
banking processes that were handled by a human bank teller have migrated to
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online banking systems, or even mobile banking systems. Communications for
decision making by means of various ICTs media continues to move forward at an
ever-quickening pace, providing people with much greater convenience in work,
study and social activities.

Researchers assert that some activities have proven more amenable to being
conducted in mediated environments than others in industry practice because of a
bad virtual reality experience [2]. Specifically, some business decision processes
(such as purchasing a gift or a cell-phone over the web, especially in China) have
proven popular, while others (such as buying a car or real estate) face many
obstacles and have proven resistant to the Internet. Distance learning programs for
experimental or internship processes are also resistant to mediated environments.
Although social media (e.g., Facebook, Twitter, WeChat) have been a hot topic
over the past several years, it is only a complementary tool for social networks in
the physical world because of information privacy and security. These phenomena
present increased challenges as they are not valid and reliable forms of commu-
nication in the decision making area. The foundations of trust in IT-based com-
munication, as recognized by Gligor [3], are: participant preferences (risk aversion
and betrayal aversion) and beliefs in the trustworthiness of other protocol partici-
pants. In relation to robust and trusted communication, the above practical obser-
vations lead to the main research questions: Why do different media applications
with various characteristics have different communication trustworthiness in deci-
sion making? How do media characteristics influence the trusted communication?

In the relevant area, trust in communication has received a great deal of attention
from researchers, particularly from different theoretical perspectives. However,
there is very little literature on trusted communication of decision making from the
perspective of media characteristics by integrating computer and social science.
Therefore, it is necessary to conduct a deeper study and explore a novel theory for
trusted communication of decision making from this new and integrated perspec-
tive. According to prior research, the uncertainty reduction theory suggests that
humans reduce uncertainty and equivocality under the assistance of communication
media, to make environments more predictable [4, 5]. Communication media has
been applied to almost ICT applications (e.g., education, science, government,
commerce) and plays a vital role in intelligent decision making. Hence, this
research focuses on communication activities and proposes a robust and reliable
framework for trusted communication (TCF), based on the media characteristic
perspective [6] which aims to enhance communication security from user’s per-
spective. In other words, this study explores media factors influencing trusted
communication and develops the TCF theory for decision making drawn on media
characteristics [6, 7] and the theory construction methodology [8, 9]. We aim to
develop a new theoretical framework for trusted communication in decision making
from both a theory of behavioral trust and a theory of computational trust.
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2 Theoretical Fundamentals

Trusted Communication. The adoption of the Internet, the development of mobile
internet and the emergence of the Internet of Things have increased ICT applica-
tions rapidly and has also resulted in heightened risk in communication security.
Trusted communication has quietly descended on many fields, from governments
and commerce to individual health and privacy. User participating in these medi-
ated communications relies primarily on trust, since on-line verification of protocol
compliance is often complex and impractical. Practical verification can lead to
many problems, from co-NP complete test procedures to user inconvenience.
Access management and architectures to protect services and devices in ubiquitous
computing environments has been discussed in depth which allows access
restrictions directly on services and object documents. Over the past three decades,
there has been a vast body of work on trust for management in computer science
and social science [3].

Trust can be divided into two broad areas: interpersonal trust and systems trust,
both of which are critical in shaping participants’ behaviour in ICT-mediated set-
tings [10]. Trusted communication can also be divided into two broad areas: entities
which are trustworthy; and media channels which are also trustworthy, as shown in
Fig. 1 (source: [11]). These entities are primarily technologically mediated with
each other, such as humans, forms of intelligence including mediated representa-
tions of remote humans via text, images, video, 3D avatars and artificial repre-
sentations of humanoid or animal-like intelligence including virtual human agents,
computers, smart devices and robots. A media channel is a broad concept which
includes a variety of ICT applications, from the Internet to wireless communica-
tions. The reliability of entities and the relative attribute importance for the appli-
cation’s purpose have been integrated into the data anonymisation approach area
[12]. Trusted communication is the credibility state of entities communicating with
others via various media channels which is the perceived trustworthiness of
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Fig. 1 Entities and media channels
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communication by participants in decision making. Trusted communication
involves comprehensive applications or systems of various ICTs and should be
explored in depth from media perspective.

Media Characteristics. According to the uncertainty reduction theory [4, 5, 13],
media from verbal to ICT-enabled types plays a vital role in contemporary society.
The uncertainty reduction theory suggests that people reduce uncertainty and
equivocality by means of communication media, to make their environments more
predictable and reliable. Media vividness and interactivity which have been studied
in certain areas (e.g. e-learning) are the two major characteristics [9, 14, 15]. The
first dimension, media vividness referring to the ability of a medium to produce a
sensorially rich mediated environment is also perceived as media richness by
researchers. Media richness comes primarily from the literature on computer-
mediated communications (CMC) and is most often associated with business
communication [16]. In this paper, media richness is used to analyze communi-
cation media choice of decision making and to help reduce ambiguity and equiv-
ocality for mediated communication trustworthiness.

Interactivity refers to the extent to which individuals can participate in modifying
the form and content of a mediated environment in real time, and is a rich research
topic. Lombard and Snyder-Duch proposed that media interactivity should have five
critical components: number of inputs acceptable; number and type of characteris-
tics that are modifiable; the range of response possible; the speed of response; and
the degree of correspondence between input and response [17]. Steuer construed
media interactivity as having three components: speed, range, and mapping [6].
These correspond to the above-mentioned five components, as the first three of the
five can be subsumed under “range”. The potential for individuals to modify the
mediated environment is also defined as user control, which has been conceptualized
as the same as media interactivity by a number of researchers [1, 18]. Media
interactivity describes the participants mutual communication either in real time
(e.g., QQ, Skype) or in a store-and-forward basis (e.g., email), or to seek and gain
access to objects an on-demand basis. Increasing network bandwidth, higher
mobility, and more immersive designs promise to offer a better sense (much more
richness and interactivity) of access to objects or entities. Therefore, the research
focuses specifically on the study of media interactivity and media richness based on
prior theories. Hence, in focusing on media richness and media interactivity, the
study is essentially exploring the main components of media features for trusted
communication in decision making.

User Experience Requirements. The user experience in this paper is a state in
which participants are so involved in communication of decision making that
nothing else seems to matter. The user’s experience of mediated environments that
have the same means with flow defined as optimal experience is so enjoyable that
participants will engage in this even at great cost, for the sheer sake of doing it [19].
The higher level of user experience, the deeper feeling of involvement and
enjoyment in communication activities is generated. As the one antecedent of user
adoption and security perception for communication, individual experience
requirements are about the need of involvement and enjoyment at the mediated
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communication state. Experience requirements include tasting, seeing, hearing,
smelling, and touching other corresponding participants or objects, as well as the
overall sensation that participants feel when engaging in a communication activity.

A focus on user perception and experience in the mediated environment has led
to a proliferation of credible work in recent years. Researchers have studied how the
mediated experience of users effects on communication and presented detailed
guidelines for research [6, 7]. Overby described how the requirements of experience
(sensory requirements, relationship requirements, synchronism requirements, and
identification and control requirements) impact mediated communications [2].
A key premise of both prior work and this study is that the requirements of per-
ception and experience can be used to make communication more resistant to be
trustworthy for participants. The logical reasoning behind this premise that is
straightforward is ICT-based communication lack of sensory connection and mutual
interaction between entities. Evidently, participants with high experience require-
ments are critical to communication media and are reluctant to trust and adopt
communication systems, because actual communication media can’t create a virtual
environment to satisfy all users’ experience requirements. From this analysis, user
requirements of experience have a negative effect on communication trustworthi-
ness from user perception perspective.

Much more literature provides sufficient theoretical evidence for trust research in
communication. Researchers proposed the guided foundations of the trust theory in
computer and communication security through integrating a theory of behavioral
trust and a theory of computational trust [3, 11]. Trusted communication can be
used to increase the pool of services available to users, promote cooperation, and
enable the network effect matter at an application level. However, the media
characteristics have been ignored by most researchers which are necessary for
reducing ambiguity and equivocality for participant’s communication.

3 TCF Framework

As described in the above sections, people want to reduce uncertainty, ambiguity
and equivocality in communication to make their environments more predictable
and reliable. This section will focus on communication trustworthiness in decision
making and will propose a robust and reliable model of trusted communication
based on media characteristic perspectives. In this TCF theory, the dependent
variable is trusted communication and the main constructs are media richness and
media interactivity. Each of the main constructs (media richness and interactivity) is
posited to have a positive effect on the dependent variable (communication trust-
worthiness). In other words, as each of the main constructs media richness and
interactivity increases, the communication becomes amenable to be much more
trusted. This does not mean that communication of decision making with a low
degree of media richness and/or media interactivity can’t be trustworthy. Rather, it
means that it would be more amenable to being trusted by participants if the degrees
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of these media characteristics are high. As a dependent variable of TCF, trusted
communication is continuous, not discrete, and should be thought of as a matter of
degree, not of kind. This is a critical distinction for this study from other trusted
communication research. The propositions of TCF theory that should not be
interpreted as on/off are simply descriptions of the degree of trusted communica-
tion. In propositional terms of TCF, user requirements of experience for involve-
ment and enjoyment have a negative moderating effect on the relations between the
main constructs and trusted communication. Therefore we propose the research
framework of TCF through integrating the research across relevant streams, as
shown in Fig. 2.

Media richness

®  Sensory breadth
®  Sensory depth

Trusted
Communication

Media interactivity
®  Number of inputs acceptable P2
®  Number and type of characteristics
that are modifiable
Range of response possible
Speed of response

!Jegree of correspondence between Requirements of S Dependent variable
input and response Experience O Main constructs
Moderating constructs

O

Fig. 2 TCF framework

3.1 Trusted Communication

The dependent variable in TCF theory is trusted communication, which presents the
communication trustworthiness with a certain medium channel by participants in
decision making. Researchers proposed a general trust theory in human-computer
networks through integrating a theory of behavioral trust and a theory of compu-
tational trust [3, 11]. Trusted communication would increase the pool of services
available to users, remove cooperation barriers, and enable the network effect
matter at the application level. Practically, the state of trusted communication can
be measured objectively either as adoption of the communication or the outcome
quality of the communication systems [2]. For example, the adoption of e-com-
merce on Amazon or Alibaba over the past few years has indicated that certain
shopping processes are amenable to be conducted by means of the Internet with
high credibility perception. Considering the criteria of outcome quality, if the
revenue of one commodity via the Internet is greater than via TV, this provides
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evidence that communication via the Internet media is highly reliable and trusted, at
least under certain domains and for certain aims. As stated in the previous section,
this study regards trusted communication as a continuous rather than discrete status,
and a matter of degree, not of kind. Therefore, the dependent variable perception of
trusted communication can be measured from two dimensions: adoption and
revenue.

3.2 Media Richness

As indicated in the following, “the representational richness of a mediated envi-
ronment as defined by its formal features; that is, the way in which an environment
presents information to the senses” [6], media richness has been recognized as a
critical component of media characteristics. The premise for research that the
richness of a medium will influence individual perceptions of the environment lies
in the ability of a media-rich environment to diminish user perceptions of mediation
[20]. The logic is that the media can be used to simulate the sensory elements of the
physical world for participants. This simulation of media richness will determine
the level of user perception of trusted communication environments where partic-
ipants are involved. Media richness is a better indicator to analyze communication
media choice and to help participants reduce the ambiguity and equivocality of
communication and increase trustworthiness in decision making.

Media richness embodies two core elements of the communication media for
users: sensory breadth (number of communication channels) and depth (quality
within each channel). Sensory breadth presents the number of different sensory
channels that a medium utilizes (e.g., aural, olfactory, visual, tactile, gustatory),
while sensory depth refers to the resolution within each of these perceptual chan-
nels. Thus, multimedia communications have greater breadth than single media
communications (e.g., advertisements on flash or video on the web versus on TV).
The user experience of a mediated representation will be related to the number of
individual sensory channels that can be engaged. The greater the number and
quality of sensory channels, the greater is the likelihood of user immersion in the
mediated environment and the higher the perception level of communication
credibility. Media richness is posited to have a positive relation to the trustwor-
thiness of communication. As stated above, the first proposition describes the effect
of media richness on trusted communication.

Proposition 1 (P1). Increased media richness promotes trusted communication.

3.3 Media Interactivity

Interactivity, which is viewed as a multidimensional construct in the literatures, is
the extent to which the user can participate in modifying the form and content of a
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mediated environment with an immediate response. Researchers proposed that
interactivity mainly includes five critical components: the number of inputs
acceptable; the number and type of characteristics that are modifiable; the range of
response possible; the speed of response; and the degree of correspondence between
input and response [17]. In one experimental study, the researcher focused on
certain constructs of interactivity for special situations which is an example of
narrower aspects for user control [18]. Media interactivity describes a dynamic
environment that affects everyone, from those directly involved to those who have
to manage it and those who use it. This paper focuses on the interactivity of media
feature which is pertinent for trusted communication.

Traditional studies of direct communication experience show that individuals
have a high level of interactivity over how they interact with the objects what to
look at, touch, smell, in what order, and for how long. In contrast with a highly
mediated communication world, such as those transmitted via the Internet or
wireless communication systems, the range of interactivity choices is limited. In
such situations where fewer interactivity options are available, participants will thus
perceive their experiences as more mediated because of the loss of media control.
Generally, participants may perceive the environments in which they have greater
interactivity as less mediated because of the association of interactivity with direct
communication experience between entities. Therefore, media interactivity is pos-
ited to have a positive relation to the trustworthiness of communication. The second
proposition presents the relation between media interactivity and trusted
communication.

Proposition 2 (P2). Increased media interactivity promotes trusted
communication.

3.4 Requirement of Experience

As shown in existing literature [6, 7, 19], participants’ mediated experience of ICT
applications including involvement and enjoyment, has an influence on the actual
use or adoption of trusted communication. Different requirements of user experi-
ence have different effects on trusted communication of decision making. At single
media channels situation with certain characteristics (media richness and interac-
tivity), participants with high experience requirements are reluctant to trust and
adopt communication systems, because practical communication media cannot
create a virtual environment to satisfy all users’ experience requirements. It is
intuitive that with the same ICT-based media different communications were
moderated heavily by user experience requirements of involvement and enjoyment.
The logical reason for this is that different communication participants have dif-
ferent requirements of virtual reality experience for trusted communication. How-
ever, limited ICT applications cannot fully satisfy user requirements of experience.
For example, the web-based purchasing if gifts and cell-phones is amenable to be
adopted for high perception of trusted communication with low requirements of
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experience, but the Internet-based purchase of a car or a house has many obstacles
to overcome before being adopted for low perception of communication trust-
worthiness with high requirements of user experience comparatively. In TCF the-
ory, the moderating construct describes the degree of requirements for the user
practical experience which negatively moderates the relations between the main
constructs (media richness and interactivity) and the trusted communication.
Through these discussions the third and fourth propositions can be drawn.

Proposition 3 (P3). The requirements of experience negatively moderate the
relations between media richness and trusted communication.

Proposition 4 (P4). The requirements of experience negatively moderate the
relations between media interactivity and trusted communication.

4 Discussion

4.1 Contributions

Our TCF theoretical framework explains what kinds of media characteristics affect
trusted communication in decision making and how it works. In other words, this
study describes why different communication applications for industry via ICT
media have different user adoption and different levels of trustworthiness for
applied systems. In this theory, if the main constructs (media richness and media
interactivity) are low, the remote communication systems will be more difficult to
adopted and trustworthy than if they were high. User requirements of experience
(involvement and enjoyment) for ICT applications have a positive moderating
impact on the relations between the main constructs (media richness and media
interactivity) and trusted communication. A wider applied-promotion of the TCF
framework can be conducted in the next research study.

Although TCF theory is mainly drawn from the literature, the research result is
relevant to both academia and practice. The TCF framework provides researchers
with a lens to explain and predict the media characteristics that influence whether a
communication application is amenable to be adopted and trustworthy via a certain
media. Practically, trusted communication occurs in nearly all aspects of society
and business with ICT applications, which facilitates multiple field research
including management, computer science, sociology, economics, and communi-
cation studies. TCF theory also presents the significance of media such as ICTs,
which play a vital role in the decision making, communication and information
systems field. This aspect of TCF theory will help researchers better understand
why and how media characteristics continue to have profound impacts on trusted
communication including adoption and revenue of applications.

TCF theory provides a useful framework for security evaluation and prediction
in which communication is conducted and adopted when participants shall make
decisions via various media. The analytical framework provided by TCF theory that
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will help engineers and managers with the communication process and channel
design will become increasingly important as a combination of media factors and
user requirements of experience in communication trustworthiness. For example,
users can assess the degree of communication trustworthiness by considering media
richness, media interactivity and user requirements of experience. If these com-
ponents of media characteristics are low, engineers and managers will make more
effort to introduce a viable communication system than if they are high. Especial in
the same media environment condition, user experience requirements should be
considered thoroughly for trusted communication.

4.2 Improvements

As a new theory, there is a certain amount of room to improve its development and
practice. In the first place, TCF theory, which is mainly drawn on both a theory of
behavioral trust and a theory of computational trust, explains communication
trustworthiness in relation to media characteristics. This study discusses domain-
specific factors of media in trusted communication of decision making which may
hamper the general usage.

In the second place, TCF theory is not meant to be used to evaluate whether an
ICT-based communication is better or worse than physical communication. Rather,
it assesses whether communication is amenable to be trustworthy and adopted from
the perspective of media characteristics. For example, there are many users of
mobile banking, although the overall adoption and development is not good in
China as the people prefer to transact via mobile payment, or have to adopt it
according to regular or contract pressure. These types of preferences and pressures
are not explicitly examined within the TCF theoretical framework.

Finally, to theorize TCF in decision making, this research draws on a theory
construction methodology and media characteristics. All constructs are based on
our interpretation from a media characteristics perspective and relevant streams.
Therefore, this study is more or less constrained by theoretical biases which may
engender limited promotion in the future.

5 Conclusions

This research focuses on media characteristics affecting trusted communication of
decision making and proposes a TCF theory drawn on a theory of behavioral trust, a
theory of computational trust and theory construction methodology. The TCF
theoretical framework provides a new lens for researching communication trust-
worthiness which plays a central role but has been neglected in this digital age. The
study identified the main constructs and propositions which offer guidance for
trusted communication from user adoption and revenue perspectives. As with any
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newly proposed theory, the TCF framework can benefit from empirical and
experimental testing which will improve and change some constructs. Hence,
empirical and experimental research will be conducted in our future study.

There is little doubt that more and more remote communication will be con-
ducted by means of various ICTs. However, it seems unlikely that society will
abandon the physical world in favor of these advents of ICT-based communications
especially in relation to trustworthiness, at least not in the near future. TCF theory is
useful to understand and predict which media applications will continue to hinder
communication from a trustworthiness aspect. It also may be used to help practi-
tioners predict by which media based communication is trustworthy in the near
future versus the long term. As a useful research perspective and framework, TCF
theory provides a new lens and can explain the most trusted-communication phe-
nomenon in decision making domain.
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Design Requirements to Integrate Eye
Trackers in Simulation Environments:
Aeronautical Use Case

Jean-Paul Imbert, Christophe Hurter, Vsevolod Peysakhovich,
Colin Blittler, Frédéric Dehais and Cyril Camachon

Abstract Eye tracking (ET) provides various data like gaze position, pupil size,
and eye movement events (blinks, fixations, saccades, etc.). These data can reveal
users’ cognitive/attentional state but also provide a worthwhile input to human-
computer interfaces. Recording and processing such data is an issue especially
when integrating ET systems within existing environments. The synchronization of
events from the simulation environment and physiological measurement devices
with ET data is also a concern. In this paper, we reflect upon a seamless integration
process. We gather task fulfillment requirements and confront them with technical
constraints. Based on this structured task analysis, we present architecture guide-
lines regarding efficient ET system integration. Finally, we provide a relevant use
case of experimental environment where ET systems have been successfully inte-
grated and discuss architecture solutions.
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1 Introduction

The a