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Preface

Dear Readers,

We introduce to you a series of carefully selected papers presented during the 8th
KES International Conference on Intelligent Interactive Multimedia Systems and
Services (IIMSS-15).

At a time when computers are more widespread than ever and computer users
range from highly qualified scientists to non-computer expert professionals, Intel-
ligent Interactive Systems are becoming a necessity in modern computer systems.
The solution of “one-fits-all” is no longer applicable to wide ranges of users of
various backgrounds and needs. Therefore, one important goal of many intelligent
interactive systems is dynamic personalization and adaptivity to users. Multimedia
Systems refer to the coordinated storage, processing, transmission, and retrieval of
multiple forms of information, such as audio, image, video, animation, graphics,
and text. The growth rate of multimedia services has become explosive, as tech-
nological progress matches consumer needs for content.

The IIMSS-15 conference took place as part of the Smart Digital Futures 2015
multi-theme conference, which groups AMSTA-15, IDT-15 and SEEL-15 with
IIMSS-15 in one venue. It was a forum for researchers and scientists to share work
and experiences on intelligent interactive systems and on multimedia systems and
services. It included a general track and three invited sessions.

The general track (pp. 1–140) focuses on issues ranging from intelligent image
or video storage, retrieval, transmission, and analysis, to knowledge technologies
and smart, knowledge-based applications. The invited session “Intelligent Video
Processing and Transmission Systems” (pp. 141–250) specifically focuses on
functionalities and architectures of systems for video processing and transmission.
The invited session “Autonomous System” (pp. 251–312) considers issues such as
ethical, legislation, and regulatory matters for what concerns mobile robots and
autonomous systems. Finally, the invited session “Innovative Information Services
for Advanced Knowledge Activity” (pp. 313–378) focuses on advanced function-
alities for information and knowledge-based services.
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Our gratitude goes to many people who have greatly contributed to putting
together a fine scientific program and exciting social events for IIMSS 2015. We
acknowledge the commitment and hard work of the program chairs and of the
invited session organizers. They have kept the scientific program in focus and made
the discussions interesting and valuable. We recognize the excellent job done by the
program committee members and the extra reviewers. They evaluated all the papers
on a very tight time schedule. We are grateful for their dedication and contributions.
We could not have done it without them. More importantly, we thank the authors
for submitting and trusting their work to the IIMSS conference.

We hope that readers will find in this book an interesting source of knowledge in
fundamental and applied facets of intelligent interactive multimedia and, maybe,
even some motivation for further research.

Crema, Italy Ernesto Damiani
Shoreham-by-Sea, UK Robert J. Howlett
Canberra, Australia Lakhmi C. Jain
Naples, Italy Luigi Gallo
Naples, Italy Giuseppe De Pietro
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Touchless Target Selection Techniques
for Wearable Augmented Reality Systems

Nadia Brancati, Giuseppe Caggianese, Maria Frucci, Luigi Gallo
and Pietro Neroni

Abstract The paper deals with target selection techniques for wearable augmented

reality systems. In particular, we focus on the three techniques most commonly used

in distant freehand pointing and clicking on large displays: wait to click, air tap and

thumb trigger. The paper details the design of the techniques for a touchless aug-

mented reality interface and provides the results of a preliminary usability evaluation

carried out in out-of-lab settings.

Keywords Touchless interface ⋅ Freehand pointing and clicking ⋅ Wearable

augmented reality ⋅ Wait to click ⋅ Air tap ⋅ Thumb trigger

1 Introduction and Background

In recent years, we have witnessed a rapid evolution of wearable augmented reality

(AR) technologies. In particular, smart glasses, and monocular or binocular AR dis-

plays now allow users to visualize computer-generated information directly in their

field of view (FOV), without having to wear cumbersome head mounted displays.

Accordingly, these systems can be profitably used in many different application

N. Brancati ⋅ G. Caggianese ⋅ M. Frucci ⋅ L. Gallo (✉) ⋅ P. Neroni

Institute for High Performance Computing and Networking,

National Research Council of Italy (ICAR-CNR), Naples, Italy

e-mail: luigi.gallo@na.icar.cnr.it

N. Brancati

e-mail: nadia.brancati@na.icar.cnr.it

G. Caggianese

e-mail: giuseppe.caggianese@na.icar.cnr.it

M. Frucci

e-mail: maria.frucci@na.icar.cnr.it

P. Neroni

e-mail: pietro.neroni@na.icar.cnr.it

© Springer International Publishing Switzerland 2015

E. Damiani et al. (eds.), Intelligent Interactive Multimedia Systems and Services,
Smart Innovation, Systems and Technologies 40,

DOI 10.1007/978-3-319-19830-9_1

1



2 N. Brancati et al.

areas, such as entertainment, marketing, education, training, navigation and tourism,

mainly because the device becomes invisible to the user.

The possibility of mixing real and virtual objects in a single space also demands

more natural interaction approaches. Nowadays, interaction techniques for wearable

AR systems have been mainly tailored to the specific application. The most com-

monly used interaction modalities exploit vocal control, touch control or a combi-

nation of the two (e.g., the Google Glass project [15], in which the user interacts by

means of a touchpad embedded in the rim of the glasses and/or by using vocal com-

mands to execute specific actions). Nevertheless, achieving a direct manipulation

through a point-and-click paradigm could be an interesting alternative, especially if

the user does not need to wear any specific device to control the system. In fact, in

wearable AR systems the computer-generated information visualized in the user’s

FOV can easily become dense, and in this case selecting a target via pointing and

clicking is more practical than by using vocal control or a touchpad.

Fig. 1 The user’s FOV is

augmented with a set of

POIs, which can be selected

via a touchless

point-and-click interface

Different clicking approaches have been developed to interact with virtual con-

tent. Most techniques require the user to wear instrumented gloves [7, 12, 14],

although some exploit depth or color cameras to track the hands [1, 13]. How-

ever, virtual object manipulation when using head mounted displays (HMD) presents

some similarities with distant interaction on large displays; in fact, the augmented

environment is visualized as if it were a large screen projected at a certain distance

from the user.

In this paper we analyse, by tracking the hand with a near-range depth cam-

era [11], three free-hand pointing and clicking techniques frequently used to interact
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with large displays, in order to evaluate their suitability for wearable AR systems. In

more detail, we present an implementation of a touchless point-and-click interface

for a cultural heritage AR system [4], whose objective is to allow users to navigate

within the tangible cultural heritage. As already achieved for a cultural exhibition [5],

the AR system exploits the user’s position to show only the relevant information

about the surrounding buildings and monuments that is manipulable by using hand

gestures (see Fig. 1). Three target selection techniques are described and evaluated

in an AR context: Wait to Click, Air Tap and Thumb Trigger [17]. In the paper, we

detail the design of theese techniques, adapted to the specific application in which

the depth sensor is worn by the user, describe the problems encountered and discuss

the results of a preliminary qualitative evaluation.

Fig. 2 The wearable AR

system

The rest of the paper is structured as follows. In Sect. 2, we describe the wearable

AR system. In Sect. 3, we describe the three target selection techniques and the main

problems encountered in implementing them in the AR system. After that, Sect. 4

focuses on the qualitative evaluation tests performed, providing a discussion of the

results. Finally, in Sect. 5 we present our conclusions.

2 The Wearable AR System

The wearable AR system integrates a wearable AR display and low consumption

inertial and depth sensors. In more detail, the home-made wearable smart glasses

(see Fig. 2) have been realized by integrating the Vuzix STAR 1200XLD, an aug-

mented reality eyewear equipped with a binocular see-through display with a FOV

of 35
◦

diagonal, together with the time-of-flight camera Softkinetic Depth Sense

325, which is light enough to be worn on top of the glasses. To track the position

and gaze direction of the user, we have further used a GPS sensor, a magnetometer

and a gyroscope.

The AR application allows a citizen/tourist to visualize georegistered points of

interest (POI) relative to cultural, historical and tourist information, overlaid on

the real world view. These POIs are retrieved by using web services that exploit

both the user’s position and her/his gaze direction. In this way, only the POIs nearest

to the user are visualized. Moreover, the POIs can be further filtered by type and

distance from the user. The system allows the user to interact with the POIs by using
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touchless point-and-click interface. The user can select each POI to visualize addi-

tional information about it or navigation aids to reach it, which are superimposed on

her real world view.

When the user executes the pointing gesture (all the fingers closed except for

the index finger), the system visualizes a virtual pointer over the fingertip position.

The virtual pointer is visualized close to the tip but not always exactly on it since a

velocity-based pointing enhancing technique has been used [6] to smooth the pointer

movements and to simplify the selection of small (i.e. far) POIs in the scene. To use

the pointing metaphor in a virtual space which is bigger than the working space of

the user, defined as the area reachable with an extended arm, we have used the ray

casting technique [10]. In the ray casting approach the pointer controlled by the user

is connected to a virtual ray that works like a picking ray, since each time it intersects

a virtual object this object is returned to the system as the selected one. When the user

selects a POI, it is highlighted so as to provide her/him with a visual feedback. To

allow the user to select a POI in the augmented scene, three different target selection

techniques have been developed, namely Wait to Click, Air Tap and Thumb Trigger,

which are described in the next Section.

Fig. 3 The Wait to Click

clicking procedure: in

positioning the pointer is

moved on the POI that is

highlighted; in press the

pointer is still on the POI for

more than tpress seconds; in

release the pointer is still on

the POI for more than trelease
seconds (Color figure online)

3 Clicking Techniques

3.1 Wait to Click

In the Wait to Click technique, the user has to keep the pointer (controlled with

her/his index finger) over the object she/he would like to click on, for a predefined

time. The main advantage of this technique is that it is not affected by the Heisenberg

effect [2], since the user does not need to execute any movement of the hand to

confirm the selection. However, it is affected by the Midas Touch effect [8], since the

confirmation task can result in an unwanted selection. In order to avoid this problem,

we provide the user with a visual feedback to better inform her/him about the virtual

object currently selected (see Fig. 3).
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The choice of the amount of time required to trigger the confirmation of the selec-

tion becomes an important issue. In fact, with an excessively short time window, the

user does not have enough time to realize her/his selection; conversely, an excessively

long time window results in more fatigue for the user. We set two time thresholds:

if the user keeps her/his index finger over an object for tpress seconds, a selection

event is triggered; then to confirm the selection, her/his index finger must remain

still on the object for trelease seconds, when a release event is generated. In addition,

the time required to trigger the click action is also associated with a visual feedback,

consisting in a change of the pointer colour gradually from green to red.

Fig. 4 The Air Tap clicking

procedure: in positioning the

pointer is moved on the POI

that is highlighted; in press

the index finger is moved

quickly down; in release the

index finger is moved

quickly back to its start

position (Color figure online)

3.2 Air Tap

The Air Tap clicking scheme is similar to the one used when clicking a mouse button.

Usually, in this technique, the cursor is connected to the user’s palm position instead

of the index finger position in order to avoid the Heisenberg effect. In fact, moving

the fingertip down to trigger a selection affects the position of the fingertip, and so

also that of the pointer.

However, such a solution cannot be used in wearable AR applications. Placing

the pointer on the centre of the hand would result in occlusion problems, since the

targeted object would be covered by the user’s hand. For these reasons in our imple-

mentation we lock the X,Y position of the fingertip by analysing when the fingertip’s

velocity along the Z axis becomes higher than a threshold (see Fig. 4). We use two

velocity thresholds, vpress and vrelease: once the fingertip velocity v measured along

the Z axis is higher then vpress, the press event is triggered; when v is lower than

vrelease, a release event is activated. If the index fingertip velocity generates a press

followed by a release in a short period of time, the target selection action is per-

formed.
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3.3 Thumb Trigger

In the thumb trigger technique, the click event is triggered when the thumb is moved

in and out towards the index finger side of the hand (Fig. 5). In our implementation,

we fix two distance thresholds: bringing the thumb close to index finger generates a

press event and moving it away generates a release event. Similarly to Air Tap, if the

thumb movement generates a press and release event in a short period of time, the

click action is performed.

Theoretically, this click style has a distinct advantage over the above clicking

techniques since the thumb by touching the side of the hand provides a kinaesthetic

feedback. As a drawback, the need to use also the thumb, may cause occlusion prob-

lems besides a feeling of fatigue and/or discomfort.

Fig. 5 The Thumb Trigger

clicking procedure: in

selection the pointer is

moved on the POI; in press

the thumb finger is moved

quickly to touch the side of

the hand; in release the

thumb finger is moved

quickly back to its start

position (Color figure online)

4 User Study

4.1 Experimental Procedure

We recruited 10 unpaid volunteers to perform the study. The age of the participants

ranged from 28 to 41 years old, with an average age of 31.8. Four of the participants

were female and all of them were right-handed.

The experiment was performed by using a single pair of smart glasses with the

same simulated scenario for all the users, guaranteeing the same set-up and condi-

tions for each tester. The simulated scenario was designed for an open space and

populated by POIs with different sized circular areas in order to simulate different

distances from the user. Moreover, since the chosen domain of use dense of infor-

mation, we arranged for the POIs of the simulation to be organized similarly to a

normal scenario so that each participant was required to deal with the selection of

both isolated and groups of POIs.
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Before starting, a facilitator showed each volunteer a brief video to introduce the

system and the main elements of the user interface. Specifically, the video was used

to explain how to use the three proposed target selection techniques paying attention

to the exact sequence of movements to confirm the selection of a POI. In this phase,

the facilitator was allowed to answer participants’ questions.

After the demonstration video, in a practice session designed to make the partici-

pants feel more comfortable and relaxed, the volunteers were left free to familiarize

themselves with the interface without any limitations, being able to switch between

the three different target selection techniques. By undertaking such practice, the par-

ticipants increased their confidence in wearing the smart glasses, in dealing with

AR environments, and with the three target selection techniques. In this phase the

facilitator was only allowed to switch between the approaches if requested by the

testers.

Next, the test session started with the facilitator giving precise instructions. The

test session consisted in the repetition of two different and consecutive stages for

each technique. In fact, each tester was first allowed to use a technique and then,

systematically was asked to evaluate it by using a post-hoc questionnaire. No time

limit was imposed on the participant during the use of the technique. In order to better

gather information, each user’s interaction was observed to collect all the possible

impressions of her/his experience and, additionally she/he was asked to think aloud,

describing her/his intentions and possible difficulties. In the same way, no time limit

was imposed on the filling in of the proposed questionnaire. However, the users were

asked to record the answer to each item as quickly as possible, rather than thinking

about the items for a long time.

The questionnaire, used to measure both the usability of the technique and the

user’s experience, is a five point Likert-scale questionnaire [9] structured to fulfill

all of the criteria listed by Uebersax [16]. The participants answered the questions in

a scale from 1 (very low) to 5 (very high). In detail, the users were asked to complete

the System Usability Scale (SUS) [3], which allows a rapid evaluation of the system

interaction expressed as a single number which ranges from 0 to 100.

4.2 Results and Discussion

Our intention was to investigate the possibility of using target selection techniques,

developed for interacting with large and high resolution displays, in wearable AR

systems.

The majority of the participants complained about fatigue when using the Air

Tap and the Thumb Trigger techniques, mainly due to their normal attitude of tilting

down the hand to reproduce the normal gesture of pointing to an object. Especially

for Air Tap this attitude caused a hight rate of wrong selections, forcing the tester

to continuously correct the hand position. Most of the users expressed satisfaction

with the kinaesthetic feedback provided by the Thumb Trigger technique (e.g., the

thumb touching the side of hand). However, after a few minutes, some users reported
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a stiffening of the hand. Moreover, sometimes the selection mechanisms resulted in

an unwanted variation of the cursor position.

The Wait to Click technique was the one most appreciated by the participants,

mainly because of its ease of use. Although Wait to Click was supposed to require

more time to trigger a selection action compared to the other two techniques, during

the test we observed that this was not the case. In fact, when using the other two

techniques, most of the users spent more time in correcting the pointer position,

which was affected by the selection mechanisms.

These observations were also confirmed by the results of the SUS questionnaire.

The average SUS score, whose values range from 0 to 100, was 82.45 for Wait to

Click, 60.35 for Thumb Trigger and 43.5 for Air Tap.

5 Conclusion

Wearable AR technology is now rapidly evolving. Many start-up companies are

releasing low-cost, wearable AR technologies that could have the potential to enter

into everyday life. In this context, a challenge to face is the design of a truly natural

way of interacting with augmented worlds.

In this paper, we have detailed the design of three different target selection tech-

niques for wearable AR systems, specifically designed for the enjoyment of cultural

heritage sites. We have also described the results of a preliminary usability evalua-

tion performed with ten volunteers.

The results show that fatigue is the main challenge in touchless, mid-air inter-

action. Future work will focus on enhancing the interface by following the user’s

comments collected during the tests. Moreover, we intend to perform a quantitative

evaluation with a larger group of users.
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Improving User Experience of Cultural
Environment Through IoT: The Beauty
or the Truth Case Study

Angelo Chianese and Francesco Piccialli

Abstract Internet of Things (IoT) computing applied to the Cultural Heritage

domain is an emerging discipline which consists of the application of intelligent sen-

sors and technologies within cultural sites; it is strongly related to the development

of systems able to be pervasive and ubiquitous with the definitive goal of rethinking

such spaces. IoT paradigm can constitute a powerful tool to enhance people fruition

and enjoyment of such spaces; thanks to ICT technologies, a cultural object can be

effectively “dressed” of its context and juxtaposed into it. In this paper, an intelli-

gent IoT system, designed with the aim of improving user experience and knowledge

diffusion within a cultural space, is presented. The paper describes the hardware/-

software system components, and presents a case study of a sculptures exhibition

named the Beauty or the Truth (http://www.ilbellooilvero.it) in Naples where the

system was deployed. Furthermore, the paper provides the results of an users behav-

iour analysis which revealed up a significant increase in user satisfaction and cultural

knowledge diffusion.

Keywords Internet of things ⋅ Cultural heritage ⋅ Mobile systems

1 Introduction

Cultural Heritage represents a world wide resource of inestimable value, attract-

ing millions of visitors every year to monuments, museums and art exhibitions. It

has been playing an increasingly important role in the cultural fabric of society; in

the current rapidly changing and globalization world, museum collections, ancient

ruins, and artefact exhibitions represent at the same time sources and instruments

of education that should to be available to a wide range of people. Indeed, to achieve
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a wide fruition of a cultural space and its objects that is effective and sustainable,

it is necessary to realize smart solutions for visitors interaction to improve their

experiences. In this context, new emerging technologies offer new opportunities and

environments to create, exchange, dis- cuss and disseminate cultural content. The

adoption of Future Internet (FI) technology, and in particular of its most challeng-

ing components like the Internet of Things (IoT) and Internet of Services (IoS), can

constitute the basic building blocks to progress towards unified ICT platforms for

a variety of applications within the large framework of smart cities. IoT paradigm

supports the transition from a closed world, in which an object is characterized by a

descriptor, to an open world, in which objects interact with the surrounding environ-

ment, because they have become intelligent [5, 6]. Accordingly, not only people will

be connected to the internet, but objects such as cars, fridges, televisions, water man-

agement systems, buildings, monuments and so on will be connected as well. Indeed,

thanks to recent advances in miniaturization and lower cost of RFID, Bluetooth Low

Energy, sensor networks, NFC, wireless communications, technologies and applica-

tions, IoT is gradually acquiring an important role in several research fields [7]. In

this paper, we focus specifically to design an IoT system that is able to enhance the

users’ experience during a cultural visit within a smart environment, improving the

related knowledge diffusion. Moreover, we present and discuss an useful case study

of the proposed architecture, immersed in an art exhibition of sculptures, the Beauty
or the Truth, located in Naples. The paper is organized as follows: Sect. 2 explains

the background, Sect. 3 describes how IoT can be applied to the Cultural Heritage

domain, Sect. 4 describes the case study. Finally, Sect. 5 concludes the paper with

some considerations and future works.

2 Background and Related Work

In order to better understand motivations behind the design of the proposed IoT

architecture supporting the development of a smart cultural space, it is important

to deeply analyse the kind of relations that exists between such spaces and people.

Accordingly, the behaviour of a person/visitor, when immersed inside a space and

consequently among several objects, has to be analysed in order to design the most

appropriate architecture and to establish the relationship between people and tech-

nological tools that have to be non-invasive. For this reason, it should be preferable

to provide cultural objects with the capability to interact with people, environments,

other objects and transmitting the related knowledge to users through multimedia

facilities. In an intelligent cultural space, technologies must be able to connect the

physical world with the world of information in order to amplify the knowledge but

also and especially the fruition, involving the visitors as active players which offer the

pleasure of perception and the charm of the discovery of a new knowledge. In the last

months, the authors of this paper have experienced the design and the application of

location-based services and technological sensors applied to Cultural Heritage envi-

ronments (especially indoor), in [1–4]. These presented prototypes aimed to transfer
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a smartness to cultural sites, applying different communication technologies and sen-

sors. In addition, several papers and projects have been proposed, by using techno-

logical and multimedia facilities to enhance cultural items; since the promotion and

the fruition of cultural heritage are probably the most interesting and useful applica-

tions of modern technologies. Accordingly, the authors in [8] stated that technology

can play a crucial role in supporting museum visitors and enhancing their overall

museum visit experiences; content and delivery must provide relevant information

and at the same time allow visitors to get the level of detail and the perspectives in

which they are interested. The authors in [10] propose a mobile recommender system

for the Web of Data, and its application to information needs of tourists in context-

aware on-site access to cultural heritage. In [9] the initial steps of a project aimed

at creating mobile apps to facilitate the usability of museum visits for differently-

abled and special-needs users are discussed. DALICA [11] is another agent-based

Ambient Intelligence for outdoor cultural-heritage scenarios that it sends informa-

tion about nearby points of interest from sensors, while in [13] the authors propose

a general architecture of a SNOPS (Social Network of Object and PersonS) Plat-

form and present a specific smart environment related to the archaeological site of

Herculaneum. The authors in [12] present a first prototype of a wearable, interac-

tive augmented reality (AR) system for the enjoyment of the cultural heritage in

outdoor environments by using a binocular see-through display and a time-of-flight

(ToF) depth sensor. In [14] a system, called SMART VILLA, based on a set of

mobile applets, each interfaced with a NFC based subsystem, related to particular

sites (SMART BIBLIO for ancient books, SMART ROOM for particular rooms and

SMART GARDEN for surrounding historical gardens) is presented. The diversity of

the mentioned methods and applications, highlights that in most cases, they remain

isolated “exercises” and do not arouse effective interest due to the lack applicabil-

ity and difficulty of reuse in different environments and scenarios. It is evident that,

for improving users experience and knowledge diffusion, in all its forms and needs,

there is the necessity of designing an integrated system following the IoT paradigm,

that can be exploited and adapted to the different scenarios.

3 IoT and Cultural Heritage: Designing a Smart Exhibition

In this section, the architecture of an IoT system, the technological sensors immersed

in the environment and the communication framework are presented. The sensors

aimed to transform cultural items in smart objects, that now are able to commu-

nicate with each other, the visitors and the network; this acquired identity plays a

crucial role for the smartness of a cultural space. Indeed, as stated in [15, 16], smart

objects represent an important step on an evolutionary process that is affecting mod-

ern communication devices and has been triggered by the advent of IoT. Accordingly,

in order that this system can perform its role and improve end-users cultural expe-

rience transferring knowledge and supporting them, a mobile application has been

designed; in this way people have the opportunity to enjoy the cultural visit and be

more at ease simply using their own mobile device.
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3.1 The IoT Architecture

To describe the proposed system we resort on the three-layer architectural model

for IoT presented in [17]. It consists of: (i) the sensing layer, which is devoted to

the data transfer and acquisition, and nodes collaboration in short-range and local

networks; (ii) the network layer, which is aimed at transferring data across different

networks and applications; and (iii) the application layer, where the IoT applica-

tions are deployed together with the middleware functionalities. Figure 1 shows the

resulting three-layer architecture. The three basic elements of the proposed system

are: the CHIS (Cultural Heritage Information System) server, the gateway, and the

sensor layers.

Fig. 1 A representation of the IoT architecture for a cultural space

CHIS Server As depicted in Fig. 1, the Cultural Heritage Information System server

is composed by the Network and the Application layers. The Application Layer is

modelled by three sub-layers. The first sub-layer includes (i) the knowledge base for

the storage and management of the content, (ii) the ontologies used to represent a

semantic view of the cultural heritage domain and (iii) the semantic engines used to

provide a framework for representing functional and non-functional attributes and
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operations of the IoT objects. The second sub-layer includes the instruments that

implement the core functionalities of the CHIS system (Fig. 1).

Gateway and Sensor The Gateway module is enabled to manage the overall com-

munication between the sensors and the CHIS server; moreover it is responsible to

adapt and deliver the environmental data captured by the sensors. The Sensor module

is aimed to provide the connectivity interfaces that enable the sensors functionalities

according to the different types of sensor nodes.

According to IoT requirements, two types of sensor nodes are designed in order

to make smart the cultural items inside a museum or an art exhibition.

– SERVER node: this type of node stores on board the content related to the items

where it is placed and creates a Wi-Fi coverage area; the App automatically con-

nects to this network and retrieve the content. Moreover, in absence of connectiv-

ity, this node can be equipped with a UMTS/GSM module, in order to manage the

status of this node and communicate with the CHIS server.

– SLAVE node: this type of node can placed (i) near or on a single artwork, (ii) near

a subset of artworks very close together; the user mobile device can be sensed by

this node, since it creates a Bluetooth Low Energy surrounding area, and requests

to the SERVER node transferring to the App the related multimedia content.

From a point of view of communication and interaction, the sensor nodes are

equipped with the following features:

– Discovering the neighbours: A sensor node, thanks to a proximity technique using

the Bluetooth Low Energy (BLE) protocol, is able to sense the neighbours SLAVE

nodes; this feature allows any node to contextualize itself inside the space and

enable mechanisms of content recommendations or visiting paths inside the cul-

tural space.

– Discovering the visitors: A sensor node, thanks to a proximity technique using the

Bluetooth Low Energy (BLE) protocol, is able to sense the visitors inside the sur-

rounding area; this feature allows any node to present itself to an user and deliver

to him multimedia content.

4 The Case Study: The Beauty or the Truth Sculptures
Exhibition

In this section we present the case study, it consists of an art exhibition consisting of

271 sculptures, divided into 7 thematic sections and named the Beauty or the Truth.

This exhibition shows, for the first time in Italy, the Neapolitan sculpture of the late

nineteenth century and early twentieth century, through the major sculptors of the

time. The sculptures are exhibited in the monumental complex of San Domenico

Maggiore, in the historical centre of Naples.
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Fig. 2 The main screens of the mobile application

4.1 Implementation Details

The proposed IoT system was entirely deployed inside the exhibition, as illustrated in

Fig. 3. Each sculpture of subset of them were equipped with a sensor SLAVE node,

while in each room was deployed one or more sensor SERVER node. In detail we

deploy over than 70 SLAVE nodes and 10 SERVER ones. The mobile application,

named OPS Opere Parlanti Show (the Talking Artwork Show) is currently available

on the main smarphone app stores (see Fig. 2). Visitors can download and install

it on their mobile device in order to start a novel visit experience. The multimedia

collection is constituted by about 1500 images, 500 audio files (Italian and English

languages), 300 video files and over than 1000 text files, all about the exposed sculp-

tures. The graphic elements placed in the rooms are represented by captions (one for

each sculpture), indicating the name, the author, the historical period and the mate-

rial, and information panels in each section. Currently, the exhibition records about

45,000 visitors from the date of opening (30 October 2014).

4.2 Analysis of User Behaviour

In order to analyse user behaviour during the visit and consequently (i) the user satis-

faction related the proposed system and (ii) a real improvement in knowledge diffu-

sion, we perform a number of trials recruiting 297 people. They have been divided in

two groups, the first (151) that used the IoT system, the second (146) that represents

a control group visiting the exhibition without any technologies. Three indicators

related to the users behaviour and satisfaction have been analysed in both groups.

The three indicators are: (i) the average time of total duration of the visit, (ii) the

average number of artworks on which a visitor focused his attention, (iii) the aver-

age rating about the overall appreciation of the system.

Table 1 provides a comparison that emphasizes the increasing of the average dura-

tion of the users visits (by using the system) and the increased dwell on the presented

artworks, thus allowing a more in-depth cultural and consequent diffusion of knowl-

edge. Although the increase of visits total duration can be attributed to a playing
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time of the visitor with the new technology, this can be considered a positive fac-

tor since the role played by technology is to put in contact users to the art through

the game, the novelty, curiosity, etc. Finally, users that used the IoT system have a

greater appreciation respect to the entire exhibition

Table 1 A comparison between using the proposed IoT system and without using it

Indicator With IoT system Without system

Average total duration of the

visit (minutes)

72.7 48.5

Average number of artworks

on which a visitor focalized his

attention

70.3 40.2

Average rating about the

overall appreciation of the

exhibition (between 0 and 5)

4.1 3.5

To deeply analyse user behaviour during the use of the proposed system, the mobile

app builds and sends to the SERVER nodes a LOG file (one for each visitor) struc-

tured as follows
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Fig. 3 The exhibition layout: The blue circles represent the SLAVE nodes whereas the red circles

represent the MASTER nodes. The arrows indicate the exhibit itinerary

This LOG file stores the following visitor behaviour: (i) the beginning and the end

of the visit (ii) all the mobile App requests to the retrieval of multimedia content

(e.g audio, video, text, image) (iii) the start time and the end of listening/watching a

audio/video file. Moreover, it collects a rate (between 0 and 5 stars) that the user can

assign to each multimedia content. An ad-hoc algorithm parses the LOG, extracting

some implicit information about the user, such as:

– User ID

– Average time observation of an artwork

– Percentage of observed artwork

– Visit duration

– Percentage of audio heard

– Percentage of videos viewed

– Average number of images displayed

– Average number of texts read

– Average of audio/text/video/images rating

An analysis of the collected LOG files of 151 people shows interesting results. The

percentage of observed sculptures exceeds 50 % of the total (135 sculptures) in 82 %

of the selected log files. The average rating about the audio/text/video/images is

respectively 2.8, 4.2, 3.9, 4.5; this results suggest to improve the overall quality of

the audio files. The percentage of viewed video file, for each log file, is extremely

low; an average of 5.8 video files played for each visitor. This result suggests that

usually users are not interested in the observation of supplementary video content

during their visit. For what concern supplementary images related to the sculptures,

we observe that the average of displayed images for each visitor is 70.1; 2.4 is the

average for each sculpture.
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At the end of the visit, each person of the two groups answered to three questions

about the exhibition, in order to assess the knowledge diffusion improvement using

our IoT system. The questions are: (1) What are the names of the three main sculp-
tures authors of the exhibition ?, (2) What is the material mainly used by the sculp-
tures of this historical period?, (3) What is the theme that links the different sections
of the exhibition? (multiple choice question with three possibilities).

Table 2 Questionnaire

results
Question Correct answers

with IoT system

Correct answers

without IoT system

1 92 61

2 101 89

3 84 49

Table 2 shows the results of the questionnaire; the observed values indicates that

the technology can significantly improve the user cultural experience during and art

exhibition, increasing the knowledge diffusion related to the observed cultural items.

5 Conclusion

IoT constitute a powerful tool to address the design of the complex connection

between new technologies, knowledge to be transmitted and visitors experiences of

Cultural Heritage environments. As an effort in this direction, this paper define an

architecture to represent and manage the smartness inside cultural spaces, adopting

the IoT paradigm and supporting this direction with the design of a set of sensor

nodes. The technologies cover the fundamental role of connector between the phys-

ical world and the world of information, in order to amplify the knowledge but also

and especially the enjoyment. For these reasons, our research has been primarily

focused on the design of IoT architecture for Cultural Heritage spaces. These sensor

nodes have the capability to observe the environment and support the people enjoy-

ment process, establishing multiple connections among the end-users through which

convey information, stories and multimedia content. A case study, the Beauty or the
Truth art exhibition in Naples, has been devised as a feasibility test of our system,

the related sensor nodes and the users’ satisfaction through an implicit (LOG files)

and explicit analysis (questionnaires) of user behaviour.
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tors of documents. In particular, semantics attached to each document textual sen-

tences is expressed as a set of assertions in the ⟨subject, verb, object⟩ shape as in

the RDF data model. While, images’ semantics is captured using a set of keywords
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base of keywords’ term frequency. Finally, several experiments are presented and

discussed.

Keywords Web summarization ⋅ Information extraction ⋅ Multimedia

1 Introduction

Multimedia data allow fast and effective communication and sharing of information

about peoples’ lives, their behaviors, works, interests, but they are also the digital tes-

timony of facts, objects, and locations. The widespread availability of cheap media

technologies (e.g., digital cameras and video cameras, MP3 players, smart phones,

and tablet computers) dramatically increased the availability of multimedia informa-

tion, their production and utilization. As an example, images and videos are mostly

used by both media companies and the public at large, to record daily events, to

report local, national, and international news, to enrich and emphasize Web content,

as well as to promote cultural heritage.

At the same time, the exponential growth of the Web has made the search and

track of such kind of information apparently easier and faster, but the described huge

multimedia data overload requires algorithms and tools for a fast and easy access

to the specific desired information, discriminating between “useful” and “useless”

information, especially in the era of Big Data.

In particular, this new situation requires to investigate new ways - e.g. summa-
rization techniques - to handle and process information, that has to be delivered

in a rather small space, retrieved in a short time, and represented as accurately as

possible.

In such a scenario, multimedia summarization techniques can be profitably used

to provide a short, concise and meaningful version of multimedia information spread

out in various and heterogeneous documents. Such techniques typically exploit low

level features of multimedia data together with high level information as metadata,

knowledge of the context or user-generated content, etc. to produce a summary that

can be expressed in different shapes (e.g. only natural language sentences, text with

images and videos, etc.).

The first summarization techniques have been applied to texts and the automatic

textual document summarization has been actively researched since the original

work by Luhn [14] from both Computational Linguistics and Information Retrieval

points of view [5, 11, 12, 16, 20]. Within such research area, extractive techniques

are more feasible and have become the de facto standard in document summariza-

tion [23]. To extract the most significant part of a text, the majority of the proposed

techniques follows the bag of words approach, which is based on the observation that

words occurring frequently or rarely in a set of documents have to be considered with

a higher probability for human summaries. Other approaches leverage the semantics

attached to each sentence to produce non repetitive summaries with the most salient

information [6, 13, 23].



A Multimedia Summarizer Integrating Text and Images 23

Concerning the other kind of multimedia data [2, 3], the majority of literature

mainly focuses on the video summarization problem aimed at deriving a synthetic

representation of the related contents characterized by a limited loss of meaningful

information [1]. A large part of the work is based on the idea that the summarized

video should be a subsequence of the original one containing clips with most impor-

tant visual information (e.g. key frames) [18]. In turn, several systems [7, 8] exploit

natural language engines to create textual summaries based on video/audio features.

In their vision, a good textual summary will help the user obtain maximal informa-

tion from the video, without having to watch the video itself or parts of it.

In this paper, we propose a novel approach for multimedia summarization inte-

grating images and texts from web repositories (i.e. news portals and online social

networks) and based on the extraction of semantic descriptors of documents. In par-

ticular, semantics attached to each document textual sentences is expressed as a set

of assertions in the ⟨subject, verb, object⟩ shape as in the RDF data model. While,

images’ semantics is captured using a set of keywords derived from high level infor-

mation such as the related title, description and tags.

We describe a framework designed and developed to facilitate the different phases

of a summarization process, i.e.: (i) search on the Web of “relevant” documents (texts

and images); (ii) collection of the most important “pieces of information”; (iii) rank-

ing of the relevance related to the information; (iv) composition of the pieces of

information in a summary; (v) presentation of the summary in a readable format,

also suitable for visually impaired users.

The paper is organized as follows. Section 2 outlines a motivating example for

our work. Section 3 presents the summarization framework describing the adopted

data model, the summarization process and some implementation details on the real-

ized summarizer. Section 4 is dedicated to the experiments we performed to test the

effectiveness of the system. Finally, Sect. 5 discusses some conclusions and future

work.

2 Motivating Example

In order to better explain our idea, in the following we briefly describe an example of

a typical workflow related to a news reporter that has just been informed of terrorist

attempt happened on January 7th, 2015 in Paris and that would like to gather more

details about this event.

We suppose that the following textual information
1

on the terrorist attack,

extracted from some web sites already reporting the news, is available together with

several images (coming from news portals or social networks):

“Kouachi brothers forced their way into the offices of the French satirical weekly
newspaper Charlie Hebdo in Paris. They killed 10 employees, 2 French National

1
The analyzed texts come from news articles, thus they are generally quite simple as concerning

grammar and syntax.
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Police officers and injured 11 others. Charlie Hebdo had attracted attention for its
controversial depictions of Muhammad. Police detained several people during the
manhunt for the two main suspects. Police described the assailants as armed and
dangerous. France raised its terror alert to its highest level and deployed soldiers”.

“Masked gunmen attacked the French Charlie Hebdo satirical newspaper in
Paris, killing at least 10 people. They were identified as Kouachi brothers, known to
intelligence services, had been born in Paris, raising the prospect that homegrown
Muslim extremists were responsible of the attack. The police organized an enormous
manhunt across the Paris region for the suspects”.

Our basic idea consists from one hand in finding, from each textual sentence,

a sequence of relevant information in the shape of a list of triples formed by

⟨subject, verb, object⟩ (using for instance some NLP facilities). The obtained triples

are then clustered into subsets with similar information content; thus, we would like

to discard repeated sentences and to consider only the relevant ones for each cluster.

For the previous terrorist attack example, the extracted triples are
2
: ⟨brothers,

force, newspaper⟩, ⟨ brothers, kill, employees ⟩, ⟨Charlie Hebdo, attract, attention⟩,

⟨Police, detain, people⟩, ⟨Police, describe, assailants⟩, ⟨France, raise, alert⟩, ⟨France,

deploy, soldiers⟩, ⟨gunmen, attack, newspaper⟩, ⟨gunmen, kill, people⟩, ⟨gunmen,

identify, brothers⟩∗, ⟨gunmen, be born, Paris⟩, ⟨ gunmen, be responsible, attack⟩,

⟨Police, organize, manhunt⟩.

Table 1 The clustering results on a set of triples (centroids are underlined)

Cluster 1 ⟨brothers, force, newspaper⟩

⟨ brothers, kill, employees ⟩

⟨gunmen, attack ,newspaper⟩

⟨gunmen, kill, people⟩

⟨gunmen, identify, brothers⟩

⟨gunmen, be born, Paris⟩

⟨ gunmen, be responsible, attack⟩

Cluster 2 ⟨Charlie Hebdo, attract, attention⟩

Cluster 3 ⟨Police, detain, people⟩

⟨Police, organize, manhunt⟩

⟨Police, describe, assailants⟩

Cluster 4 ⟨France, raise, alert⟩

⟨France, deploy, soldiers⟩

Successively, a clustering algorithm creates the clusters reported in Table 1. The

clusters are obtained by computing the semantic similarity between each pair of

triples. Finally, we assume that it is possible to obtain a useful summary by just

2
Particular cases in which verb is a modal verb or is in a passive or negation form - see triples

marked with ‘*’ - have to be opportunely managed.
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considering the sequence of centroids and eventually re-loading the associated orig-

inal sentence, as in the following:

“Masked gunmen attacked the French Charlie Hebdo satirical newspaper in
Paris, killing at least 10 people. Charlie Hebdo had attracted attention for its con-
troversial depictions of Muhammad. The police organized an enormous manhunt
across the Paris region for the suspects. France raised its terror alert to its highest
level and deployed soldiers”.

From the other hand, we can associate to each cluster a set of images with a similar

semantics by considering the term frequency of the related keywords (derived from

title, description, tags, etc.) with respect to elements hosted by the different triples

in the cluster (i.e. subjects, verbs and objects). Thus a set of images can be attached

to each sentence in the summary, making it more appealing.

As an example, images of Kouachi brothers can be linked to the first summary

sentence, images with the slogan “Je suis Charlie” or of newspaper to the second

sentence, images of manhunt by French police to the third sentence and so on.

3 The Multimedia Summarization Framework

3.1 The Model for Automatic Summarization

The summarization problem may be stated as follows: given a set of multimedia

documents, let us produce an accurate and all-sided summary that is able to reflect

the main concepts expressed by the original documents in different shapes (e.g. text

and images), matching some length restrictions and without introducing additional
and redundant information.

The adopted model is inspired by the text summarization models based on Maxi-
mum Coverage Problem [10, 22] and represents an extension of that which some of

the authors have recently proposed in [6].

In our vision, multimedia summarization is initially driven by the textual sen-

tences within a document. In particular, in the proposed model, the documents are

segmented into several linguistic units - named as summarizable sentences (𝜎) - in

a preprocessing stage, and each linguistic unit is then characterized by a set of con-

ceptual units (named as semantic atoms) containing the meaning of a sentence in the

shape of ⟨subject, verb, object⟩ triples (t) as shown in Sect. 2. Our main goal is to

cover as many conceptual units as possible using only a small number of sentences.

Given a set of documents, a summary is a set of summarizable sentences together

with a set of multimedia data (e.g. one or more images for each sentence). Let us

assume the existence of a similarity function sim(ti, tj) ∈ [0, 1] able to compute the

semantic similarity between two semantic atoms and another function able to score
the semantic atoms based on their importance, we introduce the concept of “Sum-

marization Algorithm” as follows.



26 A. d’Acierno et al.

Definition 1 (Multimedia Summarization Algorithm) Let  be a set of docu-
ments, a Multimedia Summarization Algorithm is formed by a sequence of two
functions 𝜙 and 𝜒 . The semantic partitioning function (𝜙) partitions  in K sets
1,… ,K of summarizable sentences having similar semantics in terms of seman-
tic atoms and returns for each set: (i) the related information score by opportunely
combining the score of each semantic atom, (ii) a set of multimedia data (e.g. images,
videos etc.)  with a similar semantics:

𝜙 ∶  → 
∗ = {⟨1, ŵ1,1⟩,… , ⟨K , ŵK ,K⟩} (1)

s. t. i ∩ j = ∅,∀i ≠ j.
The Sequential Sentence Selection function (𝜒):

𝜒 ∶ 
∗ →  , ̂ (2)

selects a set of the sentences  - together with a set of multimedia data ̂ - from
original documents containing the semantics of most important clustered informa-
tion sets in such a way that:

1. || ≤ L,

2. ∀si ∈  ,∃Mi ∈ ̂ ∶ |M| ≤ N
3. ∀k, ŵk ≥ 𝜄,∄tj, tj ∈𝜎


∗ ∶ sim(ti, tj) ≥ γ

, ti ∈𝜎

 .

𝜄 and 𝛾 being two apposite thresholds. With abuse of notation, we use the symbol
∈
𝜎

to indicate that a semantic atom comes from a sentence belonging to the set of
summarizable sentences  .

Once obtained a partition of the space in terms of clusters of semantic atoms, we

select a number of sentences equipped with other kinds of multimedia information,

trying to: (i) maximize the semantic coverage - the most representative sentences

of each cluster should be considered starting from the most important clusters, i.e.

those having the highest average information score; (ii) minimize the redundancy

by selecting one sentence for each cluster that is most representative in terms of

semantic content and not considering similar sentences.

In our model, critical issues to be addressed are: (i) how to extract semantic atoms

of a document, (ii) how to evaluate the similarity between two semantic atoms, (iii)

how to calculate a score for each semantic atom, and finally, (iv) how to define suit-

able semantic partitioning and sentence selection functions.

Extracting semantic atoms from a text We adopted the principles behind the

RDF framework used in the Semantic Web community to semantically describe web

resources. The idea is based on representing data in terms of a triple ⟨subject, verb,

object⟩. In the Semantic Web vision, subjects and objects are web resources while

verbs are predicates/relations defined in schemata or ontologies, in our case instead

we attach to the elements of triples the tokens extracted by processing documents

using NLP facilities. Thus, the semantic content of a document can be modeled by

a set of structured information  ={t1,… , tn}, where each element ti is a semantic

atom described by the following couples ti={⟨sub, val⟩, ⟨verb, val⟩, ⟨obj, val⟩⟩}.
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Semantic similarity function In our model, we decided to compare two semantic

atoms based on the similarity measure obtained by the comparison of the elements

hosted by a summarization triple, namely subject, predicate, and object. In particular,

let us consider two sentences and assume to extract from them two triples t1 and t2;

we define as similarity between two t1 and t2 the function:

sim(t1, t2) = Fagr(Fsim(sub1, sub2),Fsim(pred1, pred2),Fsim(obj1, obj2)) (3)

The function Fsim
is used to obtain the similarity among values of the semantic

atoms, while Fagr is an aggregation function. If the Fsim
takes into account the infor-

mation stored in a knowledge base, the function is computed based on the “semantic”

aspects of its input, otherwise we can apply any similarity among words like the one

based on the well-known edit distance. In particular, we use the Wu & Palmer simi-

larity [24] for computing the similarity among elements of our triples. This similarity

is based on the Wordnet Knowledge Base, that lets us compare triples based on their

semantic content.

Semantic atom score There is a no absolute and objective criterion to evaluate

a relevance of an information [11, 20]. Here, we developed a method that combines

the values of frequency and position with a value of source preference of semantic

atoms.
3

Our hypothesis is that interesting facts to be included in the summaries are

frequently reported and are described in the first part of the document and not every

news portal is judged as useful from the user. Similar hypotheses are also adopted in

summarization systems like the ones described in [9] and [17].

The semantic partitioning function For the purposes of semantic partitioning,

we could select any unsupervised clustering algorithm able to partition the space of

texts coming from multimedia documents into several clusters, where the number

of clusters is not defined a-priori, on the base of the discussed semantic similarity

among semantic atoms. In our context, the clusters have different shapes and they are

characterized from density-connected points; thus, we decided to use in our experi-

ments the OPTICS algorithm [4], that is based on a density-based cluster approach.

In our context the clustering procedure is applied on semantic atoms, thus we can

use as distance d(ti, tj) the value of 1- sim(ti, tj). In this way, we will have clusters

where the sentences that are semantically more similar are grouped together.

The second step is to associate a set of other kinds of multimedia objects (e.g.

images) to each cluster. To this goal, we leverage high level information attached

to multimedia data usually in the shape of metadata (i.e. titles and descriptions)

and tags.

In particular, a set of keywords is extracted from each multimedia object using the

approach that some of the authors have described in [19] for image categorization.

We then calculate the related average term frequency of such keywords within the

list of subjects and objects of each cluster:

3
A value given by the user through a qualitative feedback that is assumed to be the value of repu-

tation of each sources.
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tf m


=
lm∑

i=1
(
nki

n
)∕lm (4)

lm being the number of keywords for the multimedia object m, nki
the number of

times that the keyword i matches with any triple’s subject or object of cluster  and

n the number of different subjects and objects.

The multimedia object is finally linked to the cluster with the highest value of

term frequency.

Sentence selection function and summary presentation In this section, we

discuss how we choose the sentences from the clusters and the related multimedia

objects by maximizing the information score and minimizing text redundancy. We

exploit to this goal the sentence selection greedy algorithm proposed in [22].

We order the clusters according to their scores, then we use a given threshold to

select the most important ones with respect to the length restrictions. After this stage,

we select the sentence that has the most representative semantic atoms, minimizing,

at the same time, the redundancy. As several sentences may have multiple semantic

atoms, we need to eliminate the possibility that the same sentence can be reported

in the summary several times, because its semantic atoms are spread all over the

clusters. We penalize the average score of each cluster if we have already considered

it during our summary building process. We also note that each partition can be

considered several times in the summary building process until the length restriction

condition has been verified. When the cluster has been already considered, we apply

a penalty strategy that affects the initial order within the summarizable sentence set.

Once the optimal summary has been determined, the sentences are ordered max-

imizing the partial ordering of sentences within the single documents.

Finally the Top-K of multimedia object for each cluster is considered and multi-

media data are presented together with the related sentences in the final summary.

3.2 The Summarization Process and Some Implementation
Details

The summarization process consists of the following steps Fig. 1:

– Web Search - this activity has the task of retrieving a set of documents that satisfy

some search criteria using a Search Engine external component. Using the avail-

able API of the most common search engines (e.g. Google, Bing, Yahoo, etc.),

several web pages are retrieved and stored with the related multimedia items and

their metadata and tags into a local repository.

– Text and Image Extraction - (i) the textual sentences are extracted from the several

web sources by parsing the textual content of the related HTML pages and analyz-

ing the HTML tags (using the JSOUP API), (ii) images’ keywords are computed.
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Fig. 1 The summarization process

– NLP and Triples Extraction - NLP processing techniques are performed on the

input sentences, in particular Named Entities Recognition (NER), Part Of Speech
(POS) tagging, Parse Tree Generation, Anaphora and Co-Reference Resolutions;

successively, in this stage, semantic triples are detected for each sentence, analyz-

ing the related Parse Tree
4

and using appropriate heuristics [21]. NLP algorithms

were implemented using the well-known Stanford NLP Libraries5
combined with

the FreeLing6
NLP suite.

– Similarity Matrix Builder - a matrix containing the similarity values for each cou-

ple of triples is computed.

– Clustering - a proper clustering algorithm is applied on the input matrix and each

image is associate to a given cluster using the related term frequency. In our imple-

mentation, we used, as already described, the OPTIC clustering algorithm. To

accomplish the clustering task, we also need a Semantic Similarity Performer
component that computes, by using the WordNet lexical database, the semantic

distances for each couple of summarizable sentences, disambiguating the word

senses using a context-aware and taxonomy-based approach as described in[15],

if necessary.

4
http://www.cis.upenn.edu/treebank.

5
http://nlp.stanford.edu/software/.

6
http://nlp.lsi.upc.edu/freeling/.

http://www.cis.upenn.edu/treebank
http://nlp.stanford.edu/software/
http://nlp.lsi.upc.edu/freeling/
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– Sentence Selection - this activity performs a sentence selection to generate the

summary using our proposed algorithm.

– Summary Building - this activity performs a sentence ordering to generate the final

summary containing both textual and multimedia content.

4 Preliminary Experimental Results

Summarization technologies are usually evaluated by measuring the agreement of

their extracted summaries to human-generated summaries (ground truths). Many

evaluation metrics have been proposed to measure the performance of a summariza-

tion approach and, according to the most common vision, these metrics are classified

into three main categories: recall-based, sentence-rank-based and content-based.

In [6], we presented an evaluation of our textual summarization technique based

on ground truth summaries produced by human experts, using recall-based metrics

as the summary needs to contain the most important concepts coming from the con-

sidered documents. In particular, in order to compare the performances of our system

with respect to the other ones, we employed the automatic summarization evaluation

package ROUGE
7

using the data set of documents related to the DUC workshops.
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We observed that even if our systems has not been designed for a topic-based
approach as in DUC 2007 requirements, the obtained performance is comparable

with the best summarizers.

Here, we want to evaluate the quality of produced multimedia summaries. To

this aim, we asked 50 students to read the summaries generated by our summarizer

about 20 different topics and to answer several apposite questions provided by NIST

for DUC 2007. Such evaluations are compared with other (only textual) summarizers

officially provided by NIST. The obtained results are listed into Table 2.
8

The results

show the very good quality of our summaries.

5 Conclusions

In this paper, we described a novel approach for generating multimedia summaries

from web documents based on semantic extraction and description of documents.

The semantics of a document is captured and modeled by a set of triples, i.e. a subject,

verb, object for textual information and by a set of keywords for multimedia one.

We then proposed a novel methodology based on cluster analysis of triples, thus

obtaining a summary as the sequence of sentences that are associated to the most

representative clusters’ triples. Multimedia data are then associated to each cluster

using a term frequency measure.

Based on this approach, we implemented that provides all the functionalities of

a multimedia summarization tool. We tested quality of our summaries using some

well-known data sets.

Future work will be devoted to improve the current research into main directions:

(i) extend the proposed methodology to the query-based approach; (ii) comparing

ore system with other multimedia summarizers.

Acknowledgments This research has been partially supported by the FLAG- SHIP InterOmics

project (PB.P05, funded and supported by the Italian MIUR and CNR organizations).

References

1. Adzic, V., Kalva, H., Furht, B.: A survey of multimedia content adaptation for mobile devices.

Multimedia Tools Appl. 51(1), 379–396 (2011)

2. Amato, F., Chianese, A., Moscato, V., Picariello, A., Sperli, G.: Snops: a smart environment

for cultural heritage applications. In: Proceedings of the Twelfth International Workshop on

Web Information and Data Management, pp. 49–56. ACM (2012)

3. Amato, F., Mazzeo, A., Moscato, V., Picariello, A.: Exploiting cloud technologies and context

information for recommending touristic paths. In: Intelligent Distributed Computing VII, pp.

281–287. Springer (2014)

8
For brevity, only the first three positions and the last one are shown.



32 A. d’Acierno et al.

4. Ankerst, M., Breunig, M.M., Kriegel, H.P., Sander, J.: Optics: ordering points to identify the

clustering structure. In: Proceedings of the 1999 ACM SIGMOD International Conference on

Management of Data, pp. 49–60. SIGMOD ’99, ACM (1999)

5. Blair-goldensohn, S., Neylon, T., Hannan, K., Reis, G.A., Mcdonald, R., Reynar, J.: Building

a sentiment summarizer for local service reviews. In. In NLP in the Information Explosion Era

(2008)

6. d’Acierno, A., Moscato, V., Persia, F., Picariello, A., Penta, A.: iwin: a summarizer system

based on a semantic analysis of web documents. In: Proceedings of the 2012 IEEE Sixth Inter-

national Conference on Semantic Computing, pp. 162–169. ICSC ’12, IEEE Computer Society

(2012)

7. Ding, D., Metze, F., Rawat, S., Schulam, P.F., Burger, S.: Generating natural language sum-

maries for multimedia. In: Proceedings of the Seventh International Natural Language Gener-

ation Conference, pp. 128–130. Association for Computational Linguistics (2012)

8. Ding, D., Metze, F., Rawat, S., Schulam, P.F., Burger, S., Younessian, E., Bao, L., Christel,

M.G., Hauptmann, A.: Beyond audio and video retrieval: towards multimedia summarization.

In: Proceedings of the 2nd ACM International Conference on Multimedia Retrieval, p. 2. ACM

(2012)

9. Ferreira, R., de Souza Cabral, L., Freitas, F., Lins, R.D., de Franca Silva, G., Simske, S.J.,

Favaro, L.: A multi-document summarization system based on statistics and linguistic treat-

ment. Expert Syst. Appl. 41(13), 5780–5787 (2014)

10. Gillick, D., Favre, B.: A scalable global model for summarization. In: Proceedings of the Work-

shop on Integer Linear Programming for Natural Language Processing, pp. 10–18. ILP ’09,

Association for Computational Linguistics (2009)

11. Gupta, V., Lehal, G.S.: A survey of text summarization extractive techniques. J. Emerg. Tech-

nol. Web Intell. 2(3), 258–268 (2010)

12. Hahn, U., Mani, I.: The challenges of automatic summarization. Computer 33(11), 29–36

(2000)

13. Hennig, L.: Topic-based multi-document summarization with probabilistic latent semantic

analysis. In: Proceedings of the International Conference RANLP- 2009, pp. 144–149. Asso-

ciation for Computational Linguistics, Borovets, Bulgaria (2009)

14. Luhn, H.P.: The automatic creation of literature abstracts. IBM J. Res. Dev. 2(2), 159–165

(1958)

15. Mandreoli, F., Martoglia, R.: Knowledge-based sense disambiguation (almost) for all struc-

tures. Inf. Syst. 36(2), 406–430 (2011)

16. McDonald, R.: A study of global inference algorithms in multi-document summarization. In:

Proceedings of the 29th European conference on IR research, pp. 557–564. ECIR’07, Springer-

Verlag (2007)

17. Mendoza, M., Bonilla, S., Noguera, C., Cobos, C., Lean, E.: Extractive single-document sum-

marization based on genetic operators and guided local search. Ex-pert Syst. Appl. 41(9),

4158–4169 (2014)

18. Money, A.G., Agius, H.: Video summarisation: a conceptual framework and survey of the state

of the art. J. Vis. Commun. Image Represent. 19(2), 121–143 (2008)

19. Moscato, V., Picariello, A., Persia, F., Penta, A.: A system for automatic image categoriza-

tion. In: Proceedings of the 3rd IEEE International Conference on Semantic Computing (ICSC

2009), 14–16 September 2009, Berkeley, CA, USA, pp. 624–629 (2009), doi:10.1109/ICSC.

2009.25

20. Nenkova, A., McKeown, K.: A survey of text summarization techniques. In: Mining Text Data,

pp. 43–76. Springer, US (2012)

21. Rusu, D., Fortuna, B., Grobelnik, M., Mladenic, D.: Semantic graphs derived from triplets

with application in document summarization. Informatica (Slovenia) 33(3), 357–362 (2009)

http://dx.doi.org/10.1109/ICSC.2009.25
http://dx.doi.org/10.1109/ICSC.2009.25


A Multimedia Summarizer Integrating Text and Images 33

22. Takamura, H., Okumura, M.: Text summarization model based on maximum coverage problem

and its variant. In: Proceedings of the 12th Conference of the European Chapter of the AC, pp.

781–789 (2009)

23. Wang, D., Li, T.: Weighted consensus multi-document summarization. Inf. Process. Manage.

48(3), 513–523 (2012)

24. Wu, Z., Palmer, M.: Verb semantics and lexical selection. In: 32nd Annual Meeting of the

Association for Computational Linguistics, pp. 133–138 (1994)



c-Space: A Mobile Framework
for the Visualization of Spatial-Temporal
3D Models

Bruno Simões, Matteo Marangon and Raffaele De Amicis

Abstract Three-dimensional data acquisition systems are becoming progressively

more affordable, especially those that rely on photographic cameras and motion sens-

ing input devices such as the Microsoft Kinect and PlayStation Eye. At the same

time, mobile devices capable of rendering complex 3D graphics and with always-on

broadband connectivity are becoming increasingly wide-spread. As a result, there

is a potential opportunity for the development of novel mobile-oriented streaming

mechanisms that can support the visualisation of large and rapid changing spatial-

temporal datasets. In this work, we introduce a framework for the visualisation of

spatial-temporal point cloud models on mobile devices. One advantage of our frame-

work is that it eliminates the need to pre-downloading spatial-temporal models prior

to their visualisation, hence avoiding the need of large storage requirements. Addi-

tionally, it streams spatial-temporal geometry using progressive levels of detail that

are optimised to the mobile’s rendering capabilities and network bandwidth. The

representation of different levels of detail is not bounded to a particular geometry

reduction algorithm and the streaming process is totally transparent to the user, who

perceives remote 3D models as local ones. To evaluate the relevance and impact of

this study, a use case is also presented.

1 Introduction

Today we are in the midst of another major technological shift: mobile broadband

networks are becoming available at flexible prices [1] and mobile devices are set

to overtake PCs as the device of choice to access the Internet. This is bringing a

new perspective on how we can access and distribute information and is paving the

way to new types of interaction. The way information is created is also changing, in

this case, driven in part by high-resolution 3D data acquisition technologies, such

as those that rely on electronic cameras and motion sensing input devices such as
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the Microsoft Kinect and PlayStation Eye, that are becoming progressively more

affordable. As a result, this new way of creating and accessing information is rev-

olutionising the design of applications for spatial-temporal data visualisation [2],

disaster management [3], urban planning [4], and navigation of large architectural

and outdoor spaces [5], which has now the means required to overcome the lack of

ubiquity of existent Desktop solutions.

Many of these applications aim at visualising very large datasets. In many sce-

narios, it is preferable to visualise subsets of data that is stored remotely due com-

putational and memory requirements. Similarly, the development of new streaming

mechanisms plays a very important role in the visualisation of large spatial-temporal

datasets on mobile devices. On the one hand, large datasets do not have to be com-

pletely downloaded prior to their visualisation. This comes handy when models are

too big to fit the device’s memory or too large to be stored locally. On the other hand,

having a cloud-like environment is useful for scenarios where data has a dynamic

nature. Not only this approach keeps data integrity, but it also ensures that clients

always receive the most recent data available – an important requirement given the

nature of our 4D reconstruction pipeline where the quality of large scenes and events

is improved across time with the upload of new video streams.

This paper describes a framework for the visualisation of spatial-temporal point

cloud models (that are automatically reconstructed from mobile video streams) on

mobile devices. The advantage of our framework is that it eliminates the need to

pre-downloading static spatial-temporal models prior to their visualisation. Addi-

tionally, it streams spatial-temporal geometry using progressive levels of detail that

are optimised to the mobile’s rendering capabilities and network bandwidth. The

representation of different levels of detail is not bounded to a particular geometry

reduction algorithm.

The rest of this work is structured as follows. The next section surveys relevant

works on streaming of 3D point clouds, both to analyse if similar studies have been

done, and to provide the framework from which to evaluate the relevance and impact

of our study. The third section of our study introduces the methodology and imple-

mentation details. The fourth presents benchmarks based on a test case and explores

the meaning of this study. Section fifth wraps up possible extensibility.

2 Related Work

This section surveys recent works on streaming techniques that aim at visualising

large datasets. In the past years, the use of streaming techniques to effectively dis-

play large datasets (generated by high-resolution 3D data acquisition technologies

and stored at remote repositories) was proposed. However, the challenge of visual-

ising large amounts of data on mobile devices, which have limited network band-

width, memory and computing resources, made practical implementations almost

infeasible.
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Kammerl proposed a real time compression technique for streaming points as a

way to overcome the issue of visualising large point cloud models. Meng et. al. pro-

posed the streaming of a view-dependent level of detail [6]. The geometry inside

the field of view is visualised with higher resolution. Another solution, proposed

by Rusinkiewicz and Levoy described Streaming QSplat [7], a view-dependent pro-

gressive transmission technique based on a pre-processed bounding sphere hierarchy

representation of the dataset. Similarly, Rodriguez et al. introduced a progressive

transmission technique for mobile devices [8]. Many authors used octree-based point

cloud coding. For example, Botsch et al. used octrees to encode sets of points with

less than 5 bits per point [9]. Compression techniques such as spanning trees [10]

and predictive techniques [11] were also used to organise a not structured point cloud

and to perform the downscaling of 3D models [12–14]. Briceno et al. suggested a

technique to reorganise dynamic 3D objects into 2D images [15]. The approach can

obtain high compression rates even when used with standard techniques for video

coding, but the reverse mapping, from 3D to 2D space, is computationally too expen-

sive for real-time applications. Another attempt to promote the idea of streaming

geometry is proposed in [16]. However, his work defines only the communication

protocol and not the technique used to optimise the data to be transferred.

Finally, another relevant work is the one of Willow Garage [17], which laid the

foundations for the Point Cloud Library, an open source project that includes func-

tions and algorithms to manage point cloud data. This library includes the Point

Cloud Streaming to Mobile Devices with Real-time Visualization Module which

was used in our solution. Yet, not of the above techniques were designed to stream

animated point clouds.

3 Streaming Framework

In this section, we describe a streaming framework for the visualisation of large

spatial-temporal 3D models on mobile devices. The framework is built on top of

three processes that are transparent to the users: a process to generate levels-of-

detail (LODs) of a 4D model, optimised for each mobile device; a transmission

process that uses target-aware optimised compressed forms to avoid memory or stor-

age limitations; and process that capitalises on a data structure to store and exploit

the LODs transmitted. Most of our work concentrates on a solution for the last two

processes, which we refer to as a device-aware and progressive level of detail geom-

etry streaming.

In the description of our framework, we distinguish between Application Layer

(AL), Service Layer (SL), and Data Access Layer (DAL). The Application Layer is

responsible for presenting the data to the user. The Service Layer is responsible for

processing, transforming, and encoding the application data. The Data Access Layer

encapsulates all the methods needed to access and manage the data.
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3.1 Service Layer

The encoding process takes into account the limited and heterogeneous capabilities

of the mobile devices, and finds the balance between the performance and the amount

of geometry that they can display. To efficiently stream large datasets, the service

layer has to evaluate, in real time, the client Field of View (FOV) and the mobile

average frame rate (FPS), see Fig. 1.

Fig. 1 Server architecture

The FOV is used to sort the list of points that has to be sent, hence it does not

need to be very accurate. The network bandwidth and the mobile average frame

rate are used to encode the level of detail of the 3D model that has to be streamed.

The sequence of request and responses is the following. The mobile client requests

a specific model. The service assigns a univocal identifier to the client and creates

its personal user structure. The structure stores the information about the model(s)

chosen by the user, the last known number of frames per second, the last known

camera view, as well as other variables that trace the user’s activity. The Service

Layer retrieves the model from the Data Layer and initiates the encoding process.

The encoding process is responsible for downscaling spatio-temporal 3D models

and for defining all necessary streaming operations. A downscaled version of the 3D

model is used during the first interactions to benchmark the network and the device

capability. The downscaling factor is initially set to 512, which means that only 1/512

of the points of the original model are transferred. During the benchmarks, we use a

uniform sample of the model defined by the indexes that are divisible by the down-

scaling factor.

At each iteration the server updates the downscaling factor to a smaller value (if

possible) and then streams the new set of points. Since downscaled models do not



c-Space: A Mobile Framework for the Visualization of Spatial-Temporal 3D Models 39

share common points, the same point is never sent twice. The downscaling factor

negotiation process is described in Fig. 2. The variable n is the minimum frame rate

considered acceptable.

Fig. 2 Benchmark workflow

The streaming of the animated model initiates once a stable downscaling factor

is computed. The streaming of the models is encoded using three different blocks of

information. The first block contains the list of points that are missing. The remaining

two blocks contain a list of bits that are used to identify points that changed or that

can be purged from the device’s memory. We did not use a common data structure

to create, read, update and delete (CRUD) geometric primitives because it would

increase the size of the transfer up by 70 %. Additionally, our structure defines the

transfer size to be directly proportional to the number of elements to be transferred,

and zero when two or more consecutive frames are equal. Also, it does not require

mobile devices to waste computational cycles managing the data, which instead are

necessary to visualise large datasets.

3.2 Data Access Layer

The objective of this layer is to break down data as much as possible, while maintain-

ing all its original properties, and then to provide access to it. That is, the objective of

this layer is to parse the geometry files in one thread while calculating the differences

between different frames in a second thread. A few optimisations were implemented

to speed up the operation. When possible the parser takes each triplet of short type

coordinates (x,y,z) and unsigned short type colours (r,g,b) and merges them into

64bit unsigned integers. Hence, point comparisons can be computed faster.
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There are four distinct results when comparing two points. (1) They have the same

coordinates and the same colour. In this case, we mark the last point as “not relevant”.

(2) We consider the last point as “relevant” if they have the same coordinates but not

the same colour. We save the index of the first point to the output file, together with

a flag (“c” as changed) and the value of the new colour. (3) If the point from the

previous frame does not exist in the current frame, then it has to be removed. In this

case, the index of the point to be removed is stored in the list of “free indexes buffer”

and is then available to be re-used by new points without the need of allocating new

memory. (4) If a point in the current frame is not present in the previous frame then

it needs to be added to the list. First, the program checks if an index is available from

the free indexes buffer. If yes, the first one will be removed from the list and assigned

to that point. If no indexes are available, a new index is generated. A flag “a”, the

index of the point, its coordinates and colour (if defined) are saved to the intermediate

storage format. If there are free indexes left after comparing the two frames, then we

add their index to the output file with the flag “r” (removed). We repeat these steps for

the remaining frames. Another necessary step consists in computing a comparison

between the last and the first frame to complete the loop. This method allows us to

optimise the index mapping, reducing as more as possible the index fragmentation.

The intermediate storage format is then loaded by the Service Layer into an octree

that is used to generate models at a given resolution.

3.3 Application Layer

Our mobile application (Application Layer) integrates the following libraries:

KiwiViewer Android application from VES, the VTK OpenGL ES Rendering Toolkit

[18], and the Point Cloud Library. At the moment, the application runs only on

Android devices. The Application Layer has two processes that run in parallel. The

first process is responsible for establishing a connection with the server and for han-

dling the stream. The second process is responsible for the visualisation, as well as

for handling the user interaction with the 3D model. The information about field of

view is stored in a shared memory with the first process and sent to the server when

necessary. The information about the field of view is not a necessary requirement,

but it is useful to optimise the stream. In fact, the information about the field of view

is sent only after considerable changes.

The sequence of request and responses is the following. First the mobile applica-

tion sends the information about the field of view to the server, as well as the id of

the desired model. The information is then stored at the service level, as described

in Sect. 3.1. After the initial negotiation, the service layer initiates the benchmark

operation. The difference between a normal rendering operation and a benchmark

operation is that during the benchmark the service layer has to wait a few a CPU

cycles before sending additional data to the client, so it does not affect the frame

rate.
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The mobile application uses two different structures to store 3D points. The first

one serves as a temporary buffer to store a dynamically allocated frame buffer. The

second structure is used directly by the renderer thread for rendering purposes. The

temporary structure can be manipulated in two different ways, depending on whether

we receive the entire model or not. In the first case the old indexes are purged from

the main structure and replaced with the new ones. If instead the streamed geome-

try belongs to a specific time frame, then we simply update the list of points. New

points are stored in an empty location when no free indexes are available. All struc-

tural updates are performed in O(1) because the local indexes match the ones being

manipulated in the Service Layer. Even the indexes of the removed points have a

correspondence in the final buffer (zero index), which allows the maintenance of a

good performance without wasting memory or the necessity to rebuild the whole

structure.

4 Evaluation

In the previous sections, we described how the streaming framework works. In this

section, we present a use case to evaluate the relevance and impact of this study.

During the benchmarks tests, the streaming server ran on an Intel Core i7-2600 K

@3.70 GHz CPU, 16 GB of RAM, OCZ Vertex 3 SSD. The mobile devices tested

were the Nexus 7 v.2013, the Nexus 4, and the Galaxy S3, which were connected to

the server by a Netgear DGN2200. We tested the mobile clients using a Wi-Fi con-

nection at 300 Mbps and a LAN connection at 100 Mbps. Different network band-

widths were simulated by limiting the Wi-Fi network traffic from 300 to 145 Mbps

and then to 54 Mbps.

To test the proposed framework, we created temporal animations for a few well-

known datasets. One of the models used was the “Happy Buddha”, created by the

Stanford University Computer Graphics Laboratory [19]. This model includes a geo-

metric representation of 543,652 points. The size of the uncompressed animated ver-

sion of the model is around 547 MB. The size of the compressed version is 134 MB.

Another model used for testing purposes is the uncompressed 175 MB “Armadillo”,

from the same repository, which contains about 172974 points. The size of the com-

pressed version is 41.7 MB. We also tested models like the “Bunny” composed of

35947 points and the “Tea Pot” composed of 6468 points.

4.1 Measure of Quality

We devised an empirical measure to assess the overall quality of visualisation. The

quality factor is calculated based on two key aspects of the overall experience: ren-

dering quality and network utilisation. The rendering quality of a 3D model is defined

as the ratio between the size of the entire 3D model and the maximum size that can
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be visualised interactively on the mobile device. At any instant of time, the rendering

quality is given by f (k) = n∕(2k), where n is the number of point of a model and k is

the lowest value that provides at least a frame rate t. The parameter t is a user defined

value (Table 1).

Table 1 Downscaling factors and streaming time costs

Downscaling factor Number of points Time cost (in seconds)

First iteration Next iterations

512 9012 4.21 0.44

256 18054 4.09 0.29

128 36108 4.21 0.29

64 72185 4.27 0.40

32 144400 4.38 0.66

16 288799 4.52 0.99

8 577627 4.95 1.66

4 1155253 5.97 3.15

2 2310506 9.37 6.24

1 4621042 15.68 12.08

The quality factor decreases in mobile devices with low computing capabilities

because the frame rate depends also on time required to update the geometry and

to maintain an optimised frame rate. Additionally, the quality factor decreases when

the bandwidth is not enough to maintain an interactive visualisation.

Table 2 Streaming benchmark on Nexus 7

Model Points Data frames

transferred

Average number of

operations executed

Tea pot 6468 30 1617

Bunny 35947 30 8986

Armadillo 172974 30 43243

Happy Buddha 543652 30 67956

Table 2 shows the number of points that were streamed, the number of data frames

transferred, and the average number of points modified per frame. The data transmit-

ted represents only a small fraction of the total size of the model in part due to the

lower capabilities of mobile devices tested, emphasising once more the relevance of

this framework to the mobile landscape.

Figure 3 depicts the average frame-rate for each model in Table 2. For testing pur-

posed, we defined the minimum number of frames per second (in the negotiation

phase) to be equal to 1. The objective was to keep the level of detail constant so we
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Fig. 3 Performance comparison of optimised and non optimised models

could evaluate the impact of our streaming operations on different mobile devices.

Our framework is proven to be more efficient from a memory and rendering perspec-

tive because in both tests the number of points streamed was the same.

The impact of the network bandwidth was also studied. Figure 4 shows how band-

width can limit the number of points that can be transmitted per second. The limita-

tion is quite visible for downscales smaller than 128.

Fig. 4 Happy Buddha - Nexus 7 2013. Transfer Rate (MB/s) - Scaling Factor

Lastly, Fig. 5 depict how the network speed and downscale factor affect the ren-

dering quality.
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Fig. 5 Happy Buddha - Nexus 7 2013. FPS - Scaling Factor

5 Conclusion

This paper describes a framework for the visualisation of spatial-temporal point

cloud models on mobile devices, which is built on top of three processes: a process

to generate multiple levels of detail (LODs) of a 4D model, optimised for each

mobile device connected; a transmission process that uses target-aware optimised

compressed streams to avoid memory or storage limitations; and process that capi-

talises on a data structure to store and exploit the LODs transmitted.

The advantage of our framework is that it adapts to the mobile client’s render-

ing capabilities, network bandwidth and user motion by automatically readjusting

the level of detail of the 3D model, so the user experience while navigating the vir-

tual environment is as fluid and jitter free. The results of our first benchmarks were

promising both from a memory and rendering perspective.

Future improvements include the implementation of a downscaling factor based

on the complexity of the 3D features, instead of a percentage of points to be sent,

and the optimisation of multiple streams (in simultaneous) to the same device.
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The Method to Verify Facial Shape Model

Seonwoon Kim and Seokhoon Kang

Abstract This paper proposes a method to verify the facial shape model. The
method can be used to improve or use of the shape model. We verify the shape
model by analyzing the texture and shapes of landmarks that constitute the outline
of the shape. It generates the facial face image of the face that is tracked for the
invariant verification method to poses of the face. Next, it reduces the effect of
environment by configuring a patch surrounding each landmark. The texture of the
skin area to these patches is analyzed by the gray-value variance. Then, the result of
analysis is corrected by the relationship between the landmarks of the shape. As a
result, we identified the fitting result as true or false to the Multi-PIE database and
obtained the accuracy of 83.32 %.

Keywords Gray-value variance ⋅ Shape model ⋅ Human-computer interaction

1 Introduction

The expectation for the Human Computer Interaction areas such as face recognition
or interface has been increased for a long time. Accordingly, the study for the face
tracking based on shape model, the base of the technique, has become more
important because the fitting technique that is based on the shape model is a
technique that can analyze faces in various conditions. The main study is alignment
of shape model and the feature detection about landmark. We have determined that
it is necessary to be verified before the shape model is utilized. For this, we propose
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the method to determine whether a fitting of landmark is appropriate through the
separate verification procedure from the tracking method.

This method applies the procedure to the contour landmarks that constitute a
face shape. The outline of a face is a clear distinction element common to all faces.
Since it is the side that contacts with the background, it is relatively easy to navigate
and could be accurate. Because the shape model goes through the process of
alignment with the relationship of all landmarks, by the verification of landmarks
that constitute the outline, the success or failure of the fitting of shape model can be
determined. We use a gray-value variance for the verification of landmarks con-
stituting outlines. This method is appropriate to analyze the texture of skin.

In this paper, the proposed method will be described in detail. First, in Sect. 2,
the technique of shape fitting and the similar studies to the present study are
described. In Sect. 3, we explain the techniques we used in detail. In Sect. 4, the
performance of our method is verified, and the conclusion is finally discussed in
Sect. 5.

2 Relative Work

2.1 Face Shape Model and Fitting Method

Shape Model is a very useful method for tracking a deformable shape for an object.
This technique has been firstly started from the Active Shape Model (ASM) [1]. In
this study, the fitted shape is generated by

x= x+Psbs, ð1Þ

where x be generated shape, x is mean shape, P is a first eigenvector of deviation
from mean shape and bs is a vector of weights. Theses parameters are trained from
training set. After movement vectors of each landmark using a method of detecting
feature, the varying is calculated by

db≈PT
s dx, ð2Þ

where db is shape parameter adjustments, dx is obtained movement vector. Then a
parameter such as scale, translation rotation is calculated. This procedure is iterated
until the parameters are converged. Here, calculating the parameter by approximate
calculation can be seen. The basic shape model uses a method that applies each
weight to variation modes of trained shape. This is a method that stably maintains
the shape by maintain the shape and at the same time has a limitation of variation by
the form of untrained shape. Further, since it searches the weights as the method
that is approximating as much as possible, it is difficult to expect a perfect match.
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Based on this, the Active Appearance Model (AAM) that even considers the
appearance has been proposed [2]. The model of AAM uses the method of com-
bining the shape model in ASM and the gray model. The gray model is defined as

g= g+Pɡbɡ, ð3Þ

where Pɡ is set of orthogonal modes of variation, bɡ is set of gray-level parameters.
Therefore, the vector that combines shape model parameter bs and gray-level
parameter bɡ is defined as a vector b. Then a model is obtained using a principal
component analysis. Therefore, vector b is defined as

b=Qc, ð4Þ

is obtained from principal component analysis. Q is eigenvector, and c is vector of
appearance parameter that controls the shape and gray-levels. In the iterative pro-
cess, this vector to be updated is calculated as

δc=Aδg, ð5Þ

where δg is evaluated error vector with normalized gray-levels, A is a relationship
that is obtained by difference between the vector of gray-value in image and the
gray-level values model displacements δc using multivariate linear regression. In
this process c is repeatedly updated, the repeated is finished when the error vector
δg is converged. It is repeated until it is converged adjusting the gray-level
appearance and searches parameters that are closely converged.

And constrained local model (CLM) uses a strategy that constructs response
maps with patches [3]. The response maps are generated for each patch. It uses the
Nelder-Meade simplex algorithm that induces that parameter of shape model by
maximizing the sum of the responses of each landmark. This method also finds an
approximate result.

Now these techniques are being developed through the improved researches. In
addition to the typical method, various shape model techniques are also proposed.
The reviewed methods can not generate all of the shape that is used training. Also,
fitting procedure uses approximate solution to linear or non-linear. Therefore, the
verification of the landmarks can assist in improving performance and utilization.

2.2 Most Related Approaches

In [4], pose-invariant face recognition has been proposed. Here, the boundary of the
face is extracted using seam carving and it goes through the process of updating the
shape generated by the view-based active appearance model. The seam is a patch of
pixels connected with minimum energy cost. The energy function values a pixel by
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measuring its contrast with its neighbor pixels. In this study, a path is defined as an
optimal curve and the boundary of the shape is updated. This method compensates
the part that the shape model cannot be transformed by using a separate technique.

3 Verifying Shape Model

The appearance to the around landmark for the shape model is verified. We check
on the smooth texture of the inner side of the face and the edge of border that
connects the landmarks.

As shown in Fig. 1, mean shape, tracking image, and points of shape are used,
which are the trained information of techniques being tracked. First, using the
triangulation method, tracking image is projected on the mean shape. As a result of
this, the image similar to the frontal face can be obtained. In this image, the patches
are constructed that contain the pixels around each points of the mean shape. In
these patches, the gray-value variance is calculated and the texture of the smooth
skin is identified. Furthermore, the result is adjusted by the relationship of land-
marks which constitute the face.

3.1 Frontal Face with Patches

In this section, it goes through the process of getting the right information to verify
the fitting in each landmark. In the pose invariant face model, as 2d image is tracked
by the information of the 3d rotation. Also, the image will include various factors
such as light direction, mustache, and so on. We use the frontal face image and
patches in order to reduce the influence of the information. The whole process uses
the transformed image to gray-levels. In order to compare under the same condi-
tions for images applied by pose or scale, it uses the image that is projected in the
same shape. We used the mean shape used in the tracking method. Also, it

Fig. 1 Flow of Verifying the facial shape model
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designates a rectangular area around the points as the patch. Reviewing a portion
can reduce the influence on the gradient by light, or the images in which a part is
covered.

3.2 Verifying Texture Using Gray-Value Variance
for Patches

The patch that is constituted by the landmarks in the center of the boundary of a
face is configured with skin and background. Here, we use the mask used in the
projection of the frontal face in the previous triangulation method. As a result, we
will have only the patch of the skin area. We use the method that can distinguish
between the skin texture.

The gray-value variance means the distribution to the gray-value. Therefore, we
determines by a smooth texture calculated from the gray-value variance. Basically,
the calculation of variance to the gray-values set is calculated by

σ =E g2
� �

−E2ðgÞ, ð6Þ

where E is function that calculates the expected value, and g is the listed set of
gray-value in the patch in 1-dimension. As noted above, the background area
should be excluded through the mask m. Therefore, the expected value is defined
where the mask value mi is 0 as

EM g,mð Þ= ∑
N

i= 0
gimi, ð7Þ

where mi the set of values which are transformed the mask m of 2-dimension to
1-dimension that has the value of 0 and 1. The gray-value variance that excludes the
area of mask mi is 0 using Eq. (8) is calculated by

σ ′=EM g2,m
� �

−EM2 g,mð Þ. ð8Þ

We decide a threshold for this value and determine the landmark with the
gray-value variance higher than the threshold value is not correctly aligned.

3.3 Considering Relation Between Landmarks

In the previous process, we calculate the gray-value variance except the mask and
checked for skin texture. This method cannot acquire a perfect result like other
landmark feature detection methods because those still have the problem getting the
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wrong gray-value variance by the environment like light or beard. We correct it by
the relationship between the landmarks of the face model.

Since the outline of the shape model is curve, only one result among the results
of neighbor cannot be different. On the other hands, there are several points that out
of the boundary with low value of gray-value variance. This phenomenon occurs
when a landmark is placed on a simple background. To solve this case, we calculate
the gray-value variance of the patches which includes the mask. We create another
frontal image for this. Then, we configures the patches as same as the previous step
and gets the gray-value variance that does not exclude the mask by the difference
between the previous Eq. (6) and the Eq. (8) as

d= σ − σ
0
. ð9Þ

If d>0, it is because that it includes the background. In the case of the complex
background, since the gray-value variance is measured as high in the previous step,
it is assumed as already being classified. On the other hand, if d≤ 0, it is defined
that it is placed on the inside of the skin or the solid background. Based on this, the
weakness of the method that distinguishes using the calculation of the gray-value
variance is made up.

4 Experiment

The performance of the method we propose is evaluated on the CMU Multi-PIE
database [5]. This database has various poses of human faces from different posi-
tions of cameras. Also, it varies the position of the sources in the 20 direction in the
same photo. It consists of the faces of 346 people like that. We use 75,360 photos
included in the set of the three directions of the camera position. Ground truth
landmarks construct the shape model with 68 points.

We verify the validity of this method using the Ground truth landmarks. The
result of measured gray-value variance is shown in Fig. 2.

Fig. 2 Gray-variance of the patch around the ground truth landmark in the Multi-PIE
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As shown in the picture, the gray-value variance of 87.52 % of all the landmarks
has a value of less than 200. Through this result, the method we propose showed its
possibility. In addition, the result that considers relationship between landmarks is
shown. As a result, the gray-value variance of 93.15 % of the landmarks has a value
less than 200.

Here we use the fitting method [7] in order to measure the threshold of the
appropriate gray-value variance. If the distance error between ground truth landmark
and landmarks fitted shape is lower than 3 pixel, we decided the fitting result is
success. Table 1 is the result of measuring the receiver operating characteristic only
using the gray-value variance as threshold. As seen in the table, when the threshold of
gray-value variance is 228, the accuracy is measured highest as 83.32 % (Fig. 3).

For the experiment in the sequence of video, by applying fitting method [7] in
the FGNet talking face database, our method is checked on. The FGNet talking face
database consists of face images with various facial expressions and natural
movement and the ground truth landmarks [6]. Similarly, the fitting method [7] is

Table 1 Results of verifying outer landmarks using g according to the threshold in the Multi-PIE

Threshold Total Sensitivity Specificity PPVa NPVb ACCc

100 1,277,091 51.90 % 80.53 % 87.46 % 39.02 % 59.82 %
200 1,277,091 81.68 % 75.48 % 89.71 % 61.16 % 79.96 %
228 1,277,091 87.54 % 71.84 % 89.07 % 69.09 % 83.32 %
300 1,277,091 89.39 % 66.63 % 87.52 % 70.79 % 83.17 %
400 1,277,091 93.33 % 23.81 % 76.21 % 57.70 % 74.10 %
a Precision or positive predictive value
b Negative predictive value
c Accuracy

Fig. 3 Each landmark error and gray-value variance in the FGNet database
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applied in this database. As a result, the figure shows the error between the land-
marks consist of face boundary of fitting method and the landmarks consist of face
boundary of database, and gray-value variances that corresponding each landmark.
Most of the landmarks are tracked with the error of around 5 pixel. Accordingly, the
gray-value variance is also stably measured. However, the 0th and 17th landmark
can be seen that their value of the gray-value variance is unstable by the hair. This
result can be compensated by applying the dealt method in Sect. 3.3.

Finally, the Fig. 4. shows the face shape model fitting in the complex background
and its consequence landmark verifying results. The fitting method in a complex
background generates more cases that stay in the background due to the features of
the background which could be easily misunderstood. In tracking with simple
background, the technique of verifying landmarks considering relationship with
landmarks more necessary. Generally, the function of verifying landmarks shows the
better result in the previous measurement results of the database. If it is determined
that the landmark is misaligned with our method, it is shown as a red dot.

5 Conclusion

In this paper, we proposed the method that verifies the fitting result of landmarks
that configure the face boundary of the face shape model. The tracking based on the
shape models used the shape fitting method and alignment method. In addition to
this process, the verification process is subjected to a further process. We analyze
the texture of the skin by gray-value variance, and studied the process that considers
the relationship between the landmarks of the shape. The gray-value variance is a
method that measures the softness of the texture and has a characteristic that is
proper to recognize the human skin. In addition, since the boundary of the facial has
the shape of the curve, it can be used complementing with gray-value variance.

We verified the proposed method by measuring the ground truth to the face
image of the Multi-PIE and that the gray-value variance has a possibility. In
addition, we checked out the performance by applying the fitting method about
whether the fitting result is appropriate or not. The fitting method was applied to

Fig. 4 Examples of the result of verifying landmarks in the complicated background. The red
point represents the failure of fitting and the green point represents the success (Color figure
online)
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these pictures and the suitability of performance is confirmed. In addition, in a
series of images of the FGNet talking face database, it showed the features of the
results for each landmark and the relationship between the error and gray-value
variance. Finally, by showing the verification result in the actual complex image,
the result in the actual use was presented as a figure.

The proposed method is useful to determine whether the shape model is proper
to use in the systems using the facial shape model. In addition, it checks the
landmarks of the outside face through our method, and could be used to search for a
better point.
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Effective Visualization of a Big Data
Banking Application

Luigi Coppolino, Salvatore D’Antonio, Luigi Romano,
Ferdinando Campanile and Alexandre Valle de Carvalho

Abstract Data analysis and monitoring is currently carried out within enterprises
using Business Intelligence tools that are subject to major limitations (as outlined in
the state of the art analysis that we perform). Effective visualization support is a
very much needed feature in Big Data applications. In this paper we examine the
visualisation requirements of a real world banking application, and identify generic
visualisation tasks that are essential for doing effective analysis of a complex
process that produces amazingly large amounts of data. The requirements for the
visualization support that we propose are modelled using an application wireframe
that acts a story-board. The effectiveness of the visualization facilities that we
propose is demonstrated through their application to the Big Data banking use-case.
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1 Introduction

Data analysis and monitoring is currently carried out within enterprises using
Business Intelligence (BI) tools that are subject to major limitations. Big Data
applications pose challenges that cannot be coped with via existing BI technologies.
In this paper we examine the visualisation requirements of a real world banking
application. The application deals with the electronic alignment of Direct Debit
(DD) transactions, which is a key business function of modern banking systems. In
a DD financial transaction, one party withdraws funds from another party’s bank
account (both parties can either be a company or a person). The party receiving the
funds is called “the payee”, the one being charged is called “the payer”. To set up
the process, the payer must advise his/her bank that he/she authorizes the payee to
directly draw the funds from a specified bank account belonging to him/her (for this
reason, DD is also called pre-authorized debit (PAD) or pre-authorized payment
(PAP)). DDs are available in a number of countries, where they are made under
each country’s specific rules, and are usually restricted to domestic transactions. In
Italy, DDs must comply to the rules set out by SEPA DD [12] and CBI-STD-001
[13]. DDs are massively used for recurring payments, and in particular utility and
credit card bills. A major risk factor lies in the fact that the authorisation that is
given - i.e. the circumstances in which the funds can be drawn - are a matter of
agreement between the payee and the payer, of which the bankers are not con-
cerned. The difficulty of enforcing controls is exhacerbated in particular by the fact
that, since payment amounts vary from one payment to another, the payer typically
grants authorizations that are based on a “worst case” estimation of the potential
transaction volumes. Even in countries where a number of controls are enforced on
the authorization set up process, the problem of direct debit fraud is extensive.
A recent research by Liverpool Victoria Insurance [14] reveals that over 97,000
Britons have fallen victim to criminals setting up fraudulent direct debits from their
accounts, and that this trend is increasingly sharply. The pre-condition for a DD
fraud is – almost invariably – an identity theft. As such, it is typically detected,
eventually. Thus, once the fraudster has successfully set up a DD authorization
from the victim’s account, he/she would use the newly created fraudulent autho-
rization for irregular payments. An additional problem is also represented by
cancelled and/or obsolete DDs being wrongfully or maliciously revived or
re-implemented. In both the aforementioned misuse cases, the fraud (or the system
failure, respectively) are typically characterized by an anomalous increase in the
frequence/amount of transactions. With current computing technology (typically,
BI), although no specific figures are - to the best of our knowledge - available, it
appears that a substantial number of people lose considerable amounts of money
annually because of fraudulent and revived/re-implemented DD authorizations,
since frauds/failures go unnoticed for a relatively long time. In order to timely spot
frauds, computing and visualization facilities are needed, that allow fraud analysts
to extract anomalous transactions from the Big Data flows in real-time [6], and
inspect them in detail.
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Based on a requirement analysis of the case study application, via a general-
ization process, we identify generic visualisation tasks that are essential for doing
effective analysis of a complex process that produces amazingly large amounts of
data [3]. The requirements for the visualization support that we propose are mod-
elled using an application wireframe, that acts a story-board. The effectiveness of
the visualization facilities that we propose is demonstrated through their application
to the Big Data banking use-case.

The rest of the paper is organized as follows. Section 2 provides a brief yet right
to the point treatment of the state of the art of currently available BI technologies.
Section 3 describes the banking application that is used as a reference for extracting
the requirements of the visualization support that we propose in Sect. 4. Finally,
Sect. 5 concludes the paper with lessons learned and final remarks.

2 Business Intelligence: State of the Art and Limitations

Business Intelligence (BI) platforms aim at supporting data scientists to do data
retrieval, processing and analysis on computing platforms [9]. In this section we
provide a brief yet right to the point state of the art analysis of current BI offerings,
and we pin point their main limitations, with respect to the new challenges posed by
Big Data applications [1]. BI tools provide a front-end user-interface that allows
users to write structured queries, view query results, generate charts and construct
reports. Traditionally BI [2] has focussed on generating descriptive statistics of data
that has been pre-processed by an ETL tool (Extract, Transform and Load) and
stored in a data mart. The schemas for the data mart are pre-defined based on
business goals resulting in fast query responses but with limited flexibility.
Increasing data volumes and the need for more flexible querying led to the
development of Massively Parallel Processing (MPP) [4] database architectures and
distributed storage and processing frameworks such as Hadoop [5]. Many BI
platforms are providing API’s to make use of these technologies.

The rise of the Big Data phenomenon is disrupting the BI market with a number
of emerging vendors providing “Advanced Analytics” platforms. Gartner describes
Advanced Analytics as, “the analysis of all kinds of data using sophisticated
quantitative methods (for example, statistics, descriptive and predictive data min-
ing, simulation and optimization) to produce insights that traditional approaches to
business intelligence — such as query and reporting — are unlikely to discover”
(source – Gartner [10]). New trends are starting to emerge within the BI market
[11]. These include:

– Agile self-service BI: Many advanced analytics platforms include visual query
builders that support drag and drop query workflow building and execution.
This codeless querying will become more widespread.

– Improved Visualization: Extended charting libraries with improved composi-
tion capabilities are expected.
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– Broader device support: Trends around increasing self-service BI and Visual
improvements open up possibilities for touchscreen and gestural query
composition.

– Everything in the Cloud: Fully browser-based GUI’s offer improvements for
limiting data transfer, collaboration and device support.

In our state of the art analysis we select a number of BI tools and projects that
provide analytics functionality. We focus on Open Source tools, as these may be of
particular interest to readers engaged in research projects that aim at leveraging
existing technologies by adding additional functionality.

RapidMiner (https://rapidminer.com/) is a software platform that provides an
integrated environment for machine learning, data mining, text mining, predictive
analytics and business analytics. RapidMiner uses a client/server model with the
server offered as Software as a Service or on cloud infrastructures. Functionality can
be extended with additional plugins and the Rapid Miner Extensions marketplace
provides a platform for developers to create data analysis algorithms and publish them
to the community. RapidMiner is distributed under the AGPL open source license.
RapidMiner is very popular and has awider user group across domains. Theworkflow
element of the software is part of RapidMiner Studio, a desktop application developed
in Java and data must be downloaded to the client before workflows can be built.

KNIME (https://www.knime.org/) is an open source data analytics, reporting,
and integration platform. KNIME allows users to visually create data flows (or
pipelines), selectively execute some or all analysis steps, and later inspect the
results, models, and interactive views. KNIME is written in Java and based on
Eclipse and makes use of its extension mechanism to add plugins providing
additional functionality. As of version 2.1, KNIME is released under GPLv3. As
with RapidMiner, KNIME uses a client/server model with the expectation that data
will be loaded onto the client before workflows are constructed.

BIRT (http://eclipse.org/birt/) is an open source technology platform used to
create data visualizations and reports that can be embedded into rich client and web
applications. BIRT has two main components: a visual report designer within the
Eclipse IDE for creating BIRT Reports, and a runtime component for generating
reports that can be deployed to any Java environment. The BIRT project also
includes a charting engine that is both fully integrated into the report designer and
can be used standalone to integrate charts into an application. BIRT is released
under an Eclipse Public License.

Chorus (http://alpinenow.com/) is a collaborative platform for data science. It
exists as both a commercial offering by Alpine Data Labs and as an OpenSource
project name OpenChorus. The commercial version of the platform includes a
Workflow tool that allows you to design an analytic process visually. However, this
functionality is not available in the open-source version. Unlike other platforms,
Chorus was developed as a browser based tool and has a JavaScript front-end with a
ruby on rails backend. This opens up potential for collaboration and improved
performance with big data, as it supports moving the modelling to the data rather
than forcing data transfer.
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Jaspersoft (https://www.jaspersoft.com) provides a suite of tools that bring
benefits both to business and to IT audiences, enabling self-service BI for organi-
zations of all sizes. The Jaspersoft BI Suite provides full-featured reporting,
dashboards, and analytics that can be embeded in a web-based application. The
platform is available on several editions: Community, Express, AWS, Professional
and Enterprise. The Community Edition is the only one that is open-source, but it is
stripped of the major features relevant for our purposes, such as dashboards,
interactive visualizations, embedded data visualizations and reports inside web
applications and storing interactive views.

The Pentaho (http://www.pentaho.com/) solution aims on leveraging innova-
tion, participation and cooperation. This solution has a solid Enterprise Edition.
However, the community edition focuses on enabling a jump-start of the devel-
opment, in order to innovate and experiment, until a solution is found, and then
upgrade to the Enterprise Edition for production environments. The open-source
version lacks some important features for our purposes, such as aggregation
designer and schema workbench.

In conclusion, all of the existing solutions examined have major limitations, with
respect to some important requirements of applications that handle large amounts of
data in real-time (which is typical of Big Data applications). Based on this analysis,
in the next section we present the design of a visualization platform that provides
effective visualization support to Big Data applications.

3 The Banking Application

The Single Euro Payments Area (or “SEPA” for short) is where more than 500
million citizens, over 20 million businesses and European public authorities can
make and receive payments in euro under the same basic conditions, rights and
obligations, regardless of their location.

The overall gains expected from SEPA for all stakeholders has been evaluated at
€21.9 billion per year by PWC in 2014 confirming a Cap Gemini study of 2008
evaluating these benefits at €123 billion cumulated over 6 years.

SEPA adopts the ISO 20022 standard, a multi-part International Standard pre-
pared by ISO Technical Committee TC68 Financial Services. It describes a com-
mon platform for the development of messages, using:

• A modelling methodology to capture in a syntax-independent way financial
business areas, business transactions, and associated message flows;

• A central dictionary of business items used in financial communications;
• A set of XML and ASN.1 design rules to convert the message models into XML

or ASN.1 schemas, whenever the use of the ISO 20022 XML or ASN.1-based
syntax is preferred.

In Italy, by the 1st February 2014 domestic credit transfers, banking (RID) and
postal direct debits will have to be replaced by the corresponding SEPA instruments.
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SEPA migration requirements are set by European and national regulations which
have to be fully respected without exception. In Italy the SEPA standard adopted is
slightly different from the canonical one (ISO 20022 standard). In particular, the
standard adopted for the SDD request is: “CBIBdySDDReq.00.01.00”.

The recent adoption of the Single Euro Payments Area (SEPA), which follows
the European Union (EU) payments integration initiative (http://ec.europa.eu/
finance/payments/sepa), has moved more attention to the mechanisms to avoid
frauds in banking/financial transactions.

As far as an SDD (SEPA Direct Debit) transaction is concerned, the SEPA
standard has simplified a lot the payment process, while moving the consequences
of a fraud from the user to the bank. In particular in an SDD transaction one
person/company withdraws funds from another person’s bank account. Formally,
the person who directly draws the funds (“the payee or creditor”) instructs his or her
bank to collect (i.e., debit) an amount directly from another’s (“the payer or
debtor”) bank account designated by the payer and pay those funds into a bank
account designated by the payee.

Typically examples of SDD transactions are services that require recurrent
payments, such as pay per view TV, energy distribution, credit card etc.

To set up the process, the creditor has to acquire an SDD mandate from the
debtor and advise his/her bank about that mandate.

Each time it will be needed, the Creditor sends a direct debit request (with
amount specification) to his/her bank that will start the process to request the
specified amount on the Debtor’s bank account.

The debtor only has to provide the signature of the mandate and the debtor could
not receive communications about the SDD request. The debtor has no prior
acknowledgement about the direct debit being charged to his bank account. Typically,

Fig. 1 SEPA Direct Debit process

62 L. Coppolino et al.

http://ec.europa.eu/finance/payments/sepa
http://ec.europa.eu/finance/payments/sepa


the creditor sends a receipt to the debtor using a best effort service, so no guarantee is
provided about delivery time and delivery itself. The debtor will only have access to
the direct debit after the transaction has been completed. He/she can identify an
unauthorized SDD amount only when it receives its bank statement (Fig. 1).

Of course this exposes the debtor to a number of possible frauds. For this reason,
with SEPA, in case of error/fraud with an SDD, a debtor can request for a refund
until: 8 weeks after the SDD deadline or 13 months for unauthorized SDD (no or
revoked mandate). The SDD process is shown in.

The Financial Banking application monitors the debit request to try to recognize
unauthorized debit, thus providing an anti-fraud system helping the financial
institution to reduce costs due to frauds. Unauthorized debits are typically due to an
Identity Theft that occurs at the beginning of the process, when the SDD mandate is
being created.

The SDD mandate is authorized not by the debtor, but by someone impersonating
the debtor. For instance, this identify thief will benefit from the product/service being
provided and charged by the creditor but will not pay for the service.

The debtor will be charged for a product service that did not acquire and, will
detect the fraud after the direct debit is performed.

To allow the detection of possible unauthorized SDD, the Financial Banking
application will correlate different information coming from different sources
(social, questionnaires, personal info etc.) [8] to create a debtor profile that sum-
marizes the habits and interests of the debtor. The debtor profile will be a list of
preferences/attributes with the relative weight and also personal information such as
address, social account etc.

4 Visualization Support for the Banking Application

Visualization supports two main activities comprised within the banking application
and described in the following sections: Sects. 4.1 and 4.2 address visualization
support for online detection and validation of possible fraud matches. This helps
fraud analysts to be informed on possible fraud matches and helps to perform a root
cause analysis of possible matches in order to validate/refute them. Section 4.3
addresses visualization support for both online and offline analytical processing of
data, where fraud analysts are required to gain a more insight of data for various
reasons such as improve the anti-fraud system with more accurate rules.

4.1 Online Visualization of Possible Frauds Matches

The system uses an online data stream of SDD transactions which are tested against
the set of anti-fraud rules created by the fraud analyist. When a match occurs it is
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displayed on a dashboard from which the user can choose among several display
views. Other linear-structure type visualizations can be used and are to be further
researched. For instance, space-filling techniques and linear/hexagonal binning can
help a user to understand the amount of possible fraud matches as the system
computes the bin size according to the number of items at a particular interval of
time. Visual variables such as color, texture, pattern and size can perform an
important role in the presentation of possible fraud items in order to visually
accumulate other information such as severeness level, type of fraud, status (if it is
being managed by a fraud analyst), etc. Aditionally, sorting of these items
according to a user-defined criteria is also usefull. As the number of possible fraud
matches may get too high, undesired visual clutter may occur in the visual repre-
sentation of the items. Visual clutter reduction techniques [7] regard appearance
(opacity, sampling and clustering), spatial distortion (topological distortion,
space-filling) and time can be used to overcome this issue (animation). Furthermore,
interaction techniques such as zoom + panning can also be used.

4.2 Validation of a Possible Fraud

After detection and presentation, confirmation is required. The goal is to validate if
the possible match constitute a fraud or, instead, is a false positive. To do so, the
fraud analyst selects a possible match and inspects the SDD transaction data, the
anti-fraud rule matched, the degree of severeness the anti-fraud system placed on
this possible fraud. This inspection provides the idea of why it can be a possible
fraud, but the validation process requires additional data regarding the profile of the
debtor (as a last resort, the validation processs may require to contact the debtor).
The profile is composed of information such as address and the set of interests, such
as sports, culture, football, etc. for each interest associated to a particular debtor, a
plausibility factor is calculated.

The inspection process is inefficient if the analyst is required to read this amount
of data for each possible fraud match. Furthermore, this task should be performed
very promptly and efficiently. A visual representation of this heterogeneous and
multi-source data is required, which can be effectively perceived by the analyst. To
do so, the visualization system provides a force-directed graph-based visualization
of the dataset. This approach is currently adopted by other entities within the same
domain [16, 17]. In this type of visualization (example in Fig. 2), nodes constitute
entities or pieces of information and the edges denote relations between the nodes
they connect. The analyst can further inspect details by selecting nodes/edges.
Alternatively hierarchical graph visualizations are used in order to allow the
selection of a node and the presentation of a new level of data.
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4.3 Exploratory Data Analisys

The last two sections address visualization support for online data, regarding
inspection of possible fraud matches. However fraud analysts are also required to
do analytical processing of data for several reasons, being the most important, to
better understand data and behaviours, to look for new patterns of frauds and to
improve anti-fraud rules. To do so, a framework is provided to allow users to
inspect datasets, perform queries using an easy, drag and drop and visual process
workflow, inspect results, associate charts to results, create and manage dashboards
and scrutinize data by means of charts.

Client components of this system are the front-end user interfaces that a user
interacts with, delivered as HTML, JavaScript and CSS to browsers on desktop and
mobile devices following responsive design principles. The visualization frame-
work is composed of the following main components: (a) The Workflow Builder

Fig. 2 LYNXeon fraud visualization system

Effective Visualization of a Big Data Banking Application 65



allows users to do visual composition of queries, execute data processing work-
flows Fig. 3) and preview results It includes a library of operators containing
common operators for selection filtering, cluster, join of datasets, binarization, map,
etc.; (b) The Chart Builder allow users to associate results coming from a workflow
execution to several chart types. Charts are selected from a predefined library and
their configuration relies on the chart type, the results metadata, more specifically,
the data types of primary variables; (c) The dashboard builder allow users configure
dashboards based on the existing charts.

Hence the user has the ability to build queries that, once executed, their results
can be visually inspected and periodically updated when assigned to a dashboard
view. The provided support, helps the fraud analyst to formulate hypothesis on
potential correlations and behaviors, to express the hypothesys with the help of one
or more queries, to map the queries against the available chart library for visual data
analysis (Fig. 4). When required, charts can be associated to dashboards. With this
support, the analyst can call a particular dashboard and visually inspect the con-
taining set of visual representations which is periodically updated, according to a
user-defined time span per chart.

Fig. 3 Example of process workflow GUI to generate Bank Branch Frauds data table
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5 Conclusions and Future Work

In this work we have examined the visualisation requirements of a real world
banking application, and identified generic visualisation tasks that are essential for
doing effective analysis of a complex process that produces amazingly large
amounts of data (which is typically the case for Big Data applications). The
requirements for the visualization support that we have proposed were modelled
using an application wireframe that acts a story-board. The effectiveness of the
visualization facilities that we have proposed have been demonstrated through their
application to a Big Data banking use-case from the real world. The main avenues
for future research will be: (i) the development of additional functionalities in the
visualization framework, and (ii) the execution of a thorough experimental cam-
paign, to validate the proposed solution under realistic operation conditions.
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of Pictograms for Order Picking Processes
with Disabled People and People
with Altered Performance

Andreas Baechler, Liane Baechler, Peter Kurtz, Georg Kruell,
Thomas Heidenreich and Thomas Hoerz

Abstract This study evaluates, the effectiveness of pictogram meanings for order
picking processes with disabled people and people with altered performance. Pic-
tograms were created for guidance and feedback of process steps in order picking.
The comprehensibility and colors of the pictograms were evaluated through a
survey with 45 normal performance people and 26 disabled people. The intervie-
wees responded to a standardized questionnaire with at least three different types of
pictograms for each process step.

Keywords Human-computer-interaction ⋅ Pictogram ⋅ Orderpicking ⋅ Adaptive
assistance systems disabled people ⋅ People with altered performance ⋅ Manual
processes ⋅ Demographic change

A. Baechler (✉) ⋅ G. Kruell ⋅ T. Hoerz
Faculty of Mechanical Engineering, University of Applied Sciences Esslingen,
Esslingen, Germany
e-mail: andreas.baechler@hs-esslingen.de

G. Kruell
e-mail: georg.kruell@hs-esslingen.de

T. Hoerz
e-mail: thomas.hoerz@hs-esslingen.de

L. Baechler ⋅ T. Heidenreich
Faculty of Social Work, Health Care and Nursing Sciences,
University of Applied Sciences Esslingen, Esslingen, Germany
e-mail: liane.baechler@hs-esslingen.de

T. Heidenreich
e-mail: thomas.heidenreich@hs-esslingen.de

P. Kurtz
University of Technology Ilmenau, Ilmenau, Germany
e-mail: peter.kurtz@tu-ilmenau.de

© Springer International Publishing Switzerland 2015
E. Damiani et al. (eds.), Intelligent Interactive Multimedia Systems and Services,
Smart Innovation, Systems and Technologies 40,
DOI 10.1007/978-3-319-19830-9_7

69



1 Introduction and Related Work

1.1 Pictograms

“A pictogram is a stylized figurative drawing that is used to convey information of
an analogical or figurative nature directly to indicate an object or to express an idea”
[1]. Pictograms are part of our daily lives and they can fulfill a number of functions.
They are used in transportation, medication, the textile industry, computers and
many others to represent directions, written instructions, actions and objects. There
are different advantages of the usage of pictograms, for example the information is
processed quickly (e.g. traffic signs), the comprehension of information is inde-
pendent from language (e.g. non-natives) and it can be understood with limited
linguistic ability and visual problems (e.g. people with little education, mental
disability and older people) [1]. But the main objective of pictograms is to get the
user’s attention and to convey a certain information as fast as possible. Multiple
studies display that information given by images are interpreted quicker and more
accurately than information by words [2]. Other studies show that pictograms can
be a helpful instrument of conveying information to people with limited verbal
skills or to people with different native languages [3].

Based on these results, pictograms, which are specifically designed for the needs
of people with disabilities, can be represented as a supportive and appropriate
means of inclusion of these people in industrial processes.

1.2 Theoretical Backgrounds

Because of globalization and the ongoing demographic change there are significant
changes in Germany’s industrial production today. As contemporary production
trends move more and more away from the mass production with a long production
life and ever more towards the production of products with a high variety and
shorter product lives, the proportion of small series with small numbers greatly
increases [4]. Due to these developments, automated processes are no longer viable
in the order-picking and the assembly area. Therefore manual order- picking
becomes increasingly more important. Manual processes require, however, due to
high product intervals and -variety a highly qualified staff.

In addition to that, current figures show that the average age of employed
persons working in Germany, and thus the proportion of workers who are subject to
a performance change, increases. The Federal Statistical Office of Germany predicts
a nine percent decline of the population level in Germany from 2000 to 2050, the
most relevant group in production—the 20 to 60 year olds – is predicted to decrease
from 45.5 to 35.4 million. The proportion of 60-year-old people, for example, is
predicted to increase from 19.4 to 27.5 million people [5].
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Furthermore, results of a market study with 130 industrial enterprises showed
that the proportion of employees with altered performance1 in German companies
occupy a substantial height of up to 20 % of the total workforce.

Due to the lack of young and skilled workers, companies are not able to find
enough suitable candidates in each field of activity [8]. Therefore, it is required - not
only because of social, but also because of economic aspects - to employ staff of
advanced age (50 years and older) and staff with disabilities in the industrial sector [4].

The increasing demands on sheltered workshops cause, especially for disabled
people2 and people with altered performance, new ways of employment. Therefore,
new ways of support must be found [10]. In addition the effort of the industry for an
inclusive labor market for these people increases [8].

1.3 Order Picking

Manual order picking3 is one of the most important manual activities in the industry.
This area represents the core of today’s warehouse logistics, in particular of the
intra-logistics. The client orders are put together under the factors of quality and
time, causing a successful customer loyalty and competitiveness of companies [12].

As a component of the intra-logistics, order picking is one of the most complex
and labour-intensive sectors in the supply chain [13]. The importance of order
picking is also reflected in its high proportion of logistic costs. Despite numerous
developments in recent years of purely manual systems to fully automated solu-
tions, manual designs remain the most widespread in practice, sort of an order
picking system [14]. Based on the low level of investment, the cognitive skills and
the flexible tactile- and gripping ability, humans are not replaceable by machines in
order picking processes in most cases [15].

Manual order picking is usually carried out according to the principle “picker to
part”. In this principle the parts are static, usually provided in racks and the picker
moves. The required information for the picker is usually provided by a paper list
(pick-by-paper), an illuminated container indicator (pick-by-light), using an audio
wizard (pick-by-voice) or using a mobile terminal with display (pick-by-display).

1Employees with altered performance are people that are unable to exercise their original work
activities with the appropriate requirements and burdens for a period of time or permanently. Here
mainly employees with acquired disabilities are concerned as a result of illness, accident or
symptoms of old age. However, at an adapted workplace, these employees can realize their full
potential [6, 7].
2To counteract stigmatization and inappropriate connotation, the people with impairment of
functional health are referred as “disabled people” in this document. This term refers to a limitation
of the performance, thus it is meant the maximum power level of a person regarding a task, or
action under test, standard or hypothetical conditions [9].
3Order picking is the process of collecting items from stock and transporting them to a specific
location [11].
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1.4 Objectives of an Assistance System in Order Picking

In the future changes and innovations are needed in the area of guidance and control
for the employees to perform reliably in order picking. In this case, research is
being conducted, especially in the field of technical support by assistance systems
for disabled people and people with altered performance, but also for people
without restrictions. The main objective of the assistance system is to compensate
the functional impairments of the employees, so that they are balanced on the one
hand and on the other hand existing skills are promoted. Furthermore the system
should also reduce the effort and complexity for the training of employees with
different levels of performance and technical background. In addition, the flexibility
for the use of employees with different performance levels or different lot size is
supposed to be increased [16].

Similarly the work ability and motivation of older and disabled people should be
improved or maintained and the number of picking errors should be reduced [17].
Active participation of motivating elements and ergonomic aspects shall support
healthy work behaviour and prevent musculoskeletal disorders.

Another aspiration of such a solution is to support and facilitate the inclusion of
disabled people. The work assistance in the area of order picking reflects an
important aid for disabled and performance altered people, which is in the extended
sense regulated by law in §33 para. 8 No. 3 and § 102 para. 4 of the German Social
Code IX (2004).

Despite manual activities in order picking the competitiveness of German
companies and sheltered workshop should be further improved compared to the
global market [8]. These goals can only be achieved if the people get instructions
during the teaching and performing of work processes. This information must be
communicated quickly and in a way, which is easily accessible to understand and
overcome educational, language and cultural barriers.

2 Experimental Design

2.1 Layout Order Picking System

An assistance system for order picking is developed and evaluated. The current
status of the project is structured as follows (Fig. 1). In a flow rack different items in
containers are provided. Across to the rack a height adjustable picking cart is
coupled via linear sliding rails with a mobile assistance unit including two pro-
jectors, two infrared cameras, a height-adjustable scale and a touchscreen monitor.
On the touchscreen monitor a picking order can be selected and the compilation of
the order starts. The picker can take either individual items or entire containers. The
removal of the items or containers will be guided through light signals, emitted
from a projector. An infrared camera and a scale make sure the parts are removed
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correctly and in the right amount. The removal position and required amount are
mapped on projected symbols. The subsequent deposition position in a container on
the scale or on the picking cart is also shown by projected pictograms. After proper
removal and storage of a component the picking cart is moved to the next removal
position. This position is illustrated by icons, which are displayed on the touch-
screen monitor.

The pictograms are shown as light signals, which represent and instruct the
affected objects (hand, container, picking cart) and the performed procedures
(removal, storage, moving). At the same time the pictograms are also used for the
confirmation of correctly and incorrectly performed actions. Thereby pictograms
shall indicate the type of error as precise as possible, to perform a fast and reliable
troubleshooting. The pictograms are derived from a flow chart of the picking
process. They are designed for the following process steps:

– Guidance of removal operations
– Guidance of storage operations
– Guidance of moving the picking cart to the next removal position
– Feedback about correct or incorrect performed operations.

Fig. 1 Experimental setup of the order picking system
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3 Methodological Approach

At least three pictograms in iconic, symbolic and hybrid form were designed and
evaluated for six different action cases. The design of the pictograms is mainly
influenced by a simple representation, the use of striking and closed objects and by
a uniform design.

To find the most suitable variety of pictograms, a study was conducted in form
of a survey. The standardized questionnaire was selected as questioning method
after performing a pairwise comparison and subsequent cost-benefit analysis. This
type of survey recorded, next to an e-mail questionnaire, a free interview and an
open online survey, especially in the criteria of the response rate, the intelligibility
and representativeness as the most suitable variant.

In the standardized questionnaire associations with colors and pictograms with
45 normal performance people were polled (Fig. 2). In order to obtain represen-
tative results people with and without prior technical knowledge in the population
were interviewed. In addition, the questionnaire has been carried out to 26 disabled
people to ensure representativeness.

Fig. 2 Abstract of the
questionnaire
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In a first step, as a control function for conscientious filling of the questionnaires,
it is needed to select the right row (from two possibilities) before answering the
questions. This control element (inverse design) was used to avoid random ticking
of the responses.

4 Experimental Results

4.1 Survey with Normal Performance People

A first survey took place in May 2014 and covers a sample of 45 participants, 24
male and 21 female, aged 17–60 years (average = 33.4 years, standard devia-
tion = 12.4). A randomly selected sample of normal performance people with
technical knowledge (N = 11, 24.4 %) and non-technical (N = 34, 75.6 %) was
adopted to conduct this survey. The results of the survey through the questionnaire
clearly show that as a color guide for removal operations at the rack the color green
appears most suitable (N = 26, 57.8 %). As feedback for correct removing oper-
ations the color green has, according to participant’s assessment, also proved to be
most intelligible (N = 42, 93.3 %). Most of the participants associate the color red
with the feedback of an incorrect removal (N = 41, 91.1 %). As a color to guide the
back setting of an incorrectly removed part, the color yellow appears as the most
suitable (N = 32, 71.1 %). For the feedback that the picking cart is moving into the
wrong direction, according to the participants estimate, the color red makes the
most sense (N = 37, 82.2 %).

In the second part of the questionnaire different pictograms were compared. The
results of the normal performance people are indicated in the following figures by a
blue frame, the results of the disabled people are marked with a green frame.
Thereby a “confirmation hook” presented as the most appropriate symbol (N = 27,
60 %) for the feedback of the correct execution of a given task (Fig. 3).

As the most convincing symbol for feedback of an incorrectly performed task, a
red “X” was most commonly selected (N = 24, 53.3 %), see Fig. 4.

Fig. 3 Symbols for a correct execution of a given task
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The results of the pictograms for the feedback of grasping into the wrong
container were ambiguous. Symbol 1 with a “photographed hand” (N = 20, 44.4 %)
and symbol 5 with a “caricatured hand” (N = 19, 42.2 %) were the most meaningful
pictograms (Fig. 5).

When comparing the pictograms for the feedback of pushing the picking cart
into the wrong direction, the “one-way street” pictogram (N = 33, 73.3 %) turned
out to be the most suitable variant (Fig. 6).

For instruction how far the picking cart has to be moved until it is at the removal
position, the illustration of a simplified cart and a finishing flag is the most
understandable solution (N = 25, 55.5 %), see Fig. 7.

Fig. 4 Symbols for an incorrect execution of a given task

Fig. 5 Grasp in the wrong box

Fig. 6 Cart is moved into the wrong direction

Fig. 7 Moving cart

76 A. Baechler et al.



The instructions for the number of parts, which have to be taken is best illus-
trated on the third pictogram with a green background “European Uppercase
number” (N = 24, 53.3 %), see Fig. 8.

As a symbol for the removal of an object from a container symbol 3 (N = 23,
51.1 %) is the best suitable variant (Fig. 9).

4.2 Survey with Disabled People

A second survey using the same questionnaire, but with a target group of disabled
people also took place in May 2014 and covered a sample of 26 participants, 10
male and 16 female, aged 16–54 years (average = 34.1 years, standard devia-
tion = 10.4). For the survey disabled people of a sheltered workshop, which could
potentially work on an assistance system, were arbitrarily selected. The survey was
conducted by the pedagogical specialists of the sheltered workshop in interview
form.

The results clearly show that as a color guide for removal operations at the rack
the color green is the most appropriate (N = 14, 53.8 %). Also, as a feedback for the
correct removal, the color green (N = 17, 65.4 %) and as a false feedback removal,
the color red (N = 18, 69.2 %) is most suitable. As a color to guide the back setting
of an incorrectly removed part the disabled people associate, however equally red
and yellow as appropriate colors (each N = 11, 42.3 %). According to the partic-
ipants assessment, the feedback that the picking cart is moved into the wrong
direction, shows the color red (N = 13, 50 %).

Fig. 8 Number of parts

Fig. 9 Removal parts from a container
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The results of the second part show the symbol “thumbs up” (N = 10, 38.5 %) as
well as the symbol “Smiley” (N = 9, 34.6 %) as appropriate pictograms for the
feedback of the correct execution of a given task (Fig. 3). Similarly, these picto-
grams are also best suited in the negated form for feedback of an incorrectly
performed task (N = 10, 38.5 % and N = 8, 30.8 %) as shown in Fig. 4. The
comparison of the pictograms for the feedback of grasping into the wrong container
led to an inconclusive result. Both, symbol 1 “photographed hand” (N = 10,
38.5 %) and symbol 3 “halt stop” (N = 9, 34.6 %) were rated equally high (Fig. 5).
For the understanding of the feedback of pushing the picking cart into the wrong
direction symbol 2 “halt stop” (N = 11, 42,3 %) and symbol 1 “one-way
street”(N = 7, 26.9 %) turned out to be the most suitable (Fig. 6). An instruction of
how far the picking cart has to be moved until it is at the correct removal position is
given according to the assessment of the disabled people by the pictogram of a
simplified cart and a finishing flag (N = 14, 53.8 %). An instruction for the number
of parts, which have to be taken are best illustrated on pictogram 1 (N = 12, 46 %)
and pictogram 3 (N = 10, 38.5 %) with the “European Uppercase number” (Fig. 8).
To guide the removal of an object from a container, the photographic image with
the additional arrow symbol is the most suitable pictogram (N = 20, 76.9 %) see
Fig. 9.

5 Discussion

The results of the surveys display clearly which colors are best suited for which
activities. The only distinction in the color association between the disabled and
normal performance people is the color for the back setting of an incorrectly
removed part. Hereby the survey of the disabled additionally results with the color
red. It can be assumed that for this target group, red is considered as a signal color,
especially for deviant activities and that due to the limited education an uncon-
ventional color understanding is present among disabled people and people with
altered performance. Furthermore, differences occur at the feedback of a correctly
and incorrectly performed task for the evaluation of these pictograms. The normal
performance people associate these two activities mostly with a “confirmation
hook” or a red “X”, whereas the disabled people emphasize pictograms with a
human face, gestures and photographic images, such as “Smileys”, “Thumbs up or
down” and photos. The same phenomenon is also found in the results for the
understanding of grasping into the wrong container.

The pictographic symbols for the feedback of pushing the picking cart into the
wrong direction indicate significant different results, between the two user groups.
The favorite of the normal performance user group is the road sign “one-way
street”, whereas for the disabled user group the sign “halt stop” proves to be easier
to understand. This difference may result from the fact that the normal performance
people possess a driving license, and therefore have a significantly different
understanding of symbols.
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It is observed that the survey of the disabled people (in contrast to normal
performance people) often results in inconclusive results. This wide variation in
results may be explained with the fact that this group has different performance
levels or degrees of disability.

6 Future Work

The discussed results are characterized mainly by distinctive differences between
the two user groups. It is therefore necessary to ensure that two separate operating
systems are developed and that these systems are evaluated within the appropriate
user groups. This aspect must also be taken into account with the further devel-
opment of adaptive systems.

Furthermore, in a subsequent evaluation with other pictograms, special attention
should be given to the design with human faces, gestures and photographic images
to be able to respond adequately to the target group of disabled people. Addi-
tionally, the use of avatars could be investigated.

In such an evaluation the ambiguous results of this questionnaire could be
re-examined, by taking the factors described into account. Previous feedback and
suggestions from users such as the mapping of numbers with the corresponding
number of articles to be picked or images of cube numbers could also be
investigated.

In addition, the practical understanding must be proofed in another study with
reference to an experimental setup. So in a case of actual use it can be ensured, that
the understanding by the pictograms is given. It is even more important to carry out
this practical study with the target group of disabled people, to obtain representative
results for the assistance system in order picking.

In a final study the complete assistance system (including the selected picto-
grams) is evaluated in relation to the benefits (time and error rate) and stress with
the current standard versions of picking systems (paper pick list, Cart-Mounted
Display, pick-by-light).
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Mining Popular Travel Routes from Social
Network Geo-Tagged Data

Carmela Comito, Deborah Falcone and Domenico Talia

Abstract On line social networks (e.g., Facebook, Twitter) allow users to tag their

posts with geographical coordinates collected through the GPS interface of smart

phones. The time- and geo-coordinates associated with a sequence of tweets manifest

the spatial-temporal movements of people in real life. This paper aims to analyze

such movements to discover people and community behavior. To this end, we defined

and implemented a novel methodology to mine popular travel routes from geo-tagged

posts. Our approach infers interesting locations and frequent travel sequences among

these locations in a given geo-spatial region, as shown from the detailed analysis of

the collected geo-tagged data.

Keywords Social networks ⋅ Trajectory pattern mining ⋅ Semantic location detec-

tion

1 Introduction

Social media become very popular in recent years and is receiving an always increas-

ing attention from the research community as through the user-generated data it

embeds precious information concerning human dynamics and behaviors within

urban context. The ability to associate spatial context to social posts is a popular

feature of the most used on line social networks. Facebook and Twitter exploit the

GPS readings of users phones to tag user posts, photos and videos with geographical

coordinates.
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According to this view, people travelling and visiting a sequence of locations

generate many trajectories in the form of geo-tagged tweets. The time- and geo-

references associated with a sequence of tweets manifest the spatial-temporal move-

ments of Twitter users. This paper aims to analyze those trajectories to discover

people and community behavior, i.e. patterns, rules and regularities in moving tra-

jectories. The basic assumption is that people often tend to follow common routes:

e.g., they go to work every day traveling the same roads. Thus, if we have enough

data to model typical behaviors, such knowledge can be used to predict and manage

future movements of people.

In particular, the objective of this study is to provide the top interesting loca-

tions and frequent travel sequences among these locations, in a given geo-spatial

region. For interesting locations we mean the culturally important places, such as

National Gallery or Buckingham Palace in London (i.e. popular tourist destinations),

and commonly frequented public areas, such as shopping malls/streets, restaurants,

cinemas and bars.

To this aim we defined and implemented a methodology to mine popular travel

routes from geo-tagged posts of an urban area such as those collected from Twitter.

The proposed methodology consists of various phases allowing to collect tweets,

detecting locations from tweets, extracting travel routes through those locations and,

then, mine frequent travel routes using sequential pattern mining. We, then, derive

spatial-temporal information for each frequent travel route to capture the factors that

may drive users’ movements. In particular, for all the frequent patterns, we compute

a set of daily snapshots concerning the visited places, the movements among them,

and the duration of the visits at each location.

The rest of the paper is organized as follows. Section 2 overviews related works.

Section 3 presents the methodology. Section 4 describes the statistical analysis of

frequent travel routes. Finally, Sect. 5 concludes the paper.

2 Related Work

The rapid rise of social network has motivated a lot of studies on human mobility

and its implications in the social relationships and location-based services [2, 3,

10]. Although, to the best of our knowledge, few previous studies have been carried

out on the extraction of trajectories by exploiting only the geo- references of tagged

social posts. Our work shares the same aim as [11] of identify the most frequent

travel routes and the top interesting locations in a given geo-spatial region. However,

the authors in [11] mine trajectory patterns from photos on Flickr. They associate

semantics to the locations on the basis of associated tags that are contributed by users

for each photo. In contrast, the geo-tagged tweets we analyzed are lacking of such

information. Moreover, we deal with a huge quantity of data compared to them: their

most frequent trajectory is traveled by just 21 users, whereas in our case the same

trajectory is traveled by 176 users.
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Other approaches studied mobility patterns in a city during exceptional events

by observing micro-blog posts. As an example [5, 8, 9] used Twitter as a sensor to

detect natural phenomena. However, compared to our proposal they perform a more

coarse grain analysis of typical trajectories by considering a fixed set of areas in the

city.

A lot of research work has been done in trajectory pattern mining [1, 6]. Also with

respect to this branch of works, our approach presents elements of novelty that could

be considered as an improvement in the field. First, we deal with the more unpre-

dictable and irregular data of the Twitter social network, whereas they use GPS traces

of mobile devices or synthetic datasets. In addition, they lack some semantics about

the type of place in the travel sequences, which would allow a better understanding

of users’ patterns.

3 Methodology

Figure 1 outlines the main steps of the methodology we used to find people trajec-

tories. The first step is the collection of geo-tagged data; in our case we used as

data source Twitter. The second step is semantic location detection. Locations are

detected through dense clustering that allows to cluster GPS coordinates into specific

places and associate them to Foursquare categories when available. After locations

detection we generate trajectories or travel routes. We can then mine frequent travel
routes using sequential pattern mining. If a trajectory pattern repeats often, we con-

sider it as a frequent travel route. Finally, we extract spatial-temporal features so

as to capture the factors that may drive users’ movements. In the following of the

section we will describe in detail each of the steps of the proposed methodology.

Fig. 1 Methodology
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3.1 Collecting Tweets

We built a multi-threaded crawler to access the Twitter Streaming API. The crawler

collects the geo-tagged tweets filtered by location and processes the results to obtain

a dataset representing a sequence of daily snapshots.

The geo-located data mined in this work is a Twitter dataset of 7,424,112 tweets

issued by 292,195 mobile users in 6,098,148 distinct locations of the city of London

from June 2013 to November 2013, with an average number of tweets per day greater

than 40,000. We define a geo-tagged tweet as follows.

Definition 1 A geo-tagged tweet is defined as a triple tw = (u, l, t), where u is the
user id, l is the location expressed with latitude and longitude, l = (x, y), and t is the
timestamp of the tweet.

3.2 Semantic Location Detection

The semantic location detection step consists of two main phases: (i) location detec-

tion and (ii) semantic category association to the detected locations so as to obtain

semantic locations.
Location detection Due to imprecision of GPS, a specific place in the city might

be represented by slightly different GPS coordinates. Thus, it is necessary to cluster
the locations of the geo-tagged tweets so that each place is identified by a single pair

of geographic coordinates. To this aim, we used a dense clustering algorithm. The

result of the clustering is a model composed of a set of clusters; each of such cluster

corresponds to a geographic region that actually is a dense region visited by many

users. A dense region can be defined as follows:

Definition 2 A dense region stands for a geographic area of points that are densely
visited by users, meaning that many tweets have been posted from that geographic
area. It is, thus, characterized by a group of nearby GPS points and is represented
by the GPS coordinated of its centroid point.

Using a density-based clustering algorithm, we hierarchically cluster this geo-tagged

data into some geo-spatial regions (set of clusters) in a divisive manner. The close

geo-locations in the tweets from various users would be assigned to the same clus-

ters on different levels. Given this hierarchical structure, a node on a level of the tree

(that is a cluster of locations) represents a larger region that can be used to represent

its descendant nodes obtaining this way a lower granularity in the location identi-

fication process. In general, these regions covered by clusters on different level of

the hierarchy might stand for various semantic meanings, such as a venue, a sub-

urb and a district. To detect significant locations in a city, the algorithm parameters

are set such as to aggregate the geo-tagged locations at the extend of venues in the

city. To this aim we used a clustering neighborhood radius of about 100 m as it

is reasonable to take this value for the spatial extension of typical locations in city
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environments. This setting of the cluster radius parameter enable us to find out some

significant places such as museums, restaurants, shopping malls, etc., while ignoring

geo-regions without semantic meaning, like the places where people wait for traf-

fic lights or meet congestion. The evolution of the clustering algorithm is shown in

Fig. 2.

Fig. 2 Evolution of Clustering Algorithm: the tweets geo-locations (a) are grouped by the algo-

rithm so that each cluster respects spatial distance constraints (b). Each cluster of geo-locations is

represented by its centroid (c)

Category association The semantic category of a place is a significant information

that can be added to the traditional latitude-longitude coordinates used by online

social networks to represent a location. Once the clusters are detected we identify

place semantics. We formulate the problem as a supervised learning task where the

input vectors are designed according to: (i) a set of spatial-temporal features such

as stay duration, time of day, place popularity, extracted from irregular social posts;

and (ii) a Foursquare dataset retrieved by the Foursquare API. Specifically, we use

the Foursquare categories as the ground truth class attribute of the category classi-

fier. As compared to a raw GPS point, each location detected with our methodology

carries a particular semantic meaning, such as the shopping malls we accessed or

the restaurants we visited, etc. Moreover, we made a more fine grain classification,

retrieving by the Foursquare API, the precise name of places, e.g. London Eye, Buck-

ingham Palace, National Gallery and so on. Details about place semantic category

association can be found in [4].

Example 1 Figure 3 shows an example of semantic location detection obtained

through the proposed hierarchical dense clustering approach.

Analysing the Twitter dataset of London, with the semantic location identification

phase we automatically labeled 70177 locations.
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Fig. 3 Example of hierarchical clustering

3.3 Travel Routes Extraction

A travel route is a temporally ordered sequence of places visited by users. In a day

d a user u might visits one or more locations in a city. For each user we extract his

daily travel routes. A daily travel route is defined as follows:

Definition 3 A travel route is a sequence of locations visited by users during the
same day according to temporal order. It is represented as a sequence of n pairs in
the form (li, ti) where li = (xi, yi) and ti is the timestamp. We can, thus, define a travel
route as a spatial-temporal sequence of visited place:

TRu,d = vl0,t0 ⟶ vl1,t1 ⟶ … ⟶ vln,tn
According to the tree model defined for the location identification process, we also

obtain a hierarchy of travel routes. In particular, we connect the clusters of the same

level according to the extracted trajectories: if consecutive places on one route are

individually contained in two clusters, a link would be generated between the two

clusters in a chronological direction according to the time serial of the two places.

Example 2 Referring to the example shown in Fig. 3 we can derive the following

travel routes with different granularity detail:

TR1 ∶ BigBen → NationalGallery → ScienceMuseum → HydePark

TR2 ∶ St.James′s → TrafalgarSquare → ExbitionRoad → KensingtonGarden

TR3 ∶ Westminster → SouthKensington

Considering the finer granularity detail we derive the travel route TR1 among venues;

the travel route TR2 expresses the same travel path of TR1 but here the geo-coordi-

nates are aggregated at the extend of suburbs; in the travel route TR3 the aggregation

is at the extend of districts in London.
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To the aim of this paper we extract travel routes at the finest granularity detail, so

travel routes among venues in the city. We extracted 455422 travel routes with an

average cardinality of 3.31.

3.4 Mining Frequent Travel Routes

The extraction of spatial-temporal patterns from travel routes is a key point of our

methodology. Thus, the problem of trajectory pattern mining can be modeled as an

extension of traditional sequential pattern mining and association rule mining. The

idea is to determine sequences of places, which occur together frequently in the data,

and with similar transition times. The sequential pattern mining paradigm can be

extended to this case by incorporating temporal constraints into successive elements

of the sequence. Given the travel routes generated at the previous step, the sequential

pattern mining algorithm will find all the sequential patterns whose frequencies are

no smaller than the minimum support. We refer to the mined frequent patterns as

trajectory patterns or frequent travel routes.
We adopt a two-phase approach for mining popular travel routes: (i) the first phase

consists of applying sequential pattern mining on the location sequences; (ii) the

second one consists of extracting the most frequent maximal sub-sequences from all

the frequent sequences obtained with the sequential pattern mining algorithm. This

second step is necessary in order to ensure that trajectories with large segments in

common are not reported simultaneously. To this aim we modify the well-known

PrefixSpan [7] algorithm to obtain only maximal frequent patterns.

In the following is described a toy example of frequent travel routes mining.

Example 3 Let’s suppose to extract from the tweets of London the following travel

routes:

T1 ∶ BigBen → TheLondonEye → TowerBridge → TateModern

T2 ∶ BuckinghamPalace → MadameTussauds → BigBen → TheLondonEye → TowerBridge → WestminsterBridge →

ParliamentSquare

T3 ∶ BigBen → TheLondonEye → TrafalgarSquare → TempleofMithras

T4 ∶ BigBen → TheLondonEye → TowerBridge → WestminsterBridge → ParliamentSquare

T5 ∶ BuckinghamPalace → MadameTussauds → TowerBridge → TateModern

Given the above 5 travel routes the maximal frequent pattern mining algorithm deter-

mines the following frequent travel routes with a minimum support fixed at 2:

BigBen → TheLondonEye (frequency 4)

TheLondonEye → TowerBridge (frequency 3)

TowerBridge → TateModern (frequency 2)

WestminsterBridge → ParliamentSquare (frequency 2)

BuckinghamPalace → MadameTussauds (frequency 2)

Concerning our real evaluation of the London tweets, we mined 11959 patterns and

then we extract only the maximal frequent patterns with a minimum support of 25,
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obtaining this way just 923 maximal frequent patterns to which we refer to as frequent

travel routes. Of the 923 mined frequent travel routes, 451 concern routes traveled

by multiple users whereas 461 are routes traveled by just one user.

3.5 Spatial-Temporal Features of Frequent Travel Routes

This section describes how to obtain daily snapshots and statistics on the mined travel

routes.

We define a set of features that exploit different information dimensions about

users’ movement such as historical visits or social ties. The features answer to sev-

eral questions allowing to characterize the dynamics of human behavior and of their

activity together with the featuring of cities and urban areas. Among such questions

the following ones also included: (1) how popular is a travel route? (2) is a travel

route frequent? (3) how many popular locations are included in the route? (4) how

many people visit the location? (5) how long/ (6) when/ (7) how is the place visited?

We denote the set of frequent travel routes in the Twitter dataset as  , the set

of category  and the set of users  .

Number of journeys. The number of journeys along a travel route is the overall

number of times that the route is traveled; it corresponds to the support of the frequent

travel route f tr and can be defined as follows:

nJourney(f tr) = |{f tri ∈   ∶ f tri = f tr}| (1)

Number of distinct travelers. The number of people who travel a route is indica-

tive of its popularity. The number of travelers of a frequent travel route f tr can be

expressed as follows:

nTraveler(f tr) = |{u ∈  ∶ f tr,u ≠ ∅}| (2)

where ftr,u is the set of journeys in the travel route f tr by user u. According to that

we define a popular travel route as follows:

Definition 4 A frequent travel route is popular when the number of distinct users
traveling it is higher than 20% of the total number of users.

Number of journeys per traveler. This feature describes the periodicity of users

behavior along the trajectory. The feature is formalized as follows:

JourneyPerUser(f tr) =
nJourney(f tr)
nTraveler(f tr)

(3)

Travel route category. This feature characterizes the travel route in terms of the

category of the locations crossed in the route. Formally can be expressed as follows:
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(f tr) = {c ∶ ∀l ∈ f tr ,Category(l) = c} (4)

where ftr is the set of locations in the travel route f tr and Category(l) represents a

category of the location l.
Entropy of a travel route. This feature tells us how a travel route f tr is visited,

whether users tend to travel regularly the route at usual times or they transit in it

without any regularity. For this purpose we use the Shannon Entropy:

H(Xftr) = −
n∑

u=1
p(xu)logp(xu), where p(xu) = f (ftr, u) (5)

f (f tr, u) describes the distribution of the movements across the users, in other words

it is the user’s proportion of journeys at the route f tr and is defined as:

f (f tr, u) =
|f tr,u|

|f tr|
(6)

where ftr is the whole set of journeys in the travel route.

We expect a small entropy for routes involving Professional or College & Univer-

sity places in which people tend to have more stable and periodic behavior. In con-

trast, a higher entropy value implies that many users do journeys along the route f tr,
but they have very few journeys. This user behavior is typical along routes involving

Arts & Entertainment or Nightlife & Spot places.

4 Statistical Analysis of Frequent Travel Routes

In this section we present a statistical study on the twitter dataset described in

Sect. 3.1. In particular, we focus on the 451 routes traveled by multiple users obtained

after the mining phase, as detailed in Sect. 3.4. Specifically, we describe the daily

snapshots and statistics obtained on the mined travel routes by exploiting the spatial-

temporal features introduced in Sect. 3.5. The snapshots concern routes dynamics

such as the traveled paths, the visited places, the movements among them, the dura-

tion of the visits of each location.

The overall analysis of traffic flows across time and space reveal that the majority

of the frequent travel routes are tourist movement patterns, as the visited locations are

London’s most important historical and cultural sites. Moreover, the spatial-temporal

information featuring the travel routes, like the number of users traveling the route

(popularity), the number of journeys (frequency) along the route, and the regularity

of users behavior (entropy), outline the profile of touristic trajectories.

The average length of the analyzed frequent travel routes is 2.4. This number is

also confirmed in many studies in literature as reported in the study [11] where the

average length of touristic travel routes is 2, and in the study [12] where the authors
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explicitly say that it is not necessary to find out trajectories with long length as people

would not visit many places in a trip and for this reason in that paper they work with

2-length trajectories. The number of users traveling a specific route is indicative of

its popularity. Figure 4a shows the probability distribution function (PDF) of the

number of distinct users per frequent travel route, highlighting that about 86 % of

travel routes are traveled by a number of distinct users greater than 10, with a peak

when the number of user is 23. Among them, about 10 % of trajectories is visited by

more than 60 users.

(a) (b)

Fig. 4 Probability Distribution Function of number of distinct users (a) and number of journeys

(b) per frequent travel route

Figure 4b shows the PDF of the number of journeys per travel route. This value

gives information about the frequency of travel routes. The graph highlights a trend

similar to the previous distribution. In fact, more than 80 % of the travel routes are

traveled a number of times ranging from 10 to 60, while there is a few number of

travel routes (about 16 %) with a very large number of journeys; these last trajectories

cross the most popular tourist attractions.

Even if the volume of journeys and users per travel route is quite high, we observe

that the number of journeys per user is 1 or 2 for the 85 % of travel routes. This

depends on the fact that those travel routes are touristic and, thus, users occasionally

travel across them, as shown for some trajectories in Table 1.

In Table 1 we list the 20 top frequent travel routes. We can notice that most of

the frequent routes concerns visits to world famous historic sights, including Houses

of Parliament, Big Ben, Buckingham Palace, and other London attractions like the

London Eye and Harrods. Table 1 contains 16 travel routes, referred to as touristic
travel routes, characterized by a high number of distinct users traversing them (popu-

lar routes) and a high number of journeys along them. Important information is given

by the high entropy values, indicating that the behavior of visitors is not regular, in

fact they travel the routes on average only once, as confirmed by values in column

Journeys/Users.
We observe that the district of Westminster presents the highest tourist density with

travel routes covered by more than 170 users.

A different profile is presented by 4 trajectories in Table 1: T10, T12, T13 e T14,

referred to as residential travel routes. These routes are traveled by 2-3 users who
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Table 1 The TOP 20 frequent travel routes

ID Frequent

travel route

Tweets Users Journeys Journeys/

user

Entropy Time

(min)

Space

(km)

T0 Houses of

Parliament →
The London

Eye

581 235 244 1 7.85 122.34 0.43

T1 The London

Eye →
Houses of

Parliament

540 217 229 1 7.72 94.06 0.43

T2 Big Ben →
The London

Eye

490 195 205 1 7.58 97.96 0.46

T3 The London

Eye → Big

Ben

434 176 184 1 7.43 99.37 0.46

T4 Buckingham

Palace → The

London Eye

430 176 179 1 7.45 195.04 1.57

T5 The Tower of

London →
Tower Bridge

377 147 152 1 7.18 87.79 0.25

T6 Buckingham

Palace →
Houses of

Parliament

318 137 138 1 7.09 187.28 1.26

T7 Houses of

Parliament →
Buckingham

Palace

302 125 127 1 6.96 134.06 1.26

T8 Harrods →
Hyde Park

299 120 126 1 6.88 211.24 1.09

T9 Tower Bridge

→ Tower of

London

334 117 123 1 6.84 77.12 0.25

T10 Clapham

Junction →
ASDA

Clapham

Junction

533 2 119 60 0.07 114.56 0.24

(continued)
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Table 1 (continued)

ID Frequent

travel route

Tweets Users Journeys Journeys/

user

Entropy Time

(min)

Space

(km)

T11 Trafalgar

Square →
National

Gallery

276 116 118 1 6.85 60.04 0.08

T12 Red Lion →
The

Courtyard

Theatre

374 2 115 58 0.07 173.33 0.22

T13 ASDA

Clapham

Junction →
Clapham

Junction

507 2 115 58 0.07 90.60 0.24

T14 06 St. Chad’s

Place →
Burger King

483 3 114 38 0.14 93.84 0.29

T15 Hyde Park →
Harrods

257 96 112 1 6.51 200.37 1.09

T16 Buckingham

Palace →
Trafalgar

Square

274 107 111 1 6.72 142.34 1.22

T17 The London

Eye→
Buckingham

Palace

280 107 110 1 6.73 181.46 1.57

T18 The London

Eye → Tower

Bridge

254 103 105 1 6.68 195.84 3.08

T19 Tower Bridge

→ The

London Eye

247 101 102 1 6.65 182.68 3.08

repeat often the paths, in fact the number of journeys is high, consequently they are

frequent but not popular. In this case, the entropy is low because visitors run through

these routes in a periodic way, returning on different days. For instance, T10 and T13
represent the movement from a railway station to a grocery store and vice versa. The

users could be two employers of the store that arrive to work and come back to home

by train.

Table 2 shows the 20 popular locations. As we expected, it contains the London’s

most famous tourist attractions. These locations are characterized by a high num-

ber of distinct visitors and by a high number of visits. The FrequencyFTR column
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Table 2 The TOP 20 popular locations

Popular location Users Visits VisitPerDay Frequency

FTR

Reachability Incoming

The London Eye 1594 3323 21.58 52 24 25

Buckingham

Palace

1284 2784 18.20 52 29 22

Harrods 996 1898 12.82 45 23 22

Houses of Parlia-

ment

922 1728 13.09 27 14 12

Trafalgar Square 890 1879 12.28 39 20 19

Tower Bridge 765 1419 9.72 27 12 15

Big Ben 737 1431 15.39 25 11 13

Hyde Park 650 1089 7.83 25 13 12

The Tower

of London

539 988 7.06 22 12 10

Piccadilly Circus 501 894 11.92 21 9 12

Oxford Street 458 892 9.91 22 12 10

Westminster

Abbey

438 815 5.82 16 9 7

St Paul’s

Cathedral

374 655 4.85 17 10 7

Selfridges & Co 355 607 4.71 13 9 4

M & M’s World 337 493 3.79 15 5 10

Leicester Square 332 513 3.83 15 6 9

Frankie &

Benny’s

330 605 6.24 16 10 6

Tate Modern 302 433 3.52 11 6 5

London Pavilion 300 503 6.53 16 7 9

Westminster

Bridge

278 434 3.29 9 5 4

highlights that the locations can belong to travel sequences of different frequent travel

routes (f tr). For instance, The London Eye and Buckingham Palace are in 52 distinct

travel sequences. For each location, the table shows the number of other locations

that can be reached from the one (Reachability), and the number of places from where

the specific location can be reached (Incoming). In agreement with FrequencyFTR,

The London Eye and Buckingham Palace are the places that allow to reach and are

accessed by the highest number of places. We determine place semantics accord-

ing to Foursquare classification. Figures 5a, b show the categories distribution to

which the frequent travel routes and the visited locations belong, respectively. Both

the distributions highlight that the prominent activities of users are spending leisure

time in the outdoor (e.g., park, square, mountain and river) or visiting landmarks

(e.g. historic buildings, monuments, castles and gardens). In fact 42 % of routes has
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(a) (b)

Fig. 5 Categories distribution of the frequent travel routes (a) and of visited locations (b)

travel sequences among Outdoor & Recreation locations (Fig. 5a). Those locations

represent 27 % of the overall visited places (Fig. 5b). Over half of the travel routes

(53 %) visits places belonging to the categories Food, Shop & Service, Arts & Enter-
tainment, and Travel & Transport. Only 5 % of routes visits work, educational and

night-life locations. A similar pattern arises when considering the categories distri-

bution of visited locations in Fig. 5b. This evidence reinforces our hypothesis that

most of the travel routes are touristic movements.

5 Conclusion

In this paper we presented a novel methodology to extract and analyze the time- and

geo-references associated with social data so as to mine information about human

dynamics and behaviors within urban context. We performed a fine grain analy-

sis of unpredictable and irregular information coming from geo-tagged tweets. In

particular, we extracted a set of daily trajectories and we used a sequential pattern

mining algorithm to discover frequent travel routes. We then, defined a set of spatial-

temporal features over such routes and, accordingly, performed a statistical character-

ization of patterns, rules and regularities in moving trajectories. Future work include

the integration of such methodology in a recommender system for trip planning,

personalized navigation services, and location-based services useful for urban

planning and management.
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Enhancing Workspace Composition
by Exploiting Linked Open Data
as a Polymorphic Data Source

Giuseppe Desolda

Abstract In the last decade, the World Wide Web has been evolving as a data
infrastructure, where a wide variety of resources is increasingly being made
available as Web services. This trend is pushing the researchers to investigate
approaches like composition platforms, aimed at empowering end users to access,
compose and use these services. Despite the wide availability of data sources, due
to the specific and diverse end users’ information needs often no data source can
satisfy these needs. This limits the adoption of composition platforms in real
contexts and everyday use. In order to overcome this limitation, this paper presents
a polymorphic data source that exploits the wide availability of information
structured in the Linked Open Data cloud. To build this data source, a semi-
automatic annotation algorithm is presented that creates semantic annotations for
services available in a composition platform. An implementation of this approach in
a mashup platform is described.

Keywords Mashup ⋅ Linked open data ⋅ Semantic web

1 Introduction and Motivations

Over the past years, we have been facing a growing amount of heterogeneous data
sources available on the Web. When writing this paper, the site programmableweb.
com lists more than 12000 API to retrieve data or exploit functionalities. This paper
is about data retrieval APIs that can be classified into cross-domain (Wikipedia,
YouTube, Google, etc.) or domain specific APIs (Government, Life Science,
Music, etc.). This huge amount of information available on the Web and the
opportunities offered by Web 2.0 are pushing researchers to investigate new
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methodologies, technologies and mechanisms to allow laypeople, i.e., end users
without expertise in programming, to access and manipulate data sources by
exploiting visual mechanisms. In the last 10 years, different platforms with various
composition paradigms have been proposed [1, 2]. Typically, they implement
visual mechanisms to access, create, compose, modify and use data sources usually
available through the APIs. They are often known as mashup platforms.

According to [3], different features affect themashup quality, for example, the data
quality dimension, characterized by accuracy, timeliness, completeness and avail-
ability. Regarding this dimension and in particular the completeness, the data sources
available nowadays describe a portion of a domain and often do not include many
details. It is sometimes possible to overcome this limitation by composing different
data sources, but in some cases, when the end users’ information need ismore specific,
no data source could provide the useful information. This is a vast limitation in
exploiting mashup platforms in real contexts. In fact, although the current platforms
allow laypeople to easily use and compose data sources, often they cannot benefit
from a composition platform due to a lack of data sources if used in real contexts.

To overcome this lack of information and better satisfy the end users’ infor-
mation needs, this paper presents a new polymorphic data source built upon the
Linked Open Data cloud. It is called polymorphic because it provides mutable
information with respect to the data sources of which it is composed.

The remainder of this paper is structured as follows. Section 2 describes the
polymorphic data source, the use of Linked Open Data to build this data source and
the integration of the polymorphic data source in a mashup platform. Section 3
describes the annotation algorithm and its performance evaluation. Section 4 reports
related works. Section 5 concludes the paper and also outlines future work.

2 Polymorphic Data Source: a Source for Many Purposes

To explain the idea of a polymorphic data source, let us consider the following
scenario that refers to a typical situation when laypeople want to exploit a platform
to mashup services according to their needs, but at a certain point they leave it
because they do not find useful data sources available through the platform. “John is
using a mashup platform. He adds the SongKick service to his workspace to find
upcoming musical events in his city. He also needs to retrieve, for each event artist,
a list of related videos. For this purpose, John composes SongKick artist attribute
with YouTube. Now, John has two widgets in his workspace: SongKick and
YouTube; the first allows him to search upcoming musical events and the second
automatically performs a search (with the artists’ name) each time John clicks on a
specific musical artist in the list of upcoming events. Afterwards, he wants to know,
for each artist, details such as genre, starting year of activity and artist photo.
*Searching for useful services on the composition platform, John does not find any
service that satisfies his needs. Thus, John is not supported anymore by the platform
and has to go to the Web for a usual (manual) search for the specific information”.
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Let us now look at a scenario that is the same as the previous one until the
asterisk, but it goes on with the following. “To retrieve the desired information,
John decides to expand the SongKick artist attribute with the polymorphic data
source. When he chooses the polymorphic data source, the platform shows a list of
new properties related to the concept of musical artist. Thus, John decides to create
the new data source with the genre, the starting year of activity and the artist photo
properties. Henceforward, John can find a list of upcoming events on SongKick and
can visualize the additional artist’s information on the polymorphic data source by
clicking on a specific artist on SongKick (Fig. 1)”.

In the previous scenario, John could continue to compose SongKick with the
same polymorphic data source starting from other SongKick attributes. For each
attribute that John decides to expand, the polymorphic data source provides dif-
ferent properties related to the semantics of the starting attribute (for example, for
the SongKick place attribute, properties like borough, census, year and demo-
graphics should be shown). Thus, this type of data source is considered polymor-
phic because it can provide different information (properties) according to the data
source attribute that is selected. On the contrary, the classic data sources (YouTube,
Wikipedia, etc.) provide the same properties independently of the selected attribute.

2.1 Linked Open Data as a Basis for the Polymorphic Data
Source

The polymorphic data source is built by exploiting the huge amount of information
available in the Linked Open Data (LOD) cloud. In 2009, Tim Berners-Lee defined
Linked Data as “a set of best practices for publishing and connecting structured data

Fig. 1 Composition of DBpedia polymorphic data source with SongKick artist attribute
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on the Web” [4]. The goal of the Linked Data project is to publish data so that they
are readable by a human and an automatic agent. The LOD are Linked Data
distributed under an open license that allows its reuse for free. At the time of this
paper, there are more than 1000 KB datasets published in the LOD cloud.

Nowadays, one of the biggest KBs in the LOD cloud is DBpedia (the structured
version of Wikipedia). The DBpedia English version describes 4.58 million things,
out of which 4.22 million are classified in its ontology. In the DBpedia ontology,
there are 685 classes. Thanks to the availability of this huge amount of information
and its semantics structured in the DBpedia ontology, DBpedia has been chosen as
the starting point to create the polymorphic data source.

An annotation algorithm has been developed to annotate each attribute of each
service (available in a platform) with a class of the DBpedia ontology. Each class
has to be semantically similar to the attribute.

2.2 An Implementation in a Mashup Platform

The algorithm and the polymorphic data source have been implemented in the
mashup platform described in [5]. This platform provides a composition paradigm
elicited during users’ studies [6] and evaluated during field studies in cultural
heritage and technology enhanced learning domains [7]. The platform is imple-
mented by using Primefaces, an open source User Interface (UI) component library
for JavaServer Faces (JSF) based applications. It is deployed on a remote Apache
Web server and a Mysql database is used for the user account management. It
provides different mashup mechanisms to access, compose and use services. In
particular, the end user can add services to his own workspaces and can compose
services by using two mashup mechanisms called join and union [6].

In this paper only the join composition is considered. As reported in the sce-
narios, with the join function the user composes a service A with a service B, in
order to expand the results of service A with details provided by service B. This
composition is assisted by a wizard procedure that the user activates by clicking on
a gearwheel button in the upper right corner of the service widget. By clicking on
this icon, the user (1) selects the attribute that he wants to expand, (2) selects the
data source from which to gather information (DBpedia in our case), (3) chooses a
visual template to visualize the new results and finally (4) uses drag&drop to map a
subset of service attributes into the visual template. The fourth step is the most
interesting for the aim of this paper. In fact, while composing a service with another
‘traditional’ service the list of attributes in step 4 is always the same, by choosing
the polymorphic data source the list of attributes is different in relation to the
semantics of the selected attribute during step 1.

In the current implementation, the service that provides details is shown as a
window only when the user clicks on a specific item (e.g., click on “the Weeks”
artist in Fig. 1). This visualization emerged as requirement during the users’ study
described in [6].
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3 An Algorithm for Data Source Annotation

This section describes a semi-automatic algorithm that creates semantic annotations
for services available in a composition platform. Its performance evaluation is also
reported.

3.1 Generation of a Set of Candidate Classes to Annotate
Attributes

In order to create this polymorphic behaviour, a mapping step is required between
all data source attributes registered in the platform and the DBpedia ontology
classes. In general, this problem falls in the ontology matching area. In order to start
from consolidated approaches, the methodologies surveyed in [8, 9] were investi-
gated with the aim of creating an ad hoc solution based on the literature, without the
pretension of building a new ontology matching methodology. Furthermore, a great
deal of specific literature in the semantic web area has already been produced for
the problems of semantic annotation of a service [10]. These approaches have been
taken into account to design the proposed algorithm.

The proposed solution can be classified as a semi-automatic and instance-based
annotation algorithm. As is described in the following, it is defined as semi-auto-
matic because a user has to provide a set of example queries (about 10) when a data
source is registered in the platform. Furthermore, it is defined as instance-based
because it infers a set of candidate classes to annotate the attributes starting from the
results (instances) of the queries. The main goal of the algorithm is to annotate each
attribute of each service with a DBpedia class that is semantically similar to the
attribute. The algorithm is reported in Table 1. The criterion for choosing the most
important class, as specified in line 12 of Table 1, is illustrated in Sect. 3.2.

In order to understand the algorithm, an example of its execution on a real data
source is here reported. Let us consider SongKick data source s and a setQ of queries
on it (e.g., London, Liverpool, Rome). This set Q is manually provided only once at
the time of service registration in the platform. Each instance of the SongKick results
is characterized by the set of attributes A = {artist, place, event_type, event_name,
date}. The algorithm starts by executing all the queries in Q on SongKick and by
collecting all the results in set I. For each attribute ai in A, the algorithm considers all
the instances selecting only the ai attribute values. For example, after having queried
SongKick with queries in Q, for the artist attribute the algorithm creates set Iart-
ist= {Ligabue, U2, One Direction, Taylor Swift,…}, that is a set of musical artists who
will perform at places stored in Q. The algorithm uses each instance of Iartist to query
DBpedia. The aim is to find the same instance of each element in Iartist as a DBpedia
thing and add its classes in set L_temp. Obviously, although the instances of each
attribute have the same meaning (for example, all artist instances are singers), not all
the retrieved DBpedia things are instances of the same class. Thus, at the end of the
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execution on all the attributes, the results appear as shown in Table 2, where theClass
column indicates the DBpedia classes inferred for each attribute and the % column
indicates the frequency of the classes at the end of DBpedia queries. Furthermore,
when the algorithm queries DBpedia, sometimes the retrieved things are wrongly
classified. For example, when DBpedia is queried with the ‘Ligabue’ string, three
thing instances of different classes are retrieved: one instance of Artist (Luciano
Ligabue, singer), one instance of Agent (Antonio Ligabue, painter) and one instance
of Italian_opera_singer (Ilva Ligabue, opera singer). Obviously, the second and third
things are false positives that create noise in the set L_temp. However, it is empirically
observed that this noise represents only a tiny percentage (typically less than 4%). For
this reason, no classes less than 4 % are considered in the rest of the algorithm.

Until now, the algorithm has collected a set of promising (candidate) classes to
annotate attribute data sources. The easiest annotation solution could be to select the
most frequent class (In Table 2 Agent for Artist, Event for EventType and Place for
Location), but the performance of this solution is improved by the second step of
the proposed algorithm that takes into account both the class frequency and the
ontology tree structure.

3.2 Choosing the Best Class from the Set of Candidates

The starting point for choosing the best class for each data source attribute is the set
of promising classes that the algorithm has built in the previous step. The goal of
the next step is to assign to each class in Table 2 a rating that takes into account
both the class frequency and the ontology tree structure. In the end, the class with
the highest score is used to annotate the service attribute. To explain why the tree
structure is important, consider the DBpedia sub-tree in Fig. 2. In that figure the

Table 1 The instance-based semi-automatic annotation algorithm
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sub-tree of the DBpedia ontology is depicted; it has been built by considering, for
an easy explanation, the first ten candidate classes of the attribute Artist in Table 2.
If the algorithm annotates the Artist attribute with the most frequent class, then the
Agent class (14 %) will be chosen. However, by looking inside the semantics and
the properties that characterize this class, it is evident that the Agent class is too
general for the concept of the musical artist of the SongKick Artist attribute. We
need to choose a more specific class. There are two aspects to consider, in order to
annotate data sources with the best classes: the class coverage and the number of
properties. The class coverage is the percentage of retrieved DBpedia instances
covered by each class (node percentages in Fig. 2) and it is calculated as sum of
class percentage with all its sub-class percentages. This value is higher in the
ontology top level classes and vice versa, because each class also cover the sub-
class instances. On the other hand, the more specific is the class, the more properties
the user can choose when creating the polymorphic data source. For this reason, the
proposed algorithm tries to find a trade-off between the class coverage and the
number of properties.

Table 2 Candidate classes for annotable attributes of the SongKick data source; the Class column
indicates the DBpedia class associates; the % coloumn indicates the frequency of each class

Artist EventType Location
Class % Class % Class %
Agent 14 Event 25 Place 17
Work 13 FilmFestival 25 Settlement 11
MusicaWork 12 Organization 13 PopulatedPlace 11
Organization 7 Television 13 Work 6
Album 7 Agent 12 Album 6
Person 7 TelevisionShow 12 MusicalWork 6
Band 6 Agent 6
Artist 6 Organization 6
Single 5 Building 6

MusicalArtist 5 Architectural 6
… … … …

Fig. 2 Sub-tree of the DBpedia ontology built by using the SongKick artist attributes. For each
node, the percentage indicates the class coverage
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In order to take into account these aspects, the x-value is introduced. It is an
index that quantifies the semantic similarity between a class and an attribute con-
sidering both the frequency and the ontology structure. In particular, to consider the
ontology structure, the algorithm starts by generating all the combinations of the
sub-trees built with the classes in the list of candidates. The length of these groups
ranges from 2 up N (where N is the number of candidate classes of an attribute). For
each class in these sub-trees, the algorithm calculates the x-value. At the end of the
computation, each class has many x-values, but only the highest value of each class
is considered for the final ranking. The generation of these groups is performed to
explore all possible paths in the ontology tree, as also performed in [11]. In par-
ticular, when the algorithm generates all sub-trees, new classes could be added to
the candidate list. For example, let us consider the Fig. 2 and suppose that the
MusicalWork class is not generated in the candidate list of Table 2. During the
generation of all sub-trees, when the Single and Album classes are used to create a
sub-tree, also MusicalWork is considered because it is their common ancestor.
Thus, MusicalWork is added in the candidate list and its x-value is calculated.
Choosing the MusicalWork, or an ancestor in general, the coverage could be higher
than its sub-class coverage, maintaining a good number of properties that describe
the semantics of the considered data source attribute.

The formula of an x-value that estimates the power of a class into each sub-tree
is:

x− value= classAncestorRatio+ parentPower+ nodePowerð Þ%class.

Let us analyse in detail each component. The first one is classAncestorRatio.

classAncestorRatio=
%class * nLevelScore

%commonFather * nLevelScore

This value takes into account the coverage of the current class with respect to the
coverage of the first common ancestor in the sub-tree. To penalize classes in the
higher levels (such as the ancestors), the numerator and denominator are multiplied
by the nLevelScore, a number that ranges from 1 to 100 and it is calculated as:

nLevelScore= ð100=OntologyDepthÞ * classLevel

In this formula, the OntologyDepth indicates the maximum depth of the ontol-
ogy (7 in DBpedia), while classLevel specifies the depth of the considered class. It
is evident that nLevelScore is high in deeper levels and low in higher levels. In this
way, in the classAncestorRatio, the classes at higher levels are penalized.

The second component in the x-value is the parentPower. It quantifies the
impact of the common ancestor with respect to all the classes at the same level.
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parentPower=
%TotRoot

%TotRootLevel
classPower=

%class
%allClasses

In this component, %TotRootLevel is the sum of the coverage rate of all classes
at the same level of the sub-tree root. The %TotRoot is the coverage rate of the sub-
tree root. This component is introduced in the x-value to solve the problem of the
class sparsity in a tree. Let us consider in the Fig. 2 the Work and Agent classes.
When sub-trees with Work or Agent as ancestors are generated, this component has
a high value in Agent sub-classes. In this way, the x-value rewards sub-classes in
the Agent branch instead of those in the Work branch.

The third component is the classPower, which indicates the weight of the
considered class in the sub-tree. In classPower, the %class is the percentage of the
class considered in the sub-tree and %allClasses is the sum of the percentage of all
classes in the considered tree.

At the end of the generation of all trees and the calculation of the x-values, the list
of candidate classes is expanded with all the new ancestor classes of the generated
sub-tree. Each class has several ratings, one for each group in which it appears. The
class with the highest score is selected to annotate the service attributes.

3.3 Performance Evaluation of the Annotation Algorithm

To the best of our knowledge, no datasets with data sources attributes exist
annotated with DBpedia class. Thus, to establish the performance of the algorithm,
two experts created and manually annotated a set of 7 services (for a total of 18
annotable attributes) by using DBpedia classes. In fact, not all the services attributes
can be annotated with a DBpedia class (i.e. URL attributes). Furthermore, due to the
nature of the algorithm, the numerical attributes (ticket price, temperature,
humidity, height, weight, etc.) cannot be annotated because it is impossible to infer
the classes from numerical values. As described in the Future Work Section, this
limit can be overcome by combining the proposed approach with natural language
processing of the attribute name [12, 13].

To evaluate the performance of the automatic annotation algorithm, a new metric
called Accuracy is introduced. First, a score has been associated with each attribute
comparing its automatic annotation to the manual one (AAA stands for Attribute
Automatically Annotated; AMA stands for Attribute Manually Annotated). In
particular:

• 10 points if AAA = AMA;
• 8 points if AAA is at the same level of AMA (not the same, but very similar

semantic);
• 7 points if AAA is 1 level up/down from AMA as a sub-class or a super-class;
• 5 points if AAA is 2 levels up/down from AMA as a sub-class or a super-class;
• 0 points in all other cases.
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The Accuracy of the overall automatic annotation is calculated as:

Accuracy=
∑N

i Ai

∑N
i MAXscore

In the Accuracy formula the numerator is the sum of the accuracy of all the
attributes, instead the denominator is the sum of the MAXscore that is the maxi-
mum accuracy that an attribute can have (10 in our case). The final accuracy ranges
from 0 to 100. The Accuracy is calculated both for the annotation performed by
associating the most frequent classes in Table 2 (baseline) and for the annotation
performed by associating the classes with the proposed algorithm.

As shown in Table 3, it is evident how important it is to consider the ontology
structure during the automatic annotation procedure. In fact, in the latter (91 %) the
accuracy is clearly improved.

This metric is quite different with respect to the ones such as precision and recall
used for the service semantic annotations [13]. In fact, the classic precision and
recall consider true and false values, if the automatic annotation matches the manual
one. However, in our case, we can also consider as good annotations classes like
super-classes/subclasses, but penalizing them because they do not match exactly the
manual annotation. The penalizing factor has been empirically established.

4 Related Work

The core of the entire paper is the new polymorphic data source, introduced in the
composition platforms to overcome the problem of lack of data source. To build
this type of data source, the services available in composition platforms need to be
enriched with semantic annotations. To the best of our knowledge, no previous
works have tried to solve this problem with similar data sources. However, much
effort has been dedicated to enriching Web services with semantic annotations, as
described in [10]. In general, the goal of semantic annotations is to improve the
mashup platforms with mechanisms like service recommendation, to assist the users
during composition [14] or service discovery [15]. This is a hard problem because
the Web APIs lack explicit and sufficient semantic information. In fact, API pro-
viders usually offer details like input and output parameters in the form of
unstructured text in their Web page. A system that tries to exploit this HTML

Table 3 Accuracy
comparison between the
baseline and the algorithm

Accuracy

Baseline 56 %
Algorithm 91 %
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information is SWEET that assists the user in manually annotating services with
hRESTS and MicroWSMO formats with Web page information [16]. However, the
weakness of this approach is the heterogeneity of the provider Web pages, the lack
of information and the manual end user effort that limits the large-scale service
annotation.

To overcome the limits of manual methods, different semi-automatic approaches
have been proposed. For example, two different solutions reported in [12, 13]
annotate services with DBpedia classes and their attributes with DBpedia properties
based on syntactical matching and other natural language processing techniques.
Although the fact that these approaches seem promising, they still require the
intervention of an expert to set-up the system by adding low-level APIs details [12]
and, mostly, the presence of WSDL service descriptors that are not available for all
Web APIs and that still require a heavy manual effort.

In order to overcome the limitations identified in the literature, the annotation
algorithm proposed in this paper has been designed to be: (1) usable by laypeople
(no expertise is required to provide example queries), (2) fully automatic (except for
the typing of a set of queries) and (3) not constrained by the presence of an HTML
or a WSDL service description. It is also reusable, in order to annotate services with
other ontology classes (e.g., Freebase or Yago).

5 Conclusions and Future Work

This paper describes a polymorphic data source, a solution that aims to address an
important limitation that affects the use of a composition platform in real contexts.
In order to build this new polymorphic data source, an annotation algorithm has
been developed. The initial results reveal that the algorithm creates good annota-
tions that reflect a good quality of the polymorphic data source.

Although the algorithm performance appears encouraging, the proposed algo-
rithm does not aim to solve ontology matching problems. It is only based on the
literature and is an ad hoc solution for the specific problem. Thus, one aspect that
could be addressed in the future is the improvement of the algorithm by investigating
techniques as, for example, NLP approaches [12, 13], to improve the annotation
accuracy and to annotate non-annotable attributes (e.g., the numerical attributes).
Finally, user studies are planned to evaluate the benefits of a polymorphic data
source.
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Benjamin Franklin’s Decision Method
is Acceptable and Helpful
with a Conversational Agent

Daniel Mäurer and Karsten Weihe

Abstract In this paper, we show that rational decision-making methods such as

Benjamin Franklin’s can be successfully implemented as a text based natural lan-

guage dialog system. More specifically, we developed a prototype, vpino, and con-

ducted a user study. Vpino acts maieutically: the questions raised by vpino encourage

the user to reflect about potential options and arguments and help her structure her

thoughts. To maintain a real dialog, vpino unobtrusively attempts to keep control

of the conversation at all times. Serious, motivated users evaluated acceptance and

usefulness of vpino quite positively. Users that are more open to computer based

decision support held better and more fruitful dialogs than those with a sceptical

attitude. This quantitative result conforms well to our qualitative observation that

vpino shows good human like behaviour whenever the user is serious and motivated.

We also found that users with a more hypervigilant approach to decisions particularly

benefit from vpino.

Keywords Decision support ⋅ Rational decision coaching ⋅ Conversational agent

1 Introduction

The goal of this work is to find out if a text based dialog system in natural language

can effectively support humans in making decisions on a distinctly rational basis.

We consider decisions of individuals only, not group decisions. Ideally, the user will

forget she is working with a software system and believe she is chatting with a human.

In addition to general effectiveness and user acceptance, we want to find out how

the user’s personality and her usual approach to decisions may affect success of the

dialog.
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Of course, a successful conversation requires a reasonable level of motivation

and cooperation from the user; users who do not take the system seriously or try to

challenge it will not enjoy target-aimed dialogs. Therefore, we distinguished between

motivated and cooperative users and other users in our evaluation.

In this work, we explore the potential of IT for simulated human coaching or con-

sulting. More specifically, we developed vpino, a prototypical text based dialog sys-

tem in German language that supports individuals in making a decision on a rational

basis. The intended field of application for our system is decision problems from any

domain, where a mathematical problem formulation is not accepted by the user or

does not exist at all. In our user study, the participants could freely choose their deci-

sion problems. For example, many participants chose individual career decisions.

A human coach does not necessarily know anything about the domain and often

has but a vague understanding of the decision to be made. However, such a coach

may do a good job because she has a thorough understanding of structured decision-

making. This observation gives a perspective for a tool such as vpino: A general-

purpose tool cannot understand the problem in depth, but nevertheless, it can help the

user to clarify the problem, determine obscurities, and guide the user to a solution.

Exactly that is the purpose of vpino. Our system is not an expert on specific

problem domains. The intelligence/value of our dialog system is not in its ability

in detailed understanding what the user says. Rather, it is an expert on structuring

the user’s implicit knowledge and merely assists the user like a human coach.

Therefore, the system does not make a decision, nor does it suggest a particular

option. Instead, the dialog system guides and leads the user through a chat dialog

while hiding the details of the underlying methods on decision-making. Behind the

scenes, vpino systematically structures the user’s decision problem in a rational way.

Various concepts for rational decision-making have been proposed throughout the

last centuries. We base vpino on Benjamin Franklin’s famous method, but extend his

method to multiple options.

Technically, vpino is a mixed initiative dialog system, in which both the user and

the system are free to send messages and take the initiative at all times. The key

is that, nevertheless, vpino keeps control over the dialog in a way that will not be

noticed by the user.

Background and literature Decision-making is commonly defined as a cognitive

process with the goal to select a final choice from a set of options. This involves

handling information, uncertainty and resources and is highly influenced by psycho-

logical factors. The range covered by vpino is very broad, from private decisions

up to management decisions in companies. A large set of guidebook literature on

decision-making has been published. Consulting a coach or counsellor is a more

expensive alternative.

The subject of decision-making has been covered by many research disciplines

like psychology [1, 6] and business economics [3, 16]. While the early software

solutions were based on spreadsheets, recent systems usually come with web-based

interfaces. Most of the decision-making software developed in the last decades are

based on mathematical methods such asmultiple-criteria decision analysis (MCDA).
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In contrast to our work, the focus of MCDA lies on formal methods and mathematical

models to calculate an optimal solution.

Our focus is completely different: rational decision-making in the spirit of

Benjamin Franklin [4], often referred to as pros and cons, realised in a natural lan-

guage dialog system (NLDS). Franklin’s approach begins with framing the problem

and building a list of pros and cons, which are weighted and rated regarding to risk,

probability of occurrence and importance. In a reflection step, the ratings and weights

are reviewed to form further conclusions about the possible options.

NLDS are now used in many domains. However, none of the current systems

focuses on general decision support or coaching. The majority of NLDS are designed

for rather specific topics in domains such as healthcare, education, gaming or sales

and support [5, 7, 9, 11, 13, 15]. In [10], we conducted a user study using a dialog

system as a true virtual coach for transferring newly acquired communication skills

in everyday work. We found that using an NLDS can perform better than using an

online diary, in which the users had to fill out a form every day, depending on the

participants’ personality trait “openness to new experience.”

One of the first NLDS was ELIZA [17], a simulation of a Rogerian psychothera-

pist. ELIZA was implemented using simple pattern matching techniques. Responses

are generated by substitution of key words, which were extracted from the user’s

utterances, into predefined phrases. Nevertheless, it was taken seriously by a sub-

stantial number of users. The most prominent examples for state of the art systems

on natural language personal assistance, question answering or information retrieval

are Apple’s personal assistant Siri
1

and IBM’s Watson [2]. In contrast to vpino, both

are request-response systems with a focus on information retrieval, not holding a

complete dialog.

2 Concept of Vpino

From the user’s point of view, the system is presented as a web based html5 interface.

It was designed to look familiar and similar to common messaging user interfaces as

known from Facebook or other common chat programs. Our system does not reply

to user input immediately. Instead, it waits for a short period of time before posting

our response. This makes the interaction feel more natural and allows the user to add

further text. On further input, the system’s response is recalculated and finally pre-

sented to the user. In the following, we present our adaptation of Benjamin Franklin’s

decision analysis approach and the dialog plan from a non-technical perspective. All

information gathered throughout the conversation is stored in a structured knowledge
memory (SKM). Vpino’s reactions follow a dialog plan, which is ad-hoc composed

from pre-designed building blocks (subdialogs) during the dialog. Most subdialogs

require that some specific pieces of information have already been gathered in the

SKM. The next subdialog is chosen among all those for which this requirement is

fulfilled.

1
http://www.apple.com/ios/siri.

http://www.apple.com/ios/siri
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2.1 Structured Knowledge Memory (SKM)

Franklin’s approach frames the decision problem into an either/or or yes/no or

for/against decision. After that, the user basically sets up a list of pros and cons and

rates each argument regarding the risk and chance. In contrast to Franklin, we allow

more than two options (not more than five to keep the dialog focused). We keep

an SKM, which is organised in a tree-like structure. The root represents the deci-

sion problem as a whole. The descendants of the root are the individual options.

Each option has two types of descendants: the pro arguments and the con argu-

ments. Throughout the dialog, the tree grows dynamically and the options are added

according to vpino’s questions and the user’s answers. Each of these nodes holds a

set of attributes. The attributes are set step-by-step throughout the dialog. For each

attribute, vpino asks a specific question requesting that particular piece of informa-

tion. The user’s answer is always stored in the SKM as plain text, mainly for reference

resolution and for extracting specific information at later stages (e.g. to present a list

of all options or a list of all pros to the user later on). For an attribute that is boolean

or numerical or a reference to another attribute, this piece of information is extracted

from the text and stored in addition for later access.

– Attributes of the decision problem: The SKM stores the list of options and the

user’s general description of the problem, the users’s short-term and long-term

goals, and whether a compromise is possible and desired. Furthermore, the SKM

stores the user’s criteria for a hypothetic/theoretical optimal solution, and whether

or why these criteria are realistic goals.

– Attributes of an option: For each option, besides the list of pro and con arguments,

the SKM stores the user’s answers on the following aspects: a description of that

option, a shortcut description in a few words and finally risk and chance of that

option.

– Attributes of an argument: Arguments include the user’s description of that argu-

ment and a boolean flag indicating whether or not this argument is rated as partic-

ularly important by the user.

Besides the information about the decision problem given by the user, the SKM also

stores internal information about the dialog state, which is used for selection of the

subdialogs during the conversation.

2.2 Dialog Plan

The resulting dialog plan consists of three stages, which the dialog system follows

in a strict order. Each stage consists of a set of specific questions that the user needs

to answer before she is silently guided to the next stage:

1. Problem framing and goal setting This is called problem framing in Franklin’s

approach. Beyond Franklin, we aim to manage the user’s expectations and set goals



Benjamin Franklin’s Decision Method is Acceptable . . . 113

for the conversation. More specifically, we clarify what the dialog will do and what

it will not do, especially that vpino will not suggest any option. This stage covers all

attributes for the Decision Problem in the SKM.

2. Options and arguments collection In the second stage, we let the user describe

her options and the pros and cons for each option, step-by-step. This stage includes

questions for all attributes of Options and Arguments in the SKM. Furthermore, the

user may identify particularly important pros and cons. The approach suggested by

Franklin rates each pro and con separately with regard to risks, their probability of

occurrence and importance of that argument. In contrast, the user of vpino has to

rate each option as a whole instead of each argument separately. We did this to keep

the dialog shorter and avoid boring the user with repeated requests on every single

argument. The definition of risk is left to the user. This is the right way for a system

such as vpino, which only supports the user in reflecting on her thoughts (in contrast,

a system that indeed computes and suggests a decision, must come to a consensus

with the user on the exact meaning of ‘risk’). Finally, the user is asked to identify a

favourite option.

3. Review and next steps After collecting options and arguments and considering

them separately, the goal of this stage is to elaborate a more differentiated view on

the options by relating them to each other. As mentioned before, vpino does not

suggest a solution at any point. Instead, it always tries to encourage the user to reflect

about the options to come to a conclusion by herself. Vpino verbalises/paraphrases

the options based on the available information in the SKM from a pre-formulated

set of text snippets. In particular, based on a combination of the risk/chance ratio,

the number of arguments and whether there were more important pros or cons, vpino
creates a positive, negative or neutral paraphrasing of that option. The following is an

actual example for the resulting text generated by vpino (translated from German):

In the beginning, you said you cannot point out a favourite option yet. Option
‘moving to berlin’ yields a high chance with a low risk. On the other hand, your cons
seem slightly overweight the pros here. In contrast to that, your option ‘hamburg’
seems rather risky with a low possible gain. Furthermore, cons seem to outweigh the
pros here. When comparing these two, what are the reasons to still consider option
‘hamburg’ as a solution?

In most dialogs in our user study, the user named three or fewer options. After

generating a paraphrase for each option, vpino selects a pair of options, preferably

including the user’s favourite and options with interesting risk/chance or pro/con

ratio. An option is interesting if it is either biased, for example a strong overweight

of pros or cons: or if it is ambivalent, for example, a very high risk combined with a

very high chance, or many important pros and many important cons simultaneously.

The user is asked to compare the selected pair of options. Thereby, we try to reveal

problematic or obvious options the user has potentially not taken into account yet. Of

course, pairwise comparison could be repeated for all other combinations of options

as well. However, for our study, we limited the comparison to two options to avoid

that the conversation becomes lengthy and tedious.
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At the end of this stage, the user should be able to point out a favourite option.

The user is asked to identify her favourite option and justify/reason why this option

is favoured. Finally, the user is asked to sum up the results and make a plan for the

next steps before vpino finishes the dialog politely.

2.3 Behind the Scenes

To refine our three-stage decision support dialog, we have developed a hierarchical

dialog model, called the dialog plan. The highest level of the dialog plan consists

of the three stages from Sect. 2.2. The stages are subdivided into subdialogs, where

each subdialog represents the part of the dialog that is devoted to a specific detail

in the SKM (a new option or argument or the value of an attribute). More precisely,

each subdialog models all possible dialog turns needed to more or less successfully

answer vpino’s question for a specific detail.

A subdialog is initiated by a question from vpino, which targets the information

on that specific SKM detail. For our dialog system to hold a reasonable conversa-

tion, vpino has to understand at least what type of dialog act [14] the user performed.

However, vpino does not understand the actual content of that message. A subdialog

handler defines vpino’s reactions to all user dialog acts types for that subdialog. For

example, vpino asks a question and the user answered with “I don’t know”. Vpino
classifies this user response as a passing and selects its response from a set of valid

pre-formulated text snippets. After a user’s passing, linguistically valid response

types would be insist, restate question or accept. Depending on the current state

of the subdialog, vpino chooses one of these response types and writes a pre-defined

response. After finishing a subdialog, the user messages are parsed once again for

content and the relevant piece of information is stored in the SKM. Due to lack of

space, we cannot go into further detail here.

3 User Study

We conducted a study to evaluate user acceptance and effectiveness of the vpino
dialog system. Our study was conducted as a field experiment with 128 (38 female)

participants, who voluntarily signed up. On average, participants were 25.14 years

old (SD = 6.04). The study was conducted via a web-interface that allowed the partic-

ipants to choose time and location freely. We offered a 10e incentive for successful

participation.

In a pre-test, we tested for the participant’s approach to decisions, the Big Five

personality traits and their attitude towards decision coaching dialog systems. The

participant’s decision type was tested with the Melbourne Decision Making Ques-

tionnaire [8] on a five-point Likert scale (0 = disagree strongly to 4 = agree strongly).

The attitude (atti) towards computer based decision coaching was measured by a
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scale based on 5 items (Cronbach’s 𝛼 = 0.744, A chatbot can help me with solving
my problems in general, A chatbot can help me with personal problems, A chatbot
can help me with decision problems, I would discuss private topics with a chatbot,
I would discuss career-related topics with a chatbot.) on a five-point Likert scale

(0 = disagree strongly to 4 = agree strongly). We tested the Big 5 personality traits

openness, conscientiousness, extraversion, agreeableness and neuroticism with the

Big 5 inventory by [12].

The dialog phase follows the pre-test immediately. In this phase, users talked to

vpino on a rational decision problem of their own choice.

The dialog was immediately followed by a post-test to evaluate effectiveness of

the decision problem, general user acceptance and self-perception of the participant’s

own work with the dialog system. The effectiveness of vpino on decision-making was

measured by 7 items (Cronbach’s 𝛼 = 0.913, I have reached my goal, I have made a
decision, I realised what next steps I have to take, I have have gained clarity on my
situation, I feel emotional relieved, I feel satisfied, The dialog was motivating) in the

post-test on a five-point Likert scale (0 = disagree strongly to 4 = agree strongly).

The user’s self-perceived work and cooperation (spwc) was measured by 3 items

(𝛼 = 0.694, I reacted the same as I would have with a human chat partner, I was
respectful, I am satisfied with my own work during the dialog.). Pearson correlations

between spwc, atti and the evaluation results will be presented in Table 2. The gen-

eral overall evaluation of user acceptance and usefulness (eval) were measured by 5

items (Cronbach’s 𝛼 = 0.923, Working with the decision helper was fun, The con-
versation was motivating, I was positively surprised by the dialog system, I would
recommend the conversation with vpino to others. ) on a five-point Likert scale (0 =

disagree strongly to 4 = agree strongly) and How would you rate your experience
with the dialog overall? (4 = very good to 0 = bad). The items decision and eval are

strongly intercorrelated (𝛼 = 0.936), we also calculated a combined item including

all evaluation questions from decision and eval.

3.1 Results

The average length of the chat dialog was about 23:15 min (SD = 695 sec) with an

average amount of 55.65 (SD = 15) user messages sent. Overall, users evaluated our

system quite positively. Table 1 shows the ratings for the most relevant evaluation

questions.

51.2 % of the participants evaluated their experience (a) with vpino as very good
or good, compared to 29.5 % acceptable and 19.4 % not so good or bad. The mean

rating was 2.36 (SD = 1.01). Vpino also evaluated fairly positively on the other rele-

vant items: (b) 39.5 % users agreed to have reached their goal. (c) 55 % realised what

their next steps should be. (d) 48 % agreed to have gained clarity on their situation.

(e) The evaluation on how motivating the system was is rather neutral. (f) 41.8 % of

the participants would recommend vpino to others compared to 31.8 % that would

rather not.
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As expected, talking to vpino did not work equally well for all participants. With

our study, we also want to find out for which users vpino worked particularly well.

We investigated correlations for our measures from the pre-test and the post-test.

The statistical significance is denoted by p. A p-value of less than .01 is commonly

regarded as a strong level of significance. The most relevant results are shown in

Table 2.

Table 1 Results on evaluation of the dialog in percentage. (a) The overall user experience (0 =

bad to 4 = very good). Questions on the decision process (0 = disagree strongly to 4 = agree

strongly): (b) ... I have reached my goal., (c) ... I realised what next steps I have to take., (d) ... I
have have gained clarity on my situation. Questions on overall evaluation: (e) The conversation was
motivating, (f) I would recommend the decision dialog to others

0 1 2 3 4 avg

a 5.4 14.0 29.5 41.9 9.3 2.36

b 8.5 20.2 31.8 24.8 14.7 2.17

All c 14.0 11.6 19.4 37.2 17.8 2.33

N=128 d 10.1 19.4 21.7 35.7 13.2 2.22

e 11.6 24.8 18.6 35.7 9.3 2.06

f 13.2 18.6 26.4 27.1 14.7 2.12

Table 2 Pearson correlations for attitude, hypervigilance, self-perceived work and cooperation

with evaluated results on decision, overall rating an combined rating (p < .001 for all entries)

att hyp-vig spwc

decision 0.441 0.274 0.348

eval 0.335 0.322 0.553

combined 0.419 0.319 0.480

In general, the user’s Big Five personality traits did not seem to affect success

of the conversation. In contrast to [10], we found no relation to openness as a gen-

eral personality trait. However, we did find a relation to the user’s attitude/openness

on dialog systems in particular. More specifically, participants who believed that

dialog systems can support them in making a decision were more likely to reach

their goals (0.441, p < 0.001) and also evaluated the system more positively

(0.335, p < 0.001). Besides that, our results also suggest that participants with a

higher rating on their self-perceived work and cooperation with the system were

more likely to give a higher rating for overall evaluation (0.553, p < 0.001) and

decision efficiency (0.348, p < 0.001). Figure 1 displays the combined evaluation

results in relation to self-perceived work (spwc) and the participant’s attitude (atti).
Participants that were more cooperative and have a more open attitude to dialog sup-

port systems evaluated significantly higher than participants that lack one of them or

both.
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Fig. 1 Mean combined evaluation ratings by median split groups for high/low attitude towards

dialog systems and high/low self-perceived work and cooperation (spwc)

Fig. 2 Mean for combined evaluation ratings by median split groups for high/low hypervigilance
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Apart from the user’s attitude and motivation, we evaluated whether the user’s

usual approach to decisions is related to success of vpino. We found that users with a

more hypervigilant approach to decisions, i.e. users with a more hurried and anxious

approach to decisions, tend to profit more from using vpino than others (0.319, p <

0.001). Figure 2 shows the difference in mean results on overall rating for users with

high and low hypervigilance (split by median).

Apart from hypervigilance, both buck-passing and procrastination did not show

significant effects on effectiveness. This may be due to the fact that with taking part in

our study and using vpino, participants were yet past the point of avoidant behaviour,

but this is a mere speculation.

3.2 Qualitative Results

Our qualitative analysis of the dialogs confirms the statistical results presented in the

previous section. In fact, our general impression was that good human-like conversa-

tions were more likely when the users were motivated and cooperative and followed

vpino’s lead. The best results were obtained when users responded with short but

precisely formulated answers that meet the questions exactly.

For a qualitative evaluation, we define a successful conversation as a natural-

looking dialog with human like behaviour at all times or a dialog with only minor

problems that did not affect the further progress of the conversation. A dialog failed

when a problem either caused the participant to end the dialog or somehow affected

the user’s relationship to vpino in a way that effective decision support was no

longer possible. We observed three major reasons for failing dialogs: dialog refer-

ence errors, disillusioned/disappointed users and general user behaviour/motivation.

Dialog reference errors occurred when vpino could not finish the dialog properly due

to user initiatives, e.g. a user’s attempt to correct a previous answer or jumping back

to an earlier question, or incorrect reference resolutions. In about half of these cases,

dialog reference errors resulted from misunderstandings caused by vpino (e.g. mis-

classifications of dialog acts, incorrect reference resolution), the other half resulted

from user attempts to add information or revise her answers. In contrast to reference

failures, most of the problems resulting from counter questions could be smoothed

out by vpino throughout the conversation, so a successful dialog was finally possible

despite this error.

A rather small group of participants stood out by writing extremely detailed mes-

sages with three up to ten sentences per message. Of course, these users got disap-

pointed when vpino did not respond to their specific problem. Some users accepted

the limitations of the system and the conversation still led to positive results, while

other users, although originally motivated, stopped their efforts on continuing the

dialog in a serious and motivated way. They radically changed their answering behav-

iour to minimalist answers or even stopped the conversation.
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A few failures resulted from challenging or uncooperative users. Due to our obser-

vation, for many of them, the motivation to use our system was curiosity and mischief

rather than trying to solve a decision problem.

An interesting observation was the fact that users tend to avoid a clear no when

disagreeing. While agreement is uttered straight forward and directly, most of the

disagreements contained modifiers that weakened their disagreement. As a result,

our dialog act classifier did not classify some of them correctly and vpino had to

pump users (“So does that mean you agree?”).

4 Conclusion

We have built the natural language dialog system vpino to support humans in making

rational decisions. A user study showed that the system was generally well accepted.

Vpino was able to help many of them on either making a decision or clarifying their

situation. The effectiveness of decision support was affected from the user’s attitude

towards computer based dialog systems: Users that are more open to using a coach-

ing dialog system were more likely to hold an effective conversation than those who

were more sceptical. As expected, a successful conversation requires a reasonable

level of motivation and cooperation by the users. However, that is also true for work-

ing with a human coach or using any other kind of decision support. Besides, more

hypervigilant participants seemed to profit in particular from using the system.

Through our user study, we have gained a lot of new insights on how users interact

with the system. With the lessons learned, we plan to further improve our dialog

plan and the system as a whole. We are also planning a couple of user studies, which

address various target groups and focus on different aspects.
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Abstract E-Health organisations have seen in these years a rapid growth in the com-

plexity and criticality of the processes they manage. This paper defines an approach

for modelling clinical workflows based on Model-Driven principles; in particular

the modelling activity is supported by the Dynamic State Machine (DSTM) formal-

ism, that is a well-formed graphical language able to represent state based systems.

The main advantage of using such a language resides in obtaining formal models

of clinical workflows (whose semantics is strong and precise), with an high level

of usability. While the focus of the paper is clearly on modelling, the application

of Model-Driven principles allows a tight integration between the control flow of

the clinical processes and the information that can be extracted from informal doc-

umentation. The approach is shown by applying it to the case study of a real world

treatment process of bipolar and mood disorders.
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1 Introduction and Related Work

The E-Health domain implies a proper massive document processing. In particu-

lar, knowledge management activities must be performed in reliable, effective and

error-free way. Hence, E-Health organizations needs to be supported with approaches

aimed at assessing clinical guidelines, and supporting their correct and efficient exe-

cution. For this reason, there is a need of combining both formal approaches with

automatic elaboration of medical results: these goals can be achieved respectively by

adopting Model-Driven principles and automatic on-line and/or off-line functional-

ities, aimed at analysing clinical documents.

In the last decades, many works have been proposed with the objective of improv-

ing the efficacy and efficiency of E-Health process [3, 20], some of which have

been actually implemented in clinical application: these works are founded on the

modelling of clinical processes through workflows, expressed in proper formalisms.

These approaches introduce many advantages, including, among others, the coordi-

nation of multiple contributions, the reuse of assessed portions in new projects, the

possibility of verifying the correctness by adopting Model-Based approaches, and

so on. Unfortunately, many of these approaches do not scale well with the dimen-

sions of the processes since there is a lack of high-level modelling primitives in

these formalisms. To overcome the application limit of Model-Based approaches,

Model-Driven methodologies have been proposed in other approaches [10–12, 15,

16] based on high-level models, formal representations automatically generated by

means of transformation chains and verification of specific properties [13, 14].

From the other hand semantic analysis of documents has been also considered in

many works during last years. In fact, as choice blocks in a workflow can be used

to evaluate the content of the clinical records, it is possible to perform semantic

processing procedures in the context of such evaluations by the adoption of semantic

techniques. The objective is the analysis of texts and questionnaires. Specifically,

most of the medical data is unstructured and can reside in multiple different places

as electronic medical records, results of laboratories, images, medical reports and so

on. For this reason high-level modelling language should also take into account this

kind of possibility during the workflow modelling.

In previous works we proposed a methodology for the classification and the man-

agement of sensitive data, able to retrieve and associate the proper concepts to the

clinical records. It is based on semantic approaches for relevant concepts identifica-

tion in textual data by means of lexical-statistical techniques [4]. The main idea of

that work was to design a reconfigurable framework for documents processing that

accepts in inputs a collection of heterogeneous data, including textual and multi-

media, belonging to specialist domains and provides semi-automatic procedures for

structuring data and extracting information of interest.

This work represents a first step towards a new Model-Driven methodology for

the verification, assessment and efficiency of workflows. Long run objectives of the

overall methodology reside in the generation of formal models for quantitative prop-

erties and correctness evaluation, and in the support for the execution of workflows

on the basis of specific data. In doing this, the original contribution of this work
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resides in the adoption of a modelling formalism based on state machines, specif-

ically tailored for clinical process modelling. In detail, we customize the Dynamic

State Machine formalism (DSTM), specifying a proper syntax to decorate transitions

(i.e., trigger, condition and action). The obtained formalism is hence very powerful,

and allows for a customizable representation of workflows, according to possible

additional end-user requirements. The specific syntax, ad-hoc defined, ensures also

that the modelled workflows respects the specific set of constraints given by a spe-

cific organization.

2 A Model-Driven Methodology in Clinical Domain

The proposed methodology is depicted in Fig. 1. It is a Model-Driven methodology

specific for E-Health workflows verification and assessment. The core of the method-

ology resides in the workflow modelling by adopting the Dynamic STate Machine

(DSTM) formalism: this formalism provides modellers with very powerful and high

level syntactical concepts, with a precise and strong semantics. The adopted formal-

ism represents workflows as hierarchical state-machines, extended with parallel and

concurrent execution. The usage of this formalism helps also the model reuse: for

example, a specific procedure, such as the treatment of a given disorder, can be eas-

ily modelled as a unique state machine, which can be instantiated by an higher-level

machines where needed.

DSTM

Workflow

is conformant to

edits

storage

Fig. 1 Methodology

Another important advantage offered by the proposed approach is that decoration

of transitions can be easily customized by a specific organization, which can define its

own specific syntax: in this way the specific organization can customize, as transition
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triggers the set of possible events, as firing conditions the set of rules (based also on

the results of automatic analysis of clinical records), and as actions to be executed

during a transition firing, the set of possible actions.

The first step of our methodology is the representation of the workflow by the real-

ization of a DSTM model, which captures the different states and the possible forks

of the workflow itself. The conformity to the DSTM formalism allows the highly-

customized annotation on the transitions of the machines such as: patient admission

and dismission, patient transfer, exam start or completion and so on. Since the seman-

tics of DSTM is defined, the execution of the modelled workflow can be simulated

in appropriate simulation environments.

Automatic transformations are then defined in order to generate formal models

or configuration files for semantic processing tools. Formal models can be used to

assess quantitative or other kind of properties. Different properties can be also evalu-

ated with a model checking tool, such as the SPIN model checker: in fact the DSTM

model can be transformed into a Promela specification which can be adopted to prove

specific properties of the workflow. Hence the proposed approach can help the usage

of formal models in workflow verification, not only allowing for a complete model-

based approach, but also a Model-Driven process able to generate automatically for-

mal models without extra-effort in training activity of end-users.

The third pillar of our methodology is constituted by a workflow repository, where

existing models of both entire workflows and specific procedures can be stored as

state machine; this allows to: trace model changes, reuse assessed procedures, extract

and combine historical data.

3 Dynamic State Machine (DSTM)

Dynamic State Machine (DSTM) [8] is a new formalism which extends Hierarchi-

cal State Machines [2] by adding concepts of fork, join and allowing for dynamic

instantiation and concurrent execution of machines. Two main advantages have been

individuated: (1) each state machine may be parametric over a finite set of dynam-

ically evaluated parameters, and (2) the same machine may be instantiated many

times without explicitly replicating its entire structure.

DSTM was born in the context of railway control system specifications; the main

objective of DSTM in [8] is the specification of railway control systems in terms of

expected behaviour, in order to enable the application of a Model-Driven methodol-

ogy which allows for the automatic generation of test cases, as described in [7]. To

meet this goal, DSTM4Rail shall be formal and not ambiguous; the system specifi-

cation is hence transformed, by a set of automatic transformations, into a Promela

specification (executed by the SPIN model checker) [9], from which test cases can

be generated as counterexamples of ad-hoc defined properties.

DSTM is more powerful than the UML State Machines [18] since it adds mech-

anisms for dynamic instantiation and recursive execution. For this reason, it could

be applied into different application domains. The whole language, in fact, well sup-
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ports modification and customization of specific syntax of triggers, conditions and

actions, used to decorate transitions between nodes. An excerpt of the DSTM meta-

model is shown in Fig. 2, where the Ecore diagram is depicted. This Ecore diagram

represents the realization of DSTM, formally defined in [8], in the Eclipse Modeling

Framework [19]. The main class is Dynamic State Machine (DSTM), which repre-

sents the entire specification model. It is characterized by the attribute max_proc,

which indicates the maximum number of processes active in each instant of time

(this attribute avoid the infinite activation of machines inside a DSTM). A DSTM is

composed of different Machines, Channels and Variables. Channels and Variables

allow for communication between machines. A single Machine is composed of Ver-
texes, Transitions and may have a set of Parameters.

Fig. 2 DSTM4Rail metamodel [8]

The class Vertex is abstract since different kinds of vertexes (with different fea-

tures and constraints) may be present in a machine. The vertex types are similar to

those contained in the UML State Machine, but with a different semantics for the

Fork and Join concepts. The former splits an incoming transition into more outgo-

ing transitions; it allows for instantiating one or more processes either synchronously

or asynchronously with the currently executing process. The latter merges outgoing

transition from concurrently executing processes; it synchronizes the termination of
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concurrently executing processes or allows to force the termination when a process

is able to perform a preemptive exiting transition. The classes Fork, Join and Enter-
ingNode are inherited from the abstract class PseudoNode which encompasses dif-

ferent types of transient vertexes in the machine.

The extension point inside DSTM is represented by the specific syntax of trigger,

condition and action, in order to customize the decoration of transitions and the entry

and exit actions of nodes. In the following we will show a specific syntax for clinical

application.

4 A Methodology for Semantic Processing

The analysis of the content of questionnaires has been addressed in a past work [3].

This possibility shall be taken into account in the high-level modelling activity of

workflows, for this reason the analysis of this methodology is necessary for the def-

inition of the specific syntax used for the decoration of transitions in the DSTM

formalism. In order to properly characterize the content of medical documents, such

as clinical records, analysis results or psychological questionnaires evaluation, the

application of semantic processing techniques is required. To this aim, we adopted

the methodology for information extraction proposed in [3]. Specifically, the adopted

methodology for text processing is composed by the following stages: (1) breaking

up a stream of text into a list of words and phrases, (2) marking up the tokens as

corresponding to a particular part of speech; (3) filtering the token list obtaining the

most relevant ones and identifying concepts in the text.

The first stage implements in sequence: Text Tokenization, Text Normalization,

Part-Of-Speech (POS) Tagging and Lemmatization procedures. The main goal of

these procedures is the extraction of relevant terms that are used to recognize con-

cepts in the text. Text Tokenization and Text Normalization procedures perform a

first grouping of the extracted terms, introducing a partitioning scheme that estab-

lishes an equivalence class on terms [6]. Text Normalization procedures take varia-

tions of the same lexical expression that should be reported in a unique way, such as

words that assume different meanings if are written in small or capital letter; com-

pounds and prefixed words that can be (or not be) separated by a hyphen; dates that

can be written in different ways; acronyms and abbreviations. This phase is also

responsible for the transformation of capital letter that, for example, helps in distin-

guish a common noun used at beginning of a sentence from a proper name. Part-Of-
Speech (POS) Tagging consists in the assignment of a grammatical category (noun,

verb, adjective, adverb, etc.) to each lexical unit identified within the text collec-

tion. Morphological information about the words provides a first semantic distinc-

tion among the analysed words. The words can be categorized in: content words and

functional words. Content words represent nouns, verbs, adjectives and adverbs. In

general, nouns indicates people, things and places; verbs denote actions, states, con-

ditions and processes; adjectives indicate properties or qualities of the noun they refer

to; adverbs, instead, represent modifiers of other classes (place, time, manner, etc.).
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Functional words are made of articles, prepositions and conjunctions; they are very

common in the text. Automatic POS tagging involves the assignment of the correct

category to each word encountered within a text. But, given a sequence of words,

each word can be tagged with different categories [5].

The second stage realize the word-category disambiguation and Text Lemmatiza-
tion. The disambiguation involves two kinds of problems: (1) finding the POS-tag or

all the possible tags for each lexical item; (2) choosing, among all the possible tags,

the correct one. Here the vocabulary of the documents of interest is compared with

an external lexical resource, whereas the procedure of disambiguation is carried out

through the analysis of the words in their contexts. Text Lemmatization is performed

in order to reduce all the inflected forms to the respective lemma, or citation form,

coinciding with the singular male/female form for nouns, the singular male form for

adjectives and the infinitive form for verbs. Lemmatization introduces a second par-

titioning scheme on the set of extracted terms, establishing a new equivalence class

on it. All these procedures are language dependent, consisting of several sub-steps,

and are implemented by using the state of the art NLP modules. At this point, a list

of tokens is obtained from the raw data and the third stage is applied.

In order to identify concepts, not all words are equally useful: some of them are

semantically more relevant than others, and among these words there are lexical

items weighting more than other. The third stage aims at filtering the token list in

order to obtain a reduced list, containing only the relevant tokens. To do that, there are

several techniques in literature that “weight” the importance of a term in a document,

based on the statistics of occurrence of the term. TF-IDF index (Term Frequency -
Inverse Document Frequency) [17] is actually the most popular measure used to

evaluate terms semantic relevance [1]. Having the list of relevant terms, concepts are

detected by relevant token sets that are semantically equivalent (synonyms, arranged

in sets named synset). In order to determine the synonym relation among terms, it is

possible to use statistic-based techniques of unsupervised learning, as clustering, or

external resources like thesaurus (an example is wordnet). At this point it is possible

to codify concepts by means of ontology data models (RDF, OWL, etc.).

In this way, we map a document in an ordered vector of concepts, recurring to a

standard bag of word representation [17]. We evaluate the TF-IDF for every concept

occurring in the document. Once the concepts are associated to the document, we can

apply a semantic metric, measuring the semantic distance between two documents.

In this way we can state if a document contains topic belonging to a particular field

or not. In particular, we state that two documents contain similar concepts recurring

to a similarity distance [17], using the normalized scalar product (cosine of angle):

sim(Va,Vb) =
Va ⋅ Vb

‖
‖Va

‖
‖2 ⋅

‖
‖Vb

‖
‖2

If sim(Va,Vb) is over a given, empirically defined, threshold, we can state that Va
and Vb contains the same topics.
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5 Describing Workflows Through DSTM

As stated in Sect. 3, the formalization of workflows with the DSTM formalism can

be allowed by defining a proper syntax for decoration of transitions and for entry

and exit actions of nodes. The definition of this syntax is a complex activity since

it requires the analysis of the specific clinical application. The defined syntax must

take into account the possible questionnaires and examinations that are adopted in the

specific application, to which the semantic analysis shall be applied. In this Section

we show how this specific syntax can be defined; it will be applied in next Section

in the modelling of a real world use case, in order to show the expressive power of

this representation.

Let us consider a ward of an hospital where both questionnaire and examinations

can be submitted to patient in order to assess their disturbs. We want to define a syn-

tax which allows for the following: trigger representing the arrival of a new patient,

the completion of a specific questionnaire, the completion of a specific examina-

tion or the request for interrupt of all treatments performed by a patient; condition
representing boolean conditions related to the result of the semantic analysis of a

questionnaire or to comparison between internal model variables; action: numeric

variable assignment, patient admission, patient dismission, the request for an exam-

ination or the request for a questionnaire.

So let us define: E the set of available examinations in the ward, Q the set of

available questionnaires in the ward. Let  be the set of triggers,  be the set of

conditions,  be the set of actions. Let also 𝜏 ∈  be a trigger, 𝛾 ∈  be a condition

and 𝛼 ∈  be an action.

binarop : “ + ” | “ − ” | “ ∗ ” | “/”

comparop : “ < ” | “ <= ” | “ > ” | “ >= ” | “ == ” | “! = ”

intOrDouble : vi | vd

constant : ki | kd

expr : constant | intOrDouble | “(” expr “)” | expr binarop expr

τ : “patient arrival” | “questionnaire completed”(q) | “exam completed”(e) |

| “treatment interrupt”

γ : intOrDouble comparop constant | intOrDouble comparop intOrDouble |

| “sim {” vq “, ” vd “}” comparop intOrDouble

action : v “ = ” expr | “patient admission” | “patient dismission” | “exam start(e)” |

“quest start(q)”

α : action | α “; ” action

Fig. 3 Grammar Rules
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Let us define the following basic types: 𝐼𝑛𝑡: the integer type; 𝐷𝑜𝑢𝑏𝑙𝑒: the double

type; 𝑄𝑢𝑒𝑠𝑡𝑖𝑜𝑛𝑛𝑎𝑖𝑟𝑒: the type representing a questionnaire; 𝐷𝑖𝑠𝑜𝑟𝑑𝑒𝑟𝐾𝑊 : the type

representing a vector of keywords for a disturb. Let us also define  as the variable

set and identify v ∈  as a variable; v must be of one of the following kinds: (1)

vi ∈ 𝐼𝑛𝑡 a variable typed as integer, ki ∈ 𝐼𝑛𝑡 an integer constant, vd ∈ 𝐷𝑜𝑢𝑏𝑙𝑒

a variable typed as double, kd ∈ 𝐷𝑜𝑢𝑏𝑙𝑒 a double constant, vq ∈ 𝑄𝑢𝑒𝑠𝑡𝑖𝑜𝑛𝑛𝑎𝑖𝑟𝑒

a variable typed as questionnaire, vd ∈ 𝐷𝑖𝑠𝑜𝑟𝑑𝑒𝑟𝐾𝑊 a variable typed as disorder

keywords.

We define the following grammar rules (Fig. 3):

where: e ∈ E is an examination between the set of available examinations E and

q ∈ Q is a questionnaire between the set of available questionnaires Q.

6 Application of the DSTM Formalism

On the basis of the described syntax, it is possible to model specific workflows.

As an example, we want to describe a process for the admission, the diagnosis, the

treatment and the discharge of patients with psychological problems. Once admitted

at the acceptance, to psychiatric patients is administered a questionnaire. From the

responses you can get an early diagnosis of the disorder. The example contains two

types of disorder: bipolar disorder, or mood disorder and we defined a disorder vec-

tor for each one of them. The semantic procedures, activated at this decision point,

analyse the content of the questionnaires in order to map them in a vector of con-

cepts: the evaluation of the semantic distance among the vector of the questionnaire

and the defined disorder vectors, we can preliminary address the patient to the proper

treatment. Medical staff always supervise the system, which is designed to provide

medical support.

In our case of study we define the following vectors of concepts:

– v_bip_concepts = {Talkativeness, Inflated ego, Foolishness, Hyperactivity,

Asleep, More_social, More_sex_interested};

– v_mood_concepts = {Anxiety, Depression,Irritability, Distraction}.

The defined vector of questionnaire are v_quest, v_bip_diag which represent

the resulting questionnaires, compiled by the patient. We define also three differ-

ent double values, representing three thresholds of the semantics analysers: T_bip,

T_mood, T_diagn. We define also an integer variable cont, which counts the number

of patients under treatment.

Figure 4 depicts a portion of the complete model; the entire model is not reported

for sake of space. The first machine, theMAIN one, sets the count variable to 0; then it

waits an arrival of a patient in its wait for patient state. When a new patient arrives, if

the number of already accepted patients is not greater than 10, the patients is accepted

(the patient_admission action is performed) and count is incremented by 1. For each

new patient, if accepted, the machine MANAGE_DISORDER is instantiated. When

in finishes its execution, through the join, the count variable is decremented by 1.
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wait for patient

TRANSFER_
PATIENTMANAGE_

DISORDER

MAIN

wait for quest completion

TREAT_BIPOLAR_
DISORDER

TREAT_MOOD_
DISORDER

...

MANAGE_
DISORDER

/ cont=0

patient_arrival [cont < 10] 
/patient_admission;cont=cont+1

/cont=cont-1
patient_arrival [cont== 10] 

/quest_start(first_quest)

questionnaire_completed(first_quest)
[sim(v_quest,v_bip_concepts)>T_bip]

questionnaire_completed(first_quest)
[sim(v_quest,v_mood_concepts)>T_mood]

perform clinical
assessment

TREAT_BIPOLAR_
DISORDER /exam_start(bipolar_diagnosis)

lithitum_treatment
/exam_start(lithium_treat)

TREAT_MOOD_
DISORDER

verify_complicating_factor
/exam_start(verify_factor)

exam_completed(bipolar_diagnosis)
[sim(v_bip_diag,v_bip_conc_dg)>T_diagn]

exam_completed(bipolar_diagnosis)

exam_completed(bipolar_diagnosis)
[sim(v_bip_diag,v_bip_conc_dg)<=T_diagn]

treatment_interrupt

exam_completed(verify_factor)

Fig. 4 Case study

If a patient cannot be accepted, since 10 patients have been already accepted, the

TRANSFER_PATIENT machine is instantiated in order to transfer the patient to a

different ward.

The MANAGE_DISORDER machine submit the questionnaire to the patient and

waits for its completion in the wait for quest completion state. Two different transi-

tions exit from this state, instantiating respectively the TREAT_BIPOLAR
_DISORDER or the TREAT_MOOD_DISORDER if the semantic analysis of the

submitted questionnaire gives a result greater than the T_bip or T_mood thresh-

olds. Let us note that this evaluations has been modelled as conditions of the transi-

tions in the specific syntax indicated before. At last, the machine TREAT_BIPOLAR
_DISORDER models the treatment of the bipolar disorder as the sequence of fol-

lowed steps.

7 Conclusions

This paper describes a first step towards the application of a Model-Driven method-

ology, which would address the automatic document analysis inside high-level mod-

els. The Dynamic State Machine (DSTM) formalism is reused in order to represent

workflow processes as state machine. The choice of this formalism allows also for

the definition of a specific syntax for the decoration of transitions, and for the defin-

ition of entry and exit actions inside nodes. Specifically, the define syntax takes into

account also an approach for semantic processing of medical documents. The expres-

sive power of this approach is showed by the application to a real-world case study,

which is easily modelled by adopting the proposed approach. As future work, we plan

the implementation of automatic transformations which allows for the definition of

formal models, which will be helpful in applying formal verification techniques in

the addressed domain.
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A Monitoring System for the Recognition
of Sleeping Disorders in Patients
with Cognitive Impairment Disease

Antonio Coronato and Giovanni Paragliola

Abstract Alzheimer’s disease (AD) is the most common type of dementia;
accounts report the impact of AD in a range of 60–80 % with respect all the
dementia related pathologies. Patients with Alzheimer’s could show early symp-
toms such as sleep disturbances, well-formed visual hallucinations, and muscle
rigidity or other AD movements disorders. In this work we focus on disturbances
related to sleep disorders, for this reason, we propose a monitoring system for the
recognition of these kind of disorders. In detail, we present: (1) a novel model for
the detection of a particular type of sleep disorders, the Periodical Legs Movements
(PLM) and (2) a prototype of monitoring system able to recognize the PLM events.
Preliminary experiment have been made by monitoring a patient with a early stage
of the sleep disorder.

1 Introduction

Alzheimer’s disease is the most common type of dementia; accounts for an esti-
mated 60–80 % of cases. About half of these cases involve solely Alzheimer’s
pathology; many have evidence of pathology changes related to other dementia [1].

Patients with AD could show early symptoms such as sleep disturbances,
well-formed visual hallucinations, and muscle rigidity or other Alzheimer move-
ment features.

In this work we focus on those types of disturbances related to sleep disorders.
The attention on such kind of disorders is growing in the last decades as proof of this
the cost of the treatments has been estimated in the range of 30$ to 35$ billion [2].
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For this reason, technologies such as ubiquitous computing and ambient intel-
ligence are increasing their role on the development of ICT solutions for the
monitoring of such kind of disorders.

In detail, in this paper we present: (1) a novel model for the detection of a
particular type of sleep disorders, the Periodical Legs Movements (PLM) and (2) a
prototype of monitoring system able to recognize PLM events.

The recognition process is based on the evaluation of the momentum of the
patient, that is the amount of movements during the sleep.

This parameter is calculated by measuring the patient’s arms and legs acceler-
ation. For this reason, an accelerometer sensor is placed on the patient’s legs in
order to acquire the x, y, z acceleration’ s value.

The paper is organized as following: in Sect. 2 we provide a overview on the
related work about ICT solutions for the detection of sleeping disorders, in Sect. 3 we
present the model for the recognition of the PLM, in Sect. 4 we describe the prototype
of the monitoring architecture, and in Sect. 4 the preliminary results are shown.

2 Related Work

With the term Sleep disorders, we describe a very big set of different disorders
which happen while the patient sleeps.

In this section we are going to present some ICT solutions able to monitor some
of sleeping disorders shown by an AD patient.

Alves de Mesquita et al. [3] present a monitoring system to recognize sleep
breathing disorders by means of nasal pressure recording technique.

Occhiuzzi et al. [4] investigate the feasibility of the passive RFID technology for
the wireless monitoring of human body movements in some common sleep dis-
orders by means of passive tags equipped with inertial switches.

Poree et al. [5] propose a sleep recording system to perform the monitoring of
sleeping disorders; the solution adopts five electrodes: two temporal, two frontal
and a reference. This configuration enables to avoid the chin area to enhance the
quality of the muscular signal and the hair region for patient convenience. The
electroencephalopgram (EEG), eletromyogram (EMG), and elctrooculogram
(EOG) signals are separated using the Independent Component Analysis approach.

The analisys of EEG to recognize sleep disorders was adopted from Huy Quan
Vu et al. [6] as well. Although the approaches widely used are based on the
EEG/EMG signals, other kinds of parameters have been adopted. An example is
provided by Flores et al. [7]. In their work the authors use a motion sensor to catch
the gross body movements. During the awake, respiratory movements are masked
by other motor activities. An automatic pattern recognition system was developed
to identify periods of sleep and awake using the piezoelectric generated signal.

Xie et al. [8] adopt machine-learning algorithms to combine the data came from
electrocardiogram (ECG) and saturation of peripheral oxygen (SpO2) sensors in
order to detect sleep apnea disorders.
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Agarwal et al. [9] analyzed the rapid-eye movements in order to discover the
involving of sleep disorders. The work adopts Electrooculography (EOG) for
measuring the corneo-retinal standing potential that exists between the front and the
back of the human eye.

In the best of our knowledge, our solution is the first that adopts an acceler-
ometer sensor to evaluate the patient’s momentum and recognize PLMs events.

3 Sleep Disorders Model

In this section we are going to describe the sleep disorder model for the recognition
of the anomalous movements during the patient’s sleep.

PLM are defined as a sequence of four or more leg movements separated by at
least 5 (and not more than 90) seconds with a duration between 0.5 and 5 s. [10].

In order to detect these movements we have adopted an approach base on the
measure of the momentum of the patient’s movements during the sleep. The
measurements of the patient’s movements have been made by using an acceler-
ometer sensor placed on the his legs.

Figure 1 shows a nite state machine that describes how our solution recognizes
the PLM events (the associated transition model is depicted in Fig. 2).

Fig. 1 Overview of sleep disorders model
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The Baseline state indicates that none candidate anomalous movements have
been detected; the event state indicates that and a candidate anomalous movement is
in progress; the PLM state indicates that a PLM event has been detected.

It is worth to describe the set of variables and functions that we use in the model.

– Q, patient’s momentum during the sleeping.
– QonSet, if Q limits this values then a candidate anomalous movements starts.
– Qoffset, if Q gets under this values then a candidate anomalous movements ends.
– EC, a set of at least four candidate anomalous movements.
– T(*), function that returns the time duration of an event *
– C(*), function that returns the number of occurrence of an event *

It is important noting that a single candidate anomalous movement is not a PLM,
a PLM is defined as a set of candidate anomalous movements which satisfy a set of
temporal constraints [11].

Fig. 2 Transitions table of the sleep disorders model
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The transitions table of the model is reported in the Fig. 2. It is worth noting that
the relations between the variables have been inferred by analyzing a set of medical
works about PLMs. [11].

4 Proposed Architecture

The Fig. 3 shows the architecture of the system. The system analysis data coming
from the accelerometer sensor with the aim to recognize PLM events. The infor-
mation provided by the analysis process are saved into a internal data repository.

The Fig. 3 shows the interaction diagram between intended users and system
components. Particularly, it shows the sequence of actions which realizes a
collection-analysis-reporting session.

The intended users are: (1) caregiver, who is in charge to take care of the patient,
he/she sets up the system before the patient goes to bed; (2) patient, he/she is the
subject of the monitoring process, (3) clinician, who retrieves the stored
information.

At first point (1), the caregiver has to set up the sensor by placing it on the
patient’legs.

Fig. 3 Overview of the architecture of the system
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From this point at the end of the monitoring (7), the patient wears the sensor. At
point 3, the sensor sends the collected data to the Data Collector, that makes them
available to the Sleep Disorders Data Analysis (4). At this point, the system works
to recognize possible anomalous movements (5) and store both data collected by the
sensor (6) and semantic information derived by the analysis process such as reports,
tables, etc.

The collection-analysis process can be stopped at any time (7) by the caregiver,
this operation is manually done at the time the patient wakes up. Only after action
(7), the sensor can be removed from the patient’s body (8). Actions (9, 10) can be
performed either during the collection-analysis process or after it has been stopped.
The clinicians can access to the stored data by using a set of user interface (10).

5 Results and Conclusion

In this section we present the preliminary results obtained by monitoring one patient
in an early stage of AD.

The patient has been monitored for tree nights, each night the working time was
around 8 h. The accelerometer has been placed on the patient’s right leg. Figure 4a
shows the value of the x,y,z accelerations of the patient’smovements during the sleep.

(a) Accelerometer values during the sleep

(b) Acceleration along the x direction

(c) Amplitude of the x,y,z signals

(d) Example of a Stored Report

Fig. 4 Example of the analyzed signals, a accelerometer values during the sleep, b acceleration
along the x direction, c amplitude of the x, y, z signals, d example of a stored report
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Each signal x, y, z has been analyzed frame-by-frame, where each frame is 1 s
length.

For each frame, the momentum is calculated as the amplitude of the x,y,z
signals. Figure 4b highlights the acceleration value along the x direction.

An example of the amplitude along the x, y, z signals is shown in the Fig. 4c, in
which on the x-axis the time is reported (seconds), on the y-axis the amplitude is
shown (dimensionless). The figure shows the trend of the amplitude along the night,
the red cycles highlight the frames in which candidate anomalous movements have
been detected.

The formula for the calculation of the amplitude is show under, where N is the
length of the frame, and x,y,z are the acceleration values (Formula 1).

∑
N

o

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 + y2 + z2ð Þ

p
ð1Þ

The amplitude signal is submitted to the model for the detection of the PLM.
Along the 3 nights the system recognized only two PML events. These information
have been stored in a DB for future analysis; other information such as temporal
duration of the PML, period of the night in which it happens, frequency of the
PLMs, etc. are stores as well, Fig. 4d.

In this paper we present a model for the recognition of periodic legs movements,
a type of sleep disorders that affects patients’ with Alzheimer’s disease. We also
describe a first prototype of monitoring system for the detection of such kind of
disorders.

The preliminary results show that by using an approach based on the mea-
surement of the patient’s momentum during the sleep is possible recognize the
occurrence of the PLM events.
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Mersenne-Walsh Matrices for Image
Processing

Nikolay Balonin, Anton Vostrikov and Mikhail Sergeev

Abstract This paper presents a modified Paley method for calculation of Mersenne
matrices at order values equal to odd prime numbers. Some examples of Mersenne
matrix sorting, allowing for calculation of the complete set of functions, are also
considered. A comparison of Walsh and Mersenne-Walsh systems of functions in
terms of their properties and fields of application is provided. The efficiency of this
topic for use in the development of band-pass filters is indicated.

Keywords Orthogonalmatrices ⋅ Quasi-orthogonalmatrices ⋅ Walsh functions ⋅
Hadamard matrices ⋅ Modified paley method ⋅ Mersenne matrices ⋅
Mersenne-Walsh matrices ⋅ Image processing

1 Introduction

The paper [1] describes the “MMatrix-2” software complex for generating and
studying the properties of special orthogonal (quasi-orthogonal) bases, used in
image processing [2]. The algorithms of operation of the complex and the theo-
retical foundations of the quasi-orthogonal matrices of local maximum determinant
are discussed in detail in papers [3, 4]. The theory of quasi-orthogonal matrices,
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which started to form in works [3, 4, 6], today is not only backed by algorithms and
programs, but also by experiences of their applications [2, 5, 7].

For many applications of computational mathematics, coding theory, digital
signal processing, etc., an important requirement is simplicity – a finite set of values
of ortho-normalized systems functions. The first system of this kind – the
Rademacher system [8] – was built in 1922 as a significantly simplified version of
the trigonometric system of functions. Although the Rademacher functions
(meanders) have only two values {1, −1}, their disadvantage is that the system is
incomplete and therefore is not a basis in the Hilbert space L2. The complete system
was first introduced by J. Walsh in 1923 [9]. In contrast to the Rademacher
functions, Walsh functions can be divided into even and odd, similarly to the sin ()
and cos () functions. The order of their numeration, proposed by Paley [10], proved
convenient for calculations. In addition, there is Hadamard ordering, also important
when considering this material.

Hadamard matrices are quasi-orthogonal matrices with the elements of two
levels {1, −1} [11] – they are orthogonal provided their columns are normalized.
Since the column vectors form a basis, they generate a complete set of functions.
This system is called the Walsh system of functions if the columns are numbered by
the number of changes of signs of their elements (frequency analog). Hartmut paper
[12] indicates the beginning of the widespread use of Walsh’s theoretical results in
applied communication tasks. Around the same time, the Hadamard matrices found
their immediate application in anti-noise coding of information in radio channels
used in automated space missions to Mars [13]. These and other applications have
stimulated interest in the generalized theories of orthogonal bases based on these
and new systems of functions.

Mersenne-Walsh functions and their generalizations do not belong to
well-known functions, making them prospective for use in communications, error
control and protective coding, signal processing, and compression and/or masking
of images [2, 5, 6].

2 Mersenne-Walsh System of Functions

Currently, a huge number of papers are devoted to generalization of Hadamard
matrices. An overview of important generalizations of such matrices on the odd
orders was first introduced in paper [4]. In paper [14], a class of quasi-orthogonal
Hadamard-Mersenne matrices on orders, equal to Mersenne numbers n = 2k − 1, is
defined. In papers [15, 16], the hypothesis of their existence for all values of odd
orders n = 4k − 1, studied in paper [17], is expressed.

In this paper we’ll call a Mersenne matrix, generated by columns that are ordered
by frequency, a Mersenne-Walsh matrix, and a system of orthogonal functions,
generated on the basis of an ordered matrix, we’ll call, as distinguished from the
classic Walsh functions, a Mersenne-Walsh system of functions.
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As an example, columns of a Mersenne matrix of the seventh order are presented
as signals in Fig. 1. Orthogonal functions here take two value-levels {1, − b},
where |b| < 1.

Let’s list the distinctive features of such a system of orthogonal functions and
name the reasons why this basis of signals is of practical interest.

Firstly, the system of Mersenne-Walsh functions is a two-level system, just like
the classic system, but it differs from Walsh functions by its lower level −b, which
is reduced in amplitude, and which approaches −1 as the dimensionality of the
system increases. In this sense, it is a fairly close approximation of the Walsh
system of functions on odd values of the order.

Secondly, the Mersenne-Walsh system of functions is distinguished by a
fewer-per-unit number of elements of columns of Mersenne matrices that generate
it, which means that it is simpler to calculate than the classic system of Walsh
functions.

Finally, the Mersenne Walsh system of functions is higher frequency than the
Walsh system of functions, since it does not include the zero frequency function
(constant). Therefore, it is preferable for use in the construction of image processing
band-pass filters.

The first single column and row of normalized Hadamard matrices are unnec-
essary components, which are useless in band-pass filters, since they correspond to
the frequency that is filtered by these filters. Therefore, their presence leads to
unnecessary waste of CPU time. However, we would like to note that the simple
removal of the canvas of the Hadamard matrix by dropping its first row and column
disrupts the orthogonality of columns of the truncated matrix.

3 Mersenne-Walsh Matrices

Mersenne-Walsh matrices as well as Hadamard-Walsh matrices can be obtained by
sorting the Mersenne [4, 14] and Hadamard [11] matrices, respectively, by the
frequency of columns.

Fig. 1 Columns of an M7

matrix in the form of signals
(meanders)
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The generalization of the methods of calculation of the Hadamard matrices was
studied by R. Paley. In 1933 he found the algorithms [18] that significantly increase
the set of calculated quasi-orthogonal matrices with levels {1, −1}.

Let’s clarify the concept of quasi-orthogonal matrices, which the matrices we’re
looking for belong to.

Definition 1 Quasi-orthogonal matrix An is a square matrix of n order, the values
of the elements of each column of which ≤ 1 (maximal element equals 1), satisfying
the condition of column connection expressed as

AT
nAn =ωI, ð1Þ

where I is a single diagonal matrix, and ω is the matrix weight.
Weight ω = 1 is typical for orthogonal matrices, to which quasi-orthogonal

matrices, including Hadamard matrices, do not belong because of constraints on the
values of their elements. However, these matrices are very close to orthogonal, that
are obtainable from An by elementary valuation (normalization) of their rows and
columns. After normalization, their maximum element (m-norm) [16] for orders
n > 1 is reduced to m < 1.

Definition 2 M-matrices (minimax quasi-orthogonal matrices) are matrices (1), that
have a minimum of m-norm (global or local [4]) on the class of quasi-orthogonal
matrices of the n order.

It is easy to notice that |det(An)| = ω n/2, and ω = 1/m2.

Hadamard matrices with global determinant maximums have minimal values of
m-norms, that is they are special cases of M-matrices with weight ω = n.

Mersenne matrices, while remaining two-level, differ from Hadamard matrices
only in values of their elements: Hadamard matrices of elements have values
{1, −1}, Mersenne matrices – {1, −b}, where b=1=2 with n = 3, and in other cases

b=
q−

ffiffiffiffi
4q

p
q− 4 with q = n+1 (the order of constituent Hadamard matrices).

Mersenne matrices can be found using universal search algorithms of the
“MMatrix-2” software complex [1]. These universal algorithms and related soft-
ware solutions are effective in the wide area of research of quasi-orthogonal
matrices, relying on their extreme feature – local determinant maximum [4]. They
are useful for the identification of systems of orthogonal functions, comparative
analysis of their features, building necessary graphs, etc.

Effective algorithms for computation of Mersenne matrices, and then
Mersenne-Walsh matrices, are based on methods of the theory of numbers first
noticed by Paley [10]. A modified Paley’s approach can be used to compute
Mersenne matrices.
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4 Modification of the Paley’s Method

Let n be a prime integer, setting the order n = 4k − 1 of Mersenne matrix Mn. Then
this is a necessary and sufficient condition for the existence of a quasi-orthogonal
skew-symmetric cyclic Mersenne matrix of n order with elements, equal to the
Legendre symbols χ(j − i/n) = {1, − b}, calculated for the differences of pairs of
indices i, j of their rows and columns [16].

Legendre symbols χ(m/n) take single values, if m = j − i is a quadratic residue
modulo n or 0, and value −b, if m is quadratic non-residue modulo n. Here b is the
absolute value of the negative elements of the Mersenne matrix.

Example Let’s consider the construction of the Mersenne matrixM7, associated
with finding of Legendre symbols for a set of numbers {0, 1, 2, 3, 4, 5, 6}, equal to
the difference of indices of elements of the first row. Their squares modulo 7 are {0,
1, 4, 2, 2, 4, 1}, respectively. Numbers {1, 2, 4}, which are present in both sets, are
quadratic residues, and the rest are nonresidues.

Portraits of cyclic Mersenne matrices M3 and M7 are shown in Fig. 2. White
squares on the portrait are elements with single values, and black are elements −b,
where b=1=2 with n = 3 and b=2−

ffiffiffi
2

p
≅ 0.5857 with n = 7.

Since the quasi-orthogonal Mersenne matrices contain elements of only two
level values {1, −b}), their multiplication by -1 is not allowed. Consequently, the
reducibility to functions, closest in their meaning to Walsh functions, is not obvious
for these matrices. However the Mersenne matrices allow for rational ordering of
their rows and columns by permutations. For example, Fig. 3 shows the results of
ordering of M7 and M31 matrices.

Fig. 2 Portraits of cyclic
matrices a M3 and b M7
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5 Conclusion

The newly presented system of Mersenne-Walsh orthogonal functions is intended
for use in image processing algorithms, including in the construction of band-pass
filters, used in methods of data compression and masking. The algorithms for
computing of Legendre symbols, profoundly developed in the number theory, were
used to calculate the system of Mersenne-Walsh orthogonal functions.

In general, the value of b is irrational and variable when changing the order n of
a matrix. Third parties attempts to unmask an image, protected using
Mersenne-Walsh matrices, are more difficult to implement compared to the use of
integral Hadamard matrices. At the same time, the resources for storage or calcu-
lation of the variable value of b are small, which is important for application of the
results of the research in the embedded class systems.

The software complex “MMatrix-2” mentioned above, used in study of Mers-
enne and Mersenne-Walsh matrices, is built using the implementation of the uni-
versal algorithms, which are based on modified methods of Paley and Sylvester.
Therefore, it can be used for research of matrices on the orders expressed by simple
numbers.
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Frequency Characteristics for Video
Sequences Processing

Andrei Bogoslovsky, Irina Zhigulina, Igor Maslov
and Tatiana Mordovina

Abstract A technique of video sequence processing through the energy parameters
analysis of video signal is discussed in this paper. The purpose of the analysis here
is to determine the object movements in a real-life scene. The new technique is
theoretically justified. It is based on the dependence of energy signal at the initial
phase. The signal is represented as a spatial cosine segment. The differences of the
energy characteristics are introduced to improve the efficiency of video sequences
processing. An example of a video sequence processing of the real scene is con-
sidered. It is shown that if pixels orderly move inside the object, then the borders
and the velocity of the moving object are well determined by using the charac-
teristics difference. However, the pixels groups with the movement differ from the
object movement can exist within the object boundaries. In this case, the pixels
must be regularly zeroed out, starting from the vision area edges.

Keywords Video sequence ⋅ Detection ⋅ Interframe difference ⋅ Energy
spectrum ⋅ Frequency characteristic ⋅ Zeroed pixels

1 Introduction

Visual search, a vital task for humans and animals, has also become an important tool
for studying many topics central to active vision and cognition. While visual search
often seems effortless to humans, trying to recreate human visual search abilities in
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machines has represented an incredible challenge for computer scientists and
engineers [1]. There are a lot of different algorithms for moving objects detection. The
result of processing significantly depends on the operating conditions and problems
to be solved. Further progress of video sequences processing inhibits several factors:

• The techniques for processing of moving and static images are significantly
different from each other. Processing of static images is based on the integral
transformations, while the video sequences processing is mainly based on dif-
ferential transformations. A search for the uniform techniques of any images
treatment is very important. These techniques are likely to be integral.

• Underused properties of the human visual analyzer are: receptive fields [2],
“ON-OFF” – centers [3], variable resolution in the retina field [4]. These
properties are indirect evidence in favor of integral techniques. For example, the
pixels exception (OFF - center) does not give a positive effect by means of the
existing techniques.

• Thefinal spatial coordinates (finiteness) of the vision area is not taken into account.
However, the movement consideration with respect to the image boundaries can
improve the detection characteristics and moving objects identification.

Overcoming these difficulties is possible by analyzing the changes of important
universal characteristic – energy of image. The movement will be detected, if the
energy analysis between frames for creating and changing “ON-OFF” - centers will
be carried out.

This paper is organized as follows: Sect. 2 introduces a short literature review of
existing techniques, the proposed techniques are discussed in Sect. 3, and experi-
mental results are represented in Sect. 4 with conclusion in Sect. 5.

2 Literature Review

There are several approaches to the motion assessment in video sequences. Block
matching algorithms quickly assess the objects displacement between frames [5–7].
They can be used for the evaluation of the unwanted motion in static scenes.
Disadvantages of these techniques are following: homogeneous areas influence on
the outcome of the motion estimation, and there is a relation to the size of the search
block. Block matching algorithms are of the least accurate in comparison with other
techniques.

Methods based on the point features allow identifying specific points in the
image uniquely [8–10]. They are used for motion estimation in difficult conditions.
However, these techniques are sufficiently resource-intensive for a real-time
implementation; they require additional hardware and software solutions. The
physical equation of transfer processes underlies optical flow techniques [4, 11].
They should be used for the reconstitution of moving objects. The computational
complexity of techniques increases sharply with a large motion vector module, and
they cease to be effective.
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Despite the large number of papers on this subject and as a result of their
analysis we could not found any publications, which fully investigated and solved
the problem of a universal technique development based on the integral
transformation.

3 Proposed Methods

Our techniques are based on the dependence of the signal energy upon the initial
phase φ0 [12, 13]. This signal can be described as a portion of a cosine curve
y=U0 +Um cos ωxx+φ0ð Þ, −M ≤ x≤M. In this case the most important thing is a
space finite signal, i. e. the vision area edges. Though, the signals have the same
spatial frequency ωx, pulse height Um and signal constant component U0 ≥Um, but
different initial phases φ0, they are not in the same position due to the frame edges.

Video signal can be decomposed into Fourier series [12–14]. Therefore, distri-
bution of its energy for spatial frequencies (energy spectrum), depends on spatial
harmonic phases (phase spectrum) [15]. Hence, it is possible to determine the
changes of object position even in the images, video signals energy of which does
not change. It can be the object of constant brightness and constant shape on a
uniform background. Since the movement determination can be factorized [12, 15],
i. e. spatial coordinates changes of moving objects can be defined independently,
then the line manipulation of video signals will be considered.

3.1 Interframe Differences of Energy Spectra

Figure 1 schematically displays two lines with equal numbers of two frames with a
signal from a moving object. The contrast of the object, its location and direction of
movement is not essential.

Applicative model will be used as a line model. Then the video signals of the
previous frame line and the subsequent frame line can be written as Eq. 1, where at
is a signal of a background and bt is a signal of a moving object, t is a frame
number, t=1; 2 (i=0 for the first frame, i≠ 0 for the second frame).

Fig. 1 Two lines with a moving object
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ft nð Þ= ∑
l+ i− 1

k= −M
at kð Þ δ n− kð Þ+ ∑

r+ i

k= l+ i
bt kð Þ δ n− kð Þ+ ∑

M

k = r+ i+1
at kð Þ δ n− kð Þ ð1Þ

Spectrum of the line signal takes the form Eq. 2.

Fṫ ωxð Þ= ∑
M

n= −M
ft nð Þ e− jωxn = F ̇at

�� �� ⋅ e− j argFȧ t + F ̇bt
�� �� ⋅ e− j argFḃ t ð2Þ

Energy spectrum of the line signal can be determined by the Eq. 3.

St ωxð Þ=F ̇t ωxð Þ ⋅F ̇*t ωxð Þ= Sat + Sbt +2 F ̇at
�� �� ⋅ F ̇bt

�� �� ⋅ cos argFḃt − argF ̇at
� � ð3Þ

Interframe difference of the energy spectra is defined as Eq. 4.

ΔS ωxð Þ= S2 ωxð Þ− S1 ωxð Þ= Sa2 − Sa1ð Þ+ Sb2 − Sb1ð Þ+

+2 Fȧ2

�� �� ⋅ F ̇b2
�� �� ⋅ cos argF ̇b2 − argF ̇a2

� �
− Fȧ1

�� �� ⋅ F ̇b1
�� �� ⋅ cos argF ̇b1 − argF ̇a1

� �� �

ð4Þ

The first term in Eq. 4 describes the change of the background energy spectrum,
and the second term shows the change of the object energy spectrum.

Equation 5 will be executed, if the pulse height background spectrum and the
pulse height object spectrum will have been changed slightly between frames.

ΔS ωxð Þ≈− 4 F ̇a
�� �� ⋅ F ̇b

�� �� ⋅ sin
arg F ̇b1 + arg F ̇b2 − arg F ̇a1 − arg F ̇a2

2

� �
×

× sin
arg F ̇b2 − arg F ̇b1 + arg F ̇a1 − arg F ̇a2

2

� � ð5Þ

The change of the object location is possible to identify according to the
interframe differences of energy spectra. In this case, the analysis of Eq. 5 zeros or
the number of sign alternations is interesting.

3.2 An Example of Energy Spectra Interframe Difference

Let us consider the simplest case, when the constant brightness object is moving in
a uniform background. Then we will obtain Eq. 6.

F ̇t ωxð Þ= ∑
M

n = −M
a ⋅ e− jωxn + ∑

r+ i

n = l+ i
b− að Þ ⋅ e− jωxn ð6Þ
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Turn to the discrete frequencies ωx =
π

M
k, k∈ 0; 2M½ �, and we will get Eq. 7.

∑
M

n = −M
a ⋅ e

− j
π k n
M = a ⋅ e− j π k , k≠ 0

a ⋅ 2M +1ð Þ, k=0

�
ð7Þ

Let us write down the energy spectra differences as Eq. 8.

ΔS kð Þ=4a b− að Þ ⋅ sin π k r− l+1ð Þ
2M

sin π k
2M

⋅ sin
π k 2M − r+ l+ ið Þ½ �

2M
⋅ sin

π k i
2M

ð8Þ

The information about the length r− lð Þ of a moving object, its location r+ lð Þ
and its movement i is contained in Eq. 8.

3.3 Interframe Difference of Energy Characteristics

The use of the energy spectra causes difficulties even in the simplest cases.
Therefore, the difference of energy spectra is expedient to convert. The energy
spectrum of a discrete signal is a periodic, even real-valued function of frequency,
the 2π period. The energy spectrum can be decomposed into series over the cosines
as Eq. 9.

S ωxð Þ= ∑
2M

p=0
ψ pð Þ cos pωx = ∑

2M

p=0
ψ pð Þ cos pπk

M
ð9Þ

The coefficients ψ pð Þ in Eq. 9 are values of input sequence f nð Þ autocorrelation
function. It means that Eq. 9 can be converted into Eq. 10.

S ωxð Þ= ∑
2M

p=0
∑

M − p

n = −M
f nð Þ f n+ pð Þ cos pωx ð10Þ

Thus, Eq. 11 corresponds to each phase number p.

ψ pð Þ= ∑
M − p

n = −M
f nð Þ f n+ pð Þ ð11Þ

Presented function will be called the energy characteristic.
Equations 10–11 are not recorded accurately. We can obtain Eq. 10 from Eq. 3,

but ψ pð Þ value will doubled for p≥ 1. However, this is not essential for the further
work, and we shall determine the energy characteristic as Eq. 11 for p≥ 0.

The energy characteristic is the amplitude of the corresponding harmonic
cos pωx and completely determines the energy spectrum of the input sequence f nð Þ.
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Therefore, we can consider the energy characteristics difference instead of the
energy spectra difference.

The dependence of Δψ pð Þ=ψ2 pð Þ−ψ1 pð Þ on the phase number p for a signal
which was discussed in Sect. 3.2 is presented in Fig. 2. Characteristic points
A, B, C, D, E, F, G, Hf g revealing the movement and its parameters are marked

in the chart. The frame differences of energy characteristics are more visualizing in
comparison with the differences of the energy spectra. Another advantage is the
operation with the values of autocorrelation function. They are also used in 2D
digital filtration (Wiener-Hopf theory, for example) [13, 14].

4 Experimental Results

The interframe differences of frequency characteristics for the real-life video
sequence processing were used. Figure 3 displays a frame of the video sequence.
The object (woman) is moving forward and leftward. Its image contains as large
spots of brightness, as well as small parts (especially in the middle and in the upper
part). Their movement may contain differences from the general object movement.
Therefore, we will process the line № 180 (upper part) and the line № 266 (middle
part). These lines are marked by white color in Fig. 1. The length of the lines is
equal to 2M +1=641 M =320ð Þ.

The interframe differences are illustrated in Figs. 4 and 5. There is a movement
of many small parts near the line № 266 (Fig. 5) while near the line № 180 the
movement is more ordered (Fig. 4).

Fig. 2 Energy characteristics differences
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4.1 Detection of Moving Object and Its Boundaries

Figures 6 and 7 show the differences of the energy characteristics for the line№ 180
and № 266 respectively. Boundaries of specific areas [15] are marked there.

Distant-pulse decay is defined in Fig. 6. This point has the abscissa
M − l+ i=546. Therefore, we can find the left boundary of the moving object in the
second frame: l− i= − 226. Also we can define the beginning of the far pulse front:
M − r− 1= 519. Hence, we obtain the right edge of the moving object in the first
frame: r= − 200. Object displacement also can be measured.

The frequency differences are symmetric with respect points M +0.5ð Þ. There-
fore, near-impulse can be found. Impulses can be also noticed in the inter-impulse
area and in the area of near phases. This fact is caused by the presence of moving

Fig. 3 Video sequence frame

Fig. 4 Interframe difference
(near the line № 180)
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pixels between the boundaries of the object (Fig. 5). There are other distortions (at
the tops of the near and far impulses in the area of distant impulse phase). But the
displacement of the moving object can be determined with sufficient accuracy.

Interframe frequency differences are significantly distorted because of the large
number of changing pixels between frames within the boundaries of the moving

Fig. 5 Image interframe difference

Fig. 6 Energy characteristics differences (line № 180)
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object (Fig. 7). In this case, the boundaries of the moving object (especially the
right boundary) and its displacement are difficult to determine.

4.2 Improvement of Detection Characteristics

The detection of moving object can be improved by increasing of the absolute
values for interframe differences of energy spectrum [12, 15]. This result can be
achieved by nullification of pixels with the same number in both frames. The
differences changes should be insignificant if zeroed pixels fall on parts corre-
sponding to the background or to the object in the neighbor frames. The interframe
frequency characteristics are changed substantially, if zeroed pixels correspond to
the background in one frame and they correspond to the object in other frame.

The differences of the energy characteristics for the line № 266 are shown in
Fig. 8. They are obtained at regular nullification of one pixel. Cases of getting
zeroed pixels of both frames on the background are indicated by black color. There
are small changes in limited areas of graphs. (See a blue circle in Fig. 8).

Fig. 7 Energy characteristics differences (line № 266)

Fig. 8 Energy characteristics
differences if a pixel is
regularly nullificated
(colour figure online)
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The energy characteristics difference (red line in Fig. 8) varies considerably
across the whole range as soon as a zeroed pixel has the coordinate l− i= − 255. In
this case, the left edge of a moving object in the second frame is clearly defined.

The object displacement can be found by this way: measure the difference of the
frequency characteristics at any phase, sequentially increasing the number of zeroed
pixels (start from pixel l− i with further magnifying).

Figure 9 represents the interframe difference dependence of energy character-
istics on the amount q of successively zeroed pixels; the phase p is equal to 100.
Dependence growth stops when q=5, that is why i=5.

Then we need to make line l segmentation. To find the right edge of the moving
object, it is advisable to perform nullification of truncate lines on the right and then
the right edge of the object will be defined. After that it is necessary to classify the
movement within its borders.

4.3 Double Differences of Frequency Characteristics

More qualitative discovering of a moving object is possible, if we reduce the impact
of the background pixels. For this purpose double differences of frequency char-
acteristics can be accomplished [12, 15]. They can be written as Eq. 12 where
function ψt pð Þ is an energy line characteristic, t is a frame number, N and N +1 are
zeroed pixels numbers.

Δψ′′ pð Þ= ψ1 pð Þ−ψ2 pð Þð ÞN − ψ1 pð Þ−ψ2 pð Þð ÞN +1 ð12Þ

The double differences of energy characteristics for line № 266 are shown in
Fig. 10. If zeroed pixels are more to the left of pixels l− i, then the lines are black. If
one of zeroed pixel has the coordinate l− i, then the lines are red. If zeroed pixels
have the coordinates l− i and l− i+1, then the lines are blue.

Fig. 9 Interframe difference dependence on the amount of successively zeroed pixels
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Overview of Fig. 10 leads to the following results:

• There will be a sharp change of double values differences when zeroed pixels
get on the object.

• In this case there is a drift and an oscillation of double energy differences.
• Rare oscillations correspond to the movement of small details in the image.

Monotone areas generally correspond to the far impulse, partially to the near
impulse and to the interpulse area.

5 Conclusion

Proposed energy characteristics differences are integral. Every value is formed by a
lot of input video images values but not only by one value. This allows to change
detection characteristics through the manipulation of video signals values, for
example, through a partial nullification. For example, the “browse” mode of a
moving object is possible, i.e. we can receive information about its details by
changing the values, which are even not corresponded to the object. The discussed
feature allows implementing algorithms inherent to a human visual system, for
example, treatment with the help of « ON-OFF » centers. In addition, the proposed
techniques are sufficiently flexible and allow various modifications.
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Expansion of the Quasi-Orthogonal Basis
to Mask Images

Anton Vostrikov and Mikhail Sergeev

Abstract The article discusses a significant expansion of the basis of two-level
quasi-orthogonal Hadamard-Mersenne matrices, used for compression and masking
of images and video stream frames. The article presents the dependences of the
levels of matrix elements on their order, and the algorithm for calculation through
chains that include Hadamard-Euler matrices. It is demonstrated that the sizes of
Hadamard and Hadamard-Mersenne matrix families are the same. The procedure of
masking and compression of images using quasi-orthogonal matrices, the orders of
which correspond to the sequence of Mersenne numbers, is analyzed.

Keywords Orthogonal matrices ⋅ Quasi-orthogonal matrices ⋅ M-matrices ⋅
Hadamardmatrices ⋅ Hadamard-Mersennematrices ⋅ Hadamard-Eulermatrices ⋅
Mersenne numbers ⋅ Image masking ⋅ Image compression

1 Introduction

Protection of information from unauthorized access and spoofing is of great
importance in today’s world, especially the protection of video data in the public
domain [1–3]. A variety of perfect protection systems that are successfully used in
practice have been already developed. But most of those systems cannot be directly
used to protect digital video in real-time systems because they are based on
encryption algorithms and require significant computational power.
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The monograph [4] discusses the matrix methods of video coding based on bases
of orthogonal transformations, which may be used, particularly but not exclusively,
to protect video frames against unauthorized viewing.

For this purpose, the authors previously proposed a relatively simple image
masking procedure [5, 6], based on the use of quasi-orthogonal bases, that can be
performed in real time. The study of the theory of their construction and their
properties has intensified significantly in recent years [7, 8] and will be discussed in
this paper.

2 Basic Definitions

Definition 1 Matrix masking is a computational procedure of matrix transforma-
tion of images, breaking them down to the form, visually perceived as noise.

Definition 2 Matrix unmasking is a computational procedure of inverse transfor-
mation with the use of an inverse matrix that restores the original image from the
masked one.

The task of organizing the process of matrix masking/unmasking of images
(individual frames of a video stream) lies in the simplicity and symmetry of
transformations applied to images. Obviously, if the system is symmetric, the
inverse matrix is required for inverse transformation of an image.

Definition 3 Levels are the values of the entries of a matrix.
The definition of matrix levels was first introduced in paper [9]. It allowed for

the interpretation of mathematical objects with flat and volumetric graphic portraits
of matrices [10], which, in turn, allows for the identification of previously unknown
patterns and relationships of quasi-orthogonal matrices.

Hadamard matrices [11–13], for example, are two-level matrices, while sym-
metric conference matrices [14, 15] and weighing matrices [16, 17] are three-level
matrices.

Definition 4 A real square matrix Xn of order n is called quasi-orthogonal if it
satisfies Xn

TXn = ω I, where ω ≤ n is a constant real number, I = diag{1,1,…,1}.
In this paper, we consider only quasi-orthogonal matrices with real elements, in

which at least one element in each row and column is 1. Hadamard matrices are a
well-known example of such matrices with elements placed in the unit circle.
Symmetric conference matrices, in particular, are also an important class of
quasi-orthogonal matrices.

Level a = 1 is pre-determined for all quasi-orthogonal matrices.
We will denote the levels of two level matrices as a, b; for positive 0 ≤ b≤a,

a = 1.
The concept of Hadamard-Mersenne matrices was first introduced in paper [9].

These matrices complement the set of Hadamard matrices in the class of orthogonal
matrices of odd orders n = 2k−1 (k – integer) equal to the numbers of Mersenne
sequence.
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Definition 5 A Hadamard-Mersenne matrix Mn [9, 18] is a quasi-orthogonal
matrix of the n = 2k−1 order, where k is an integer with two level functions a = 1,
−b. A Mersenne matrix, in the general case, of n = 4t−1 order, is a
Quasi-orthogonal matrix with the same level function b as the Hadamard-Mersenne
matrix: b= t

t−
ffiffi
t

p .

The invariant of Mersenne matrices is a difference (equal to 1) between the
number of positive and negative elements in each column (row), so the weight
ωðnÞ= n+1

2 + n− 1
2 b2.

The important thing is that, according to Balonin’s Conjecture [18, 19], the sets
of Hadamard and Mersenne matrices are equal in their sizes. Their orders n = 4t−1
cover Mersenne numbers n = 2k−1, where k is an integer for a so-called elementary
set of Mersenne matrices (or pure Mersenne matrices).

The number of quasi-orthogonal Mersenne matrices is not less than the number
of integer Hadamard matrices, but the values of the coefficients of two-level
Mersenne matrices are real numbers, which allows for better protection of video.

They are denoted as follows: Mð4t− 1; b= t
t+

ffiffi
t

p Þ.
A lot of Hadamard-Euler matrices are related to Hadamard-Mersenne matrices.

Defenition 6 A Hadamard-Euler matrix En [20] is a quasi-orthogonal matrix of
order n = 2m, m = 2k−1, where k is an integer with level functions a = 1, −b
constructed with two blocks A, B of the Hadamard-Mersenne type, from which it is
constructed.

An Euler matrix, in the general case, of order n = 4t−2, is a quasi-orthogonal
matrix with the same level function b, as a Hadamard-Euler matrix: b= t

t−
ffiffiffi
2t

p .

The number of quasi-orthogonal Euler matrices, in turn, is also not less than the
number of integer Hadamard matrices. It is also a set of matrices with real
numerical coefficients.

They are denoted as Eð4t− 2; b= t
t+

ffiffiffi
2t

p Þ.
The current state of digital signal processors, characterized by an increase in

productivity and structural orientation for performance of convolution operations in
real number format, allows for effective use of described and more complex bases
(multilevel M-matrices) [21, 22].

3 The Hadamard-Mersenne Matrices and Their
Calculation

The sequence of Mersenne numbers, given by the formula n = 2k−1, starts with
numbers 1, 3, 5, 15, 31, … and belongs to a subset of numbers of the form 4t−1.
The two-level Hadamard-Mersenne matrix of the third order has the form [9]:
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M3 =
a − b a
− b a a
a a − b

0

@

1

A

To iteratively obtain two-level orthogonal Hadamard-Mersenne matrices of
subsequent orders from previous ones using the Sylvester formula [11], a four-level
Hadamard- Euler matrix should be built on the first iteration step:

En =
Mn=2 Mn=2
Mn=2 −Mn=2

� �
,

where Mn=2 is a two-level Hadamard-Mersenne matrix of the half odd order, which
has two levels {a = 1, −b} [20]. Under this transformation, the number of levels
doubles due to the inversion of the two-level Hadamard-Mersenne matrix.

On the second iteration step, the Hadamard-Euler matrix is recalculated to a
Hadamard-Mersenne matrix by addition of a row and a column to it (bordering):

Mn+1 =
− λ eT

e E*
2n

� �
,

where λ = −a – eigen value, and e – eigenvector of “conjugated” matrix

E*
2n =

Mn=2 Mn=2

Mn=2 M*
n=2

� �
, M*

n=2 is obtained from the Mersenne matrix of the corre-

sponding order by interchanging of elements a = 1 and −b, in which the first half of
coefficients of the eigenvector, different from a, are −b elements.

The formulas above make it evident that such a sequence of actions during
iteration allows for a return to the two-level version of the Hadamard-Mersenne
matrix, the order of which corresponds to the following number in the Mersenne
sequence.

The values of matrix elements (levels) are the roots of characteristic algebraic
equations. Their parameters for levels, corresponding to the condition of orthogo-
nality of the columns of the Hadamard-Mersenne matrix, are given in paper [9].

4 On Balonin’s Conjecture

Unlike Hadamard matrices, Hadamard-Mersenne matrices exist on odd orders. Odd
order matrices are prime because their order not only begins with 1, but also with all
other prime integers.

In this analogy lies a deeper interpretation. Recall that the Hadamard matrix is a
square two-level Hn matrix of n order, consisting of numbers {1, −1}, the columns
of which are orthogonal HT

nHn = n I .
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Unlike Euler-Hadamard matrices, from the elementary Hadamard-Mersenne
matrix, equal to one according to the Sylvester Rule, we can only obtain a Had-
amard matrix of the second order, and further iterations continue with it. The orders
of such matrices are spaced too far apart and the distance between the orders of
adjacent matrices increases intensely. However, Hadamard gave examples of
two-level orthogonal matrices with unit values of moduli of elements of interme-
diate orders n = 12 and n = 20. According to his conjecture, there are Hadamard
matries of orders 1, 2 and 4k, where k is an integer.

Balonin’s conjecture [18, 19] consists of the assertion of the existence of
Mersenne matrices of orders 4 k−1. Matrices of orders n = 11 and n = 19 [18] with
the signs of Hadamard-Mersenne matrices were found in support of equality of
Hadamard and Hadamard-Mersenne matrix sets, referred to simply as Mersenne
matrices for convenience.

With the apparent symmetry of both conjectures, there are, however, certain
differences.

Hadamard matrices are based on square three-level Belevich matrices Cn of
n order, consisting of numbers {1, 0, −1}, the columns of which are orthogonal
CT

nCn = n− 1ð ÞI, and the zero elements are concentrated on the diagonal.
The existence of the Belevich matrices is determined by the Euler criterion (and

its interpretations, the case of non-prime numbers) of decomposability of the n−1
multiplier to the sum of two squares of numbers.

When the Belevich matrices do not exist, which is true for orders 22, 34, 58, etc.,
the Hadamard-Euler matrices exist. The Hadamard-Euler matrix of n = 22 order can
be obtained, for example, based on the above mentioned Hadamard-Mersenne
matrix of n = 11 order. Thus, the gaps in the set of three-level orthogonal Belevich
matrices get filled, which has a significant theoretical and practical value.

Obviously, the existence of Hadamard-Mersenne matrices on 4k−1 orders sig-
nificantly expands the basis of orthogonal matrices for use in the above mentioned
applied tasks of video-information protection.

5 Image Masking Algorithm

The typical processing path in the procedures of the matrix image transformation
[4–6] consists of several steps:

• Discrete Fourier transform to obtain the spectral decomposition.
• Use of a low-pass filter to eliminate the high-frequency part of the spectrum.
• Huffman statistical processing to eliminate redundancy.

All these steps are present in the masking algorithm [5]. However, it is essential
that the discrete Fourier transform matrix is replaced by the original
Hadamard-Mersenne matrix of quasi-orthogonal basis (Sylvester sequence of
matrices). The low-pass filter is replaced with multiplication by the quantization
matrix, coordinated with the selected Hadamard-Mersenne matrix.
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Paper [8], which discusses the results of the image masking using the M15

matrix, gives an example of the use of Hadamard-Mersenne matrices.
In addition to the discreteness of levels of matrix elements, as in the Hadamard

matrix, an equally important role is played by the originality of the basis that
provides the secrecy of transformed data. This makes the matrices with rational and
irrational values of levels convenient for use in the procedure of image masking on
digital devices.

Unlike traditional bases, in the task of masking the great importance belongs to
qualities, apart from those mentioned above, acquired from the extreme properties
of basis sets [23–26]. For example, Hadamard matrices and Mersenne matrices that
are close to them are optimal in terms of neutralizing the effects of point interfer-
ence when transmitting via communication channels.

The masking matrix order-increasing recursive procedures, adapted to the size of
the image being masked, are also very important in the context of our paper.

Another argument to rationalize the use of bases constructed on the sequence of
numbers [23] is that the algorithm of their construction is fractal, and matrices in the
specific configuration of the algorithm have increased sensitivity to changes in
processor capacity and the initial data.

The method of image transformation considered allows, first of all, for keeping
the possibility in principle of compression of masked information, for example, by
adaptation of the filtering procedure to the structural specificities of the basis.
Secondly, an unusual matrix and masking key in the form of a vector of permu-
tation of rows and columns, unknown to third parties, provide reliable concealment
of an image or a sequence of frames in a video stream from unauthorized use and
spoofing.

An instrument used for search for new quasi-orthogonal matrices is the [22, 23,
27] software, which can be used to simplify the task of video masking, when the
orthogonal transformation matrix is not calculated in advance, but is the result of
the work of the algorithm. Only the configuration of parameters for its calculation
are sent as a key via an open communication channel.

6 Conclusion

In the search for original orthogonal matrices of odd orders close to Hadamard
matrices in terms of their properties, for use in the image masking algorithms, a
preferred class of two-level matrices, called Hadamard-Mersenne matrices, has
been selected. The orders of these matrices are equal to Mersenne numbers of the
form 2k−1 and their number is greatly expanded by Balonin’s Conjecture. The
elements of Hadamard-Mersenne matrices, with the increase of the value of the
integer argument k, tend toward the values {1, −1} like the Hadamard matrices.
The authors monitor the basis matrices on the Internet: http://mathscinet.ru/
catalogue.
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The practical application of matrices considered in this paper is expedient to
increase the degree of noise immunity and protection during transmission of
information, since the matrix methods imply an effective implementation in modern
microprocessor structures oriented to digital information processing.
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Performance Analysis of Prediction
Methods for Lossless Image Compression

Nickolay Egorov, Dmitriy Novikov and Marat Gilmutdinov

Abstract Performance analysis of several state-of-the-art prediction approaches is

performed for lossless image compression. To provide this analysis special models

of edges are presented: bound-oriented and gradient-oriented approaches. Several

heuristic assumptions are proposed for considered intra- and inter-component pre-

dictors using determined edge models. Numerical evaluation using image test sets

with various statistical features confirms obtained heuristic assumptions.

Keywords Lossless image compression ⋅ Intra- and inter-component prediction ⋅
Edge modeling ⋅ Bound-oriented prediction ⋅ Gradient-oriented prediction

1 Introduction

This paper is dedicated to performance analysis of prediction schemes used in loss-

less image compression. The selection of predictors is limited by state-of-the-art pre-

dictors used in compression standards and popular compression schemes. This lim-

itation depends on complexity requirements. Several lossless compression schemes,

e.g. PAQ [1], GraLic [2], have excellent compression ratio. Unfortunately refer-

enced compressors have very high complexity unsuitable for real-time application

requirements.

The main purpose of prediction is removal of inter-symbol correlation (depen-

dency). Unfortunately de-correlation depends on input data statistical properties that

cannot be estimated a priori, especially for images. Another key image feature which
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impacts prediction performance is different statistics for various image regions, so

image statistical properties are not stationary in general. Most predictors are not

effective in regions where statistic changes extremely. Typical example of fast statis-

tical properties changing is object’s edge. The ability of predictors to adapt to edges

affects prediction performance significantly. For this reason local-adaptive methods

are more preferable, because they have fast adaptation rate, even though their com-

plexity is higher.

Besides complexity limitation the following requirements should be represented

to provide high prediction performance: minimum standard deviation and maximum

number of zero values of prediction errors. One of the additional goals of this paper is

performance improvement of lossless image compression scheme with Binary Lay-

ers Scanning (BLS) introduced in previous work [3]. One of the key features of BLS

is adaptation to correlation of prediction errors, so-called residual correlation. As

demonstrated in [3] this algorithm of prediction errors encoding outperforms con-

ventional lossless image compression standards, e.g. JPEG-LS [4, 5] and JPEG-2000

[6]. To estimate the impact on compression performance, the combination of each

analyzed predictor and BLS codec is considered.

The paper is organized as follows. Section 2 contains predictors classification

and heuristic simple edge classification-based analysis of several predictors. Intra-

and inter-component prediction approaches are considered. Comparison of predic-

tion performance is presented in Sect. 3. This comparison uses image test sets and

numerical criteria based on statistical properties of prediction errors which are also

described in Sect. 3.

2 State-of-the-art Prediction Methods Analysis

2.1 General Statements

At this moment a lot of pixel prediction methods were developed. They use a large

spectrum of approaches from simple neighboring pixels averaging [7] to methods

that use solution of a large number of equations [8]. Prediction methods can be clas-

sified by:

– number of passes: single- or multi-pass,

– number of components used: intra- or inter-component;

– adaptation type: global optimization based, local-adaptive or non-adaptive;

– scan order: box-out, raster or wipe scans [9];

– data specificity accounting: universal or specific-oriented, e.g. predictors for med-

ical images.

Main objects of interest are single-pass local-adaptive prediction methods which

use raster scan order. These methods are low-complexity and have high performance

for specific image classes.
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As far as prediction removes spatial correlation between neighboring pixels, it

should use previously processed pixels. A set of all pixel positions considered in

prediction algorithm is called context. Previously processed neighboring pixel in

context has special assignment according to cardinal direction. An example of con-

text assigment is depicted in Fig. 1. Note, that only top and positions in the same

row can be used in context for the currently processed component. Pixel positions in

previously processed components do not have any restrictions.

2.2 Edge Modeling

Most local-adaptive predictors use approaches for detection of intensity discontinu-

ities [10], which are always presented in images especially at object borders. These

discontinuities are usually part of image textures. Intensity discontinuities can be

divided into two basic classes: bounds and gradients. Examples of models from these

classes are depicted in Fig. 2.

Fig. 1 Cardinal direction

assignment to neighboring

pixels (raster scan)

Fig. 2 Models of intensity

discontinuities with

corresponding intensity

profiles: (a) – bound;

(b) – gradient

Edge pixel is a pixel located in bound or gradient region. All co-located edge

pixels are united into edge. In this paper forward edge and backward edge definitions

are used to determine direction of diagonal edges. Forward edge direction is visually

similar to main diagonal of matrix, while backward edge direction is visually similar

to reverse diagonal of matrix. These definitions will be used for further prediction

methods analysis.
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2.3 The Spatial Prediction Methods

Median Edge Detection (MED). MED is the most popular method used in series

of JPEG-LS standards [4, 5]. It provides high compression performance with low

computational complexity. Prediction result x̂ for current pixel is calculated using

the following equation:

x̂ =
⎧
⎪
⎨
⎪
⎩

min(n,w), if nw ⩾ max(n,w);
max(n,w), if nw ⩽ min(n,w);
n + w − nw, otherwise .

(1)

The main idea of MED is estimation of edge direction near the predicted pixel x.

This algorithm considers three edge cases. In the first and second conditions of

Eq. (1) horizontal and vertical border edge direction cases are verified. These bor-

der edges are approximated by bound model described in Sect. (2.2). Thus either n
or w values are used as prediction in this model. The last condition of (1) is used

in forward egde case. In such case the method uses gradient edge model. Thus the

predicted value can differ from n and w neighbor values.

The main disadvantages of MED are coarse approximation of vertical and hor-

izontal borders (first and second conditions of (1)) and insensitivity to backward

edges. Figure 3 demonstrates the selection of condition for edge pixel processing.

Edge pixels are white-highlighted for third condition of MED applying. Otherwise

edge pixels are black-highlighted corresponding to backward edges.

Fig. 3 Edge pixel processing by MED algorithm: (a) – original image, (b) – processed image, (c)

– image fragment. White – third condition of (1), black – other conditions of (1)

Active Level Classification Model Predictor (ALCM). The prediction method

described in [11] calculates sum of context pixels pk weighted by bk, where k is an

index of pixel in context. ALCM algorithm is designed to decrease the prediction

error for the next predictions assuming high spatial correlation of neighboring pix-

els. According to this assumption ALCM uses approximation of Gradient Descent
algorithm to perform the following optimization:
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E = min
{bk}

|
|
|
|
|
x −

∑

k
bkpk

|
|
|
|
|
, (2)

where the set of bk is obtained during previous pixel processing. Choise of pixel

context has great influence on ALCM prediction performance. Author of [12] pro-

posed to use context that consists of six pixels: nw, n, ne, w, ww, nww (see Fig. 1).

Such small amount of pixels is explained by extreme decreasing of pixel correlation

function. Thus only closest pixels are considered to provide local-adaptive property.

Figure 4 depicts performance comparison of MED and ALCM algorithms using

pixels grayscale pattern.Visual comparison demonstrates that ALCM outperforms

MED in still regions and on gradient type edges, but MED is more effective on bound

type edges due to fast adaptation rate.

There is one popular prediction method — Gradient Adjusted Prediction (GAP)

from CALIC codec [13]. It uses gradient-oriented approach as well as ALCM but

with predetermined sets of bk coefficients. Since GAP is a specific case of ALCM,

its consideration is out of this paper scope.

Fig. 4 Prediction performance comparison: ALCM vs. MED. (a) – processed image,

(b) – fragment of original image, (c) – fragment of processed image. Greyscale pattern for processed

image: white|x− x̂ALCM| < |x− x̂MED|, black |x− x̂ALCM| > |x− x̂MED|, grey |x− x̂ALCM| = |x− x̂MED|

2.4 Inter-Component Predictions

Conventional Color Transforms. These predictors are conventionally used in image

compression standards, e.g. JPEG-LS (Part 2) [5] and JPEG-2000 (lossless mode)

[6]. They use typical assumptions about correlation between red, green and blue

components. These predictors are usually non-adaptive, so they are out of scope of

this paper.

Simple Inter-color Lossless Image Coder (SICLIC). SICLIC [14] combines

both intra- and inter-component predictions. Spatial prediction is identical to the

MED prediction from [4]. Inter-color prediction is based on MED idea, but it uses
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differences (gradients) Dk between pixels from current and previously processed

components as depicted in Fig. 5. SICLIC selects the best predictor from intra- and

inter-component parts according to prediction error magnitude.

Fig. 5 SICLIC prediction

algorithm [14]

The main advantage of SICLIC codec is that it uses two types of predictors. Since

some images are better compressed using the spatial predictor, while other are better

compressed using the inter-color predictor, it is important to use both. In regions with

high inter-color correlation SICLIC shows good prediction performance on bound

edges as well as gradient edges. The main disadvantage is low prediction perfor-

mance in regions with low correlation between components because MED shows

low prediction accuracy in still regions and on gradient type edges.

3 Experimental Results

3.1 Experiment Setup

To estimate compression performance all prediction errors are encoded using JPEG-

LS part 2 [5], JPEG-2000 [6] and BLS [3] codecs. For color images JPEG-LS part

2 codec uses reversible color transform which is similar to transform described in

JPEG-2000 (lossless compression mode). This transform is used as inter-component

prediction. JPEG-2000 codec is used in lossless compression mode.

BLS codec is used in combination with various intra- and inter-component pre-

dictors analyzed in this paper [3]. MED or ALCM are used as intra-component pre-

dictors for the first (green) image component processing. SICLIC-based algorithm

or ALCM approach are used as inter-component predictors to provide second and

third image component processing. IC-ALCM (Inter-Component ALCM) acronym

is used to distinguish intra- and inter-component predictors based on ALCM. The

following pixel positions in the previously processed image components are used as

context for IC-ALCM: n,w, x, e, s.
Most image test sets contain color images. The next subsections contains: descrip-

tion of image test sets, numerical criteria used in comparison and comparison

summary.
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3.2 Images Test Sets for Prediction Performance Comparison

The experiments are performed using image test sets which have various parameters:

one or three color components images; 8 or 10 bits per pixel in component. Table 1

presents basic properties of the following image sets:

– Lossless Photo Compression Benchmark (LPCB) [15]: contains large set of high

resolution images. This set consists of three image types: natural images, Earth

surface pictures and pictures of space objects;

– Squeeze Chart (SC) [16] test set: contains high resolution photorealistic images;

– Computing Tomography (CT) [17]: contains 10bpp grayscale image sequence of

body detailed scans; they are used for testing predictors on data with specific sta-

tistical properties;

– Kodak [18] image test set: popular test set of photorealistic images;

– Rawzor corpus [19]: high resolution image test set presented by Rawzor Inc.;

– State-of-the-art image test set: conventionally used images, e.g. lena, baboon, air-

plane etc.

Table 1 Test sets description

Corpus name Files number Size, bytes Maximum

Resolution

Number of

components

BPP

LPCB 107 3 456 571 880 6800 × 6800 3 3*8

SC 7 242 932 451 5184 × 3456 3 3*8

CT 175 91 753 200 512 × 512 1 10

Kodak 24 28 311 912 768 × 512 3 3*8

Rawzor 14 470 611 702 7216 × 5412 3 3*8

State-of-the-art 7 6 927 657 787 × 576 3 3*8

3.3 Numerical Criteria for Prediction Methods Comparison

The following numerical criteria are used for prediction performance comparison:

– SD-criterion: Standard Deviation of prediction errors;

– Z-criterion: number of Zeros among prediction errors;

– Bits Per Pixel (BPP): estimation of compression performance for corresponding

lossless compression scheme;

– G-criterion: compression Gain (in percents) for X1 compression scheme com-

pared to X2 (for i-th file):

Gi(X1,X2) =
SX2i − SX1i

SX2i
⋅ 100%, (3)

where SXi – size of i-th file compressed by algorithm X. Negative G-criterion value

means loss of X1 algorithm.
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3.4 Comparison Summary

Compression results for different prediction methods using BLS compression sys-

tem are listed in Table 2. This table also shows the compression results for state-

of-the-art codecs with similar complexity: JPEG-LS and JPEG-2000. Combination

of ALCM prediction for the first color component and SICLIC-based approach for

two other components outperforms all state-of-the-art prediction algorithms in all

test sets except LPCB and Rawzor corpus which consist of high resolution images.

ALCM & SICLIC combination is more efficient for images that are characterized by

domination of gradient type edges with high spatial correlation and extremely chang-

ing inter-component statistic. ALCM & IC-ALCM combination outperforms other

prediction methods on images with high inter-component correlation especially for

high resolution images in LPCB and Rawzor corpus.

To improve numerical analysis, pairwise comparisons of considered prediction

algorithms are performed for particular images. These results are listed in Table 3.

The best result of the first prediction algorithm is presented in top line and the best

result of the second method is presented in bottom line of each row. SD and Z criteria

are presented by two values separated by symbol “/”.

Table 2 Compression performance for different prediction algorithms using BLS system (BPP)

Set name MED &

SICLIC

ALCM &

SICLIC

ALCM &

IC-ALCM

JPEG-LS JPEG-2K

LPCB 7.91 7.87 7.84 8.45 8.65

SC 10.18 10.07 10.22 10.38 10.52

CT 3.25 3.18 3.18 3.3 3.54

Kodak 8.59 8.55 9.35 8.78 8.9

Rawzor 9.92 9.84 9.71 10.32 10.62

State-of-the-art 12.46 12.41 12.43 12.3 13.13

Obtained results listed in Tables 2, 3 confirm the following heuristic assumptions

from prediction methods analysis:

– Domination of the gradient type edges and smoothly varying statistic are specific

for high resolution images. Usage of gradient-oriented ALCM prediction is prefer-

able for this type of images (PIA13815.ppm)

– Domination of the bound type edges are specific for artificial images. MED predic-

tion outperforms ALCM predictor for this specific type of images by proposed G-,

SD- and Z-criteria due to ALCM slow weights adaptation speed (PIA13779.ppm

and artificial.ppm)

– MED prediction also is more preferable than ALCM for noisy images and pic-

tures with extreme statistic changes. Abrupt statistic changes is specific for low-

definition images (baboon.ppm)
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– Extended bit depth (10 BPP or more) and medical scanner features are the reasons

of gradient edges domination for computer tomography images. Gradient-oriented

prediction is more preferable for this type of images

– SICLIC-based inter-component approach is robust to extreme changes of inter-

component statistics and more effective on images with significant number of

color objects (sony.ppm, artificial.ppm and PIA13779.ppm)

– IC-ALCM prediction is more accurate than SICLIC-based approach in case of

high inter-component correlation (PIA13803.ppm, spider-web.ppm and hubble.ppm)

Table 3 Pairwise prediction algorithms comparison (best gain results are selected)

Compared

predictions:

Best gain on file G, % SD Z, 105

LPCB

MED vs ALCM PIA13779.ppm 20.05 5.79 / 5.7 0.86 / 0.36

PIA13815.ppm 5.55 9.04 / 13.36 19.38 / 17.4

SICLIC vs

IC-ALCM

PIA13779.ppm 53.46 3.18 / 16.16 52.83 / 48.68

PIA13803.ppm 18.66 3.38 / 6.14 8.68 / 3.37

SC

SICLIC vs

IC-ALCM

sony.ppm 13.74 2.45 / 15.77 45.47 / 39.9

hubble.ppm 3.85 8.55 / 9.99 8.94 / 7.35

Rawzor

SICLIC vs

IC-ALCM

artificial.ppm 26.37 2.48 / 3.99 57.85 / 53.25

spider_web.ppm 5.64 0.82 / 0.86 68.28 / 61.59

State-of-the-art

MED vs ALCM baboon.ppm 0.82 25.72 / 22.33 0.33 / 0.1

pepper.ppm 1.28 9.3 / 10 0.3 / 0.26

SICLIC vs

IC-ALCM

barbara.ppm 4.02 4.18 / 4.93 1.39 / 0.82

airplane.ppm 2.89 3.8 / 3.86 0.51 / 0.44

4 Conclusion

Experimental results confirm the main heuristic assumption about edge feature

impact on prediction performance. Trend of image resolution increasing leads to rise

of correlation between neighboring pixels and number of edges decreasing. There-

fore ALCM intra-component prediction looks more preferable. It is also true for

medical imaging. Unfortunately slow adaptation rate and insensibility to low corre-

lation between image components make ALCM unsuitable for images with extreme

statistic changes. Thus ALCM intra-component prediction is the optimal predic-
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tion scheme among considered approaches. Inter-component prediction should be

selected basing on image specific: SICLIC-based prediction for images with extremely

changing inter-component correlation or IC-ALCM in other case. Anyway, increas-

ing the adaptation rate in edge regions is an obvious way to improve the ALCM in

the future work.
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Non-stationary Correlation Noise Modeling
for Transform Domain Wyner-Ziv Video
Coding

Anton Veselov, Boris Filippov, Victor Yastrebov and Marat Gilmutdinov

Abstract In this paper the problem of correlation noise modeling (CNM) for

Transform Domain Wyner-Ziv (TDWZ) video coding is considered. The CNM algo-

rithm from DISCOVER codec is analyzed. An extended set of assumptions about

correlation noise in transform domain is considered and a new CNM algorithm is

proposed. The proposed algorithm is a generalization of the reference one for the

case of non-stationary noise. The evaluation results show that the proposed method

demonstrates higher performance than the state-of-the-art approach on test video

sequences with complex motion.

Keywords Distributed video coding ⋅ Wyner-ziv video coding ⋅ Virtual

dependency channel ⋅ Correlation noise ⋅ Transform domain

1 Introduction

Distributed Video Coding (DVC), also known as Wyner-Ziv Video Coding (WZVC),

is a modern video compression paradigm applied in energy-constrained applications,

e.g. mobile video streaming. The theoretical background of DVC was proposed in
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works of Slepian and Wolf [1], Wyner and Ziv [2] in 1970-s as distributed source

coding theory. But this approach was not required in practice till the beginning of

2000-s when the rise of energy-constrained mobile applications predetermined the

further development of DVC-based systems. Several compression schemes based on

DVC were implemented and thoroughly analyzed. The most popular DVC codec is

DISCOVER project [3] which utilizes Stanford DVC architecture [4]. Two parts of

Stanford-based DVC systems have significant impact on compression performance:

side information generation conventionally based on temporal interpolation and cor-

relation noise modeling. The latter is used at the decoder to estimate the mismatch

between side information available at decoder and original video frames. This paper

is dedicated to a new method of accurate correlation noise estimation. Proposed

method is based on assumption about non-stationarity of mismatching between side-

information and original frame. According to this assumption, pixels positions which

have interpolation errors (correlation noise) with similar statistical properties are

concentrated in the same regions. This assumption WAS originally investigated in

works of Westerlaken et al. [5]. In [6] authors proposed new correlation noise model

in terms of Hidden Random Markov Field. This model is also based on the same

assumption about non-stationarity of correlation noise. This paper extends the model

proposed in [6] for Transform Domain Wyner-Ziv (TDWZ) coding. The performance

of proposed correlation noise modeling method is compared with the approach used

in DISCOVER which is based on works of Pereira and Brites [7]. To apply numer-

ical evaluation both methods are embedded in TDWZ video coding system similar

to DISCOVER.

This paper is organized as follows. The background and proposed correlation

noise modeling method are described in Sect. 2. Numerical evaluation of the pro-

posed and state-of-the-art methods is provided in Sect. 3.

2 Correlation Noise Modeling

2.1 Correlation Noise

Correlation noise is a key idea of practical DVC schemes. It provides alterna-

tive interpretation of video encoding procedure connecting it with the methods of

data transmission over a noisy channel. Two sources UX and UY produce mes-

sages which are the observations of the correlated random variables X ∈  and

Y ∈  correspondingly. These variables are drawn from the bivariate distribution
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p(X,Y) ≠ p(X)p(Y). Let x ∈ 
n

and y ∈ 
n

be the correlated information sequences

observed at the output of the sources. It should be noted that

p(x, y) =
n∏

i=1
Pr[X = xi,Y = yi].

Suppose that the information sequence y is known to the decoder and it is required

to reconstruct x. The idea of reconstruction procedure is as follows. Suppose that

sequence x has been transmitted over a noisy channel and the corrupted sequence is

y, i.e.

y = x + n,

where n represents noise. It means that the reconstruction procedure can apply error

correction techniques to eliminate the noise component n from y thus reconstruct-

ing x.

This alternative view of distributed source coding is known as Virtual Depen-

dency Channel (VDC) based model. Noise n which “arises” in VDC is called corre-
lation noise.

Now consider the idea of correlation noise in practical TDWZ video coding based

on Stanford architecture. First let us introduce the notation which will be further used

in this paper. Denote the previously decoded frames used for Wyner-Ziv (WZ) frame

approximation by 𝐅( p)
and 𝐅( f )

. WZ frame available at encoder is denoted by 𝐅(i)
,

WZ frame approximation generated by decoder is denoted by 𝐅(a)
.

Decoder by analogy with encoder applies block spectral transform and combines

the calculated spectral coefficients into bands. Each band contains the spectral coef-

ficients located at a specific positions of the transformed blocks. If block size is 4×4
pixels then there are 16 bands of spectral coefficients. Then decoder quantizes each

band and forms a vector of quantized spectral coefficients �̂�(b) = (q̂(b)1 , q̂(b)2 ,… , q̂(b)N ),
where b is the band index and N is the number of spectral coefficients in a band.

It should be noted that the encoder forms a vector of quantized spectral coefficients

𝐪(b) = (q(b)1 , q(b)2 ,… , q(b)N ) by applying the same sequence of operations to original

intermediate frame 𝐅(i)
. Since frame 𝐅(a)

is the approximation of 𝐅(i)
, 𝐪(b) and �̂�(b)

can be considered as the correlated messages of the two sources. Thus �̂�(b) is the side

information of the decoder and correlation noise 𝐧(b) = (n(b)1 , n(b)2 ,… , n(b)N ) for each

band b is defined as

𝐧(b) = 𝐪(b) − �̂�(b).

Also it should be noted that decoder can not calculate 𝐧(b) explicitly because it has

no information about original frame 𝐅(i)
. Nevertheless decoder should estimate the

statistical parameters of 𝐪(b) by analyzing the available information. This estimation

procedure is known as Correlation Noise Modeling (CNM).

Practical approaches to correlation noise modeling are considered in the following

sections of this paper.
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2.2 State-of-the-Art Correlation Noise Modeling Techniques

In earliest work on DVC correlation noise was modeled as an additive stationary

zero-mean random process [8]. Such an approach is known as stationary virtual
dependency channel modeling. Within the given context term “stationarity” means

that the statistical characteristics of noise do not change within a band. This simple

model can be easily implemented in practice however it was shown to be inefficient in

many cases because of interpolation effects known as motion occlusions and holes.

As a result non-stationary virtual dependency channel modeling techniques were

further developed for correlation noise estimation algorithms.

Consider a set of state-of-the-art assumptions about correlation noise.

Assumption 1 Decoder can estimate �̃�(b) = (ñ(b)1 , ñ(b)2 ,… , ñ(b)N ), s.t. ñ(b)i = n(b)i +
e(b)i , where e(b)i is a zero-mean random variable.

Assumption 2 Noise is a sequence of independent identically distributed (IID) ran-

dom variables which probability density function can be approximated as a zero-

mean Laplacian Mixture Model:

p(x) =
K∑

k=1
wk

𝛼k
2
e−𝛼k|x|,

where wk is the weight of mixture component k and 𝛼k is the Laplacian distribution

parameter for component k.

We will call �̃�(b) correlation noise approximation. As a rule correlation noise

approximation is obtained from spectral coefficients of motion compensated residu-

als of inter-frame approximation.

Taking into account the above assumptions the goal of correlation noise model-

ing is to estimate Laplacian distribution parameter 𝛼i for each q̂i. Such an approach

allows modeling non-stationarity by adapting the number of components K in mix-

ture. However the problem of determining the relation between mixture components

and quantized spectral coefficients is an open issue. This problem was considered

in work [5]. The authors used a synthetic test sequences with manual partition of

regions and demonstrated the bit rate savings up to 30 % for K = 2.

State-of-the-art correlation noise modeling algorithm used in DISCOVER codec

was proposed in [7]. In this algorithm each coefficient in band is classified into inlier

or outlier class. Inliers are those coefficients whose absolute value is close to the

average magnitude value in band. Outliers are the remaining coefficients in band.

Then Laplace parameter is calculated for each coefficient using the following rule:

�̂�

(b)
i =

⎧
⎪
⎨
⎪
⎩

√
2
𝜎

2
b
, if inlier coefficient

√
2
d2i
, otherwise

,
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where 𝜎
2
b is a band magnitude variance estimation, di is the distance between average

magnitude in band and magnitude of spectral coefficient in number i.
The described approach manages the problem of non-stationary VDC modeling

by adapting the Laplacian parameter to band and coefficient levels. However this

model has several disadvantages. The main disadvantage is that the model does not

consider possible errors of correlation noise approximation when large values of

errors are estimated for the correctly approximated regions and vice versa. One of the

approaches which can be used to process such regions is based on spatial correlation

analysis of spectral coefficients. This approach is presented in the next section of the

paper.

2.3 Proposed Correlation Noise Modeling Algorithm

In this section a description of the new CNM algorithm is given. The algorithm is

based on a generalized model proposed in [6]. The model provides a mathemati-

cal framework for noise parameter estimation in Pixel Domain Wyner-Ziv (PDWZ)

video coding. In this section the model extension to transform domain is considered

and a heuristic CNM algorithm is proposed.

Consider a set of new assumptions about correlation noise in transform domain.

This set extends the previously defined assumptions by saving Assumption 1 and

replacing Assumption 2 with the following new assumptions.

Assumption 2 Statistical characteristics of correlation noise in band b can be

described using a set 
(b)

of K various distributions


(b) = {D(b)

1 (𝜽(b)1 ),D(b)
2 (𝜽(b)2 ), ...,D(b)

K (𝜽(b)K )},

where D(b)
i (𝜽(b)i ) represents the probability distribution law and parameters for dis-

tribution number i. Distributions in 
(b)

can have identical laws but the distribution

parameters should be different. In the course of correlation noise estimation each

position in �̃�(b) should be associated with one of distributions from 
(b)

.

Assumption 3 Distribution laws for different spectral coefficients within a band are

not independent, i.e.

P(ñ(b)i ∼ D(b)
k (𝜽(b)k ), ñ(b)j ∼ D(b)

l (𝜽(b)l )) ≠ P(ñ(b)i ∼ D(b)
k (𝜽(b)k ))P(ñ(b)j ∼ D(b)

l (𝜽(b)l )).

These assumptions allow using the same mathematical foundation as in [6] to

model correlation noise in transform domain. It means that the correlation noise

in each band can be described using Hidden Markov Random Field (HMRF) with

hidden nodes denoting the association of distributions in 
(b)

to the quantized spec-

tral coefficients and the observed nodes corresponding to the estimated noise. Then

the correlation noise estimation can be reformulated as a labeling problem within
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a HMRF framework. This task can be solved using standard energy minimization

techniques [9], however to apply it in practice the potential functions describing the

joint likelihood of neighboring nodes should be specified which is a difficult prob-

lem. In this context a simpler approach to model correlation noise is considered. It

is proposed to apply estimation in three steps.

1. Preliminary independent labeling of nodes given the observed noise.

2. Spatial filtering of labels to take into account the spatial dependence of nodes.

3. Noise parameters estimation for each coefficient.

At the first step each quantized spectral coefficient is assigned with a label denot-

ing the distribution index in 
(b)

. We propose an iterative procedure to simultane-

ously determine both labeling and corresponding set of distributions 
(b)

.

The algorithm starts with initial set of distributions 
(b)

and iteratively calculates

labeling and updates 
(b)

until either labeling stays unchanged between iterations or

maximal number of iterations is achieved. Then spatial filtering is applied to smooth

the preliminary labeling.

Algorithm Proposed correlation noise modeling algorithm for band b.

Input:

– noise approximation �̃�(b);
– initial set of distributions 

(b)
;

– maximal number of iterations in preliminary labeling N1;

– number of median filtering iterations N2.

Output: estimate of noise parameters for each coefficient.

1. Calculate preliminary labeling 𝐥 = (l1, l2,… , lN).

(a) Calculate labeling for current set 
(b)

:

li = arg max
j={1,2,⋯,N}

p(ñ(b)i |D(b)
j (𝜽(b)j )),

where p(ñ(b)i |D(b)
j (𝜽(b)j )) is the likelihood of the observed random variable ñi

given distribution D(b)
j (𝜽(b)j ).

(b) Update
(b)

. For eachD(b)
j (𝜽(b)j ) ∈ 

(b)
estimate parameters 𝜽

(b)
j using those

random variables which have been labeled with label j in the previous step.

(c) If number of iterations exceeds N1 or labeling varies insignificantly go to

step 2. Otherwise go to step 1a.

2. Iterative median filtering of 𝐥.
3. Estimate parameters for each pixel. If Laplacian model is assumed then the

approach from the state of-the-art correlation noise modeling can be used at this

step:
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�̂�

(b)
i =

⎧
⎪
⎨
⎪
⎩

√
2

(𝜎(b)li
)2
, if inlier coefficient

√
2
d2i
, otherwise

,

where (𝜎(b)li
)2 is the variance estimate of coefficients labeled by li (region li); di is

the distance between magnitude of coefficient i and average magnitude in region

li.

To summarize the description let us provide the relation of the proposed algo-

rithm to the state-of-the-art approach. The developed algorithm can be considered as

a generalization of the state-of-the-art scheme. The algorithms are identical when the

initial set 
(b) = {D(b)

1 (𝜽(b)1 )} and D(b)
1 (𝜽(b)1 ) represents Laplacian distribution. But

when 
(b)

contains more than one distribution the proposed correlation noise mod-

eling scheme is able to adapt to the spatial characteristics of noise more accurately:

noise intensity estimate is reduced for regions characterized by high approximation

quality and increased for low approximation quality regions.

3 Experimental Results

In order to evaluate the proposed virtual channel model the DVC framework was

implemented. This framework is a DVC system similar to DISCOVER codec [3] with

following features. Error-correcting module is based on LPDCA code with accumu-

lated syndrome width equal to 1584 for QCIF and 6336 for CIF input video resolution

(according to latest DISOVER release). Quantization matrices were chosen accord-

ing to [10]. The implemented temporal prediction method is described in [11], GOP

is set to 2.
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Fig. 1 PSNR-bitrate for ‘football’ video sequence
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Fig. 2 PSNR-bitrate for “soccer” video sequence
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Fig. 3 PSNR-bitrate for “bus” video sequence

In a first set of experiments test video sequences were encoded using implemented

framework with reference channel model [7]. For a second experiments set reference

model of virtual channel was replaced with proposed channel model. In general,

proposed model is compatible with arbitrary distribution but due to DISCOVER

specifics only Laplace Mixture Model with K = 2 was considered.

Following video sequences were processed during the experiments: foreman, soc-

cer, football, coastguard and bus [12]. Each video sequence was represented in two

resolutions: CIF (352× 288) and QCIF (176× 144).

The BD-RATE and BD-PSNR values [13] for the processed video sequences are

presented in Table 1. Rate-distortion curves are shown in Figs. 1, 2, 3, 4 and 5.

In order to analyze the experimental results let us introduce the “motion complex-

ity” measure which reflects the speed and direction of objects movements in video

sequence. The faster and more randomly objects are moving the higher is “motion
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Fig. 4 PSNR-bitrate for “foreman” video sequence

Table 1 BD-PSNR and BD-RATE for the processed videos

Video sequence BD-PSNR, dB BD-RATE, % Motion complexity
foreman_cif −0.058 1.156 2

foreman_qcif 0.038 −0.631 2

football_cif 0.141 −2.732 5

football_qcif 0.214 −4.111 5

soccer_cif 0.016 −0.282 4

soccer_qcif 0.167 −3.257 4

bus_cif -0.004 −0.012 3

bus_qcif 0.047 −0.931 3

coastquard_cif −0.075 1.502 1

coastquard_qcif −0.071 1.42 1

complexity” measure. “Motion complexity” value for each sequence is provided in

Table 1.

Experimental results show that the proposed virtual channel model has better per-

formance for video sequences with higher motion complexity (bus, soccer, football).

The explanation of this fact is following. Since the quality of inter-frame prediction is

high for low “motion complexity” sequences the number of errors in virtual channel

is low. The statistics of errors do not vary throughout the approximated frame and the

conventional correlation noise modeling techniques demonstrate good performance.

In case of complex motion the approximation errors are caused by moving objects

– the statistics of such errors are different throughout the frame, though it does not

change inside an area of moving object. Proposed virtual channel model considers

the possible clusterization of errors therefore it shows better performance for video

sequences with complex motion. Therefore it is reasonable to analyze the complexity

of motion in video sequence before encoding and choose suitable CNM algorithm.
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Fig. 5 PSNR-bitrate for “coastguard” video sequence

4 Conclusion

In this paper the problem of non-stationary correlation noise modeling for Trans-

form Domain Wyner-Ziv video coding was considered. The importance of non-

stationarity is proven and an extended set of assumptions about noise was proposed.

Then a new CNM algorithm was considered. The algorithm generalizes the state-

of-the-art approach to the case of non-stationary characteristics of noise by applying

noise segmentation into regions and performing per-region estimation of noise para-

meters. The efficiency of the algorithm is demonstrated on video sequences with

complex motion which are characterized by non-stationary noise characteristics.
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Fusion of Airborne LiDAR and Digital
Photography Data for Tree Crowns
Segmentation and Measurement

Margarita Favorskaya, Anastasia Tkacheva, Igor M. Danilin
and Evgeny M. Medvedev

Abstract During airborne laser scanning, different types of information are
available including Light Detection And Ranging (LiDAR) data as a cloud of 3D
points, aerial digital photography data (hyperspectral or color visual images), and
additional information about parameters of shooting. Difficulties of large image
stitching due to parallax effects lead to distortions between ground truth 3D LiDAR
coordinates and 2D visual coordinates of the same point. Our contribution is to
develop a method for fusion of LiDAR and visual information for accurate seg-
mentation of individual tree crowns in order to receive biomass measurements. The
shearlet theory was used to improve boundaries and texture of airborne images.
Also in this paper, a higher-order active contour model is applied for area evalu-
ation of tree crowns in a plane. The received area measurements are promising and
coincide with expert estimations providing accuracy 92–96 %. The modeling results
are good for non-Lambert space of forest.
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1 Introduction

Airborne LiDAR and aerial digital photography (in following, visual) data have
been used extensively in forest inventory from an average forest stand scale to
individual tree level [1]. The modern LiDAR technology provides the higher pulse
rates and the increased LiDAR posting densities that permits to classify points
cloud into three main classes: Earth’s surface, trunks, and crowns (branches in
winter or branches and foliage in summer). In general, the task of forest modeling
includes the stages:

• 2D LiDAR and 2D visual data processing in order to segment in plane indi-
vidual trees and evaluate indirectly crown biomass.

• Forest modeling on a point of view from the Earth’s surface by use 3D LiDAR
and 2D visual data as a software tool of assistance for forest appraisers [2].

• Improvement of 3D visualization of individual tree using L-system theory [3],
space colonization algorithm [4], irregular graph interpolation [5], among oth-
ers, with goal of individual trees inventory.

• Improvement of 3D visualization of landscape (forest) by use environment
approximate models in time based on life-saving resources (water, light, min-
erals, and location balances, also weather and climate conditions) with goal of
forest inventory.

Each of mentioned above stages is a complicated sub-task. This paper is devoted
to first stage implementation in order to receive accurate crown measurements by
use advanced methods of computer vision. The airborne LiDAR shooting is con-
cerned to indirect measurements, while the ground LiDAR shooting provides valid
data of direct measurements. Usually the last type of shooting is used as verification
of obtained results because it is impossible to make a hand-held laser shooting of
each tree.

The LiDAR data are captured by system capable of scanning in three directions
—forward, downward, and backward and providing 200–500 thousand
pulses/measurements per second. In spite of 30 % beams loss through a forest
scanning, the highest density of laser scanning pulses achieves 1 pulse per 5–7 cm
on the Earth’s surface. Thus, the measurement accuracy of vegetation morpho-
structural elements such as trunks and crowns of trees and other ground objects is
about ±5–10 cm. A tree crown is a semi-transparent object for laser scanning that
provides two or three back signal responses. 3D LiDAR coordinates of points are
the ground truth coordinates. Using a density of the LiDAR points, one can judge
about type of known object. Therefore, the LiDAR data help to identify, not rec-
ognize natural or man-caused object. A recognition task is solved using airborne
digital visual data, which can be multispectral monochrome/color or as digital color
stereo photographs stitching as a single aerial large-sizes image.

The rest of the paper is organized as follows. Section 2 reviews related works.
The details of fusion LiDAR and visual data are presented in Sect. 3, while Sect. 4
describes the proposed method of accurate segmentation of tree crowns based on
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preliminary shearlet transform and high-order active contours model. Some mea-
surement results are added in Sect. 5. Finally, conclusion is proposed in Sect. 6.

2 Related Work

The scopes of airborne shooting are very wide, ranging from GIS maps design and
use in virtual worlds of computer games to “serious games” application – forest
inventory. One can present typical task, when urban area reconstruction from dense
aerial LiDAR point clouds was investigated [6]. Zhou and Neumann designed some
classifying criteria based on the 2.5D characteristic of building structures (smooth
surface of walls and rooftop). The criteria connected with energy terms and clas-
sified aerial LiDAR point clouds into three classes – buildings, trees, and ground. In
the case of mountain, this method may fail due to a ground surface will not be flat.
For forest inventory, the classification of aerial LiDAR point clouds is also nec-
essary. This procedure is based on two evident assumptions. First, all LiDAR
responses can be separated in height at the boundary between ground and
above-ground objects. Second, a removal procedure of noisy responses using the
local characteristics of the surface (tree crown, building, or ground) is executed.

Consider state-of-the-art in forest inventory. In literature, two main approaches
of forest inventory are based on laser-scanning data prevail. They are called
Area-Based Approach (ABA) and Individual Tree Detection (IDT). In the ABA,
regression, nearest neighbor, and random forests models are used for forest
inventory [7]. Thus, the laser height metrics for basal area-weighted mean diameter
(Dg), height (Hg), trunk number, basal area (BA), and mean volume (V) are used in
the parametric regression model while in the k-Most Similar Neighbor (k-MSN)
only V parameter is estimated. The IDT approach has been widely studied in
scientific literature but related to the practical use it meets difficulties with accuracy
detection of tree and more expansive modeling [8]. The main advantage of the ITD
is a receiving of the true trunk distribution series. In most ITD methods, a maximum
in the Canopy Height Model (CHM) is used for trees segmentation and crown edge
detection. As mentioned in [9], Terrestrial Laser Scanning (TLS), Airborne Laser
Scanning (ALS), and Vehicle-based Laser Scanning (VLS) can be used for biomass
estimation and dimensions measurement at the IDT level. For 3D crown modeling
by the TLS, Fernández-Sarría et al. [9] proposed to estimate four parameters such as
the total tree height, crown base height, trunk height, and crown diameter extracted
from the TLS point clouds and then to calculate a crown volume by four operators
modeling in MATLAB:

• Design a global convex hull of each crown from the point cloud using Delaunay
triangulation.

• Design a convex hull by slices 5 cm in height in each crown from the points
belonging to slices using Delaunay triangulation.
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• Volume calculation by sections for every 10 cm of height and the area of each
section. The total volume is obtained by adding the surface of each section
multiplied by 10 cm.

• Transformation of the point cloud into small units of volume using a grid in 3D
space (voxel).

The received voxels indicate the internal presence or absence of points and are
represented by matrix with their coordinates. Then the total volume is obtained by
multiplying a number of voxels with points inside by a volume of voxel. The
structure of a tree crown is depicted by locations of such voxels.

Use of the IDT and the ABA advantages resulted in Individual Tree Crown
(ITC) method [10] and a semi-ITC method [11]. Lindberg et al. [10] calibrated the
ITD predicted tree lists using area-based information to obtain unbiased estimates at
area level. Breidenbach et al. [11] calculated the segmentation errors of volumes of
segments for non-individual trees.

3 Fusion of LiDAR and Visual Data

As mentioned in [9], the apparent volumes of the tree crowns V can be estimated
from crown diameter dc and crown height hc by applying three simple geometric
shapes provided by Eq. 1, where k is a coefficient defining a geometrical shape,
k = 2 for cone, k = 3 for paraboloid, and k = 2 · dc/hc for hemisphere.

V = k ⋅
π ⋅ dc2 ⋅ hc

24
ð1Þ

Estimations using Eq. 1 are very approximate. Realistic trees possess crowns that
cannot be approximate by simple geometric shapes. Thus, the accurate crown
segmentation is critical in forest inventory. In this paper, a method for crown
segmentation in a plane based on a fusion LiDAR and visual data with following
accurate contour segmentation is developed.

First, a global point cloud ought to be classified into Regions Of Interest (ROI)
—the individual trees using visual data and utilizing the well-known methods of
texture and fractal analysis [12]. Let a point cloud of a single detected ROI be
represented by a set ROIj = x1, y1, z1, l1ð Þ, x2, y2, z2, l2ð Þ, . . . , xi, yi, zi, lið Þ,f
. . . , xk , yk , zk, lkð Þg, j=1, . . . ,NROI . The LiDAR points are the reflections of the
laser beam at positions (xi, yi, zi) with intensity value of the returned signal li. (Not
all LiDAR systems provide additional effective parameter for classifying crown and
trunk points – the pulse width.) This disadvantage can be removed by application of
visual data. However, due to incorrectness of complicated stitching of aerial pho-
tographs the essential bias exists between laser and visual coordinates. For this
purpose, a procedure for accurate matching of laser and visual coordinates in local
ROI based on a genetic algorithm was developed. During several generations, a
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population representing visual coordinates in the proposed center of tree crown is
moved to the region with higher values of laser coordinates in the same local ROI.
Let us notice that usually a forest appraiser utilizes a single highest point for a
crown top detection. Our procedure uses three highest points as minimum to detect
a crown top coordinates.

Then the laser points ought to be separated into ground, trunk, and crown sets in
vertical direction. Ground points have a small height, not more 1 m in Digital
Terrain Model (DTM). The remaining laser points are divided into trunk and crown
points. The trunk detection is predictable due to typical shapes of trunks while
crown includes branches and foliage. In the case of individual tree, the task is
solved by dispersion calculation of laser points in m layers, in which a virtual tree
height is split by 0.5 m. Layers with large values of dispersion are considered to a
trunk. Also a heuristic rule exists according to which 0.15 % of tree points corre-
spond to a trunk. Such procedure can be enforced by hierarchal clustering, RAN-
dom SAmple Consensus (RANSAC)-algorithm, and 3D reconstruction of a trunk.
Difficult situation occurs, when several trees are located close each other, and the
task cannot be solved without tree model corresponding to the concrete type of tree.
Experiments show that the proposed procedure is well for grown trees separation,
the underwood is rejected.

4 Accurate Segmentation of Trees Crown in Image

Boundaries of tree crowns can be approximate by geometric shapes; however, the
accuracy of such approximation is not high. For segmentation of arbitrary contours,
a framework of active contour models is used reasonably. Such models are based on
a specific energy function moving and deforming an initial contour, which ought to
be minimal, when the contour is delineating the object of interest. Different energy
functions have been proposed; however, two main groups are distinguished in the
active contour framework: first group represents by a parameterized curve called as
snakes, when a contour generally converges towards edges or ridges in an image,
and second group based on region properties such as intensity (geometric active
contours) apply the energy functions, where a contour is represented using geodesic
level sets. In this research, first approach was implemented.

For low resolution images, one can recommend a contour and texture
improvement based on shearlet transform (Sect. 4.1). Boundaries of tree crowns are
extracted by higher order active contour model (Sect. 4.2). Crown measurements in
2D plane and 3D space are discussed in Sect. 4.3.
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4.1 Shearlet Transform

The necessity of a noise-robust edge detector leads to complicated methods based
on isotropic and anisotropic Gaussian kernels, Gabor wavelets, and also contourlet,
tetrolet, and shearlet transforms [13], among others. Each wavelet transform fulfills
its own task. In our case, it is required to preserve edges and textures in low
resolution images, when the noise suppression has become more relevant.

The shearlet transform SHψ f(·) of function f(·) is determined by Eq. 2, where a, s,
and t are the scale, shear, and translation parameters in Euclid coordinates,
respectively, t ∈ R2.

SHψf a, s, tð Þ= ⟨f a, s, tð Þ,ψa, s, t⟩ ð2Þ

In the case of continuous 2D space, shearlets are defined by Eq. 3, where Ma,s is
a transform matrix, ψ is a generating function, x is a coordinate

ψa, s, t = det Ma, sj j− 1
2ψ M− 1

a, s x− t
� �

, ð3Þ

where matrix As is an anisotropic dilation, matrix Bs is a shearing matrix

Ma, s =
a
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The discrete form of the shearlets is obtained by following replacements: a = 2–j,
s = –l, where j, l ∈ Z, and t ∈ R2 is replaced by points k ∈ Z2. Then Eq. 3 is
transformed to discrete form (Eq. 4).

ψj, l, k = det A0j j j2ψ Bl
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ð4Þ

As a result, the images processed by shearlet transform are more promising for
crown contour extraction of individual trees.

4.2 Generic, Higher Order and Probabilistic Active Contour
Models

Parametric active contour models (snakes) are based on a compromise balance
between the smoothness parameters of contour (internal energy) and object
parameters in an image (external energy). Many types of internal energy functions
have been proposed depending on the application. Kass et al. were the first, who
introduced contour, deformable curve, and its energies based on variational
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approach [14]. The conventional energy function Esnake(r) includes internal Eint[r(·)]
and external Eext[r(·)] energy of contour. This function moves in spatial domain until
reaches the minimum of functions defined by Eq. 5, where r(s):[0, 1] is a parame-
terized planar curve, r sð Þ= rx sð Þ, ry sð Þ� �

, s is a curve parameter.

Esnake r ⋅ð Þ½ �=Eint r ⋅ð Þ½ �+Eext r ⋅ð Þ½ � ð5Þ

Equation 5 can be rewritten by Eq. 6, where I is an image, α, β, and λ are real
positive constants (α and β impose an elasticity and rigidity of the curve, respec-
tively, and λ means an attraction force of contour towards the object).

Esnake r ⋅ð Þ½ �= α

Z1

0

dr sð Þ
ds

����
����
2

ds+ β
Z1

0

d2r sð Þ
ds2

����
����
2

ds− γ
Z1

0

∇I r sð Þð Þj j ds ð6Þ

The first two terms in Eq. 6 define a smoothness of contour (internal energy) and
the third term attracts a contour towards an object in an image (external energy). For
a given set of constants α, β, and λ, a curve C ought to minimize function E(·). The
image energy tends to the negative magnitude of image gradient. Thus, a snake is
attracted to the regions with low image energy, i.e. edges. The optimization is ended
prematurely after one-two hundred iterations.

The generic internal energy functions regularize an active contour by updating a
contour point’s location based on first and second spatial derivatives in neighboring
points. In a discrete case, it means that two previous and two consecutive contour
points are used to update the location of active contour point. The higher order
energy functions generalize this concept, when all contour points within a prede-
fined distance are applied to update a contour point. Rochery et al. proposed a
higher order energy function under assumption that contour points in each other’s
vicinity should have a similar normal to the curve [15]. This energy function has a
view of Eq. 7, where t(·) is a normal to active contour, h(·) are weighs depending on
the Euclidean distance between the contour points.

Eint r ⋅ð Þ½ �= −
Z1

0

Z1

0

⟨t sð Þ, t uð Þ⟩ h r sð Þ− r uð Þk kð Þ ds du ð7Þ

Both generic and higher order models regularize an active contour using local
features, i.e. only a set of contour points. Another approach is based on a global
feature extraction, i.e. all contour points. Among these methods, one can mention
probabilistic active contour models, which can segment the object of interest in
cluttered and noise background. Probabilistic method does not search optimal
weighting parameters but find contour based on prior knowledge about the prob-
ability of edges. The idea of this method is to find the most likely to be the true
border of an object features especially in noisy or blurred images containing
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multiple objects [16]. Let H(r(·)) be a hypothesis that a contour r(·) delineates an
object of interest. Equation 8 provides maximum of probability p(·), where f(·, ·) is a
set of image features f(x, y), e.g. an edge strength in a set of pixels, r*(·) is an
optimal contour.

r* ⋅ð Þ= arg max
r ⋅ð Þ

p H r ⋅ð Þð Þ f ⋅ , ⋅ð Þjð Þ ð8Þ

Then Eq. 8 can be rewritten according the Bayes’ rule in a logarithmic view:

log r* ⋅ð Þ= arg max
r ⋅ð Þ

log
p f ⋅ , ⋅ð Þ H r ⋅ð Þð Þjð Þ p H r ⋅ð Þð Þð Þ

p f ⋅ , ⋅ð Þð Þ

= arg max
r ⋅ð Þ

log
p f ⋅ , ⋅ð Þ H r ⋅ð Þð Þjð Þ

p f ⋅ , ⋅ð Þð Þ + log
p H r ⋅ð Þð Þð Þ
p f ⋅ , ⋅ð Þð Þ

� �
,

ð9Þ

where internal and external probabilities are defined as follows:

pint r ⋅ð Þð Þ = log
p H r ⋅ð Þð Þð Þ
p f ⋅ , ⋅ð Þð Þ pext r ⋅ð Þð Þ= p f ⋅ , ⋅ð Þ H r ⋅ð Þð Þjð Þ

p f ⋅ , ⋅ð Þð Þ .

In spite of probability nature of landscape images, a method of probabilistic
active contours requires a priori information about data and their distributions that is
not possible always in large amount. Therefore, a higher order active contour model
is a reasonable approach.

4.3 Crown Measurements

The direct measurement of components such as a crown or a trunk is not a
straightforward procedure because of objective circumstances, e.g. the individual
tree crown segmentation in the forest image is not perfect in a reason of overlapping
leaves of neighboring trees. The lower part of tree might be covered by under-
growth vegetation. Data of airborne shooting are difficult matched with data of
terrestrial laser scanner directly, without tree modeling. Also a terrestrial laser
shooting provides the own measurement errors. The most reasonable approach is
based on Density of High Points (DHP) methods and estimations of crown distri-
bution by layers [17].

One can estimate an area of each layer by two ways: as a sum of flat segments
with vertices in the center of gravity as it is show in Fig. 1b and as a sum of
“crown” pixels in a binary image of individual tree. More complex measurement
occurs in 3D space because of missing data in vertical direction. The promising
decision is to design 3D blobs with centers in laser points, which will fill up the
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inter-space between conditional layers of tree crown. The structure of such 3D
blobs is determined by a type of tree and is based on preliminary observations.

5 Experimental Results

The airborne LiDAR survey was executed from the airplane AN-2 equipped by
laser scanner RIEGL Q560 with digital airborne device IGI DigiCAM, which
includes digital camera Hesselblad H39/mp and GPS receiver Novatel OEM 4/5.
The planning and tracing of route was implemented by satellite images of near
infrared range with resolution 50 cm per pixel.

3D visualization of laser data with an example of segmented tree crown is
presented in Fig. 1. An image of tree crown is divided into 72 segments with 5°
intervals. Sometimes in a single line three edge points appear; in this case only
farthest point was considered. Then a total area was summarized by areas of sep-
arate segments.

One can see a part of forest aerial image improving by fusion of visual and laser
data as well as segmented tree crowns in Fig. 2. The shapes of tree crowns are
differed from geometric shapes such as circles or ellipses. However, such rough
approximation is used de facto in most measurement procedures. Our approach
helps to receive the reasonable measurements of tree crowns in a plane.

Table 1 includes estimations, which were obtained by approximation of geo-
metric shape (circle or ellipse) and higher order active contour model relative expert
segmentation of individual tree crowns presented in Fig. 2b (the order of visual

a b

Fig. 1 3D visualization of laser data: a tree stand with imposed boundaries of measurement area
and inventory circles with constant radius, b tree crown with imposed lines
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projections of trees is from top to bottom and from left to right). As one can see, the
area measurements of tree crowns are promising in the last case and coincide with
expert estimation providing accuracy 92–96 %. The received results are good for
forest airborne modeling because the forest is a non-Lambert space, for which the
conventional methods of visual processing are difficult to apply.

6 Conclusion

The task of forest modeling based on a fusion of LiDAR and visual data is
non-solved task because of natural variability and complicated conditions of air-
borne shooting. In this paper, all stages of forest modeling are mentioned, and the
stage devoting to accurate segmentation and crown measurement is developed.
First, a procedure for fusion of LiDAR and visual data was proposed. Second,
method of accurate segmentation of tree crowns based on shearlet transform and
high-order active contours model was represented. Finally, area measurements of
tree crowns were obtained, which have coincided well with expert estimation
providing accuracy 92–96 %.

a b 

Fig. 2 Visual forest image: a part of forest aerial image, b set of segmented tree crowns

Table 1 Accuracy of area measurements of tree crowns

Crown
approximation

Tree 1 Tree 2 Tree 3 Tree 4 Tree 5 Tree 6 Tree 7 Tree 8 Tree 9 Tree 10

By circle or
ellipse, %

82.67 75.38 81.95 78.09 77.89 78.86 73.08 80.98 76.31 83.67

By active
contour, %

91.93 92.94 95.61 93.52 96.05 94.39 93.42 95.83 96.20 94.02
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Digital Gray-Scale Watermarking Based
on Biometrics

Margarita Favorskaya and Eugenia Oreshkina

Abstract In this paper, a technical solution of digital gray-scale watermarking for
law enforcement and copyright protection for digital media is developed. The
biometrically generated keys provide higher level of security, when a key is created
using biometrical information, in our case—the fingerprint images. First, feature
points and, second, fast binary descriptors are applied for secret keys creation. Also
a map of feature points is used to randomize the embedded watermark. A blind
scheme of gray-scale watermark transform is implemented, when the secret keys
ought to be transferred through a secret channel without necessity to transfer whole
host image. Two types of transforms such as Discrete Cosine Transform (DCT) and
Discrete Wavelet Transform (DWT) are investigated for embedding of watermark
in a host image. Numerical estimations of attacked image restoration show a
superiority of the DWT for geometric attacks including shifts and rotations.

Keywords Digital watermarking ⋅ Biometrics ⋅ Discrete wavelet transform ⋅
Discrete cosine transform ⋅ Biometrically generated key

1 Introduction

Digital watermarking is a suitable solution for copyright protection and authenti-
cation of media resources. The earliest works can be concerned to 1990–2000.
Since that time, a digital watermarking develops from simple and evident
encryption methods in the spatial domain to complicated ones with multi-level
protection in the frequency domain. Methods from both domains have developed
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persistency. Thus, the basic Least Significant Bits (LSB) method was transformed
in LSB matching and LSB matching revised methods. The chaos-based crypto-
graphic algorithms are concerned to spatial methods and have some advantages in
comparison the pixel-based methods providing higher security and computational
speed.

One of main problems in digital watermarking techniques is to design the
schemes, which cannot fail under ambiguity attacks. In terms of robustness, the
watermarking approaches can be classified as robust watermarking approach or
fragile one. The robust image watermarking systems are able to extract the
watermark from geometrically modified image. At the same time, a fragile image
watermarking system ought to be sensitive for tampering of digital image only.
Most of watermarking systems are oriented on the robust watermarking. If a host
image does not used in watermark extraction process, then a watermarking scheme
is called blind, otherwise, it is called non-blind watermarking scheme. The digital
watermarking ought to be invisible (except the special cases of transparent water-
marks) and robust to the main algorithms of signal processing. The attacks of digital
watermarks can be categorized as mentioned below:

• Attacks against embedding message are directed on removal or distortion of
digital watermarks by host image manipulations. Such methods do not try to
detect or extract a watermark.

• Attacks against stego-detector make hard or impossible the right work of
detector. A watermark is remained in a host image. However, a possibility of its
extraction is lost. The affine transformations are concerned to such type of
attacks.

• Attacks against protocols transmitting of digital watermarked image are con-
nected with creation of forgery watermarks, forgery stego-containers, inversed
watermarks, additional watermarks, etc.

• Attacks against watermark are used to extract a watermark from stego-message
without distortions of stego-container.

The development of watermarking techniques is connected with all steps of
embedding and extracting processes. Our contribution is to create biometrically
generated secrete keys based on unique location of feature points in fingerprint
images. Then the changed watermark is embedded in a host image by the DCT or
the DWT. Such technique is available for embedding of gray-scale watermarks or
textual messages with a high-level security.

The rest of this paper is organized as follows. Section 2 introduces a short
literature review of existing watermarking techniques. A procedure of biometrically
generated keys is described in Sect. 3. The watermarking scheme is discussed in
Sect. 4. Numerical results are situated in Sect. 5. The paper is finalized by con-
clusion (Sect. 6).
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2 Literature Review

Three criteria such as robustness to attacks, quality of host image with embedded
watermark, and capacity of embedded watermark have influence on final result. The
strengthening of one criterion leads to a weakening of two others. Many methods
use the robustness as the main criterion and are based on various frequency
transforms. The most popular methods from frequency domain are built on Fourier
transform [1], cosine transform [2], wavelet transform [3], fractional Fourier
transform [4], dual-tree complex wavelet transform [5], etc. Methods from fre-
quency domain are classified in two categories: block-based and image-based.
The DFT, the DCT, and the Singular Value Decomposition (SVD) are concerned to
block-based methods while the DWT modifications transform a whole image.

The implementation of Fourier domain method based on the DCT was proposed
by Cox et al. in [1]. By opinion Cox et al. each coefficient in any frequency domain
has a perceptual capacity, i.e. an ability of information adding without or with
minimal impact to a perceptual fidelity of signal. The extraction is based on the
inverse transform and the knowledge of the original signal. It is better to hide a
spread spectrum watermark in higher energy ranges in order to receive low visual
distortion. The block-based methods consider the spatial correlation inside only a
single 2D pixel block and do not consider the correlation between pixels from the
neighboring blocks. This leads to undesirable blocking artifacts at the boundaries in
the reconstructed images. Also some transforms, the DCT in particularly, cannot
adapt to source data, and sharp transitions are the usual artifacts in such cases.

The transformation of whole image as a unit is relevant to human perception and
provides higher flexibility. Wavelet function can be chosen freely in localized
frequency domain. The DWT does not require to divide an initial image in
non-overlapping 2D blocks that avoids blocking artifacts and provides higher
compression ratios. A blind watermarking scheme based on multi-level DWT was
proposed by Wang et al. [6], when a watermark was added to the middle frequency
sub-bands of a host image in order to minimize a value of perceptual error and
provide a high robustness against filtering. First, real numbered watermark was
weighted by a suitable coefficient. Second, the selected sub-bands were processed
by the weighted real valued watermark during extraction. Among improved mod-
ifications of the DWT, one can point a wavelet tree-based blind watermarking
scheme for copyright protection [7], when each watermark bit is embedded by
quantizing a single wavelet coefficient out of a set of coefficients corresponding to a
particular spatial region. The use of so called wavelet trees, grouping the coeffi-
cients with mutual differences, is a usual practice with the main benefit of the
robustness against the popular filtering operation and low quality JPEG/JPEG2000
compression.

Barni et al. [8] proposed a modified wavelet-based watermarking method, which
is based on the improved Pixel-Wise (PW) watermarking scheme called as a
Selective PW (SPW). The proposed algorithm assigned specific locations to be
candidates for holding watermark bits that improved the watermarked image quality
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and the adaptive size of a watermark. Later the PW and the SPW methods were
extended for color images implementation. In recent years, the hybrid transform
approaches have been developed, for example, based on the DWT and the SVD as a
factorization and approximation technique from linear algebra in order to reduce
any complex matrix into smaller and invertible matrices [9].

Some interesting approaches to generate a robust secrete key one can find in
chaos-based algorithms. A digital image encryption algorithm based on a compo-
sition of two chaotic logistic maps was proposed in [10]. A large external secret key
for image encryption, comprising of two chaotic logistic maps, destructs the rela-
tionship between the cipher and the original image. During encryption phase, the
pixels are encrypted iteratively using the cipher module for mixing the current
encryption parameters with previously encrypted information. A hybrid model for
image encryption using cellular automata and chaotic signal is developed in [11].
An 8-bits mask was used in order to change the gray level pixels of an image. Each
bit value of the mask is selected from one of the 256 standard rules of cellular
automata. The standard rules are determined by a chaotic signal.

3 Biometrically Generated Key

The known techniques for key generation are based on public and secret keys
transmission through non-secret and secret channels, respectively. The idea of
biometrically generated key attracts by two reasons: a unique key creation without
random or pseudo-random numeric generation based on Bayesian or other rules and
an authentication of person by own biometric information. The watermarking
technique uses two types of keys called as initial seed keys and a transform key.
Values of initial seed keys KS1 and KS2 are extracted from biometric images.
A transform key KT as a set of binary values is formed by the DCT or the DWT
embedding procedures.

For current task, one can recommend the famous technique for detection of
feature points, especially, a detection of binary feature points such as Fast REtinA
Keypoint (FREAK), Binary Robust Independent Elementary Features (BRIEF),
Oriented fast and Rotated BRIEF (ORB), and Binary Robust Invariant Scalable
Keypoints (BRISK).Their short description is situated in Table 1.

In current research, the binary fingerprint images are used, thus our choice is
connected with fast BRIEF and BRISK descriptors. The BRIEF descriptor classifies
the image patches on the basis of a relatively small number of pair-wise compar-
isons [12]. The test τ on patches p(x) and p(y) with sizes S × S elements is defined
by Eq. 1, where p(·) is a pixel intensity of a smoothed patch p(·) in surrounding.

τ p; x, yð Þ= 1 if p xð Þ< p yð Þ
0 otherwise

(
ð1Þ
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A set of nd (x, y) location pairs defines uniquely a set of binary tests. As a result
the BRIEF descriptor is a nd dimensional bit-string (Eq. 2), where nd = {128, 256,
512}.

fnd pð Þ= ∑
1 ≤ i ≤ nd

2i− 1τ p; x, yð Þ ð2Þ

The BRISK sampling patterns are circles [13]. For rotation and scale invariance,
the BRISK applies the sampling patterns rotated by angle α = arctan(gy, gx), where
gy and gx are gradient characteristics of long-distance pairs of patches around a
keypoint k. A bit-vector descriptor dk is assembled by performing all short distance

intensity comparisons of point pairs pαi , p
α
j

� �
∈ S, and each bit b corresponds to

Eq. 3, where I(pi
α, σi) and I(pjα, σj) are the smoothed intensity values at the points, σi,

σj are standard deviations.

b=
1 if I pαj , σj

� �
> I pαi , σi
� �

0 otherwise

8<
: ∀ pαi , p

α
j

� �
∈ S ð3Þ

Two BRIEF (BRISK) descriptors matching is a simple computation of Ham-
ming distance due to their bit representation.

Before a key generation, it is required to capture two biometric images by
fingerprint scanner. The procedure is based on two images of any finger. Due to
possible affine transformation, these two images IB1 and IB2 will not be identical
pixel by pixel. Based on the obtained feature points with their following matching,
one can calculate values of two secret keys for a watermark embedding using the
following steps:

• Apply a procedure of BRIEF (BRISK) descriptors matching in two biometric
images.

• Build the robust matching point vectors v1̄ and v2̄ along the position (X1, Y1) and
(X2, Y2) pointed manually in two images IB1 and IB2, respectively.

Table 1 Feature point detectors

Descriptor Short description

FREAK The FREAK descriptor is based on a cascade of binary strings and is computed
by efficiently comparing image intensities over a retinal sampling pattern

BRIEF The BRIEF descriptor supports the conception that whole computation can be
shortcut by directly computing binary strings from image patches

ORB The ORB descriptor is a fast robust local feature detector for object recognition
or 3D reconstruction, which is based on the BRIEF and Features from
Accelerated Segment Test (FAST) keypoint detectors

BRISK The BRISK descriptor uses a circular pattern, where points are equally spaced on
circles concentric similar to DAISY (efficient dense descriptor applied to
wide-baseline stereo)
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• Calculate the average errors of the elements of vectors v ̄1 and v ̄2 using Eq. 4.

k1 =
1
l1

∑
l1

i=1
v1̄i −mean v1̄ð Þj j k2 =

1
l2

∑
l2

i=1
v2̄i −mean v2̄ð Þj j ð4Þ

• Normalize values k1 and k2 so that values would be in the range of middle
frequency sub-band and form the initial seed keys KS1 and KS2.

4 Proposed Watermarking Scheme

The proposed scheme of embedding, extraction, and evaluation processes of
gray-scale watermark is presented in Fig. 1. Before embedding, a watermark is
inverse changed in positions with coordinates of feature points extracted from
fingerprint image, which sizes are normalized under the watermark sizes. During
extraction, pixels with such coordinates in the obtained watermark image are filled
by 0 or 1 according to surrounding values. In this research, a blind scheme was
implemented. Such approach does not require private watermarking scheme. Under

Fig. 1 Scheme of embedding, extraction, and evaluation processes
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attacks, a watermarked image can transform to corrupted watermarked image, and
some digital filters can improve a visibility of corrupted watermarked image.

The transform decomposition involves a core transformation and an inverse core
transformation. Two cores—the DCT (Sect. 4.1) and the DWT (Sect. 4.2) were
investigated. Some evaluation metrics are situated in Sect. 4.3.

4.1 Discrete Cosine Transform

The DCT implementation for watermarking embedding was developed by Koch
and Zhao [14]. The host image is divided in blocks 8 × 8 pixels. Then 2D DCT is
applied to each block, as a result the pixel matrices with integer values from spatial
domain are transformed in the DCT coefficient matrices with size 8 × 8 elements in
a frequency domain. The 2D DCT has a view of Eq. 5, where f(x, y) is a discrete
image function with sizes n × m, (x, y) are the coordinates, F(u, v) is an element of
coefficient matrix in position (u, v), u ∈ [0, i – 1], v ∈ [0, j – 1], a(u) and a(v) are
coefficients with values: if u = 0, then a(u) = 1/√2, if u > 0, then a(u) = 1, if v = 0,
then a(v) = 1/√2, and if v > 0, then a(v) = 1.

F u, vð Þ=
ffiffiffiffi
2
m

r
a vð Þ ∑

m− 1

y=0

ffiffiffi
2
n

r
a uð Þ ∑

n− 1

x=0
f x, yð Þ cos π 2x+1ð Þ u

2n

� � !
cos

π 2y+1ð Þ v
2m

� � !

ð5Þ

After embedding the bits of a watermark (digits, text, binary or gray-scale
images) into frequency matrices, the inverse DCT, first, along rows and, second,
along columns is implemented as this is show in Eqs. 6 and 7.

f u, yð Þ=
ffiffiffiffi
2
m

r
∑
m− 1

v=1
a vð ÞF u, vð Þ cos π 2y+1ð Þ v

2m

	 

ð6Þ

f x, yð Þ=
ffiffiffi
2
n

r
∑
n− 1

u=1
a uð Þf u, yð Þ cos π 2x+1ð Þ u

2n

	 

ð7Þ

Our implementation is close to scheme proposed in [14]. However, values of
initial seed keys KS1 and KS2, which are defined the DCT coefficients for
embedding, are determined from biometric images.

4.2 Discrete Wavelet Transform

The DWT is another popular often used transformation for watermark embedding.
Separable 2D wavelet transform can be performed as two 1D DWT along OX and
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OY axis. 2D signal is processed by low-pass and high-pass filtering, thus an image
area of low resolution LL is divided into horizontal HL, vertical LH, and diagonal
HH components. A watermark is embedded into sub-bands HL, LH, and HH in
order to minimize the influence on a quantity of host image.

Let I be a host image with sizes M × N and w be a watermark as a binary
sequence by length L. Let coefficient Y(i, j) from corresponding sub-band be a
random value, dispersion of which is estimated from surrounding values. An initial
choice of coefficient Y(i, j) is determined by seed key KS. Let us assume that value
of coefficient Y(i, j) and values of its surrounding are random values, and all these
values are placed in vector uij with sizes p × 1. Thus, value of coefficient is
recalculated using average absolute values of surrounding and is denoted as
Z(i, j) in Eq. 8, where d is a vector of weighted coefficients.

Z i, jð Þ= d T
ij wi j ð8Þ

Vector d minimizes least square error provided by Eq. 9, where W is a matrix
with sizes M2 × p, each row of which includes elements wT

i, j, Y is a vector with
sizes M2 × 1including all coefficients of specified sub-band.

dLS = argmin∑
i, j

Y i, jð Þj j− dTij wij

� �2
= WTW
� �− 1WT Yj j ð9Þ

Dispersion of coefficient Y(i, j) is estimated using neighboring coefficients rel-
atively surrounding Z(i, j). For this purpose, Q top and Q bottom coefficients
relatively Z(i0, j0) are considered, with total number (2Q + 1) coefficients. Their
dispersion is calculated by Eq. 10, where Bi0, j0 is a set coefficients {Y(i, j)} into
surrounding.

σ
⌢2
X i0, j0ð Þ=max

1
2Q+1

∑
k, lð Þ∈Bi0, j0

Y k, lð Þ2 − σ2n, 0

 !
ð10Þ

Threshold value TB(i0, j0) for Y(i, j) is defined by Eq. 11, where σ2n is a dispersion
of coefficients Y(i, j) in HH sub-band of the DWT.

TB i0, j0ð Þ= σ2n

σ
⌢2
X i0, j0ð Þ

ð11Þ

Equations 8–11 are applied for calculation of each coefficient Y(i, j) improving
threshold values adaptively.
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4.3 Evaluation

For evaluation of watermark embedding methods, some metrics are used, among
which are the following ones:

• Peak Signal to Noise Ratio (PSNR) is a widely used objective estimation of
quantity of watermarked image defined by Eqs. 12 and 13, where Max = 255 is
a maximum value of intensity, MSE is a mean square error, M and N are sizes of

host image, x and y are current coordinates, I
⌢

is a watermarked image, I is a host
image.

PSNR=10 log10
Max2

MSE

� �
=20 log10

Maxffiffiffiffiffiffiffiffiffiffi
MSE

p
� �

ð12Þ

MSE=
1

M ⋅ N
∑
M

x=1
∑
N

y=1
I
⌢

x, yð Þ− I x, yð Þ
� �2

ð13Þ

• Mean Structural Similarity Index Measure (MSSIM) show a relative changing
of structural information in dependence of luminance and contrast of water-
marked image [15] and is calculated by Eq. 14, where empirical constants are
determined as C1 = (0.01 · MAX)2 and C2 = (0.02 · MAX), MAX = 255.

MSSIM I
⌢

, I
� �

=
ð2μ

I
⌢μI +C1Þ ð2σ I

⌢
I
+C2Þ

ðμ2
I
⌢ + μ2I +C1Þ ðσ2

I
⌢ + σ2I +C2Þ ð14Þ

• Normalized Cross Correlation (NCC) defines a similarity measure of extracted
watermark image relatively original watermark image.

• Visual Signal to Noise Ratio (VSNR) is interpreted as a measure of visual
distortions in dependence of luminance and viewing angle [16].

During experiments, two first metrics were applied as the main ones.

5 Experimental Results

Software tool “Watermarking”, v. 1.02 has been designed in Visual Studio 2008
environment and includes a set of program modules executing the LSB, the DCT,
and the DWT. Also the software tool contains Interface Module, Evaluation
Module, Journal Module, and the required libraries.

Tables 2 and 3 present the received estimations of watermark extraction without
and with geometric attacks. Shift and rotation distortions were tested by PSNR and
MSSIM metrics. The DCT under rotation distortions did not provide good results,
thus the DCT was used only for estimation of shift distortions.
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The obtained results show a non-linear dependence from increased shift and
rotation parameters. As one can see, any affine distortion leads to decreased results
of a watermark extraction. The use of biometrics cannot provide high robust against
geometric attacks (up to 0.5–2.5 dB by the PSNR metric evaluation). However, the
defense against stego-container attacks is promising. The MSSIM metric provides
enough close estimation results because the structural changes in host and water-
marked images are non-significant. Therefore, the PSNR metric is preferable.

Table 2 PSNR estimations (dB)

Image Without any distortion Shift, pixels (DCT) Rotation, ° (DWT)
3 5 8 ±5 ±10 ±15

Without biometric keys
Baboon.bmp 42.044 28.311 27.035 22.513 31.478 27.605 24.030
Boat.bmp 42.192 29.004 25.997 21.641 31.940 26.098 24.231
Lena.bmp 39.518 28.492 28.160 21.448 29.655 26.077 21.729
Peppers.bmp 41.115 25.761 24.892 20.093 27.148 25.888 20.919
With biometric keys
Baboon.bmp 44.564 31.825 30.080 24.707 33.367 29.054 25.314
Boat.bmp 43.991 30.989 28.503 22.009 32.601 27.815 24.992
Lena.bmp 42.207 28.882 27.412 22.758 28.985 26.900 22.045
Peppers.bmp 43.238 27.377 25.897 20.344 30.727 27.281 21.656

Table 3 MSSIM estimations (%)

Image Without any distortion Shift, pixels (DCT) Rotation, ° (DWT)
3 5 8 ±5 ±10 ±15

Without biometric keys
Baboon.bmp 0.995 0.965 0.929 0.903 0.972 0.933 0.902
Boat.bmp 0.995 0.967 0.924 0.887 0.971 0.941 0.896
Lena.bmp 0.988 0.961 0.934 0.898 0.978 0.927 0.889
Peppers.bmp 0.997 0.970 0.937 0.921 0.980 0.939 0.910
With biometric keys
Baboon.bmp 0.998 0.969 0.933 0.918 0.978 0.950 0.899
Boat.bmp 0.997 0.972 0.929 0.898 0.983 0.948 0.899
Lena.bmp 0.992 0.960 0.938 0.910 0.981 0.944 0.891
Peppers.bmp 0.998 0.979 0.946 0.904 0.990 0.959 0.903
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6 Conclusion

In this research, the watermarking methods from frequency domain were consid-
ered and implemented in software tool “Watermarking”, v. 1.02. A blind scheme of
gray-scale watermark transform is realized with two cores—the DCT and the DWT.
The use of DWT shows better results in the case of geometric attacks. Numerical
results indicated the increase of PSNR estimations up to 0.5–2.5 dB during geo-
metric attacks, when biometrics is used. For evaluation, the PSNR metric is pref-
erable against the MSSIM metric because the structural changes in host and
watermarked images are non-significant. In future, the influence of biometrically
generated keys against stego-detector and stego-container attacks will be investi-
gated in details.

References

1. Cox, I., Kilian, J., Leighton, F., Shamoon, T.: Secure spread spectrum watermarking for
multimedia. IEEE Trans. Image Proc. 6(12), 1673–1687 (1997)

2. Barni, M., Bartiloni, F., Cappellini, V., Piva, A.: A DCT domain system for robust image
watermarking. Sig. Process. 66(3), 357–372 (1998)

3. Dawei, Z., Guanrong, C., Wenbo, L.: A chaos-based robust wavelet-domain watermarking
algorithm. Chaos, Solitons Fractals 22(1), 47–54 (2004)

4. Delong, C.: Dual digital watermarking algorithm for image based on fractional Fourier
transform. In: 2nd Pacific-Asia Conference on Web Mining and Web-Based Application,
pp. 51–54. IEEE Press, Wuhan (2009)

5. Lee, J.J., Kim, W., Lee, N.Y., Ki, G.Y.: A new incremental watermarking based on dual-tree
complex wavelet transform. J. Supercomputing 33, 133–140 (2005)

6. Wang, Y., Doherty, J.F., Dyck, R.E.: A wavelet-based watermarking algorithm for ownership
verification of digital images. IEEE Trans. Image Proc. 11(2), 77–88 (2002)

7. Wang, S.H., Lin, Y.P.: Wavelet tree quantization for copyright protection watermarking. IEEE
Trans. Image Proc. 13(2), 154–165 (2004)

8. Barni, M., Bartolini, F., Pive, A.: Improved wavelet-based watermarking through pixel-wise
masking. IEEE Trans. Image Proc. 5(10), 783–791 (2001)

9. Bhatnagar, G., Raman, B.: A new reference watermarking scheme based on DWT–SVD.
Comput. Stand. Interfaces 31(5), 1002–1013 (2009)

10. Ismail, I., Amin, M., Diab, H.: A digital image encryption algorithm based a composition of
two chaotic logistic maps. Int. J. Netw. Secur. 11(1), 1–10 (2010)

11. Fateri, S., Enayatifar, R.: A new method for image encryption via standard rules of CA and
logistic map function. Int. J. Phys. Sci. 6(12), 2921–2926 (2011)

12. Calonder, M., Lepetit, V., Strecha, C., Fua, P.: BRIEF: binary robust independent elementary
features. In: Daniilidis, K., Marago, P., Paragios, N. (eds.) Computer Vision—ECCV 2010,
Part IV, LNCS, vol. 6314, pp. 778–792. Springer, Heidelberg (2010)

13. Leutenegger, S., Chli, M., Siegwart, R.Y.: BRISK: binary robust invariant scalable keypoints.
In: IEEE International Conference on Computer Vision, pp. 2548–2555. IEEE Press,
Barcelona (2011)

Digital Gray-Scale Watermarking Based on Biometrics 213



14. Koch, E., Zhao, J.: Towards robust and hidden image copyright labeling. In: IEEE Workshop
on Nonlinear Signal and Image Processing. pp. 123–132. IEEE Press, Halkidiki (1995)

15. Wang, Z., Lu, L., Bovik, A.C.: Video quality assessment based on structural distortion
measurement. Sig. Process. Image Commun. 19(2), 121–132 (2004)

16. Chandler, D.M., Hemami, S.S.: VSNR: a wavelet-based visual signal-to-noise ratio for natural
images. IEEE Trans. Image Proc. 16(9), 2284–2298 (2007)

214 M. Favorskaya and E. Oreshkina



New Non-intrusive Speech Quality
Assessment Algorithm for Wireless Networks

Akmal Akmalkhodzhaev and Alexander Kozlov

Abstract In the article a new non-intrusive speech quality assessment algorithm for

packet switched wireless systems is proposed. The new method is based on PESQ

and E-model algorithms and provides quite good accuracy. To estimate performance

of the algorithm a model of the 3GPP LTE system is considered. Simulations show

that correlation of the results received from the proposed algorithm and PESQ for

anchor modes of AMR-NB and AMR-WB speech codecs is 97 and 94 %, respec-

tively.

Keywords PESQ ⋅ E-model ⋅ AMR-NB ⋅ AMR-WB ⋅ Non-intrusive speech qual-

ity assessment

1 Introduction

The methods of speech quality assessment can be divided into two main groups:

objective and subjective. Subjective methods are based on comparison of the original

speech signal and the degraded one. Analysis is done by the listeners, who listen to

both signals and make decision on the quality using some defined scale. Usually

ACR (Absolute Category Rating) scale is used that takes values between 1 and 5,

where 5 stand for excellent quality, 4 - good, 3 - fair, 2 - poor and 1 - bad. The average

value of the listeners decision is the required rate, that is called MOS (Mean Option

Score). But subjective methods are time-consuming, costly and can not be used for

real-time applications. That’s why objective methods were developed and currently

are actively investigated.

Objective methods use analytical tools based on formulas and algorithms, that

try to rate speech quality using some physical measurements and can be used in

practical applications. Two types of objective methods are considered: intrusive and
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non-intrusive. Schematic representation of both methods is shown in Fig. 1. Intru-

sive methods for quality rating require both original (reference) and degraded speech

signals. This fact limits usage of such algorithms, for example, in wireless networks,

since they can not be used on the receiver side where the original signal is not present.

In this case non-intrusive algorithms are used.

Fig. 1 Intrusive and non-intrusive speech quality estimation models

Non-intrusive methods rate the quality using information that is available on the

receiver side. One of the widely used techniques is parametric algorithms that do not

require knowledge of the reference or degraded signals, but the factors that lead to

the speech signal degradation. But the accuracy of non-intrusive algorithms is less

than the accuracy of the intrusive ones. Thus improvement of their performance is

an important and challenging task, especially for cellular systems.

2 Speech Quality Assessment Methods

2.1 PESQ

PESQ (Perceptual Evaluation of Speech Quality) is the most popular and accurate

intrusive estimation method nowadays. PESQ was standardized as ITU-T Rec. P.862

in 2001 for narrowband codecs [1]. It’s extension for wideband codecs was published

in 2005 as ITU-T Rec. P.862.2 [2].

First PESQ passes the original and the degraded signals through the perceptual

transformation model, that transforms signals into perceptually relevant domain:

temporal, spectral, loudness or psychoacoustic. After that transformed signals are

passed through the judgment module that scores the quality. The scores counted by

PESQ lie in the range between −0.5 and 4.5, but they can be mapped to MOS values

and are referred as MOS-LQO (Listening Quality Objective) values [3]. Simulations

provided in [4] and [5] show that PESQ has very good correlation with subjective

methods, and it is the reason why it is widely used for speech quality estimation.

This fact explains why PESQ is often used as a reference algorithm for different

investigations, and it can be used for accuracy estimation of non-intrusive methods.

For accuracy estimation usually two metrics are used: correlation (r) and RMSE

(Root Mean Square Error). Correlation value of MOS-LQO and other estimates is

obtained using Pearson’s correlation formula [6]
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r =
∑
(xi − x̄)(yi − ȳ)

√∑
(xi − x̄)2

∑
(yi − ȳ)2

, (1)

where xi and yi are MOS values obtained from PESQ algorithm and the other con-

sidered scheme. RMSE is used for prediction error estimation and is counted using

following formula

RMSE =

√
∑n

i=1(xi − yi)2

n
, (2)

where n is the number of experiments.

2.2 E-Model

One of the widely used techniques for non-intrusive estimations are parametric al-

gorithms. ITU has standardized such computation quality measurement method in

ITU-T Rec. G.107 [7] that is called E-Model. Originally it was developed as a “trans-

mission planning tool for assessing the combined effects of variations in several

transmission parameters that affect conversational quality of 3.1 kHz handset tele-

phony” [7]. But it is also widely used for non-intrusive speech quality assessment,

and many algorithms are based on E-model or on the same approach. In 2011 ITU-T

Rec. G.107.1 was published that contains extension for wideband codecs [8].

E-model is based on the principle that “psychological factors on the psychological

scale are additive” [9]. This means that each factor that leads to speech quality degra-

dation can be considered independently. A score, estimated by E-model, is called

R-factor and depends on 20 parameters that stand for network delay, packet loss, jit-

ter buffer overflow, coding distortion, jitter buffer delay and echo cancellation. The

expression for R-factor estimation looks as follows [7]:

R = R0 − Is − Id − Ie−eff + A . (3)

R0 stands for basic signal-to-noise ratio, that groups room and circuit noise; Is is the

combination of impairments that occur with the voice signal more or less simultane-

ously; factor Id represents impairments caused by delays; Ie−eff gathers impairments

caused by low bit-rate codec, it also includes impairments due to jitter and packet

loss. A is an advantage factor that allows to compensate impairment factors due to

user benefits from other types of access to the user. Advantage factor values for differ-

ent conditions are also specified in [7]. For example for mobility by cellular networks

in a building A is upper limited by value 5.

For narrowband codecs R-factor takes values from 0 to 100, while for wideband

codecs ranges from 0 to 129. When all the impairment factors are supposed to take

default values, then R0 = 93.2 and R0 = 129 for narrowband and wideband codecs,

respectively. R-factor can be converted to MOS value using following expression [7]:
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MOS =
⎧
⎪
⎨
⎪
⎩

1 Rx < 0
1 + 0.035Rx + Rx(Rx − 60)(100 − Rx) × 7 × 10−6 0 < Rx < 100
4.5, Rx > 100

,

(4)

where Rx = R for narrowband case, and Rx = R∕1.29 for wideband.

To count R factor from MOS score ITU-T Rec. G.107 also specifies a rule [7].

But it is complex, while in [10] simplified formula is proposed:

Rx = 3.026MOS3 − 25.314MOS2 + 87.060MOS − 57.336 . (5)

Often it is possible to consider simplified E-model in idealized systems, when Is
and Id factors are supposed to take default values. In this case R-factor is counted as

R = R0 − Ie−eff , (6)

where factor Ie−eff is counted according to the following rule [7]:

Ie−eff = Ie + (95 − Ie)
Ppl

Ppl
BurstR + Bpl

. (7)

In expression (7) Ie is a codec-specific equipment impairment parameter that is de-

fined in ITU-T Rec. G.113 [11]. Bpl is also codec-specific factor that characterize its

packet loss robustness, i.e. efficiency of a packet loss concealment algorithm. Ie and

Bpl are derived using subjective MOS test results and values for several codecs are

listed in ITU-T Rec. G.113 [11]. Ppl is the packet loss in percent. BurstR is the burst

ratio. In case when packet loss is random, then BurstR = 1, and BurstR > 1 if packet

loss is bursty. In our research random errors are supposed.

3 Speech Transmission in 3GPP LTE Standard

Consider a task of speech quality assessment in a packet switched cellular network.

Information about speech quality is necessary in such systems for cell work opti-

mization. As an example of such network 3GPP LTE system will be discussed.

For speech coding in LTE AMR-NB [12] and AMR-WB [13], narrowband and

wideband codecs respectively, are used. In AMR speech signal is divided into short

frames, each frame is analyzed and compressed. After that compressed frames are

transmitted as independent packets. If we suppose that delay impairment factor is

zero and since in LTE transmitted packets are discarded if they were not decoded

correctly, it can be concluded that speech quality is degraded only due to packet

losses and codec usage. Thus simplified E-model can be used for speech quality

assessment.
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AMR specifies not only speech coding algorithm, but also voice activity detection

(VAD) and error concealment procedures [12, 13]. Error concealment algorithm re-

stores lost packets using previously received packets. VAD mechanism detects AMR

frames that do not contain speech information and compresses them much more ef-

fectively. 3GPP LTE transmission mode that uses information about VAD packets is

called DTX and is mandatory.

AMR-NB and AMR-WB supports several coding rates and in this work anchor

modes 12.2 kbps and 10.2 kbps for AMR-NB, and 23.85 kbps and 12.65 kbps modes

for AMR-WB are considered. For different codecs value of Ie−eff can be estimated

using values provided in [11], but Ie and Bpl for AMR-NB are specified only for

12.2 mode. In [14] authors fill this omission and provide estimated Ie values for

other AMR-NB modes. Also authors suppose that codec robustness factor in different

modes is the same and that Bpl = 10 for all modes, since AMR-NB for all modes has

similar structure. For AMR-WB Ie is also specified in ITU-T recommendation [11]

and it is specified for all modes, but the values are provisional and Bpl is not given

for any mode. In [15] another values of Ie with corresponding Bpl’s are provided

and they are used in [16] for speech quality assessment. In [15, 16] R0 = 93.2 for

wideband codecs is used and in expression (7) constant 129 is used instead of 95.

These parameters are used for E-model in our simulations.

4 Improved Non-intrusive Speech Quality Assessment
Algorithm

Classical E-model does not take into account structure of cellular systems and this

fact can be used for it’s performance improvement. The network model and speech

transmission scenario shown in Fig. 2 is considered. It is supposed that two users

UE1 and UE2 that are involved into a speech, and speech quality should be estimated

for UE2. BS1 and BS2 are base stations that receive and transmit frames from and to

the users considered. As it can be seen UE1 transmits frames to BS1, and Nerr,1 frame

errors occur (type 1 errors). After that the frames are passes to BS2. It is supposed

that this path is error free. From BS2 speech frames are transmitted to UE2 and

additional Nerr,2 frame errors occur (type 2 errors). Sum of Nerr,1 and Nerr,2 form

resulting number of error frames Nerr in the received stream. It is supposed that

positions of these two types of errors do not intersect.

Define as Sor original speech signal and as Ssyn speech signal that is obtained by

decoding of the AMR stream without errors, i.e. Ssyn contains quality degradation

only due to the vocoder usage. Denote as Serr,1 decoded AMR stream, where only

type 1 errors are taken into account. Also denote as Serr,2 decoded AMR stream,

where only type 2 errors are taken into account. As it will be seen later signal Serr,2
can be generated only during simulations but not in the real system. Resulting de-

graded speech, that has both types of errors and that is received by UE2, will be

denoted as Sdg. The goal is to estimate speech quality for this signal.
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err,1 err,2

Fig. 2 Wireless system transmission scheme

Generally E-model can be used for Sdg quality estimation on UE2, but we propose

another solution. Since in LTE HARQ technique is used and transmitted packets are

ACKed and NACKed both in downlink and uplink by UEs and base stations, the

following statements are correct:

1. UE1 knows Sor, the number of errors Nerr,1 (from HARQ), their location and

can obtain Serr,1 signal.

2. BS1 knows the number of errors Nerr,1, their location and can obtain Serr,1 signal.

3. From protocol headers and HARQ BS2 knows the number of errors Nerr,1, Nerr,2
and their location. Also BS2 can decode signals Serr,1 and Sdg.

4. UE2 knows the number of errors Nerr and their location. Sdg is decoded on its

side.

First of all our observations show that quality of Sdg can be estimated not only

on the UE2 side, but also on BS2. Since in LTE a base station takes decision on the

resources scheduled to the user and what modulation and coding scheme should be

used, estimations made on the base station side can be more preferable and valuable.

And since BS2 knows not only Sdg, but also Serr,1, it is obvious that more accurate

estimations can be performed on its side. Thus it is proposed to make all estimations

on the BS2 side.

Consider BS2. In E-model all lost packets has the same influence on the speech

quality degradation. But in fact it was noticed that one lost packet can lead to sig-

nificant quality degradation, while another lost packet will have nearly no influence

on the quality. Thus if we can count the “amount” of degradation caused by some

errors it is possible to make more accurate speech quality prediction. Suppose that

estimation of the “amount” of the degradation due to type 2 errors can be done by

Serr,1 and Sdg signals comparison, because the difference of the two signals is con-

nected with the type 2 errors. To make such estimation PESQ algorithm can be used

that analyses signal Serr,1 as an original signal and Sdg as a degraded one. It is obvi-

ous that resulting MOS score will not contain loss due to the codec usage, since two

synthesized signals are analyzed. Also obtained MOS will not contain degradation

due to type 1 errors.

To prove our hypothesis the following analysis was made. First of all 28 male and

female American English test speech samples 8 seconds each were taken from ITU-

T web site [1]. The samples were divided into two groups: 16 for investigations and

12 for accuracy estimations. For 16 mentioned samples random packet errors were
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modeled, where Ppl took values from 1 to 20 % with 1 % step. For each Ppl value 30

patterns of errors were generated, where half of the error positions were supposed

to be type 1 errors, while the rest were supposed to be type 2 errors. As a result

number of Serr,1, Serr,2 and Sdg signals were obtained and for each pair (Serr,1, Sdg)
and (Sor, Serr,2) MOS-LQO values were estimated. Correlation of the two sets of

estimates was 97–98 % for AMR-NB and 87–93 % for AMR-WB, depending on the

coding rate. Obtained results are shown in Figs. 3 and 4. So it was concluded that

our assumption is correct and comparison of (Serr,1, Sdg) reflects degradation due to

type 2 errors.

Fig. 3 Dependency of MOS-LQO values for PESQ(Serr,1, Sdg) and PESQ(Sor , Serr,2) for AMR-NB

modes

Fig. 4 Dependency of MOS-LQO values for PESQ(Serr,1, Sdg) and PESQ(Sor , Serr,2) for AMR-WB

modes

Thus resulting algorithm uses both E-model and PESQ algorithms for more accu-

rate non-intrusive quality assessment. BS2 can estimate factual degradation due to

type 2 errors using PESQ, while degradation due to type 1 errors will be estimated
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using E-model. Different heuristic approaches can be considered for combining of

E-model and PESQ estimations. In this work we propose following solution. First

denote as Ppl1 = Nerr,1
N ⋅ 100% and Ppl2 = Nerr,2

N ⋅ 100% corresponding to Nerr,1
and Nerr,2 error rates in percent, where N is the total number of transmitted AMR

frames. Then the new algorithms looks as follows. First estimate MOS that will be

marked as MOS_LQOsyn for Serr,1 and Sdg signals using PESQ. Since this value

does not contain degradation due to codec usage it should be mapped (converted)

to MOS-LQO values that will be marked as MOS_LQOor and that contain average

degradation value due to codec usage. Mapping rule will be shown below. After that

MOS_LQOor should be converted to R-factor value using expression (5). Using ex-

pressions (6) and (7) Ppl2 value can be recounted depending on the influence of type

2 errors. Final expression will look like follows

Pplnew,2 =
R0 − R − Ie
95 − R0 + R

Bpl . (8)

Thus for R-factor computation new Pplnew,2 value should be used and original Ppl =
Ppl1 + Ppl2 will be changed to Pplnew = Ppl1 + Pplnew,2. Ppl1 is not changed since

there is no additional information about type 1 errors on the BS2 side. After that

R-factor is estimated using E-model for Pplnew and corresponding MOS is supposed

to be the required speech quality. The algorithm scheme is shown in Fig. 5.

To find how MOS_LQOsyn should be mapped to MOS_LQOor following analy-

sis was performed. Using PESQ algorithm MOS-LQO values for (Sor, Sdg) and

(Ssyn, Sdg) signals, and for different error rates were estimated. Difference between

the sets of received MOS-LQO values is connected with the codec usage. Correlation

for the sets of obtained MOS-LQO values was measured and it was 98 % for AMR-

NB, while for AMR-WB it was about 94 %. It was concluded that MOS_LQOsyn and

MOS_LQOor has linear dependency and mapping can be performed using following

formula:

MOS_LQOor = A ∗ MOS_LQOsyn + B , (9)

where A and B are coefficients that differ for different AMR modes. Using obtained

MOS-LQO vectors best A and B coefficients in the least-squares sense were found

for the considered AMR modes. Obtained values are gathered in Tables 1 and 2 re-

spectively.

Table 1 A and B values for AMR-NB modes

AMR-NB mode A B
12.2 kbps 0.8770 0.1738

10.2 kbps 0.8444 0.2073
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Table 2 A and B values for AMR-WB modes

AMR-WB mode A B
23.85 kbps 0.7721 0.2390

12.65 kbps 0.6425 0.4070

Fig. 5 Proposed algorithm scheme

5 Simulation Results for 3GPP LTE System

Since performance of the proposed algorithm depends on the ratio of Nerr,1 and

Nerr,2, several scenarios were taken into account. Three different situations were con-

sidered:
Nerr,1
Nerr

= 0.75,
Nerr,1
Nerr

= 0.5,
Nerr,1
Nerr

= 0.25. Ppl values from 0 to 20 % with step

1 % were considered. For every Ppl 30 error patterns were generated and simulations

were performed for 12 mentioned above speech samples.

Correlation and RMSE results received for the proposed and PESQ algorithms

for both codecs are gathered in Tables 3 and 4. As it can be seen proposed algorithm

shows correlation and RMSE results improvement even when
Nerr,1
Nerr

= 0.75. This

means that information provided by PESQ is quite useful. When
Nerr,1
Nerr

= 0.25, i.e.

Nerr,2 is higher than Nerr,1, correlation values for AMR-NB modes increase to 97 %

and RMSE becomes quite small. For AMR-WB for the case when Nerr,2 > Nerr,1
correlation reaches 94–95 %. It can be seen that gain achieved for AMR-NB is higher

that for AMR-WB. This can be explained by the fact that for wideband case PESQ

results are much more sensitive to errors.

Table 3 PESQ and the new algorithm MOS correlation results for AMR-NB

Nerr,1

Nerr
Classical E-model 75 % 50 % 25 %

AMR-

NB

mode

r RMSE r RMSE r RMSE r RMSE

12.2

kbps

0.92 0.35 0.94 0.28 0.96 0.23 0.97 0.18

10.2

kbps

0.92 0.31 0.94 0.29 0.96 0.24 0.97 0.18
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6 Conclusion

In this work a task of speech quality assessment for packet switched cellular networks

was considered. It was proposed to perform speech quality assessment on the base

station side, that gives a number of advantages. It was notices that during speech

data transmission a base station has additional information, that can be used for im-

provement of the accuracy of speech quality assessment. A new algorithm that uses

this additional information for E-model performance improvement was proposed.

For simulations a model of 3GPP LTE system was considered and obtained results

showed that for AMR-NB correlation and RMSE improvement was up to 5 % and

0.17, respectively. For AMR-WB correlation improvement was up to 4 % and RMSE

improvement was up to 0.21.

Table 4 PESQ and the new algorithm MOS correlation results for AMR-WB

Nerr,1

Nerr
Classical E-model 75 % 50 % 25 %

AMR-

WB

mode

r RMSE r RMSE r RMSE r RMSE

23.85

kbps

0.92 0.46 0.93 0.39 0.94 0.31 0.95 0.25

12.65

kbps

0.90 0.41 0.92 0.39 0.93 0.34 0.94 0.27

Though in simulations simplified E-model was considered, nothing prevents to

take into consideration other impairment factors in the proposed algorithm and ob-

tain more common results.
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Block-Permutation LDPC Codes
for Distributed Storage Systems

Evgenii Krouk and Andrei Ovchinnikov

Abstract In the paper the usage of low-density parity-check (LDPC) codes to pro-

tect storage systems from failures is considered. These codes are the instance of

locally recoverable (LRC) codes which obtain much attention during last years

regarding storage systems. The system model of distributed storage system is

described, with specific types of failures. The coding schemes based on Reed-

Solomon (RS) and LDPC codes are formulated for this model taking into account

the specific failures types. These coding schemes are compared using several exam-

ples of model parameters. The redundancy and locality provided by different coding

schemes are estimated.

Keywords LDPC codes ⋅ Locally recoverable codes ⋅ Bursts-correcting codes ⋅
Distributed storage systems

1 Introduction

The development of data storage systems (DSS) leads to the creation of systems

containing the array of disks rather than simple storage unit. The well-known RAID

(Redundant Array of Independent Disks) is the example, but in general such storage

system may be considered as distributed system, where disks may be placed far away

one from others and connected with communication lines (for example, “cloud” stor-

age systems). Such systems formulate new tasks in performance and fault tolerance.

The traditional way to improve the reliability of transmitted, processed or stored

data is usage of error-correcting codes. The task of coding in data storage systems

(especially in distributed systems) has specific properties comparing to classical

channel coding. Among these properties are [1–4]:

E. Krouk(✉) ⋅ A. Ovchinnikov

Saint-Petersburg State University of Aerospace Instrumentation, B.Morskaya 67,

190000 Saint-petersburg, Russia

e-mail: ekrouk@vu.spb.ru

A. Ovchinnikov

e-mail: mldoc@ieee.org

© Springer International Publishing Switzerland 2015

E. Damiani et al. (eds.), Intelligent Interactive Multimedia Systems and Services,
Smart Innovation, Systems and Technologies 40,

DOI 10.1007/978-3-319-19830-9_21

227



228 E. Krouk and A. Ovchinnikov

– Erasures/errors. The failure of storage unit leads to erasure of correspondent data

with known fact of existence and positions. However, in some cases the traditional

errors also may be considered.

– Bursts. The data usually distributed among storage units by blocks, so the failure

leads not to single erasure, but rather to block of erasures called burst.

– Locality. The read/write operations with storage units are usually expensive, espe-

cially in distributed systems, so the decoder should use minimum “alive” storage

units to recover information stored by broken one.

These properties lead to the task of constructing new codes especially for storage

systems. The ability to correct erasures and bursts is known task in coding theory,

while the locality is new specific parameter. During the last years the classes of codes

called Locally Recoverable (LRC) Codes were presented, targeting the minimization

of locality [1, 2, 5].

We call the linear (n, k)-code (where n is codelength and k is the number of infor-

mation symbols) as (n, k, 𝜀) LRC-code if any codeword symbol may be recovered

using no more than 𝜀 other symbols. In general, the locality satisfies 1 ≤ 𝜀 ≤ k. For

example, the simple repetition code has the worst redundancy, but the best locality

𝜀 = 1. In contrast, the Reed-Solomon (RS) code, providing the best redundancy, has

the worst locality 𝜀 = k. So there is a trade-off between the redundancy and locality.

Since locality may be estimated for any code (like minimal distance), in wide

sense the term LRC does not mean any particular codes, but rather emphasizes the

task of minimization the new parameter. So, the low-density parity-check (LDPC)

codes, which are considered in this paper regarding storage systems, are also subclass

of LRC codes.

The paper is organized as follows. In Sect. 2 some particular model of DSS is

formulated, with special failure types. In Sects. 3 and 4 the possibility and features

of RS and LDPC codes application for such model are discussed. Section 5 presents

numerical examples of constructing coding schemes for some model parameters.

Section 6 concludes the paper.

2 The Model of Distributed Storage System

Consider the following model of distributed storage system (DSS), see Fig. 1. The

system contains N disks {d1,… , dN}, grouped into L nodes {D1,… ,DL}. So each

node contains Md = N∕L disks. There are three inconsistent failure events possible

in the system:

1. failure of vd or less disks;

2. failure of one node;

3. silent data corruption (SDC) of td or less disks.

In terms of coding theory the event “failure” corresponds to the erasure of code-

word symbols, the existence and positions of erasures are known to decoder before-

hand. “Silent data corruption” means the existence of errors, that is, wrong values
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of codeword symbols with unknown existence and positions, which may be revealed

only through decoder’s computations of parity-check relationships. We will assume

that vd disks failures lead to v erasures of codeword symbols (these values may not

be equal, since several symbols or only part of the symbol may be written on one

disk). Similar, we assume that SDC of td disks corresponds to t erroneous codeword

symbols.

The error-correcting code can correct any combination of t errors, if its minimal

distance is d0 ≥ 2t + 1 [6, 7], or any combination of v erasures, if d0 ≥ v + 1. The

parameter d0 shows only the theoretical possibility of correction, and the efficient

practical decoding procedure is needed to implement this possibility.

The “node failure” of Md disks within one node leads to the erasure burst of

length M, that is, the first and last erased positions are not far than M positions from

each other. Moreover, this burst is fixed, that means that it may occur only on the

set of possible positions and not on the arbitrary position. Such fixed burst may be

considered as M separate erasures, and the code should possess d0 ≥ M+1 to correct

them.

Then the task of coding for such model may be formulated as constructing the

code with minimal distance

d0 ≥ max(2t + 1, v + 1,M + 1). (1)

However, in practice the value of v is small (in many systems only td = 0 and vd = 1
are considered), and if disks and nodes failures probabilities are comparable, the

maximum in (1) will be always defined by M + 1. This leads to unreasonable high

requirements on d0 and therefore unreasonable high redundancy.

An alternative approach is to take into account the specificity of fixed burst rather

than considering it as separate erasures. Then one may try to select the minimal dis-

tance as d0 ≥ max(2t+1, v+1) and to use some additional specific properties of the

code to correct fixed burst of length M. Thus the attempt to decrease the redundancy

can be made.

Fig. 1 Distributed DSS

model

3 Reed-Solomon Coding Scheme

In storage systems the usage of Reed-Solomon (RS) codes over finite field GF(q)
is traditional [6–8]. If the codelength of RS code is n, the number of information

symbols is k, then the minimal distance d0 = n− k+1. This is the maximal possible
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d0 for given n and k (Singleton bound), and from this point of view RS codes are

optimal. Besides, these codes can be viewed as burst-correcting codes, since one

symbol of GF(q) may be considered as vector of some elements (usually binary),

and by correcting one such element we correct the corresponding vector.

However, coding and decoding procedures should be performed in GF(q), which

makes them not very fast (comparing to binary arithmetic). Besides, the locality of

RS codes are k, which is the worst possible value for (n, k)-code.

Consider the application of RS codes to the system model described in Sect. 2. To

fulfil the fault tolerance requirements, we should select the RS code with minimal

distance satisfying (1).

Straightforward usage of RS code is to write one symbol of the codeword per

disk. Then the codelength n is equal to the number of disks N, and v = vd, t = td,

M = Md, allowing simple selection of code parameters. However, this scheme may

be generalized, if we assume writing 𝜂 codeword symbols per disk (note that the

value of 𝜂 may not be integer, if one symbol takes several disks).

Selection of code parameters in this case depends on dominant value in (1). Since

the value of vd is small, we may assume Md > vd, and in most cases this gives M > v,

however, some cases exist when the value of v become dominant (but estimation

Md > vd still holds). Such special cases are considered in Sect. 5.

RS codes are powerful universal coding tool, but their locality is poor and they

need calculations in finite fields. These disadvantages may be tried to improve by

using another classes of codes by cost of redundancy.

4 LDPC Coding Scheme

4.1 Block-Permutation Low-Density Parity-Check Codes

Low-density parity-check (LDPC) codes were suggested by Gallager [9] and inves-

tigated later in many works [10–13]. During the last decade LDPC codes were inten-

sively analysed and are widely used [14–17].

Traditionally LDPC code is defined by its parity-check matrix H, which is sparse,

i.e. contains less non-zero elements comparing to matrix size. One of the most widely

used constructions are block-permutation LDPC codes, their parity-check matrix

consists of sub-blocks which are cyclic permutation matrices [17, 18]. Such structure

allows obtaining of analytical estimations of different code parameters (rate, mini-

mal distance, girth, trapping sets etc.), which are usually estimated only by computer

simulation.

The simplest case of block-permutation LDPC codes are Gilbert codes suggested

in [19] as burst-correcting codes. Burst-correcting capabilities of these codes are

later analysed in [15, 20–24]. However, these codes may also be used to correct

independent errors.
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Gilbert codes are defined by their parity-check matrix H,

H =
[
Im Im Im … Im
Im C C2 … C𝜌−1

]

, (2)

where Im is (m × m) unity matrix, C is (m × m)-matrix of cyclic permutation:

C =

⎡
⎢
⎢
⎢
⎢
⎣

0 0 0 … 0 1
1 0 0 … 0 0
0 1 0 … 0 0
… … … … … …
0 0 0 … 1 0

⎤
⎥
⎥
⎥
⎥
⎦

, (3)

and 𝜌 ≤ m. Clearly, Gilbert codes are LDPC codes with column weight 𝛾 = 2 and

row weight 𝜌. The codelength is n = m𝜌, the number of parity-check symbols (i.e.

the rank of H) is r = 2m − 1 [23].

Simple generalization of these codes may be obtained by adding third “stripe” of

blocks to parity-check matrix (2):

H =
⎡
⎢
⎢
⎣

Im Im Im … Im
C0 C1 C2 … C𝜌−1

Ci0 Ci1 Ci2 … Ci
𝜌−1

⎤
⎥
⎥
⎦

, (4)

where the degree of matrix C (3) in j-th block of third stripe is defined by the integer

ij ∈ {0,… ,m−1} for j = 0, 𝜌 − 1. The number of redundant symbols is r = 3m−2
[15]. Extra stripes may be added to the parity-check matrix, but in this paper we

consider only 𝛾 ≤ 3.

Note that block-permutation LDPC codes with row weight 𝜌 are LRC codes with

locality 𝜀 = 𝜌 − 1.

There are many decoding algorithms of LDPC codes [15, 17, 25], which are very

computationally efficient. Besides, in storage systems the hard-decision decoders

should be used, which leads to even more efficiency through usage of only binary

operations.

4.2 Block-Permutation LDPC Codes for DSS

Consider application of LDPC codes from Sect. 4.1 for the model described in

Sect. 2.

We start from 𝛾 = 2, i.e. LDPC codes with matrix H from (2). Then the code

is defined by parameters m and 𝜌, where 𝜌 ≤ m. Unlike RS codes for LDPC codes

in general there are no either good estimations of error-correcting parameters (for

example, minimal distance), or constructions certainly providing required parame-

ters. Evaluations of LDPC codes are usually made either by computer simulation or

using analysis of specific structure for given constructions.
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In general we note that the code is able to correct some combination of v erasures,

if the matrix formed by columns of H correspondent to erased positions has rank v.

As it was noted in Sect. 2, the event “node failure” leads to fixed burst of erasures.

Usually better LDPC codes have larger lengths, and for considered model the code-

length n should be no less than the number of disks N. If n ≥ N, then b ≥ 1 bits

are written to one disk, and the failure of this disk also leads to fixed erasure burst,

while the SDC leads to fixed error burst.

For convenience we will assume that one node contains symbols correspondent

to one or several block-columns of H (that is m symbols, 2m etc.). Consider the case

when one block of m bits is written to one node. Then the failure of the node leads

to erasure burst covering all columns of one block. Each row of H contains only one

non-zero element within the burst, and therefore, such erasure burst can be easily

corrected.

But if there are two blocks written in one node, the failure of the node cannot be

corrected, because two blocks contain 2m columns, and rank of H is only 2m − 1.

To recover from such failures consider the matrix H with three stripes (4). Its rank is

3m−2, so the correction of 2m erasures is possible at least for some combinations of

erasures. Consider the following procedure. We assume that there are b bits written

on each disk. Then the n-bit codeword may be represented as sequence (x1, …, xn∕b)
of b-bit symbols. By cyclically shifting this sequence we obtain (x2,… , xn∕b, x1),
and write the symbols on the disks in such order. Then the first node will contain 2m
symbols x2,… , x2m∕b+1. This procedure is shown in Fig. 2.

It is easy to verify that the 2m columns written in the node by such procedure will

be linearly independent, so the node failure may be recovered.

Fig. 2 Distribution of bits by nodes in LDPC code scheme

The estimation of correction capability against disks erasures and SDC should

be done separately. However, we may formulate special case (usually considered in

practice).

Theorem 1 Code defined by the parity-check matrix (2) is able to correct two fixed
erasure bursts of length 1 ≤ b < m, where b|m, and start positions of the bursts are
divisible by b. Alternatively, this code is able to correct one fixed error burst with
the same length and starting position.
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Proof As we note above, the code is able to correct two erasure bursts of length b,

if the columns of parity-check matrix correspondent to erased positions are linearly

independent.

First consider b = 1. In this case the statement of the theorem is clear, since there

are no equal columns in H.

Lets now b > 1. Consider the first stripe of H, which contains unity blocks, and

two erasure burst satisfying theorem’s conditions. Lets the first burst start at position

i1, and the second at position i2. Consider two cases. First, let i1 mod m ≠ i2 mod m.

Then each row ofH from the first stripe contains no more than one non-zero elements

on erased positions, Fig. 3. That means that all erased positions can be recovered

using these parity-check rows.

Now lets i1 mod m = i2 mod m. Then each row of the first stripe containing non-

zero element within one burst also contains non-zero element within other. But since

in this case burst belong to different blocks of H and b < m, this means that there

exists at least one (in fact at least two) parity-check row in the second stripe of H
containing only one non-zero element on erased positions. Then the erased bit cor-

respondent to this non-zero element may be recovered. After one bit being recovered

we will obtain the row in the first stripe with only one non-zero element on erased

positions, this allows recovering on one more symbol, then we move again to second

stripe and so on. Regarding the structure of H such procedure allows reconstruction

of all erased symbols. An example is shown in Fig. 4.

Fig. 3 Correction of two

fixed erasure packets by one

stripe

To conclude the proof we note that the conditions on correction ability for one

fixed error burst are the same as for two fixed erasure bursts: absence of two bursts

of length b correspondent to 2b or less linear dependent columns. Since this was

already proven, the code can correct one fixed error burst in case of erasure bursts

absence. □

Clearly, the theorem’s condition is applicable to block-permutation matrices with

larger number of stripes.
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Fig. 4 Correction of two

fixed erasure packets by two

stripes

5 Numerical Examples

5.1 Estimation of RS Codes Parameters

Consider the selection of RS codes parameters for the model described in Sect. 2

regarding notes we have made in Sect. 3.

Usually the case with one disk failure is considered in storage systems. We con-

sider more complex model, allowing one node failure, or vd = 2 disks failures, or

td = 1 SDC errors. We define two example sets of model parameters: L = 8 nodes

with Md = 8 disks (N = 64 disks in total) and L = 12 nodes with Md = 12 disks

(N = 144 disks in total).

If possible, we will assume that RS code is defined over GF(28). This field oper-

ates with bytes, may be effectively implemented and is most often used in practice.

However, if the codelength exceeds 255, we need to consider larger fields, which

may lead to some lost in computational efficiency.

Case 1. Let L = 8, Md = 8. First, we assume that one disk stores one symbol of RS

codeword, i.e. 𝜂 = 1. Then the code should be able to correct v = vd = 2 erasures,

or t = td = 1 errors, or Md = M = 8 erasures. From (1) such code should have

the distance d0 = 9, that gives (64, 56)-code with rate R = 0.875. To determine the

locality 𝜀 we assume that we estimate it only for 1 disk failure case (which is the

common understanding of this term), and we will mean not the number of symbols

required for restoration of one symbol, but the number of disks required to read from.

For considered case we need reading from k = 56 disks.

For 𝜂 = 2 there are two symbols per disk, then the codelength n = 128, and v = 4,

t = 2, M = 16. The distance should be d0 = 17, this gives (128, 112)-code with the

same rate R = 0.875. To correct an erasure we need 112 symbols, but we may obtain

them by reading from any 56 disks, which again gives the locality 𝜀 = 56.
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The cases 𝜂 = 1∕2 and 𝜂 = 1∕4 may be proceeded similarly. Consider the the

case 𝜂 = 1∕8. Here 1 symbol of RS code takes 8 disks, i.e. the whole node. We may

still use GF(28), but now v = 2 and M = 1. Thus the dominant value in determining

d0 become the number of disks failures rather than node failure. Then d0 = 3 and

we have (8, 6)-code with rate R = 0.75. To recover from failure we need to read

from 7 symbols (nodes), or 48 disks. So we obtain the locality decreasing by cost of

increased redundancy.

Parameters of considered schemes are given in Table 1.

Case 2. Let now L = 12, Md = 12. Note that now for 𝜂 = 2 the codelength is

288, and we cannot use the field GF(28). Also, when using one symbol per node,

the symbol should contain no less than 12 bits (since there are 12 disks in the node),

this gives the field GF(212). Parameters for other schemes are presented in Table 1.

Table 1 Comparison of schemes based on RS codes

N = 64, L = 8, Md = 8
# 𝜂 GF(q) (n, k) R 𝜀

1 1 28 (64,56) 0.875 56

2 2 28 (128,112) 0.875 56

3 1∕2 28 (32,28) 0.875 56

4 1∕4 28 (16,14) 0.875 56

5 1∕8 28 (8,6) 0.75 48

N = 144, L = 12, Md = 12
# 𝜂 GF(q) (n, k) R 𝜀

1 1 28 (144,132) 0.916 132

2 2 29 (288,264) 0.916 132

3 1∕2 28 (72,66) 0.916 132

4 1∕4 28 (36,33) 0.916 132

5 1∕12 212 (12,10) 0.83 120

5.2 Estimation of LDPC Codes Parameters

When constructing coding schemes based on LDPC codes for the formulated model

parameters first note that taking into account Theorem 1 the codes defined by matri-

ces (2) and (4) can correct one SDC error and two disks failures, if we write

1 ≤ b < m codeword bits per disk. So we need to consider only the restoration

from node failure.

Case 1. First consider the matrix (2) with 𝛾 = 2. As follows from Sect. 4.2, the node

failure may be corrected if the node contains m symbols correspondent to block-

column in matrix H.
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Letm = 8, 𝜌 = 8. We have the code (64, 49)withR = 0.7656. Locality is 7, which

is much better than using RS code, but the rate of LDPC code is also significantly

lower. Increasing of m will further decrease the rate, and increasing of 𝜌 will lead

to necessity of using more than one block in the node, and node failure would be

impossible to correct.

Now let 𝛾 = 3. To increase the rate we increase the values of m and 𝜌 and write

several bits per disk. If m = 16, 𝜌 = 16 we have (256, 210)-code with rate R = 0.82,

and each disk contains b = 4 bits. To estimate the locality note that since we consider

the locality regarding one disk failure it is enough to use only first stripe of H to

correct such erasure burst. But this stripe contains only unity matrices as blocks,

so all symbols needed to recover, for example, second erased symbol in the burst,

will be placed at the same disks as symbols which were used to recover first erased

symbol. Thus the recovering procedure may be organized in such a way that locality

for disks will be the same as locality for bits (surely, if only one failure is assumed).

In our case this is 15.

Finally consider m = 32, 𝜌 = 16. The rate of this code is slightly less than the

previous one (R = 0.816 ≈ 0.82), but for this case b = 8, which may be convenient

for practical implementation.

Parameters of considered LDPC-based schemes are given in Table 2.

Case 2. This case may be processed similarly. Parameters of some LDPC-based

schemes for this case are also given in Table 2.

Table 2 Comparison of schemes based on LDPC codes

N = 64, L = 8, Md = 8
# b 𝛾 m 𝜌 (n, k) R 𝜀

1 1 2 8 8 (64,49) 0.77 7

2 2 2 16 8 (128,97) 0.76 7

3 4 3 16 16 (256,210) 0.82 15

4 8 3 32 16 (512,418) 0.82 15

N = 144, L = 12, Md = 12
# b 𝛾 m 𝜌 (n, k) R 𝜀

1 1 2 12 12 (144,121) 0.84 11

2 1 3 12 12 (144,110) 0.76 11

3 4 3 24 24 (576,506) 0.88 23

4 8 3 48 24 (1152,1010) 0.88 23

Comparing the obtained results, we may note the following. By using the block-

permutation LDPC codes with 2 and 3 stripes, it turns to be possible to obtain the

coding schemes for considered model, which may be comparative with RS codes or

some worse in terms of redundancy (which is shown by the code rate), but they are

better in terms of locality and promising in implementation complexity.
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6 Conclusion

In this paper we considered the model of distributed data storage system with differ-

ent types of failures. For some example sets of model parameters the coding schemes

based on RS and LDPC codes are considered, the numerical parameters of these

schemes are obtained and analysed. The possibility of correcting multiple fixed era-

sure bursts is considered for LDPC codes. However, further research is needed to

provide constructions suitable for larger number of failures.
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Estimation of the Mean Message Delay
for Transport Coding

Dmitrii Malichenko and Evgenii Krouk

Abstract This article considers transport coding which is a method for data trans-

mission in a packet switching network. It uses error correcting codes at the transport

layer of data network and can help to decrease the mean message delay. Evaluation

of the mean message delay is important for estimation of transport coding efficiency.

The existing analysis of the mean message delay uses assumption about exponential

distribution of packet delay. The network model proposed by L. Kleinrock is consid-

ered in this paper. The distribution of the packet delay in Kleinrock network is not

proven to be exponential. This work offers calculation of the mean message delay

for Kleinrock networks without usage of the assumption about exponential distribu-

tion of the packet delay. The accuracy is checked using simulation of the Kleinrock

network model.

Keywords Transport coding ⋅ Message delay ⋅ Error correcting code ⋅ Kleinrock

model ⋅ Network simulation ⋅ Packet switching

1 Introduction

The usage of error correcting codes is a well known method of protection against

errors during data transmission over a channel. Usually error correcting coding is

applied on the physical layer of the network. In this paper we consider using of error

correcting coding at the higher layers together with multipath routing. Applications

of redundant data transmission over different routes were proposed in a number of

papers [1–4]. The reliable data transmission is considered in [3, 4]. The transmis-

sion of priority messages is considered in [5]. The Voice over IP (VoIP) quality
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improvement using transmission over different routes is considered in [6, 7]. The

decreasing of the mean message delay is considered in [1, 2, 8, 9] where the authors

provide analytical equations for calculation of the delay. They use assumption about

exponential distribution of packet delay. The purpose of this work is to propose ana-

lytical equations for calculation of the mean message delay when the mentioned

assumption couldn’t be applied.

The rest of this article is structured as follows. Section 2 describes transport cod-

ing. Section 3 describes the network model. Then Sect. 4 gives analysis of the mean

message delay. Section 5 describes simulation of Kleinrock network model [10] and

contains simulation results for the mean message delay and transport coding gain.

The results of the novel and previous calculations of the message delay are compared

and discussed. Finally the conclusions are made in Sect. 6.

2 Transport Coding

Assume we need to transmit a message which consists of k packets over the data net-

work. The packet length is m bits. We consider each packet as a symbol over Galois

Field GF(2m) [11]. Then we apply a maximum distance separable (MDS) code (n, k)
[12] to the packets of the original message in order to obtain an encoded message

consisting of n (n > k) packets. After that we transmit n packets of the encoded mes-

sage instead of k packets of the original message (Fig. 1). The traffic increases by a

factor of 1∕R (R = k∕n is a code rate). This should lead to increasing of the mean

message delay. However due to properties of MDS codes the receiving node needs

to wait for any k packets in order to assemble the message. The works [2, 8] show

that this method can lead to decreasing of the message delay. This idea is illustrated

in Fig. 2. The figure shows the transmission of encoded message (n = 5, k = 3). The

1st and 4th packets are delayed and other packets have arrived. The receiving node

Fig. 1 Encoded packets are

transmitted over the network.

Dashed rectangles represent

redundant packets obtained

by the transport coding

node
Receiving
node

Sending
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Fig. 2 Transmission of the

message (k = 3, n = 5) using

transport coding. Three

packets that came earlier

than others are used to

assemble the message

Sending
node

Receiving
node

1

2

3

4

5

2

3

4

5

1

doesn’t need to wait for the 1st and 4th packets to assemble the message. In this work

we consider that all channels are reliable, there aren’t any dropped packets. However

the transport coding could also be applied in case of unreliable channels.

3 Network Model and Assumptions

3.1 Model

In this paper we consider packet switching network with datagram routing. Packet

switching is a communication method that supposes grouping of all information

before transmission into blocks called packets or datagrams. Packets are considered

as separate entities. Each packet follows its own way over the network to the destina-

tion node. When a packet arrives at a switching node it waits in a queue for its turn

to be transmitted to the next link in its path. The switching node decides which link

to choose. The packets which belong to one message may arrive at the destination

node out of order. It means that the receiving node has to wait for all the packets that

form a message and in case of the wrong order has to reassemble them. Kleinrock

network model [10] will be used further on as a model of packet switching network.

Consider a data network which consists of M channels. The capacity of each chan-

nel is Ci. Let us assume that information messages consist of k packets. The packet

transmission time over a channel is an exponentially distributed with expectation

1∕μ. The traffic arriving at the network forms Poisson flow with an intensity γ pack-

ets per second. The mean number of packets passing through the ith channel is λi
packets per second. The total network traffic is

λ =
M∑

i=1
λi . (1)
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According to Kleinrock’s ‘assumption of independence’ [10] the packet delays can

be regarded as independent random variables. It means that ith channel can be rep-

resented as a queuing system with a Poisson flow of intensity λi at the input and

exponential servicing time with the mean
1

μCi
. The mean packet delay is

t̄ (λ,μ) =
M∑

i=1

λi
γ

1
μCi − λi

. (2)

Consider that all channel capacities are equal so we denote them as c, intensities of

the packet flows for all channels are also equal. The Eq. (2) could be rewritten as

follows:

t̄ (λ,μ) =
̄l

μc
1

1 − ρ
, (3)

where ̄l = Mλi
γ

is the mean route length, and ρ = λ

μC is the network load.

3.2 Assumptions

In order to calculate the mean message delay in [1, 2, 8, 9] some assumptions were

made:

1. Packet delay is exponentially distributed.

2. Network load is uniformly distributed over the whole network.

3. Packet delays are independent of each other.

4. All channel capacities are equal.

These assumptions restrict application of the network model. In order to extend

the area of the model usage we eliminate the first assumption. This assumption makes

it easy to calculate the message delay and to estimate analytically the possible gain

of transport coding, but the distribution of the packet delay in Kleinrock network is

not proven to be exponential. So the assumption 1 introduces some inaccuracy into

calculation of the message delay in Kleinrock networks. Our goal is to introduce the

calculation of the mean message delay without usage of the assumption 1.

We consider Erlang-distributed packet delays. Let us explain why this distribution

law has been chosen. Let’s examine one route in Kleinrock network from a sending

node to a receiving node. Let us assume for example that route length is three (see

Fig. 3). Channels are represented as queuing systems with exponential servicing time

with mean
1

μC . The packet goes through three servicing units of queuing systems in

order to reach the receiving node. If the queues are empty the message delay is a sum

of three independent random variables distributed as exponentials with parameter

μC. If Y1,… ,Yα are independently distributed as exponentials with parameter 1∕β,
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then X =
∑

Yi has Erlang distribution with parameters α and β [13]. It means that

in case of empty queues packet delay will have Erlang distribution. In case of higher

network load the queues will have non-zero lengths and delay of different packets

will be a sum of different number of exponential random variables. It means that

in case of higher network loads packet delay will not have exactly Erlang distribu-

tion. Therefore at least for the case of low network loads Erlang distribution looks

promising. In Sect. 5 we compare estimations of the mean message delays obtained

in different ways. We still retain other assumptions so the network load is still uni-

formly distributed and all the data flows between the nodes are equal.

Sending node Receiving node

Fig. 3 Example of one route of the Kleinrock network. All the channels are represented as queuing

systems

4 Message Delay Analysis

The structure of the message delay analysis performed in this section is the same as

in [2, 8].

Let us begin with the case of transmission without transport coding. The assem-

bling node should wait for all k packets to arrive. In this case the message delay is

the maximum packet delay among all packets of the given message

T = max
{
t1,… , tk

}
,

where ti is the delay of the ith packet of the message. Denoting packet delays in

increasing order t1∶k ≤ … ≤ tk∶k we get

T = tk∶k .

The delay of the encoded message is

T = tk∶n .
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We use order statistics [14] in order to calculate mathematical expectation of the

delay of ith packet (for total number of packets n)

E
[
ti∶n

]
= n

(
n − 1
i − 1

)

∫

∞

−∞
t [P(t)]i−1 [1 − P(t)]n−i dP(t) , (4)

or

E
[
ti∶n

]
= n

(
n − 1
i − 1

)

∫

1

0
P−1 (u) ui−1 [1 − u]n−i du , (5)

where P(t) is the distribution function of packet delay and P−1 (u) is the inverse

function of P(t).
As it was mentioned above exponential distribution for P(t) was used in previous

works dedicated to message delay analysis [2, 8]. In this case the Eq. (5) can be

rewritten as follows [14]:

E[ti∶n] = t̄
n∑

j=n−i+1
j−1 , (6)

where t̄ is the mean packet delay, which is equal to t̄(λ,μ) in our case. The mean

delay of the uncoded message is

̄T = E[tk∶k] = t̄(λ,μ)
k∑

j=1
j−1 . (7)

The mean delay of the encoded message is

̄Tcod = E[tk∶n] = t̄(λ,μ)
n∑

j=n−k+1
j−1 . (8)

In this paper we consider packet delays distributed as Erlang. If P(t) is an Erlang

distribution with parameters α = ̄l which is an average route length and β =
1∕t̄(λ,μ) the Eq. (4) can be rewritten as follows:

E
[
ti∶n

]
= n

(
n − 1
i − 1

)

∫

∞

−∞
−x

⎛
⎜
⎜
⎝

1 − e−βx
̄l−1∑

i=0

(βx)i

i!

⎞
⎟
⎟
⎠

i−1

×

×
⎛
⎜
⎜
⎝

e−βx
̄l−1∑

i=0

(βx)i

i!

⎞
⎟
⎟
⎠

n−i

e−βx
̄l−1∑

i=0
(βx)i

[
i
xi!

− β

i!

]

dx . (9)
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The mean delay of the uncoded message is

̄T = E
[
tk∶k

]
= n

∫

∞

−∞
−x

⎛
⎜
⎜
⎜
⎝

1 − e−
x

t(λ,μ)

̄l−1∑

i=0

(
x

t̄(λ,μ)

)k

k!

⎞
⎟
⎟
⎟
⎠

k−1

×

× e−
x

t̄(λ,μ)

̄l−1∑

i=0

(
x

t̄(λ,μ)

)k [ k
xk!

− 1
t̄(λ,μ)k!

]

dx . (10)

The mean delay of the encoded message is

̄Tcod = E
[
tk∶n

]
= n

(
n − 1
k − 1

)

∫

∞

−∞
−x

⎛
⎜
⎜
⎜
⎝

1 − e−
x

t̄(λ,μ)

̄l−1∑

i=0

(
x

t̄(λ,μ)

)k

k!

⎞
⎟
⎟
⎟
⎠

k−1

×

×
⎛
⎜
⎜
⎜
⎝

e−
x

t̄(λ,μ)

̄l−1∑

k=0

(
x

t̄(λ,μ)

)k

k!

⎞
⎟
⎟
⎟
⎠

n−k

e−
x

t̄(λ,μ)

̄l−1∑

i=0

(
x

t̄(λ,μ)

)k
×

×
[

k
xk!

− 1
t̄(λ,μ)k!

]

dx . (11)

5 Simulation of Kleinrock Network

The goal of this section is to investigate the accuracy of the calculation of the mean

message delay proposed in this work (Eq. (11)) and to compare the message delay

estimations obtained by simulation and Eqs. (8) and (11).

The network channels are simulated as queuing systems, the packets pass through

queues and serving units in its way to the receiving node. The traffic flows between

all the pairs of nodes are considered to be equal because of the assumption that the

network load is distributed uniformly among the data network. It means that we need

to simulate only one pair of nodes communicating with each other.

At first let us analyse the estimations of the mean message delays calculated using

Eqs. (8), (11). The relation between the message delay and code ratio is presented in

Fig. 4. Three curves are obtained using Eq. (8) and marked as “Exponential model”.

The other three curves are obtained using Eq. (11) and marked as “Erlang model”.

Other curves correspond to simulation. As one can see the proposed equation for the

mean message delay gives more accurate results than the previous calculations. Even

for high network load (Fig. 5) the proposed equation is more accurate. The plot in

the Fig. 5 is presented only for code rates R ≥ 0.7 because the network is overflowed

by redundant packets in case of smaller code rates.
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Fig. 4 Mean message delay

of the encoded message

ρ = 0.1, k = 8

0

2

4

6

8

 10

 12

 14

 16

 0.3  0.4  0.5  0.6  0.7  0.8  0.9 1

T
co

d

R

Exponential model l=3
Erlang model l=3

Simulation l=3
Exponential model l=5

Erlang model l=5
Simulation l=5

Fig. 5 Mean message delay

of the encoded message
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Fig. 6 Coding gain T∕Tcod
in case of route length ̄l = 3
and ̄l = 5, ρ = 0.1, k = 8
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Fig. 7 Coding gain T∕Tcod
in case of route length ̄l = 3
and ̄l = 5, ρ = 0.2, k = 8
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Now let us investigate the estimation of the transport coding gain which is ̄T∕ ̄Tcod.

The plots represented in Figs. 6, 7 and 8 show transport coding gain calculated in

three different ways. As one can see estimation of the transport coding gain calcu-

lated using (11) gives very close value to the transport coding gain obtained by sim-

ulation model. The proposed estimation which is marked as ‘Erlang model’ remains

accurate enough in cases of different network loads and different route lengths.

Fig. 8 Coding gain T∕Tcod
in case of route length ̄l = 3
and ̄l = 5, ρ = 0.4, k = 8
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6 Conclusions

The transport coding was considered in this paper. The existing analysis of the mes-

sage delay and transport coding efficiency uses the assumption about exponential

distribution of the packet delay. In the paper this assumption was eliminated. Erlang

distribution was considered instead of exponential distribution. This led to more

complex equations but the accuracy of estimation for the mean message delay in

Kleinrock networks became much higher. However there are still other assumptions

that restrict practical usage of introduced analysis. For example, the assumption of

an uniformly distributed network load. This could be a matter of future works.
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Sustainable Flat Ride Suspension Design

Hormoz Marzbani, Milan Simic, M. Fard and Reza N. Jazar

Abstract It was suggested [1] that having natural frequency of the front

approximately 80 % of that of the rear suspension in a vehicle will result in a flat

ride for the passengers. Flat Ride in this case means that the pitch motion of the ve-

hicle, generated by riding over a bump for instance will fade in to the bounce motion

of the vehicle much faster. Bounce motion of the vehicle in mush easier to tolerate

and feels more comfortable for the passengers. In a previous study the authors, an-

alytically proved that this situation is not practical. In other words, for any vehicle

there will only be one certain velocity, depending on the geometry and suspension

system specifications which the flat ride will happen at. The search continued to find

a practical method for enjoying the flat ride in vehicles. Solving the equation of mo-

tion of the vehicle for different spring rates and road configuration the authors came

up with design chart for smart suspension systems. Using the advantages of the an-

alytical approach to the flat ride problem, the chart was established to be used for

vehicles with smart active suspension systems. In this paper the mathematical meth-

ods used and the resulted criteria for designing a flat ride suspension system which

will perform in different speeds is presented.

Keywords Flat ride ⋅ Maurice olley ⋅ Optimal suspension ⋅ Vehicle vibrations ⋅
Vehicle dynamics ⋅ Suspension design ⋅ Suspension optimization

1 Introduction

The excitation inputs from the road to a straight moving car will affect the front

wheels first and then, with a time lag, the rear wheels. The general recommendation

was that the natural frequency of the front suspension should be lower than that of

the rear. So, the rear part oscillates faster to catch up with the front to eliminate
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pitch and put the car in bounce before the vibrations die out by damping. This is

what Olley called the Flat Ride Tuning [1]. Maurice Olley (1889–1983) established

guidelines, back in the 1930, for designing vehicles with better ride. These were

derived from experiments with a modified car to allow variation of the pitch mass

moment. Although the measures of ride were strictly subjective, those guidelines

were considered as valid rules of thumb even for modern cars. What is known as

Olley’s Flat Ride not considering the other prerequisites can be put forward as:

The front suspension should have around 30% lower rate than the rear.

An important prerequisite for flat ride was the uncoupling condition, which was

introduced by Rowell and Guest for the first time in 1923 [1]. Rowell and Guest as

shown in Fig. 1 used the geometry of a bicycle car model to find the condition which

sets the bounce and pitch centers of the model located on the springs. Having the

condition, the front and rear spring systems of the vehicle can be regarded as two

separate one degree of freedom systems. Passenger comfort, for any seat placement

in the vehicle, should be at an acceptable level, which is a personal experience. All of

this is important for modern sophisticated cars as well, and for the future autonomous

vehicles.

As a result of applying the Olley’s conditions the pitch motion of the vehicle

will turn in to a bounce motion. Pitch motion provides a much more uncomfortable

experience for the passengers compared to bounce motion.

As mentioned earlier ride comfort is a personal experience which is different from

one individual to other, but the effects of motion can be similar. Motion in the car can

cause fatigue for the passengers. Driver fatigue is a significant cause of accidents on

motorways. The fatigue caused by driving extended periods actually impairs driver

alertness and performance and therefore can compromise transportation safety [2].

Whole body vibration has been found to correlate with a range of psychological

reactions of the human body such as lower back pain and heart rate variability [3,

4]. Disturbance of vision and balance have also been reported to occur [5].

So a better suspension design, will affect the ride comfort, which will result in a

safer transportation as well as a more comfortable traveling experience.

Using analytical methods, we investigate the flat ride conditions which have been

respected and followed by the car manufacturers’ designers since they were intro-

duced for the first time. This article provides a more reliable scientific and mathe-

matical approach into the flat ride design criteria in the vehicle dynamic studies.

2 Previous Works

Maurice Olley introduced and studied the concept of flat ride in vehicle dynamics. In

his paper [6] he published the results taken from the experiments conducted using the

test rig for the first time.Olley explained the relation between vertical acceleration

and comfort over a range of frequencies. He generated a curve for passenger comfort,

which is very similar to the current ISO2631 standard.
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Olley as well as other investigators in well-established car companies realized

that the pitch and roll modes of the car body are much more uncomfortable than

the bounce mode. The investigators’ effort focused on the suspension stiffness and

damping rates to be experimentally adjusted to provide acceptable vertical vibra-

tions. However, the strategy about roll and pitch modes were to transform them to

bounce. Due to usual geometric symmetry of cars, as well as the symmetric excita-

tion from the road, the roll mode is excited much less than the pitch mode. Therefore,

lots of investigations were focused on adjustments of the front and rear suspensions

such that pitch mode of vibration transforms to the bounce.

Fig. 1 Bicycle car model

used for vibration analysis

Besides all important facts that Olley discovered during his experiments, the prin-

ciple known as the Flat Ride Tuning or Olley’s Flat Ride proved to be more industry

approved and accepted. After his publications [6, 8, 9] in which he advocated this

design practice, they became rules of practice.

We can summarize all as the following:

1. The front spring should be softer than the rear for Flat Ride Tuning. This will

promote bouncing of the body rather than pitching motions at least for a greater

majority of speeds and bump road situations. The front suspension should have

a 30% lower ride rate than the rear suspension, or the spring center should be at

least 6.5% of the wheelbase behind the center of gravity.

2. The ratio
r2

a1.a2
normally approaches unity. This reduces vibration interactions

between front and rear because the two suspensions can now be considered as

two separate systems.

3. The pitch and bounce frequencies should be close together: the bounce frequency

should be less than 1.2 times the pitch frequency.

4. Neither frequency should be greater than 1.3Hz, which means that the effective

static deflection of the vehicle should exceed roughly 6 inches.

5. The roll frequency should be approximately equal to the pitch and bounce fre-

quencies.

Rowell and Guest [10] in 1923 identified the value of
r2

a1.a2
being associated with

vehicles in which the front and rear responses were uncoupled. Olley was able to
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investigate the issue experimentally and these experiments led him to the belief that

pitching motion was extremely important in the subjective assessment of vehicle ride

comfort.

Deflections are some 30% greater than the rear then the revolutionary flat ride

occurs. Olley’s explanation was that because the two ends of the car did not cross a

given disturbance at the same instant it was important that the front wheels initiated

the slower mode and that the rear wheels initiated the faster mode. This allowed the

body movement at the rear to catch up the front and so produce the flat ride.

The condition of Flat Ride is expressed in various detailed forms; however, the

main idea states that the front suspension should have a 30% lower ride rate then the
rear. The physical explanation for why this is beneficial in reducing pitch motion is

usually argued based on the time history of events following a vehicle hitting a bump.

First, the front of the vehicle responds approximately- in the well-known damped

oscillation manner. At some time later, controlled by the wheelbase and the vehicle

speed, the rear responds in similar fashion. The net motion of the vehicle is then

crudely some summation of these two motions which minimizes the vehicle pitch

response [11].

Confirmation of the effectiveness in pitch reduction of the Olley design was given

by Best [7] over a limited range of circumstances. Random road excitation was ap-

plied to a half-car computer model, with identical front and rear excitations, consid-

ering the time delay generated by the wheelbase and vehicle’s speed [12].

Sharp and Pilbeam [13] attempted a more fundamental investigation of the phe-

nomenon, primarily by calculating frequency response for the half-car over a wide

range of speed and design conditions. At higher speeds, remarkable reductions in

pitch response with only small costs in terms of bounce response were shown. At

low speeds, the situation is reversed.

Later on Sharp [12] discussed the rear to front stiffness tuning of the suspension

system of a car, through reference to a half-car pitch plane mathematical model.

Sharp concluded almost the same facts mentioned by Best and other researchers

before him, saying that at higher vehicle speeds, Olley tuning is shown to bring ad-

vantage in pitch suppression with a very little disadvantage in terms of body accel-

eration. At lower speeds, he continues, not only does the pitch tuning bring large

vertical acceleration penalties but also suspension stiffness implied are impractical

from an attitude control standpoint.

The flat ride problem was revisited by Crolla and King [11]. They generated ve-

hicle vibration response spectra under random road excitations. It was confidently

concluded that the rear/front stiffness ratio has virtually no effect on overall levels

of ride comfort.

In 2004, Odhams and Cebon investigated the tuning of a pitch-plane model of a

passenger car with a coupled suspension system and compared it to that of a conven-

tional suspension system, which followed the Rowell and Guest treatment, [14]. The

concluded that the Olley’s flat ride tuning provides a near optimum stiffness choice

for conventional suspensions for minimizing dynamic tire forces and is very close to

optimal for minimizing horizontal acceleration at the chest (caused by pitching) but

not the vertical acceleration.
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3 Uncoupling the Car Bicycle Model

Consider the two degree-of-freedom (DOF) system as shown in Fig. 2 . A beam with

mass m and mass moment I about the mass center C is sitting on two springs k1 and

k2. This is used as a car model for the investigation in bounce and pitch motions.

The translational coordinate x of C and the rotational coordinate 𝜃 are the usual

generalized coordinates that we use to measure the kinematics of the beam. The

equations of motion and the mode shapes are functions of the chosen coordinates.

Fig. 2 The bicycle model is

a beam of mass m and mass

moment I, sitting on two

springs k1 and k2

The free vibration equations of motion of the system are:

[
m 0
0 I

] [
ẍ
̈
𝜃

]

+
[

k1 + k2 a2k2 − a1k1
a2k2 − a1k1 a22k2 + a21k1

] [
x
𝜃

]

= 0 (1)

To compare the mode shapes of the system practically, we employ the coordinates

x1 and x2 instead of x and 𝜃. The equations of motion of the system would then be:

⎡
⎢
⎢
⎢
⎢
⎣

ma22 + I

a1 + a22
ma1a2 − I
a1 + a22

ma1a2 − I
a1 + a22

ma21 + I

a1 + a22

⎤
⎥
⎥
⎥
⎥
⎦

[
ẍ1
ẍ2

]

+
[
k1 0
0 k2

] [
x1
x2

]

= 0 (2)

Let us define the following parameters:

I = mr2 𝛺

2
1 =

k1
m
𝛽 𝛺

2
2 =

k2
m
𝛽 𝛽 = l2

a1a2
𝛼 = r2

a1a2
𝛾 =

a2
a1

l = a1 + a2 (3)

and rewrite the equations as

[
𝛼 + 𝛾 1 − 𝛼

1 − 𝛼 𝛼 + 1
𝛾

][
ẍ1
ẍ2

]

+
[
𝛺

2
1 0
0 𝛺

2
2

] [
x1
x2

]

= 0 (4)
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Setting

𝛼 = 1 (5)

makes the equations decoupled

[
𝛼 + 𝛾 0
0 𝛼 + 1

𝛾

][
ẍ1
ẍ2

]

+
[
𝛺

2
1 0
0 𝛺

2
2

] [
x1
x2

]

= 0 (6)

The natural frequencies 𝜔i and mode shapes ui of the system are

𝜔

2
1 =

1
𝛾 + 1

𝛺

2
1 = l

a2

k1
m

u1 =
[
1
0

]

(7)

𝜔

2
2 =

𝛾

𝛾 + 1
𝛺

2
2 = l

a1

k2
m

u2 =
[
0
1

]

(8)

They show that the nodes of oscillation in the first and second modes are at the rear

and front suspensions respectively.

The decoupling condition 𝛼 = 1 yields

r2 = a1a2 (9)

which indicates that the pitch radius of gyration, r, must be equal to the multiplication

of the distance of the mass canter C from the front and rear axles. Therefore, by

setting 𝛼 = 1, the nodes of the two modes of vibrations appear to be at the front and

rear axles. As a result, the front wheel excitation will not alter the body at the rear axle

and vice versa. For such a car, the front and rear parts of the car act independently.

Therefore, the decoupling condition 𝛼 = 1 allows us to break the initial two DOF
system into two independent one DOF systems, where:

mr = m
a1
l
= m𝜀 (10)

mf = m
a2
l
= m(1 − 𝜀) (11)

𝜀 =
a1
l

(12)

The equations of motion of the independent systems will be:

m(1 − 𝜀)ẍ1 + c1ẋ1 + k1x1 = k1y1 + c1ẏ1 (13)

m𝜀ẍ2 + c2ẋ2 + k2x2 = k2y2 + c2ẏ2 (14)
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The decoupling condition of undamped free system will not necessarily decouple

the general damped system. However, if there is no anti-pitch spring or anti-pitch

damping between the front and rear suspensions then equations of motion

[
𝛼 + 𝛾 1 − 𝛼

1 − 𝛼 𝛼 + 1
𝛾

][
ẍ1
ẍ2

]

+
[
2𝜉1𝛺1 0

0 2𝜉2𝛺2

] [
ẋ1
ẋ2

]

+
[
𝛺

2
1 0
0 𝛺

2
2

] [
x1
x2

]

=
[
2𝜉1𝛺1 0

0 2𝜉2𝛺2

] [
ẏ1
ẏ2

]

+
[
𝛺

2
1 0
0 𝛺

2
2

] [
y1
y2

]

(15)

2𝜉1𝛺1 =
c1
m
𝛽 (16)

2𝜉2𝛺2 =
c2
m
𝛽 (17)

will be decoupled by 𝛼 = 1.

[
𝛼 + 𝛾 0
0 𝛼 + 1

𝛾

][
ẍ1
ẍ2

]

+
[
c1 0
0 c2

] [
ẋ1
ẋ2

]

+
[
𝛺

2
1 0
0 𝛺

2
2

] [
x1
x2

]

=
[
2𝜉1𝛺1 0

0 2𝜉2𝛺2

] [
ẏ1
ẏ2

]

+
[
𝛺

2
1 0
0 𝛺

2
2

] [
y1
y2

]

(18)

The equations of motion of the independent system may also be written as

m(1 − 𝜀)ẍ1 + c1ẋ1 + k1x1 = c1ẏ1 + k1y1 (19)

m𝜀ẍ2 + c2ẋ2 + k2x2 = c2ẏ2 + k2y2 (20)

which are consistent with the decoupled Eq. 18 because of

𝜀 = 1 + 𝛾

𝛾𝛺

2
2

(21)

4 No Flat Ride Solution for Linear Suspension

The time lag between the front and rear suspension oscillations is a function of the

wheelbase, l, and speed of the vehicle, v. Soon after the rear wheels have passed

over a step, the vehicle is at the worst condition of pitching. Olley experimentally

determined a recommendation for the optimum frequency ratio of the front and rear

ends of cars. His suggestion for American cars and roads of 50s was to have the

natural frequency of the front approximately 80% of that of the rear suspension.
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To examine Olley’s experimental recommendation and possibly make an analyt-

ical base for flat ride, let us rewrite the equation of motion (19) and (20) as:

ẍ1 + 2𝜉1ẋ1 +
k1

m(1 − 𝜀)
x1 = 2𝜉1ẏ1 +

k1
m(1 − 𝜀)

y1 (22)

ẍ2 + 2𝜉𝜉1ẋ2 +
kk1
m𝜀

x2 = 2𝜉𝜉1y2 +
kk1
m𝜀

y2 (23)

where,

𝜉 =
𝜉2
𝜉1

=
c1
c2

𝜀

1 − 𝜀

k =
k2
k1

=
k1
k2

𝜀

1 − 𝜀

𝜉1 =
c1

m(1 − 𝜀)
𝜉2 =

c2
m𝜀

(24)

Parameters k and 𝜉 are the ratio of the rear/front spring rates and damping ratios

respectively.

The necessity to achieve a flat ride provides that the rear system must oscillate

faster to catch up with the front system at a reasonable time. At the time both sys-

tems must be at the same amplitude and oscillate together afterwards. Therefore, an

ideal flat ride happens if the frequency of the rear system be higher than the front to

catch up with the oscillation of the front at a certain time and amplitude. Then, the

frequency of the rear must reduce to the value of the front frequency to oscillate in

phase with the front. Furthermore, the damping ratio of the rear must also change

to keep the same amplitude. Such a dual behavior is not achievable with any lin-

ear suspension. Therefore, theoretically, it is impossible to design linear suspensions

to provide a flat ride, as the linearity of the front and rear suspensions keep their

frequency of oscillation constant.

5 Nonlinear Damper

The force-velocity characteristics of an actual shock absorber can be quite complex.

Although we may express the complex behavior using an approximate function, an-

alytic calculation can be quite complicated with little design information. Further-

more, the representations of the exact shock absorber do not greatly affect the be-

havior of the system. The simplest linear viscous damper model is usually used for

linear analytical calculation

FD = cvD (25)

where c is the damping coefficient of the damper.

The bound and rebound forces of the damper are different, in other words the

force-velocity characteristics diagram is not symmetric. Practically, a shock ab-

sorber compresses much easier than decompression. A reason is that during rebound

in which the damper extends back, it uses up the stored energy in the spring. A

high compression damping, prevents to have enough spring compression to collect
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enough potential energy. That is why in order to get a more reliable and close to

reality response for analysis on dampers, using bilinear dampers is suggested. It is

similar to a linear damper but with different coefficients for the two directions (Dixon

2008).

FD =
{

cDEvD Extension
cDCvD Compression (26)

where cDE is the damping coefficient when damper is extended and cDC is the damp-

ing coefficient when the damper is compressed.

An ideal dual behavior damper is one which does not provide any damping while

being compressed and on the other hand damps the motion while extending.

After using the nonlinear model for the damper, the motion had to be investigated

in 3 steps for the front and same for the rear. Ideally, the unit step moves the ground up

in no time and therefore the motion of the system begins when the input y = 1 and the

suspension is compressed. The first step is right after the wheel hits the step and the

damper starts extending. The second step is when the damper starts the compression

phase, which the damping coefficient would be equal to zero. The third step is when

the damper starts extending again. Each of the equations of motion should be solved

for the 3 steps separately in order to find the time and amplitude of the third peak of

the motion which have been chosen to be optimal time for the flat ride to happen at.

Fig. 3 Response of the both

suspensions of a near flat

ride car with ideal nonlinear

damper to a unit step

Figure 3 illustrates the behavior of the car equipped with a nonlinear damper when

going over a unit step input.

6 Near Flat Ride Solution for Ideal, Nonlinear Damper

The conditions that x1 and x2 meet after one and a half oscillations can be shown by

Eqs. (18) and (27).
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Fig. 4 Spring ratio

k = k2∕k1 versus 𝜏 = l∕v for

near flat ride with ideal

nonlinear damping, for

different 𝜀 = a1∕l

x1 = x2 tp1 = tp2 (27)

The equation resulted from x1 = x2, (Eq. 28) has got 𝜉 and 𝜉1 as its variables and

could be plotted as an explicit function of the variables which interestingly shows

that the value for 𝜉 = 𝜉2∕𝜉1 must equal to 1 for any value for damping coefficient of

the front suspension 𝜉1.

EQ1 = −0.8 × 10−18

(𝜁21 − 1)(𝜁21 𝜁2 − 1)

(

− 0.3172834025 × 1018V𝜁41 𝜁
2

+ 0.3172834025 × 1018V𝜁21 + 0.3172834025 × 1018V𝜁21 𝜁
2 − 0.3172834025 × 1018V

+ 0.130151797 × 1018V
√

1 − 𝜁

2
1 𝜁

3
1 𝜁

2 − 0.3172834025 × 109V
√

1 − 𝜁

2
1 𝜁1

+ 0.3172834025 × 1018V − 0.3172834025 × 1018V𝜁21 𝜁
2 − 0.3172834025 × 1018V𝜁21 + 0.3172834025

× 1018V − 0.130151797 × 109V
√

1 − 𝜁

2
1 𝜁

2
𝜁

3
1 𝜁 + 0.130151797 × 109V

√

1 − 𝜁

2
1 𝜁

2
𝜁1𝜁

)

(28)

where V is equal to e

−𝜋𝜁1√
1−𝜁21 .

Therefore, regardless of the value of 𝜉1 the rear suspension should have an equal

coefficient for the damper. The equation resulted from tP1 = tp2 generates Eq. 29 to

determine k = k2∕k1. Figure 4 illustrates the spring ratio k = k2∕k1 versus 𝜏 = l∕v,

to have near flat ride with ideal nonlinear damping, for different 𝜀 = a1∕l.

EQ2 =
𝜋

√
−k1

m(𝜀−1) (2
√

1 − 𝜁

2
1 + 1 − 𝜁

2
1 )m(𝜀 − 1)

(𝜁21 − 1)k1

− 𝜏 +
𝜋(2

√

1 − 𝜁
2
𝜁

2
1 + 1 − 𝜁

2
𝜁

2
1 )

√
kk1
m𝜀 (𝜁

2
𝜁

2
1 − 1)

(29)

EQ1 and EQ2 are resulted after following the conditions mentioned in Eq. (27).
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Table 1 Specification of a

sample car
Specification Nominal value

m
[
kg
]

420
a1 [m] 1.4
a2 [m] 1.47
l [m] 2.87
k1

[
N∕m

]
10000

k2
[
N∕m

]
13000

c1
[
Ns∕m

]
1000

c2
[
Ns∕m

]
1000

𝛽 4.00238
𝛾 1.05
𝛺1 95.2947
𝛺2 123.8832
𝜉1 0.05
𝜉2 0.0384

The average length of a sedan vehicle has been taken 2.6 m with a normal

weight distribution of a front differential vehicle 56∕44 heavier at the front. Using

the given information some other values can be calculated as: a1 = 1144mm and

a2 = 1456mm which yields to 𝜀 = 0.44. Considering the existing designs for street

vehicles, only the small section of 0.1 < 𝜏 < 0.875 is applied. The mass center of

street cars is also limited to 0.4 < 𝜀 < 0.6.

Figure 5 shows how k varies with 𝜏 for 𝜉1 = 0.5 and different 𝜀 for a near flat

ride with ideal nonlinear damper. For any 𝜀, the required stiffness ratio increases for

higher 𝜏. Therefore, the ratio of rear to front stiffness increases with lower car speed.

Figure 6 also provide the same design graphs for 𝜉1 = 0.4. Same graphs were plotted

for 𝜉1 = 0.3, 0.2, and 0.1.

There will be a possibility of using the 𝜏 vs. 𝜖 diagrams as a design chart, which

has been illustrated using the values in Table 1, by Fig. 7.

Fig. 5 𝜀 versus 𝜏, for

different k for 𝜉1 = 0.5 to

have near flat ride with ideal

nonlinear damping
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Fig. 6 𝜀 versus 𝜏, for

different k for 𝜉1 = 0.4 to

have near flat ride with ideal

nonlinear damping

Fig. 7 Design chart for a

smart suspension with a

non-linear damper [15]

The box in Fig. 7, is indicating the values that the spring rate should be having as

the travelling speed of the vehicle changes to provide the passengers with a flat ride,

in case of having a smart active suspension. The point on the figure is an example

for a passive suspension vehicle. It is showing the required spring rate, for getting a

flat ride in a car with a wheelbase of 2.6 m, traveling at 28 km/h.

7 Conclusion

Olley’s flat ride tuning has been regarded as a rule for designing chassis. The fact

that these rules were based on experimental results, motivated many researchers to

study and validate them. We have introduced a novel approach and investigated flat

ride, analytically for the first time.

As a result of the dual behavior of the suspension which is required to get the

optimal flat ride, more accurate results were researched using a nonlinear suspension

system for this analysis. The results prove that the forward speed of the vehicle affects

the flat ride condition, which agrees with previous researchers’ results. In a passive

suspension system flat ride can be achieved at a certain speed only, so the suspension
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system of a car should be designed in a way which provides the flat ride at a certain

forward speed [16–19].

A design chart based on the nonlinear analysis, for smart active suspension sys-

tems has been provided which enables a car with smart suspension system to provide

flat ride at any forward speed of the vehicle. The design chart can be used for de-

signing chassis with passive suspension for a specified speed as well. Examples of

the above mentioned conditions have been reviewed and discussed, by using some

numerical values from a sample car. The research proves the effectiveness of Olley’s

flat ride for getting a more comfortable ride in cars, and considering the shortcom-

ings of the principles suggests better ways of implementing them to the design of

suspension systems for a better and more effective flat ride tuning. These issues are

even more important for the future autonomous vehicles, where car occupants will

have even more importance for the future autonomous vehicles, where car occupants

will have no influence on driving, and their comfort is one of the extremely important

criteria for the autonomous driving algorithm’s application.
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Better Road Design for Autonomous
Vehicles Using Clothoids

Hormoz Marzbani, Milan Simic, M. Fard and Reza N. Jazar

Abstract During the project for generating a mathematical algorithm for

autonomous vehicles, a sample road which included different turns and scenarios

was required. Studying different types of roads and their line equations Euler spi-

rals, also known as Clothoids were found to be the best solution for designing new

roads suitable for autonomous vehicles. During 19th century Arthur Talbot derived

the equation of Clothoids to be used as an easement curve for the purpose of avoid-

ing shock and disagreeable lurch of trains, due to instant change of direction. The

Euler Spiral is a curve whose degree-of-curve increases directly with the distance

along the curve from the start point of the spiral. This provides a linear change in the

steering angle required by the driver to go through the turn. In other words for a car

traveling on a Clothoid transition road curve there is no need for sudden changes in

the steering angle of the wheels. The angle required starts from zero and increases to

a maximum value and goes back to zero linearly. This provides a very comfortable

ride for the passengers of the vehicle. The use of these curves for road design have

been investigated, and a design chart have been proposed to be used for finding the

best suitable transition curve for different applications.

Keywords Road design ⋅ Clotoids ⋅ Autonomous vehicles ⋅ Vehicle dynamics

1 Introduction

Clothoid or “Cornu Spiral”, also known as “Euler’s Spiral” shown in Fig. 1 has been

introduced as the answer to the question of finding the best transition curve. Primary

function of a transition curve or easement curve is to accomplish gradual transition

from a straight line to a circular curve, so that curvature changes from zero to a finite

H. Marzbani (✉) ⋅ M. Simic ⋅ M. Fard ⋅ R.N. Jazar

School of Aerospace, Mechanical and Manufacturing Engineering,

RMIT University, Melbourne, Australia

e-mail: hormoz.marzbani@rmit.edu.au

© Springer International Publishing Switzerland 2015

E. Damiani et al. (eds.), Intelligent Interactive Multimedia Systems and Services,
Smart Innovation, Systems and Technologies 40,

DOI 10.1007/978-3-319-19830-9_24

265



266 H. Marzbani et al.

given value. Spiral between a straight and a curve as a valid transition curve, it has

to satisfy the following conditions:

– One end of the spiral should be tangential to the straight line

– The other end should be tangential to the curve

– Spiral’s curvature at the intersection point with the circular arc should be equal to

arc curvature

– The rate of curvature change along the transition curve should be the same as that

of the increase of cant

– Its length should be such that full cant is attained at the beginning of circular cant

The research on trajectory design for mobile robots’, can be used to help design-

ing better roads. Several trajectory design methods have been presented using simple

curve elements, such as straight lines, circles, clothoids, and their combinations. It is

important that a trajectory forms a smooth curve because the mass of a robot or a ve-

hicle must move along the designed road curve. If the curve is not smooth enough,

undesirable effects occur such as side slip or deviation from the course at points

where the curvature along the curve is not continuous. The history of trajectory de-

sign can be viewed as attempts to avoid this inconvenience by using smoother curves

[1].

Kanayama [2] believes that including Clothoids in the sure designing, makes cur-

vature control feasible. He used a clothoid pair to make curves with zero curvature

at their junctures with line segments in order to produce continuous drive-velocity

functions for a differential drive cart. Clothoid pairs have the advantage of providing

the minimum-length curves for a given limit on jerk; they have the disadvantage,

however, that the (x, y) coordinates of the curve have no closed-form expressions,

but must be derived by integrating along the path length, s, with the curvature c(s)
linearly increasing from zero during the first half of the turn, then linearly decreas-

ing to zero during the second half, in such a way the end-point of the curve precisely

matches the position and slope constraints of the succeeding line segment.

It is known today, based on the experience of the past 50 years, that the align-

ment of modern highways has to be consistent and efficient from a driving dynamic

and convincing from a driving psychological point of view. In this connection the

Clothoid, as a transition curve, offers good solutions. The clothoid satisfies estheti-

cal solutions and by being flexible, enables a good adaptation to the topography and

existing local constraints. The clothoid guarantees an economically efficient ride for

motor vehicles, and saves, through its appropriate insertion into the local environ-

ment, considerable construction costs [3].

2 Definition of Clothoids

Cornu Spirals were introduced, long before being used for path generation for dif-

ferent applications. “ The underlying mathematical equation is also most commonly

known as the Fresnel Integral. The profusion of names reflects the fact that the curve
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Fig. 1 Euler Spiral and its

parametric equation, i.e.

Fresnel Integrals

has been discovered several different times, each for a completely different appli-

cation: first, as a particular problem in the theory of elastic springs; second, as a

graphical computation technique for light diffraction patterns; and third, as a railway

transition spiral which is the closest application to the interest of the topic of this

study.

The Euler spiral is defined by Eq. 1 as the curve in which the curvature increases

linearly with arc length, parameter s. Equations 1 and 2 show the general form of the

parametric equation of this curve, which are known as the Fresnel integrals. Consid-

ering curvature as a signed quantity, it forms a double spiral with odd symmetry, a

single inflection point at the center, as shown in Fig. 1. The first appearance of the

Euler spiral is as a problem of elasticity, posed by James Bernolli in the same 1694

publication as his solution to a related problem, that of elastics.

The elastica is the shape defined by an initially straight band of thin elastic ma-

terial (such as spring metal) when placed under load at its endpoints. The Euler

spiral can be defined as something of the inverse problem; the shape of a pre-curved

spring, so that when placed under load at one endpoint, it assumes a straight line,

as shown in Fig. 2. In 1744, Euler rephrases the problem as: What shape must the

lamina amB -see Fig. 2- take so that it is flattened in to an exactly straight line when

the free end is pulled down by weight P? The answer derived by Euler appeals to

Fig. 2 Reconstruction of

Euler’s figure, with complete

spiral superimposed
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the simple theory of moments: The moment at any point M along the lamina is the

force P times the distance s from A to M. It took Euler about thirty-eight years to

solve the problem of the integral’s limits. Around 1818, Augustine Fresnel consid-

ered a problem of light diffracting through a slit, and independently derived integrals

equivalent to those defining the Euler spiral. The third completely independent dis-

covery of the Euler spiral is in the context of designing railway tracks to provide a

smooth riding experience. Over the course of the 19th century, the need for a track

shape with gradually varying curvature became clear. Arthur Talbot was among the

first to approach the problem mathematically, and derived exactly the same integrals

as Bernoulli and Fresnel before him. His introduction to “The Railway Transition

Spiral” [4] describes the problem and his solution articulately.

3 Clothoids in Road Design

The main area of interest in the existing study is the use of these type of planar curves

in designing roads. Roads are made by continuously connecting straight and circular

paths by proper transition turning sections. The transition curve is represented by

the Euler spiral curve applied to effect the transition between two circular curves or

between a circular curve and a tangent.

– Provide a linear gradual increase or decrease of the centrifugal acceleration for the

transition from one design element to the other when passing through curves

– Serve as a transition section for a convenient desirable arrangement for the super

elevation runoff

– Make possible through the gradual change of the curvature a consistent alignment

and through this a consistent operating speed

– Create a satisfactory optical appearance of the alignment

As mentioned earlier the clothoid spiral is the best smooth transition connect-

ing curve in road design which is expressed by parametric equations called Fresnel
Integral:

X(t) = a
∫

t

0
cos(𝜋

2
u2) du (1)

Y(t) = a
∫

t

0
sin(𝜋

2
u2) du (2)

The curvature of the clothoid curve varies linearly with arc length and this linearity

makes clothoid the smoothest driving transition curve. The scaling parameter a is

only a magnification factor that shrinks or magnifies the curve. Parameter 𝜇 is rep-

resenting the range of t determines the variation of curvature within the clothoid, as

well as the initial and final tangent angles of the clothoid curve. The arc length, s, of

a clothoid for a given value of t is

s = at (3)
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If the variable t indicates time then, a would be the speed of motion along the path.

The curvature k and radius of curvature R of the clothoid at a given t is

k = 𝜋t
a

(4)

R = 1
k
= a

𝜋t
(5)

The tangent angle 𝜃 of a clothoid with a given value t is

𝜃 = 𝜋

2
t2 (6)

Having a road with linearly increasing curvature is equivalent to entering the path

with a steering wheel at the neutral position and turning the steering wheel with a

constant angular velocity. This is a desirable and natural driving action that ensures

passengers’ comfort, saves on tyres wear and tear expenses and saves energy. One of

the most common scenarios in road design is connecting a straight road to a circle

as presented in the nest section.

3.1 Connecting a Straight Road to a Circle Using a Clothoid

Assume that we need to define a clothoid road section to connect a straight line to a

circle. We need to find a clothoid which has a zero curvature to start with, and meet

up with a circular curve at the end which means it need to have the same curvature

as the curve at the end point. For simplifying we can assume the straight part of the

road is the X-axis, and then if needed transfer or rotate it to the required place and

orientation. The circle used in this example have a radius of R = 100m at the center

point C(62.811,106.658).

(X − 62.811)2 + (Y − 106.658)2 = 1002 (7)

As mentioned earlier the transition road must begin with k= 0 on the X-axis and

touch the circle at a point when its curvature is k= 1/R= 1/100. Using

k = 𝜋s
a2

= 𝜋t
a

(8)

Combining Eqs. 2 and 3 with 9 we can write parametric equation of the clothoid to

be used as the following:

X(t) = a
∫

ka
𝜋

0
cos(𝜋

2
u2) du (9)
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Y(t) = a
∫

ka
𝜋

0
sin(𝜋

2
u2) du (10)

Knowing the clothoid curvature at the end point, k= 0.01, we can find the coordinates

of the end point as a function of a.

X(t) = a
∫

0.01a
𝜋

0
cos(𝜋

2
u2) du, Y(t) = a

∫

0.01a
𝜋

0
sin(𝜋

2
u2) du (11)

In the next step, we need to find the magnifying factor, a, such that the clothoid meets

the circle with the same slope. The slope of the circle at (X,Y) is

́Y = tan𝜃 = − X − 62.811
Y − 106.658

(12)

and the slope angle of the clothoid at the end point, where it meets the circle is

𝜃 = 𝜋

2
t2 = 1

2𝜋
a2k2 = 1.5915 × 10−5a2 (13)

By equating the slope angles of the circle with the end point of the clothoid we’ll

end up with an equation with respect to a.

arctan−(X − 62.811)
Y − 106.658

= 1.5915 × 10−5a2 (14)

Using Eqs. 7, 11, and 14, we get and equation which a can be driven from.

arctan−(X − 62.811)
Y − 106.658

− 1.5915 × 10−5a2

= arctan −(X − 62.811)
√
1002 − (X − 62.811)2

− 1.5915 × 10−5a2

= arctan
−(a ∫

0.01a
𝜋

0 cos(𝜋2 u
2) du − 62.811)

√

1002 − (a ∫
0.01a
𝜋

0 cos(𝜋2 u
2 du − 62.811)2)

− 1.5915 × 10−5a2

(15)

solving Eq. 21, a will be found, which in this case:

a = 200 (16)

Having a, the equations of the clothoid can be defined. As mentioned before having

the curvature of the end point of the clothoid one can find the point which the clothoid

and the circle intersect.
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X0 = 122.2596310 Y0 = 26.24682756 (17)

The slope of the road at the point, the tangent line to the road and the normal line to

the road are

𝜃 = 1
2𝜋

a2k2 = 0.64 rad = 369.475 deg (18)

Y = −64.14007833 + 0.7393029502X (19)

Y = 191.6183183 − 1.352625469X (20)

Figure 3 illustrates the clothoid, tangent line, normal line and the tangent circle to

the clothoid at point (X0,Y0). Here is another example for finding the right transition

curve, to connect a straight road to a circle. This time we will try to find the appro-

priate transition curve to connect a straight road as X-axis, with zero curvature to a

circle of radius R = 80m at center c(100,100).

Fig. 3 The tangent line,

normal line, and the tangent

circle to the clothoid at the

point where k= 0.01 for a

given a= 200. The clothoid,

black line, is plotted up to

k= 0.025

(X − 100)2 + (Y − 100)2 = 802 (21)

Using

X(t) = a
∫

ka
𝜋

0
cos(𝜋

2
u2) du (22)

Y(t) = a
∫

ka
𝜋

0
sin(𝜋

2
u2) du (23)

and knowing k= 1/R= 0.0125 at the destination point, determines the coordinates of

the end of the clothoid as function of a.

X(t) = a
∫

0.0125a
𝜋

0
cos(𝜋

2
u2) du (24)
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Y(t) = a
∫

0.0125a
𝜋

0
sin(𝜋

2
u2) du (25)

The slope of the tangents to the circle 21, at a point (X,Y) is

́Y = tan𝜃 = −X − 100
Y − 100

(26)

and the slope angle of the clothoid at its end point as a function of a is,

𝜃 = 𝜋

2
t2 = 1

2𝜋
a2k2 = 2.4868 × 10−5a2 (27)

It is important that the clothoid and circle have the same slope angle at the end point

of the clothoid, which leads us to the following equation by equating the two slope

angles.

arctan−(X − 100)
Y − 100

= 2.4868 × 10−5a2 (28)

Equations 21 and 28 along with the equation of the clothoid, gives us as equation

with respect to a. However, substituting Y=Y(X) and replacing tan and arctan gen-

erates four equations to be solved for possible a. To visualize the possible solutions,

let us define four error equations.

e = arctan −(X − 100)
±
√
802 − (X − 100)2 − 2.4868 × 10−5a2

(29)

e = −(X − 100)
±
√
802 − (X − 100)2 − tan(2.4868 × 10−5a2

) (30)

Figure 4 depicts Eq. 29 and Fig. 5 shows Eq. 30. From the first one we get the

solutions,

Fig. 4 Plot of e = arctan −(X−100)
±
√
802−(X−100)2−2.4868×10−5a2

versus a
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Fig. 5 Plot of e = −(X−100)
±
√
802−(X−100)2−tan(2.4868×10−5a2

) versus a

a = 230.7098693 a = 130.8889343 (31)

and the second equation gives the following as the solutions,

a = 230.7098693 a = 130.8889343 a = 394.0940573 a = 463.5589702 (32)

Fig. 6 The transition road

starting on X-axis and goes

to a circle of radius R = 80 m

at center c(100,100)

The correct answer is a= 230.7098693 and Fig. 6 depicts the circle and the proper

clothoid, Having a defines the clothoid equation which at k= 0.0125 reaches to

X0 = 177.5691613 Y0 = 82.38074640 (33)

at angle, 𝜃 = 1
2𝜋 a

2k2 = 1.3236 rad ≈ 75.84 deg. There are exceptions using the

method which has been introduced here, as well. It is sometimes needed to shift

the clothoid in order to meet the given circle. It is not generally possible to design

a clothoid starting at the origin and meet a given circle at an arbitrary center and

radius. However, it is possible to start the clothoid from other points on the X-axis
rather than the origin to meet the given circle. Following is the equation of the given

circle for which we need to find a transition clothoid curve,
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(x − xc)2 + (y − yc)2 = R2
(34)

where (xc, yc) is the circle center and the following equations indicate the clothoid

that should have the same radius of curvature as the circle.

X(t) = a
∫

a
R𝜋

0
cos(𝜋

2
u2) du (35)

Y(t) = a
∫

a
R𝜋

0
sin(𝜋

2
u2) du (36)

where t has been expressed in terms of a and R.

t = a
R𝜋

= ak
𝜋

(37)

Equating the slope angle of the clothoid

tan𝜃 = tan(𝜋t
2

2
) = tan( a2

2𝜋R2 ) (38)

and the slope angle of the circle

tan𝜃 = −
x − xc
y − yc

(39)

at a point x, y, we get

tan( a2

2𝜋R2 ) = −
x − xc
y − yc

(40)

Searching for a match point in the upper half of the circle

y − yc =
√

R2 − (x − xc)2 (41)

makes the slope equation to be a function of a

tan( a2

2𝜋R2 )

√

R2 − (a
∫

a
R𝜋

0
cos(𝜋

2
u2) du − xc)2+a

∫

a
R𝜋

0
cos(𝜋

2
u2) du−xC = 0 (42)

Solution of this equation provides us with an a for which the clothoid ends at a point

with the same curvature as the circle. At the same y of the end point, the slope of the

clothoid is also equal to the slope of the circle. A proper shift to the clothoid of the

X-axis will match the clothoid and the circle. The following example will clarify the

problem. Assume the given circle is
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(x − 60)2 + (y − 60)2 = 502 (43)

and therefore, the slope equation will be

tan( a2
2𝜋2500

)

√

2500 − (a
∫

a
50𝜋

0
cos(𝜋

2
u2) du − 60)2 + a

∫

a
50𝜋

0
cos(𝜋

2
u2) du − 60 = 0 (44)

The Numerical solution of the equation is

a = 132.6477323 (45)

The plot of the clothoid and the circle with this scenario are shown in Fig. 7. For the

calculated a, the value of t at the end point of the clothoid is

Fig. 7 clothoid starting at

origin ends at a point with

the same slope and

curvatureand y as a given

circle

t = a
R𝜋

= 2.652954646
𝜋

= 0.84446 (46)

and therefore, the coordinates of the end point are

x(k) = 132.6
∫

0.84

0
cos(𝜋

2
u2) du = 98.75389126 (47)

y(k) = 132.6
∫

0.84

0
sin(𝜋

2
u2) du = 38.22304651 (48)

At the point, the radius of curvature of the clothoid is

R = 1
k
= a

t𝜋
= 132.6477323

0.84446𝜋
= 50 (49)
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Fig. 8 Shifted clothoid

from a point on x-axis ends

on a given circle with same

slope and curvature

and the slope is

𝜃 = 𝜋

2
t2 = 𝜋

2
0.844462 = 1.1202rad (50)

The x-coordinate of the circle at the same y = 38.22304651,

38.22304651 − 60 =
√
502 − (x − 60)2 (51)

is

xcircle = 105.0084914 (52)

If we shift the clothoid by the difference between xcircle and xclothoid

xdis = xcircle − xclothoid = 105.0084919 − 98.75389126 = 6.2546 (53)

Then the clothoid and circle meet at a point on the circle with all requirements to

have a smooth transition. Figure 8 illustrates the result.

3.2 Design Chart

Figure 9 illustrates a design graph of the relationship between the clothoid and para-

meters of magnification factor a, curvature k, and slope 𝜃. The higher the magnifica-

tion factor the larger the clothoid will be. The clothoid curves of different a are inter-

sected by the constant slope lines of 𝜃. The curves of constant curvature k intersect

both, the constant a and constant 𝜃 curves. Assume we are trying to find a transition

road with the clothoid shape to connect a straight road to a circle of radius R=58.824
m. Having R is equivalent to have the destination curvature k= 1/R= 0.017. Desired

circle must be tangent to a clothoid with a given a at the point that the clothoid

is intersecting the curve of k= 0.017. The clothoid for a= 250m hits the curve of

k= 0.017 at a point for which we have
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Fig. 9 Design graph of

relating clothoid and

parameters: magnification

factor a, curvature k, slope 𝜃

X = 147.39m Y = 176.44m (54)

𝜃 = 164.71 deg s = 338.2m (55)

The clothoid for a= 210m hits the curve of k= 0.017 at a point for which we

have

X = 157.47m Y = 119.71m (56)

𝜃 = 116.22 deg s = 238.64m (57)

Fig. 10 Few clothoid

transition road sections

connecting a straight road to

a circle of radius

R=58.824m
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and so on. Figure 10 illustrates these solutions and some more. The number of solu-

tions is practically infinite and the best solution depends on safety cost, and physical

constraints of the field [5–8].

4 Conclusion

The importance of using appropriate transition curves, for sustainable road design

was explained. An appropriate transition curve should help with reducing the dis-

tance between the two sections which are being connected in the shortest time pos-

sible. These factors will obviously reduce the need for higher speeds which reduces

fuel consumption. The other advantage of the clothoids besides the above mentioned

factors is the linear change in the steering angle required by the driver. This will

make the task of steering much simpler and more consistent while travelling through

Clothoid turns. It is also extremely important for the passenger comfort. This pre-

vents sudden and excessive changes in acceleration/deceleration and motion direc-

tion chenages. Following that we have less tyre wear and tear costs and save on

energy. Examples were used to show the best and easiest ways for finding the appro-

priate equation of a Clothoid which connects different types of road sections to each

other. As the final stage, a design chart generated as a result of calculation for many

different scenarios. This design chart can be used to find appropriate numerical val-

ues which are required to be substituted into the equation of a Clothoid with respect

to the sections on its both sides.
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Towards Formal Modelling of Autonomous
Systems

Maria Spichkova and Milan Simic

Abstract Autonomous systems perform decision making without human interven-

tion. They collect the data from the environment, process it to build the awareness and

perform the actions. Consequently, the adaptivity functions can be seen as the core

parts of these systems. In this paper we introduce a formal framework for modelling

and analysis of autonomous systems and their compositions, especially focusing on

the adaptivity modelling aspects and reasoning about adaptive behaviour.

Keywords Autonomous and adaptive systems ⋅ UGV ⋅ UAV ⋅ Modelling ⋅
Formalisation ⋅ Verification

1 Introduction

As the term autonomous systems (AS) already suggests, autonomy is one of the

essential characteristics of such systems. Although that AS can refer to various sys-

tems and environments, like Internet, or biosystems, we will put emphasis on robot-

ics. Autonomous computing, applied in robotics, aims at unburdening human admin-

istrators from complex and hazardous tasks. This allows to use the system in areas,

or situations, which could be dangerous to humans or which are remote and hardly

accessible. Another crucial advantage of this systems is the reliability of the sys-

tems in the cases when it could be complicated for the human to solve some tasks

quickly, precisely and safely, e.g. in the case of Parking Assists Systems [8] or more

demanding tasks like autonomous Unmanned Aerial Vehicle (UAV) landing [17].
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Human factors, targeted by the Engineering Error Paradigm [20], typically include

the design of the user interfaces, human machine interface (HMI), as well as, any

corresponding automation. In this paradigm people are seen as being equivalent, i.e.

seen as software and hardware components, in the sense of operations with data and

other components. At the same time humans are seen as being the most unreliable

constituent of the whole system. They are often inconsistent and unreliable. This

implies that designing humans role out of the main system actions, through automati-

sation of some key system functions, is considered a good proposal for reducing risk.

Thus, adaptivity functions are the core part of these systems. The simplest form

of autonomy is a rule engine following a predefined set of instructions represented

by conditional statements (e.g. if_then_else). In many cases, such a simple rule-

based mechanism, however, may not suffice. The adaptation and context-awareness

can have many forms: navigation applications to guide users to a given destination,

auto-connection of the mobile-phone functions with the headset functions, robot

motion [10], keyless entry systems [13], etc. A general roadmap of the research fields

for adaptive systems is given in [6].

As already mentioned, autonomous systems perform complex tasks without

human intervention. In comparison to the decision support systems (DSSs),

autonomous systems not only provide an assistance for the users of the system, but

need to determine their behaviour based only on the predefined behaviours patterns

and the adaptivity algorithms. DDSs, however, also can be viewed as a special way of

partially designing humans out of the main system actions, particularly if we assume

that the human will follow the decision recommended by the support system, cf.,

e.g., [3, 14, 18]. Driver assistance applications, as given in [21] are a step forward

in that direction. The first steps are just informing messages, or warning messages

in critical situations, like blind spot warning, line change detection and similar. The

next step, which is, also, already there, is giving full control to the vehicle, like in

autonomous parking application, available today with many modern vehicles. The

process of transition from the human control of the vehicle, to the fully autonomous

driving, goes through the following stages:

1. Human Driving (HD) without automated assistance. Level of autonomy is 0%;

2. HD with warning messages: Blind spot warning, line change warning, parking

sensors, vehicular ad hoc network (VANET) applications. In a VANET network

[22], vehicles are communicating with each other and exchange warning mes-

sages. Sensory data from one vehicle are available to other as well. Vehicle has

perception about environment well ahead and behind its instant location.

3. Partial Autonomy: Adaptive cruse control, automatic parking.

4. Full Autonomy: Unmanned Ground Vehicle (UGV), Unmanned Aerial Vehicle

(UAV) and other. Level of autonomy is 100%.

Contribution: We propose the development of a formal framework that supports

the modelling and analysis of autonomous systems and their compositions. In our

approach, we especially focus on the adaptivity-modelling aspects and dependencies

between the autonomous systems, as well as on reasoning about adaptive behaviour.
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Outline: This paper is organised as follows. After this Introduction, in Sect. 2, we

present the main contribution of our approach. It is in setting the foundations for

the formal definition of autonomous system behaviour and performances. In the

Sect. 3 we discuss the application of our approach using selected examples of the

autonomous systems. In the Sect. 4 we present conclusions and suggestion for the

future work.

2 System Behaviour

Broy et al. [4] investigated the notion of adaptive system behaviour also present-

ing a mathematical foundations to their intuition. They classified adaptive behaviour

to three groups: non-transparent (the user can not observe the implicit inputs from

the environment that influence the system behaviour), transparent (the user observes

implicit inputs from the environment, but is not able to influence or control the result-

ing system reactions), and diverted (the user is also able to influence or control the

system reactions, resulting from the implicit inputs).

Autonomous systems continuously exchange information with their environment,

to adapt to the changing conditions and to choose the most appropriate behaviour

strategy.
1

In contrast to a non-adaptive behaviour, where the system behaviour is

determined only by explicit user inputs, the adaptivity characteristics means that

behaviour of the considered system is determined by its environment (which is espe-

cially important for autonomous systems) or by implicit user inputs (as such inputs

we can see, e.g., patterns in the user interaction with the system). At a certain abstrac-

tion level, it is formally insignificant for the autonomous system, whether the input

comes directly from a user or a data acquisition sensor: the system just reacts on the

received inputs, according to the predefined behavioural patterns. However, it could

make a difference for the users, whether they can observe the inputs (and know/derive

an abstract behaviour pattern) which come from the environment.

A concise survey of concepts, architectural frameworks, and design methodolo-

gies that are relevant in the context of self-adapting and self-optimizing systems is

presented in [1]. Following the ideas presented in [1] for adaptive systems in gen-

eral, we specify the behavioural architecture of an autonomous system as presented

on Fig. 1. The set of communication channels IU is optimal in the sense that it is

restricted (e.g., in some cases it contains only channels for system initialization/start).

Thus, direct human interaction is very restricted, in contrast to the adaptive systems

in general.

In this section, we present a formal approach to specify the behaviour of

autonomous systems. The modelling language that we use in our approach is

FOCUS
ST

[29]. It allows us to create concise but easily understandable specifications

and is appropriate for application of the specification and proof methodology pre-

sented in [24, 31]. This methodology allows writing specifications in a way that

1
We distinguish here the terms user (human being) and environment (environment exempt humans)

to have a clear separation between autonomous and non-autonomous systems.
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carrying out proofs is quite simple and scalable to practical problems. Compared

with testing, verification means a correctness proof for system properties (which

may hold for an infinite number of inputs), but requires significant effort, especially

if we refer to verification of the code. Thus, verification should be performed only

for safety-critical systems, e.g., the most critical parts of automotive systems [15,

16, 23].

 User 
U

Environment
E

System
S

OE

IE

OU

IU

Observations

between system and environment and users
(non-optional communication, explicit)

optional channels

Communication channels:

Fig. 1 Autonomous system behaviour: Architecture of the system

2.1 FocusST

The FOCUS
ST

language was inspired by FOCUS [5], a framework for formal spec-

ification and development of interactive systems. In both languages, specifications

are based on the notion of streams and channels (a channel is in effect a name for a

stream). However, in the original FOCUS input and output streams of a component

are mappings of natural numbers ℕ to single messages, whereas a FOCUS
ST

stream

is a mapping from ℕ to lists of messages within the corresponding time intervals.

Moreover, the syntax of FOCUS
ST

is particularly devoted to specify spatial (S) and

timing (T) aspects in a comprehensible fashion, which is the reason to extend the

name of the language by
ST

. The FOCUS
ST

specification layout also differs from the

original one: it is based on human factor analysis within formal methods [26, 27].

In particular, a FOCUS
ST

specification can be translated to a Higher-Order Logic

and verified by the interactive semi-automatic theorem prover Isabelle [19] also

applying its component Sledgehammer [2]. Sledgehammer employs resolution based

first-order automatic theorem provers (ATPs) and satisfiability modulo theories

(SMT) solvers to discharge goals arising in interactive proofs. Another advantage

is a well-developed theory of composition as well as the representation of processes

within a system [25]. The collection of FOCUS
ST

operators over timing aspects and

their properties specified and verified using the theorem prover Isabelle is presented

in the Archive of Formal Proofs [28]. In this work we focus on modelling of spatial

aspects.

We describe the behaviour of a component (or a system) by relations between its

inputs and outputs. For a system S, we denote its syntactic interface by (IS ⊳OS),
where IS and OS are sets of timed input and output streams respectively. We specify
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every component using assumption-guarantee-structured templates. This helps

avoiding the omission of unnecessary assumptions about the system’s environment

since a specified component is required to fulfil the guarantee only if its environ-

ment behaves in accordance with the assumption. In a component model, one often

has transitions with local variables that are not changed. Also, outputs are often not

produced, e.g., when a component gets no input or some preconditions necessary

to produce a nonempty output are violated. In many formal languages this kind of

invariability has to be defined explicitly in order to avoid underspecified component

specifications. To make our formal language better understandable for programmers,

we use in FOCUS
ST

so-called implicit else-case constructs. That means, if a variable

is not listed in the guarantee part of a transition, it implicitly keeps its current value.

An output stream not mentioned in a transition will be empty. Further, we do not

require to introduce auxiliary variables explicitly: The data type of a not introduced

variable is universally quantified in the specification such that it can be used with

any data value.

2.2 Autonomous Systems: Formal Definitions

As shown on Fig. 1, an autonomous system S has the syntactic interface (IE ∪
IU ⊳OE ∪OU), whereby the set of input channels IU might be empty. The syntactic

interfaces of user and environment are denoted by (OU ∪ Observations⊳ IU) and

(OE ⊳ IE), respectively. The set Observations might be empty too, which leads to

a non-transparent behaviour of the system (from the user point of view), i.e., the

interaction takes place only between the system and its environment and between

the subject and the considered system.

The system S can be seen as a composite component. It is important to trace back

which parts of the system provide information to a certain (sub)component, and on

which input charnels from the set IE ∪ IU depends each of channels from OU . To

answer these questions, we extend the approach on formal analysis of dependencies

between services [30] to be applicable for components (the basic difference between

services and components here is in their partiality/totality: a service is defined as

a partial function from input streams to output streams, where a component is rep-

resented, in general, by a total function). While modelling communication between

components on a certain abstraction level L (i.e. level of refinement/decomposition),

we specify the dependencies by the function

SourcesL ∶ CSetL → (CSetL set)

CSetL denotes here the set of components at the level L. SourcesL returns for any

service A the corresponding (possibly empty) set of components that are the sources

for the input streams of A. More precisely, all the dependencies can be divided into

the direct and indirect ones.

Values of an output channel y ∈ 𝕆(C) of a component C do not necessarily

depend on the values of all its input streams. This means that an optimisation of

system architecture may be needed in order to localise these dependencies as well as
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to analyse the relations between influence grade of user’s and environment’s input

on the system behaviour. To express any restrictions we use the following notation:

𝕀(C, y) denotes the subset of 𝕀(C) that y depends upon. There are three possible

cases to consider:

1. y depends on all input streams of C: 𝕀(C, y) = 𝕀(C);
2. y depends on some input streams of C: 𝕀(C, y) ⊂ 𝕀(C);
3. y is independent of any input stream of C, i.e., 𝕀(C, y) = ∅ ≠ 𝕀(C).

If the input part of the service’s interface is specified correctly in the sense that the

service does not have any “unused” input channels, the following relation will hold:

∀x ∈ 𝕀(C). 𝕆(C, x) ≠ ∅.

On each abstraction level L of logical architecture, we can define a function AccL ∶
CSetL → (CSetL set). For any service (name) A the function AccL returns the

corresponding (possibly empty) set of services (names) B1,… ,BAN that are the

acceptors for the output streams of A. This function dual to the function SourcesL:

x ∈ AccL(y) ⟺ y ∈ SourcesL(x).
This model allows us to analyse the influence of a service’s failure on the func-

tionality of the overall system.

3 Examples of Autonomous Systems

In this section, we present a number of examples of autonomous systems developed

at the RMIT University, and discuss the behavioural modelling aspects for them. In

all presented cases we deal with the full autonomy (level of autonomy is 100% and

focus on the development of the Unmanned Ground Vehicles (UGVs). Currently,

there is a huge research interest to the autonomy introduced in UGVs. There are

much more intelligent AS to analyse, if we consider other mobile robots, and/or vehi-

cles as Unmanned Aerial Vehicle (UAV), Autonomous Underwater Vehicle, Space

Vehicles, or Unmanned Underground Mining Vehicle.

Fig. 2 Intelligent mobile robots designed at the RMIT University. a AS for mining. b AS for

agriculture
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In Fig. 2 we can see intelligent, mobile robots designed to perform various tasks.

The first one, as shown in the Fig. 2a, is designed as mini model of an autonomous

system that could be used in mining operations, while the second one (Fig. 2b) is

a model for agriculture AS applications. More on AS projects in agriculture can be

found in [9]. An UGV with control system, designed by RMIT University students, is

given in Fig. 3. The vehicle is used for the research in autonomous systems path plan-

ning. Figure 4 is another step in the systems investigation, where the logical archi-

tecture of this UGV and the dependencies within the system are presented. Global

Positioning System (GPS) module and Compass are used for global AS positioning.

Laser, i.e. Light Detection and Ranging (LIDAR) module, and stereo vision with

two cameras are used for obstacle detection. The main data processing is conducted

on laptop using MATLAB and Python programming languages and environment.

Speed tracking and motion control, through throttle and steering control, are per-

formed by a dedicated controller. It also gives error messages through diagnostics

lights. Finally, user interaction is enabled by the application of mechanical and wire-

less emergency stops. They are in series connection so that any of those can safely

stop the system independently.

Fig. 3 An electrical UGV

with the control designed at

the RMIT University

Building the SourcesL and AccL sets for each component, we can analyse depen-

dencies between the components and automatically detect possible sources of errors

and trace the influences of the adaptivity functions. As we can see from Fig. 4, the

data flow from the Throttle Controller to the Drive Motor is independent from the

data flow from the Steering Controller to the Steering Motor. Thus if the system

has problems with the driving function only, we can automatically exclude from the

possible fault causes the following components: Steering Motor, Relay1, Relay2,
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Steering Controller, E-Stop, Wireless E-Stop, Relay Board, and Lights. We can also

exclude the Compass component, as its outputs do not influence any local variables

of the Laptop and C Controller components, which are used to compute the input

for the Throttle Controller.

Local
Variables

Local
Variables

Fig. 4 Analysis of the dependencies within the UGV, cf. also Fig. 3

Schematic diagram that can represent just motion control, for all of the shown

examples, and more in the category of the mobile robots, is shown in Fig. 5. Mobile

robot becomes aware of the environment through the process of perception, i.e.

data acquisition and processing. Simultaneous Localisation and Mapping (SLAM)

Fig. 5 Mobile robots motion control of the electrical UGV, cf. also Fig. 3
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is performed using data from various sensors. Diagrams for various task executions,

like mining samples collections, or seeds planting, are not shown as they are per-

formed by other algorithms, which are task-specic.

Communication channels IE, OE, IU , OU and Observations are labeled the same and

have the same meaning as shown in Fig. 1. System S is presented with more details

about the functionality and data flow directions internally. After the awareness about

the environment and the self placement in it is obtained, autonomous systems can

perform action, i.e. path planning and motion. More on path planning and motion

control could be found in [7, 11, 12].

4 Conclusions and Future Work

In this paper we have introduced a formal framework for modelling and analysis

of autonomous systems and their compositions. The focus of our work is on the

adaptivity-modelling aspects and dependencies between the autonomous systems,

as well as on reasoning about adaptive behaviour. The proposed framework allows

automatically detect possible sources of errors and trace the influences of the adap-

tivity functions, based on the dependencies between the components.

In the future work, we intent to automatise the construction of the functions that

specify the dependencies for a concrete case. One of the other possible directions of

our future work is analysis the data/control flow dependencies between components

with respect to the performance and reliability properties of AS.
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Developing a Navigation System
for Mobile Robots

Jeffery Young, Mohamed Elbanhawi and Milan Simic

Abstract Design solution of a novel mobile robot navigation system, presented
here, is used to control robot’s locomotion across slippery surfaces. Usually, motion
control strategies, are based on assumption of sufficient traction between tyres and
the road. Motion across slippery surfaces can endanger the robot and its sur-
roundings. Our solution combines Light Detection and Ranging (LIDAR) mea-
surements with odometry data. It performs well on any surface, regardless of
sensing, localization and navigation errors, within an indoor environment, in
real-time. An accelerated feature detection method is used to improve LIDAR
localization update rate and improve localization accuracy. Experiments conducted
validate proposed approach.

Keywords Real-time ⋅ Localization ⋅ LIDAR ⋅ Hough transform ⋅
Gyroscope ⋅ Motion

1 Introduction

Majority of mobile robots move on various surfaces with limited knowledge of the
surface properties, such as friction coefficient. Wheel slipping can cause poor
localization results [1] and could lead to task failure and collision. Often, techniques
employed in mobile robotics lack to provide reliable data for safe autonomous
navigation. Traditionally, robots perform pre-programmed sequences of operations
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in constrained and predicted environments, like path following, and are not able to
operate in new environments, or to face unexpected dynamic situations. There is an
emerging need for truly autonomous systems. Applications include intelligent
service robots for offices, hospitals and factory floors. In such conditions, an
additional capability is needed, to maintain a sufficiently accurate onboard position
estimate.

Several technologies for indoor localization [2] were suggested, such as inertial
measurement [3], visual odometry, LIDAR [4] and dead-reckoning. However, none
of the existing technologies, by itself, could perform reliable solutions. LIDAR is an
attractive technology due to its high accuracy in ranging, its wide-area view and
low data-processing requirements. Unfortunately, LIDAR can be inaccurate with
respect to turns and rotational movements. On the other hand, inertial odometry,
based on accelerometer and gyroscope readings, is intended for the short distances,
and so it suffers from drift. The distance traveled is obtained by double integration
of the accelerometer sensor signal. Bias offset drift exhibited on the acceleration
signal is accumulative and the accuracy of the distance measurement can deteriorate
with time due to the integration. A novel method is used to solve the problem by
correcting raw inertial odometry with LIDAR measurements, which allow robot to
navigate accurately on any indoor slippery surface.

2 Environment and Task

We assume that the vehicle is mostly travelling in the horizontal plane [5]. The test
field was set up, as shown in Fig. 1, to simulate a food manufacturing workshop,
separated into two, 16 m2 areas. The left workshop (area I) had dynamic obstacles
and slippery surface, and the right workshop (area II) had icy surface similar to cold
working environment. A vertical lift, auto roller shutter Door (G), jointed the two
areas together. No guiding lines were available in both workshops. Mobile robot
had 3 tasks:

• Run from A (charging point) to loading area B by wireless instruction order.
• Then deliver parts to nine robot arm work cell, Wi (i = 1–9).
• Finally, mobile robot transports the collected products from robot arm work

stations back to charging point.

Navigation system aims to enable the robots to move safely and avoid all
unknown obstacles in the area I and robot arm work stations in the area II. It has to
park at loading area B accurately for automatic loading, and transport parts to all
work stations.

In the Fig. 1, letter M represents mobile robot, A stands for the charging, start
and finishing point, G is the automatic door gate, red dots represent unknown
obstacles in the area I, and W1–W9 are stationary robots’ working cells.
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3 System Components

The National Instruments MyRio-1900 [6] was chosen as on board microprocessor
for its capabilities, that comes from the concurrent use of the microcontroller, for
processing and Field Programmable Gate Area (FPGA) for fast input/output (IO). It
has good Electrostatic Discharge (ESD) and over-voltage protection, with many
external interfaces: analog/digital IO, Ethernet, and USB. Hokuyo LIDAR
URG-04LX-UG01 was selected as it has optimal performances suitable for the
localization applications in indoor environments. An appropriate off shelf gyro-
scope is equipped on board too.

4 LIDAR and Gyroscope Based Motion Control Solution

This section presents detailed algorithms for LIDAR based motion control solution
in LabView environment. The measurement parameters are listed in the Table 1.
Solution enables a precise, fast update for robust localization, with the focus on:
two walls LIDAR based detection, Hough Transform (HT) [7] localization, wall
alignment, wall following, and obstacle avoidance.

4.1 Obstacle Free Environment Localization

The perpendicular lines from LIDAR to walls were used to update robot with
precise localization data (X, Y, and heading direction) in wall enclosure scenario,
without obstacles. The coarse heading direction, shown on Fig. 2, as a tick, black
arrow, from either preset scenario, or from gyroscope; the perpendicular distances
to two walls which were most exposed to LIDAR, would be the X and Y in global
coordinate. As each LIDAR’s output was a paired data of object’s magnitude and

Fig. 1 Test environment and mission path layout
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angle related to LIDAR. The difference between angle paired with X and LIDAR 0
degree would be the exact orientation of LIDAR also mobile robot in global
coordinate.

In Fig. 2(a), based on rough heading, entire LIDAR scan region has been
minimized into 2 sub-regions, each was 20 degrees range. The shortest distance
magnitude in sub-regions A and B would be X and Y; see Fig. 2(b). In Fig. 2(c), ∅,
the angular difference between X’s angle and LIDAR’s 0 degree would be the exact
mobile robot’s orientation in the global coordinate.

In the programming code example given in Fig. 3, the preset angle was set as 45°,
and LIDAR range was set from −60° to 60°. In the region between −40° to −60°, the
shortest distance i.e. magnitude was selected. Meanwhile, the angle between robot’s
current heading and the shortest magnitude to left wall could be calculated. Then we
were able to find exact heading direction.

4.2 Unknown Cluttered Environment Localization

In this scenario, the perpendicular directions were blocked by obstacles. The pre-
vious method could not be reliably utilized for solving localisation and heading
direction calculation. The Hough transform (TH) [7], also called Standard Hough
Transform (SHT), was applied as it is capable of detecting straight line segments in
the presence of noise.

Standard LabVIEW library, used for static images, could not be applied into real
time target like MyRio. Subsequently, a real time, wall detection method, needed to
be developed to work within unknown obstacle scenario.

After the Hough Transform method was implemented as shown in Fig. 4 the
precise X, Y coordinates and heading could be obtained in obstacle scenario, Figs. 5
and 6. On the other hand, due to noisy measurements and false readings of
LIDAR, the Hough Transform becomes more time consuming. Using hardware, as

Table 1 Measurement parameters

LIDAR full range θ: The corrected orientation

LIDAR searching range α: The raw orientation from gyroscope
The reference line/direction ρ: Line perpendicular distance from origin
Raw gyroscope orientation ∅ Angle between ρ and X axis
Corrected orientation Am: the angle to first line in H Transform

The test track enclosed by 4 Walls, 4 m
each side.

Am1: the angle to 2nd line in H Transform
Xm: the perpendicular distance to first line
Xm1: the perpendicular distance to 2nd line
µ1, µ2: is the turning ratio
vobtained experimentally for different surface and
chassis.
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already defined for this research, it takes 7 s to calculate location, based on the two
walls. For a mobile robot moving at 2 m/s speed, in the real-time scenario, local-
ization time cost should be under 0.5 s for each update.

(0,0)     
+

(a) (b)

(c)

Fig. 2 LIDAR self-localization in obstacle free and wall enclosure

Fig. 3 LabVIEW code that calculates the perpendicular distance to a wall in obstacle free scenario

Developing a Navigation System for Mobile Robots 293



To accelerate SHT performance, the abundant literature about the HT for straight
line have been researched. HT could be classified into two large groups depending
on the parameterization used for expressing the lines [8].

On one hand, the most abundant group corresponds to those using the parameters
ρ and θ, where ρ is the distance from the line to the origin and θ. the angle from a
vector which was normal to the line to the abscissas axis. In this group is included the
work about the combinatorial Hough transform (CHT) [9] and the piecewise-linear
Hough function (PLHT) [10]. Another group used the parameters m and c to express
the lines, where m was the slope and c was the point of intersection with the ordinate
axis. In the second group we have randomized Hough transform (RHT) [11], and fast
Hough transform (FHT) [12].

In the case like Fig. 6, there were no complex image or noise, therefore all those
algorithm would not improve SHT to be fast enough to achieve the mobile robot
real-time localization requirements. The solution for the problem of recognition,
presented here, is in using a method that minimize detecting range in Hough
domain (an accumulator array) by combining estimation orientation from gyroscope
and given indoor coordinate to save computation load.

There were 5 methods applied to achieve improvement:

1. Reduce searching range in Hough domain using gyroscope, or pre-calculation.
Raw orientation ±10 degree searching range for 1st wall and ±5 degree
searching range for 2nd wall were applied instead of searching in full Hough
domain of 180 degrees twice.

2. Use median filter and screen to reduce the noise and false readings. Median
filters were used for removing noise in image processing. They set each pixel
value to the median, in a two-dimensional neighborhood mesh. This allowed us
to remove spike noise.

3. Increase the bin size. The time to fill and search into the Hough domain is
proportional to the size of Hough domain [13]. Considering the mobile robot’s
size was 300 × 300 mm and the test field was 4000 × 4000 mm, centimeter was
the most suitable minimum length unit to represent robot’s localization.

Fig. 4 Scenario of Hough
transform applications with
obstacles
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4. Calculate with fix point instead floating point arithmetic.
5. Rewrite program into FPGA. In contrast to traditional processors, programming

an FPGA rewires the chip itself to implement algorithms in hardware.

Results Comparison

The least squares method was used to measure the accuracy of the proposed filter.
The coefficient of determination compares the estimated and actual values, where a
perfect correlation would be 1 and no correlation would be 0. As the wall was a
straight line, the accuracy of the applying different HOUGH domain sizes and filters
were compared using the coefficient of determination, r2. In Fig. 7 (a) r2 = 0.47
which was smaller than Fig. 7 (b)’s r2 = 0.56. This indicated that 180 × 560
(degrees × centimeters) HOUGH domain’s bin size gave much better representation
of the wall and therefore it improved the localization of the robot.

Fig. 5 HOUGH experiment scenario (left) and raw reading (right)

Fig. 6 HOUGH transform results in Matlab. Left Cartesian and Right Hough Domain
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Table 2 explained results obtained by applying method (1–5) one by one. It was
clear that the line detection time was improved, when system required fewer
computational operations. Meanwhile, the accuracy of line detection is not affected,
as the proper filter and HOUGH domain have been applied. There were 15 suc-
cessful runs to evaluate the accuracy and efficiency of the obtained localization
data. An instance after 1.5 s is given in Fig. 8. LIDAR localization with all 5
methods applied, has improved the update rate to 10 Hz. This was fast enough to
allow real-time localisation.

5 Supplementary Files

The robot demonstration video could be visited by:
https://www.youtube.com/watch?v=-4t5nPGBhHU
https://www.youtube.com/watch?v=fcTDMds9Mmg
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Fig. 7 Comparing the line detection accuracy. a 180 × 5600 without filter. b 180 × 560 with
filtering

Table 2 Time results

Method Time (seconds) to detect walls Improvement
First wall Second wall Total Seconds Percentage (%)

Baseline 3 4 7 – –

3 2 3 5 2 28
2 1.5 2.5 4 1 20
1 1 1 2 2 50
4 0.5 0.5 1 1 50
5 0.05 0.05 0.1 0.9 90
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6 Conclusion

A motion control approach, for mobile robots’ locomotion across slippery surfaces,
is presented here. Novel algorithm developed and tested, is efficient and tolerant to
noise in the scenario without obstacles on the road, as well as, in the case with
obstacles. The methods of minimizing the detecting range, by applying raw ori-
entation, extracted from gyroscope, were applied in both environments. After
course direction is obtained, the LIDAR, i.e. robot’s (X, Y) coordinates in global
positioning system were obtained finding the shortest magnitudes through Hough
Transform application. Various HT transforms were considered. Finally exact
orientations were calculated from the difference between perpendicular angle to the
reference wall and 0°.angle of LIDAR scan range. Those two localization solutions
removed much of the bias on the single gyroscope method, including the drifting at
low speed conditions. Following that, a novel motion control over slippery surfaces
was established and tested comprehensively.

In practice, the algorithm presented here was efficient and tolerant to noise. The
Hough transform iterates, over points of interest, in a given data cloud, only in a
reduced range of 2 × 20° instead of full range of 2 × 180°, which requires less
amount of memory and is fast enough to be used in real-time applications with the
given time constraints as defined by the project requirements.

Following all of that, we have better motion control over slippery surfaces. Due
to the intense computational loads, the proposed method was limited to speeds
below 2 m/s. Under the time constraints, inside that given speed limit, test robot,
with the hardware available, was easily performing real time operations. Future
work includes a more powerful processor and algorithms, to deal with the intense
computational loads that would be required for real-time operation if the motion is
performed at the higher speeds.

Xm1

Xm

Obstacles

Fig. 8 Results of localization acquired in 1.5 s
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Experimental Flight Test for Autonomous
Station-Keeping of a Lighter-Than-Air
Vehicle

Cees Bil, Jeroen Zegers, Leroy Hazeleger, Liuping Wang
and Milan Simic

Abstract The benefits of stationary aerial platforms for continuous observation of
a fixed area are evident in cases such as natural disasters, environmental moni-
toring, intelligence gathering, etc. Lighter-Than-Air (LTA) technology has
advanced significantly, for example high-pressure balloons that would make such a
platform a potential solution for long, uninterrupted and persistent observation. An
adaptive nonlinear control system was designed for LTA station-keeping, with an
adaption mechanism to accommodate uncertainties in system parameters. The
controller was subsequently implemented on a micro controller and tested in a flight
experiment using a helium balloon. The tests were conducted in a 4.5 m by 4.5 m
enclosure using infrared sensors to determine position by measuring distance from
the walls.
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1 Introduction

Lighter-Than-Air (LTA) systems have been studied for various applications [1, 2].
An LTA design is proposed that is able to observe a fixed point continuously and
for an extended period of time [3, 4]. The balloon is a super-pressure balloon with a
closed envelope and therefore its volume is relatively constant with changing
temperature, which allows the balloon to keep a relatively stable altitude without
the need to release gas or remove ballast. Therefore it is assumed that a
two-dimensional control design in the horizontal (x,y)-plane suffices. The LTA
vehicle has 4 fixed, thruster-type propellers Pi mounted around the perimeter of the
balloon as shown in Fig. 1. The target position of the LTA observation platform is
depicted by the coordinates (xref, yref) relative to a global coordinate frame. The
actual position of the observation platform is given by the coordinates (xp, yp)
relative to a global coordinate frame. A body-fixed frame is defined which is rotated
around the global z-coordinate.

The ratio between the input voltage to the propellers and the force delivered by
the propeller is assumed to be linear such that:

Fi =Kiui for i=1, . . . ,Np ð1Þ

with the ratio Ki assumed to be constant. The following nonlinear control laws were
derived for Fx and Fy forces in the x- and y-direction respectively [5–7]:

Fx = −mCxx1 +
1
2
ρairCDSx2 x2j j−mDxx2 ð2Þ

Fy = −mCyx3 +
1
2
ρairCDSx4 x4j j−mDyx4 ð3Þ

where Cx, Cy, Dx and Dy are positive constants and the drag coefficient CD is based
on the frontal area S. The variables Cx, Cy, Dx and Dy can be chosen freely, where Cx

Fig. 1 Lighter-Than-Air vehicle with 4 propellers in a global coordinate and body-fixed frame
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and Cy represent a proportional gain and Dx and Dy represent a derivative gain. The
adaptation mechanism was added using again Lyapunov’s Stability Theorem [5].

2 Experimental Flight Tests

The purpose of the experimental flight tests was to investigate the effectiveness of
the adaptive nonlinear controller on real hardware. A helium-filled balloon with a
0.6 m radius and 0.9 kg mass was used as shown in Fig. 2. A control unit was
designed and built to measure and processes signals and to manipulate the hori-
zontal motion of the vehicle using the propeller motors. To control the position of
the LTA observation platform the actual position and orientation of the platform
(xp, yp, θp) must be determined. To obtain the orientation of the substructure θp a
combination of multiple sensors were integrated in the IMU-device. This mea-
surement device contains three gyroscopes, three accelerometers and three
magnetometers. A complementary filter is used to determine an estimate for the
orientation θp, that combines magneto- and accelerometer measurement data for
low frequency orientation estimation θ ̂m/a with gyroscope measurement data for
high frequency orientation estimation θɡ̂. The tilt angles ϕs and ψs can be estimated
in a similar fashion, if required. It is assumed that the design of this prototype
ensures that tilting of the substructure is zero.

A sensor-fixed Cartesian coordinate frame is defined in Fig. 3.

control unithelium-filled balloon

Electric Propeller Motors

Fig. 2 Experimental prototype of a LTA vehicle
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The directions of this coordinate frame coincide with the directions of the
orthogonal sensor configuration. Using one of the gyroscopes, accurate low noise
measurement data of the angular velocity of the sensor around its zs-axis θṡ is
obtained. Since the tilt is assumed to be zero and the sensor is mounted approxi-
mately horizontal on the substructure, the integration of this measured angular
velocity θṡ is used as one of two approximations of the orientation angle θp. This
estimation is defined as:

θĝ = ∫ T
0 θṡdt+ θinit ð4Þ

where T is the measurement time and θinit is the initial angle of the LTA observation

platform with respect to the global reference frame xs, ys, zs
n o

. However, the initial

orientation angle cannot be determined using the gyroscope and therefore during
experiments the LTA observation platform is placed such that this initial angle is
zero. In practice, this continuous-time integral is implemented in discrete-time. The
drawback of only using integration to obtain the orientation θ ̂g is that this orien-
tation will suffer from integration drift since the measurement data from the
gyroscope is accumulated over time. This means that errors (from integration errors
due to slight tilt of the sensor, limitations of the sensor, mathematical rounding
errors, etc.) will also accumulate and if it is not corrected for, the orientation
estimate θĝ is not accurate. Note that the gyroscope data is less contaminated by
high-frequent noise and is used to obtain high frequent angular velocity informa-
tion. To overcome the problem of drift due to the integration of the gyroscope data,
three accelerometers and three magnetometers are used to determine a second
approximation of the orientation angle θp. These two sets of sensors are also

oriented in the orthogonal configuration xs, ys, zs
n o

such that using these six sen-

sors a second global reference frame e, n, uf g can be determined using the measured

Fig. 3 Sensor-fixed reference frame xs, ys, zs
n o

, the global reference frame e, n, uf g. The vector
p is a projection of xs to the horizontal plane. the angle θ ̂m/a is the angle between the projected
vector p and the east-vector e
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gravitational vector and magnetic north vector. The north-vector n is measured
using the magnetometers and points towards the Earth’s magnetic north. The
acceleration readings are used to determine the up-vector u since gravity is mea-
sured as an upward acceleration. The cross product of the north- and up-vector
gives the east-vector e. Since the north-vector and the up-vector are not guaranteed
to be orthogonal, the north-vector is re-determined using the cross product of the
obtained east-vector e and the up-vector u. The vectors are normalized such that an
orthonormal coordinate frame is obtained. Note that the vectors e, n, uf g are

expressed in the sensor-fixed xs, ys, zs
n o

directions since these vectors are measured

using the sensors. Also note that in Fig. 3 the directions of the second global
coordinate frame e, n, uf g coincide with the directions of the global coordinate

frame xs, ys, zs
n o

, but this is not always the case. When present, the angular dif-

ference is corrected using an angular shift which is the determined initialisation.
As an accelerometer not only measures the acceleration due to gravity but also

other applied forces, the measured up-vector u is not exactly identical to the inverse
of the gravity vector. Every force working on the LTA observation platform, such
as propeller and wind force, will induce acceleration of the LTA observation
platform which disturbs the estimated up-vector u. However, this induced accel-
eration is small compared to the gravity vector and therefore the up-vector u can be
determined quite accurately. In contrast to the measured angular velocity, the
measured accelerations and magnetic field strength is not subjected to drift.

To obtain the second approximation θm̂/a of the orientation angle θp, first the
vector xs is projected on the horizontal plane spanned by the east-vector e and the
north-vector n which results in the vector p. The projected vector p is decomposed
as a vector:

p= pe + pn =
xs.e
e.e

e+
xs.n
n.n

n ð5Þ

The angle θm̂/a is determined using the lengths of the vectors pe and pn as
arguments for the arctangent function atan2. The lengths of these vectors pe and pn
are determined using the square root of the inner product of the vector with itself.

θ ̂m/a = arctan2
ffiffiffiffiffiffiffiffiffiffiffiffi
pn.pn,

p ffiffiffiffiffiffiffiffiffiffi
pe.pe

p� �
ð6Þ

and using the following orthonormality property e . e=1 and n . n=1 results in

θm̂/a =arctan2 xs . n, xs . eð Þ ð7Þ

This is the definition of the estimation angle θm̂/a obtained using the magneto-
and accelerometer measurements which is a second estimation of the orientation
angle θp and is not subjected to drift. Two methods to obtain an estimate for the
orientation angle θp are described above. Using a complementary filter these two
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estimations are combined to obtain one single estimate for θp which is not subjected
to drift. The complementary filter is an estimation technique that is often used in the
flight control industry to combine different measurements and is related to the more
complex Kalman filter [8, 9]. The block diagram of this complementary filter is
shown in Fig. 4.

The expression for this complementary filter in the Laplace domain is:

θp̂ =
θm̂/a + τθṡ
1+ τs

=
1

1+ τs
θm̂/a +

τs
1+ τs

1
s
θṡ ð8Þ

where τ is the filter time constant. Using the backward difference expression:

s=
1
Δt

1− z− 1� � ð9Þ

with Δt being the sample time, the expression in (8) can be transformed from the
Laplace domain to the discrete-time domain:

θ
k̂
p = α θ

k̂− 1
p + θ

k̇
sΔt

� �
+ 1− αð Þθ ̂km/a ∀k=1, 2, 3, . . . ð10Þ

with θ
0̂
p being the initial angle estimation at t = 0 and α being the filter constant

defined as τ
Δt / 1 +

τ
Δt

� �
. The complementary filter has the advantages of the gyro-

scope, magneto- and accelerometers: low noise measurements and no drift. The
filter constant α is a value between 0 and 1 which determines the cut-off frequency
of the first-order high-pass and low-pass filter. For practical incorporation of the
complementary filter in this application α = 0.98 was chosen. Experiments were
performed in which the sensor was rotated rapidly and randomly while measuring
θĝ and θm̂/a, and the complementary filter is implemented to determine the orien-
tation estimate θp̂.

Fig. 4 Block diagram of complementary filter

304 C. Bil et al.



Figure 5 shows the influence of the complementary filter. The estimated ori-
entation angles determined using pure integration of the gyroscope data θĝ, deter-
mined using the gravitational vector and magnetic north vector θm̂/a and determined
using all measurement devices combined via the complementary filter θp̂ are
shown. It is experimentally observed that a filter constant of α = 0.98 gives the best
results for the orientation estimation. The upper figure shows the estimated orien-
tation determined during fifty seconds of random (fast) rotation of the substructure
around the z-axis. It can be observed that the orientation angle θĝ drifts over time.
Furthermore can be observed that the estimation angles θm̂/a and θp̂ do not drift and
are approximately the same, except for some additional noise in θm̂/a. This result
shows that for this application the use of the gyroscope to estimate the orientation is
not strictly necessary since applying a low-pass filter to θm̂/a will result in
approximately the same estimation. However, in this prototype the complementary
filter using the gyroscope measurement data is applied.

Another motion test is performed, of which the results are shown in Fig. 5, to
check the accuracy of the estimated orientation angle. During this test the sub-
structure is rotated approximately 90 degrees in negative and positive direction
around the z-axis. The results show that the estimation angle determined using the
complementary filter becomes approximately −90 and +90 degrees. In addition to
estimating the orientation of the LTA observation platform θ ̂p, an estimate for its
position must also be derived from measured data. This estimated position is
defined as xp̂, yp̂

� �
. This estimation cannot be obtained by double integration of the

accelerometer data since the position will drift very fast over time (due to high noise
ratio) and there is no possibility to correct for this drift.

Since the orientation of the substructure of the LTA observation platform is
estimated, multiple distance sensors placed on the platform could provide enough
information to determine its position. Ultra-sonic distance sensors, laser range
finders and IR distance sensors are easy to implement, therefore four SHARP
GP2Y0A710YK0F Infra-Red distance sensors were fitted.

Fig. 5 Estimations for the orientation angle θp determined using integration of the gyros (blue),
determined using the magneto- and accelerometer measurement data only (green) and determined
using the complementary filter (red). α = 0.98 is used in the complementary filter
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The IR distance sensor output was measured and is depicted in Fig. 6. The
voltage from the IR distance sensor is linear with respect to the inverse of the
distance for the region for 1–5 m. Using this linear relation between uIR,i and 1/Li

the distance between the LTA vehicle and the wall is approximated.

In Fig. 8 the estimated velocity is depicted which is determined as the time
derivative of the filtered estimated position. The time derivative of the filtered
estimated position is obtained by using numerical differentiation and is imple-
mented as a finite difference equation. The noise which is still present is amplified
by the derivative operation and therefore an additional first order low-pass was
applied in a similar fashion having a filter constant of αv = 0.975. This filter
constant was determined by analyzing the filtered data for different filter constants.
By comparing Figs. 7 and 8, it can be observed that the filtered velocity profile is a
reasonable approximation.

Fig. 6 Voltage sensor uIR,i as a function of the distance Li and the inverse of the distance 1/Li, for
i = 1, 2, 3, 4

Fig. 7 Estimated position x̂p, yp̂
� �

as function of time

Fig. 8 Estimated velocity x ̇p and ẏp in as a function of time, using the filtered position
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The microcontroller could only send control signals in the form of PWM signals
with a resolution of 8-bit. Two PWM signals are send to each dual motor driver and
the output voltages from these motor drivers, which are send to the low-voltage
brushed DC motors, are determined by the power supply voltage of a 9 V battery
and the controlled PWM signals send from the microcontroller. Therefore, not only
the relation between the voltage over the propeller and the thrust force must be
found, but also the relation between the PWM signal send by the microcontroller
and the voltage over the propeller. Due to the low frequency of the PWM pins of
the microcontroller, a phenomena occurred which is called ripple current. Due to
ripple current, the maximum allowable current of the motor drivers was exceeded
and consequently the motor drivers were shut down. To prevent ripple current
inductors of approximately 200 μH were added. Another solution was to increase
the frequency of the PWM pins of the microcontroller. The relation between the
thrust force of the propellers and the control output ui was measured as well as the
relation between the thrust force of the propellers and the PWM signal send by the
microcontroller as depicted in Fig. 9.

Fig. 9 Measured thrust force versus voltage (left) and the PWM signal (right)

Fig. 10 Control output
voltage ui versus PWM signal
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From these measurements the relation between the control output ui and the
PWM signal is obtained and is given in Fig. 10 as a linear fit. Figure 9 shows that
the relation is approximately linear, but has a small offset. The same holds for the
relation between the control output ui and the PWM signal. Therefore the relation
between the input voltage ui to the propeller and the delivered force by the propeller
Fi being linear is not correct and a small offset was added to the control laws. The
adaptation gain matrix is evaluated beforehand during off-line simulations [6].
Since we were interested in the behaviour of the prototype with respect to its
position, the parameter adaptation was not logged. From simulation results it was
shown that the parameter adaptation is very slow and is not expected to oscillate.
Therefore it is assumed that the parameter adaptation has no great contribution to
the performance of the controlled LTA observation platform and therefore it is
chosen to not save experimental data of the parameter estimation. Within 50 s the
LTA observation platform is expected to have reached the desired position, and
therefore after 50 s the control unit is turned off.

3 Experimental Results

In Fig. 11 the trajectory of the LTA vehicle for three different controller settings is
shown. The black dots indicate the initial positions, two initial positions at (1, 1)
and one at (4, 4). All trajectories move to the desired target position. The values
used for these three measurements show the benefit of the controller values.

Fig. 11 Trajectory for
different controller settings for
Cx, Cy, Dx and Dy
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The trajectory where Cx = Cy = 0.25 and Dx = Dy = 0.5 shows oscillation
around the target position which is less for the trajectory where Dx = Dy = 1 with
identical Cx and Cy (Fig. 12). Due to the lack of damping, the LTA vehicle with
Dx = Dy = 0.5 will oscillate around the target position. The energy efficiency can be
explained by observing Fig. 13 where the control effort for the damping terms Dx

and Dy equals 0.5 is higher than when the damping terms Dx and Dy equals 1.
Increasing the damping terms Dx and Dy reduces the oscillation around the desired

Fig. 13 Control inputs ui versus time

Fig. 12 Errors ex, ey, e ̇x and ėy versus time
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position, decreases the control effort and increases the endurance of the LTA
vehicle. The trajectory where Cx = Cy = 0.375 and Dx = Dy = 1 shows almost no
oscillation, which indicates that the controller values Dx = Dy = 1 are high enough.
Compared to the trajectory where Cx = Cy = 0.25 and Dx = Dy = 1, the trajectory is
faster due to the higher gains Cx and Cy. The controller values are a trade-off, but
are easy to tune. They have a direct influence on the performance of the controlled
LTA vehicle and as long as the values are positive, the unperturbed controlled
system is asymptotically stable. It was observed that the assumption of –s and s
being small was justified. The experimental results indicate that the controller with
Cx = Cy = 0.375 and Dx = Dy = 1 reaches the desired output.

4 Conclusions

Using Lyapunov’s Stability Theorem and LaSalle’s Invariance Principle, a non-
linear controller was designed that asymptotically stabilizes an LTA observation
platform with no wind disturbances and system parameters exactly known. Adding
additional control terms (values) to the Lyapunov function, the performance of the
nonlinear controlled LTA observation platform can be tuned and the control effort
can be reduced. To allow estimated system parameters, an adaptive mechanism was
developed to ensure asymptotic stability. Flight experiments were conducted to
demonstrate the effectiveness of the controller. The prototype consists of a helium
balloon lifting an instrumentation package, consisting of a microcontroller, gyro-
scopes, accelerometers, IR distance sensors, and a data logger, to a stationary
height.

The obtained signals were processed to obtain the position and orientation of an
experimental LTA vehicle and the designed adaptive nonlinear controller was
implemented to control the voltage to the propellers. The experiments were per-
formed in a test environment with given dimensions. The experimental results show
that the designed adaptive nonlinear controller is able to control the position of the
LTA vehicle such that it drifts to a given target position given subject to wind
disturbance. The control values can be used to increase the performance or reduce
the control effort.

From a practical point of view, the adaptation mechanism may not be necessary
as the systems parameters m, S, Cd can be measured. This will reduce the com-
putational effort, the demand for persistently exciting signals q ̇x and q ̇y and intro-
ducing a time-varying adaptation gain matrix Γ(t) are not needed. The next phase is
to test the control system performance outdoors. A different positioning system, e.g.
GPS, has to be implemented. More measurements should be performed such that it
can be checked whether the experimental data matches the theoretical model.
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Experimental Evaluation of Multi-key
Content-Based Image Retrieval

Hideki Sato and Shigemi Nagata

Abstract A user of existing Content-Based Image Retrieval (CBIR) systems suffers

from single query key selection, in case that he/she might begin retrieval process

toward an ambiguous goal. In the other case, he/she cannot judge whether one image

is more adequate than the other exactly for retrieval. To overcome the difficulty,

this paper proposes Multi-Key CBIR (MK-CBIR) which differs from Single-Key

CBIR (SK-CBIR) in retrieving similar images from image databases with a multi-

key query, not a single-key one. To implement MK-CBIR, skyline query based MK-

CBIR (Φsky) and aggregate k-Nearest Neighbor query based MK-CBIR (Ωsum, Ωmax,
andΩmin) are presented. Experimental results on retrieval performance of MK-CBIR

are as follows:

∙ Recall of Ωmax is over 0.3 higher than that of k-NN search and the highest among

those of MK-CBIR. It is comparatively stable against noisy keys.

∙ Recall of Ωmin is roughly the same as that of k-NN search and the lowest among

those of MK-CBIR.

∙ Recall of Ωsum and recall of Φsky are roughly the same and between those ofΩmin
and Ωmax.

It is concluded that MK-CBIR is better than SK-CBIR in retrieval performance.

Keywords Content-based image retrieval ⋅ Multi-key ⋅ Single-key ⋅ Skyline
operator ⋅ Summation ⋅ Maximum ⋅ Minimum

1 Introduction

As the network and the development of image capturing devices such as digital cam-

eras, image scanners, are becoming more popular, the volume of digital image collec-
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tion is increasing rapidly. Efficient image retrieval systems are required by users from

various domains. For this purpose, there are two kinds of retrieval methods: text-

based and content-based. The text-based method can be tracked back to 1970s. With

the text-based method, images are manually annotated by text descriptors, which are

then used to perform image retrieval. However, there are two disadvantages with

this method. The first is that manual annotation requires a human labor of consid-

erable level. The second is that manual annotation might be inadequate due to the

subjectivity of human perception.

To overcome the disadvantages with the text-based method, the content-based

method was introduced in the early 1980s. Content-Based Image Retrieval (CBIR)

is a technique to retrieve similar images from large image databases based on the

query image. In CBIR, visual features, such as color, texture, and shape are extracted

from images and the query image is compared with each of images in the databases

by using a similarity function on visual features.

To the best of our knowledge, existing CBIR systems rely upon the assumption

that a user can explicitly give a single query key, though search engines for Web

pages allow a user to input multiple keywords to express his/her retrieval requests.

However, it is difficult for a user to choose a single query key among a set of candi-

dates confidently. In a case, a user might begin retrieval process toward an ambiguous

goal. In the other case, a user cannot judge whether one image is more adequate than

the other exactly for retrieval.

To overcome the above-mentioned difficulty, this paper proposes Multi-Key CBIR

(MK-CBIR) which retrieves similar images from image databases with multi-key

queries, in contrast with Single-Key CBIR (SK-CBIR) which relies upon single-key

queries. Additionally, there might be potential that MK-CBIR brings higher retrieval

performance than that of SK-CBIR. To make MK-CBIR concrete, two implemen-

tation methods, that is to say, skyline query [1] based MK-CBIR and Aggregate k-

Nearest Neighbor (k-ANN) query [5, 6] based MK-CBIR are presented. From the

experimental results, it is concluded that MK-CBIR is better than SK-CBIR.

The rest of this paper is organized as follows. Section 2 mentions the related work.

Section 3 proposes the implementation methods of MK-CBIR. Section 4 experimen-

tally evaluates MK-CBIR. Section 5 presents the consideration on the experimental

results. Finally, Sect. 6 concludes the paper.

2 Related Work

Group spatial queries retrieve objects based on an aggregate distance function with

respect to a set of query points. The work described in [2–4] is concerned with Aggre-

gate k-Nearest Neighbor (k-ANN) queries. First, it has been dedicated to the case of

summation as an aggregate function and euclidean distance between an object and a

query point [2]. Then, it has been extended to the cases of summation and maximum
as an aggregate function and the network distance between an object and a query

point [3, 4]. Another work has proposed the regular polygon based search algorithm

to answer group spatial queries over remote spatial databases in the cases of sum-
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mation and maximum as an aggregate function and euclidean distance between an

object and a query point [5, 6]. It has been applied to k-ANN queries [5] and aggre-

gate range queries [6]. Although the above-mentioned works use an aggregate dis-

tance function, our work is the first which applies an aggregate distance function

to CBIR. Also, the visual feature of images being targets in CBIR is any dimen-

sional, while the location of spatial objects being targets in group spatial retrieval is

2-dimensional.

Relevance Feedback (RF) is a powerful technique to improve retrieval perfor-

mance. RF was initially built up for document retrieval [7]. RF was distorted and

introduced into CBIR [8] to reduce the gap between low-level visual features and

high-level semantic concepts. Since then, a variety of RF approaches have been

widely developed in the field of CBIR [9]. The usual process of RF is as follows:

1. From the retrieved images, the user labels a number of relevant samples as posi-

tive and a number of non-relevant samples as negative.

2. Based on these labeled feedback, CBIR system improves its retrieval process.

RF employs multiple samples as feedback to improve retrieval process.

Estimation and visualization of ambiguous retrieval intentions are proposed [10].

For the purpose, the retrieval system presents image samples to the user and he/she

selects some images among them. Next, the system estimates the most appropriate

visual feature common to the selected images, by comparing means and standard

deviations of all the visual features one another. Then, the system presents the esti-

mated feature to the user and he/she continues to issue the following until intended

images are obtained. It employs multiple samples selected by a user for estimating

the visual feature of which he/she takes notice. The purpose to make use of multiple

images is different from that of MK-CBIR.

3 Multi-key Content-Based Image Retrieval

In this section, CBIR is described first and then two implementation methods of

MK-CBIR are presented.

3.1 Content-Based Image Retrieval System

In CBIR systems (See Fig. 1), a visual feature of each image in the databases is

extracted and described by a multi-dimensional feature vector. The feature database

is composed of feature vectors extracted. To retrieve images, a user provides the

SK-CBIR (MK-CBIR) system with a single-key (multi-key) query. The system then

alters the key image(s) with the use of feature vector(s). The similarity, between the

feature vector(s) of the query image(s) and those of the images in the database is

computed and retrieval is performed. In SK-CBIR systems, distance functions d(, )
such as euclidean are used to measure similarity between two images.
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Fig. 1 CBIR system model

3.2 Skyline Query Based MK-CBIR

Skyline queries [1] have received considerable attention in the database and data

mining fields. Given a set S of skyline attributes, a tuple t is said to dominate another

tuple t′, denoted by t ≻S t′, if Eq. (1) is satisfied. It is assumed that smaller values are

preferable over larger ones. Here, t[Ai] is used to represent the value of the attribute

Ai of the tuple t. Given a set D of tuples, Eq. (2) defines skyline operation Ψ on D.

In other words, a tuple t belongs to skyline result set if no other tuples dominate it.

(∃Ai ∈ S, t[Ai] < t′[Ai]) ∧ (∀Aj ∈ S, t[Aj] ≤ t′[Aj]) (1)

Ψ(D, S) = {t ∈ D|∄t′ ∈ D, t′ ≻S t} (2)

Given a set P of objects and a set Q(= {q1,… , qm}) of query keys, Eq. (3) defines

skyline query based MK-CBIR, Φsky on P. Here, <,… , > is a tuple constructor and

d(, ) is a distance function. Note that D′
is {< p, d(p, q1),… , d(p, qm) > |p ∈ P}

and S′ is {S0, S1,… , Sm}, where distance d(p, qi)(i = 1,… ,m) is the value of sky-
line attribute Si. As the cardinality of skyline result set is uncertain, Φsky(P,Q) also

returns uncertain number of objects.

Φsky(P,Q) = {t[S0]|t ∈ Ψ(D′
, S′)} (3)

3.3 Aggregate k-Nearest Neighbor Query Based MK-CBIR

k-ANN queries have been used to retrieve objects located nearest to a set of query

keys. Given an objects p and a set Q of query keys, aggregate distance function

dagg(p,Q) is defined to be agg({d(p, q)|q ∈ Q}), where agg() is an aggregate func-

tion and d(, ) is a distance function. Each aggregate distance function of summation,

maximum, and minimum is defined in Eqs. (4), (5), and (6) respectively.

dsum(p,Q) =
|Q|∑

i=1
d(p, q) (4)
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dmax(p,Q) = maximum({d(p, q)|q ∈ Q}) (5)

dmin(p,Q) = minimum({d(p, q)|q ∈ Q}) (6)

Given a set P of objects, a set Q of query keys, and aggregate distance function

dagg(p,Q), k-ANN query based MK-CBIR, Ωagg(k,P,Q) retrieves a set I of objects

satisfying Eq. (7).

(I ⊂ P) ∧ (|I| = k) ∧ (k < |P|) ∧ ∀p ∈ I ∀p′ ∈ (P− I)(dagg(p,Q) ≤ dagg(p′,Q)) (7)

4 Experimental Evaluation

In this section, MK-CBIR and SK-CBIR are experimentally compared. First, the

experimental overview is introduced. Then, the experimental results are shown.

4.1 Overview of Experiments

Figure 2 shows the overview of experiments to make comparison between MK-CBIR

and SK-CBIR with regard to retrieval performance. For explanation, let preliminary

retrieval in the upper part be (a), reminding retrieval with MK-CBIR in the lower-left

part be (b), and reminding retrieval with SK-CBIR in the lower-right part be (c) (See

Fig. 2). Let an image in the image database P be a key image t (hereafter called target

image). First, (a) is performed by using k-NN search with t from (P−{t}). The result

set I consists of k images similar to t, which are then used as query keys in (b) and

(c). Given the number r of query keys for (b), the set of distinct query key sets over

I, Υ(I, r) is defined in Eq. (8). Υ(I, r) collects each subset K of I, whose cardinality

is r. Evidently, the cardinality of Υ(I, r) is |I|Cr. For Q(∈ Υ(I, r)), a retrieval trial

with query keys Q from (P−Q) is conducted. On the other hand, each retrieval trial

with query key q(∈ I) from (P − {q}) is conducted in (c). By comparing the result

sets of (b) and those of (c) in recall, MK-CBIR is experimentally to be measured.

Υ(I, r) = {K|K ∈ 2I ∧ |K| = r} (8)

Retrieval performance of Φsky, Ωsum, Ωmax, Ωmin, and k-NN search are measured

by the criterion recall. Recall is defined in Eq. (9). It specifies the ratio with which

a target image is included in a query result. While the size of query results can be

controlled by specifying it with a parameter value in each case of Ωsum, Ωmax, Ωmin,

and k-NN search, that in case of Φsky cannot be managed. To cope with this problem

in fairly comparing them, each recall is derived as follows:
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Key image t
(Image to be reminded)

(a) Preliminary retrieval

Result I of preliminary retrieval
(The number of images is k.)

SK-CBIR(k-NN search)Image 
database

Comparison of Recall

kCr trials

(b) Reminding retrieval with CBIR-MK

MK-CBIRMK-CBIR

k trials

(c) Reminding retrieval with CBIR-SK

SK-CBIRSK-CBIR

Key(s) of 
reminding 
retrieval

Results of 
reminding 
retrieval

P

Fig. 2 Experiments on comparison of MK-CBIR and SK-CBIR

1. Trials regarding Φsky are conducted and recall is calculated.

2. The average size s of the query results is obtained by calculating equation

(
∑

Q∈Υ(I,r) |Φsky(P − Q,Q)|)∕|I|Cr where I is the query results of (a) and r is

the number of keys.

3. Trials ofΩsum,Ωmax,Ωmin, and k-NN search are conducted to obtain query results

of size ⌊s⌋ and those of size ⌊s⌋ + 1, both of which are used to calculate recall
by specifying the value

1
of the numerator in the right side of Eq. (9) according to

the rules shown in Table 1.

Recall =
number of trials returning target image in query result

number of trials
(9)

Table 1 Rules specifying

appearance value for a target

image in query results

Value Condition

1 If the target image is within the ⌊s⌋-th

s-⌊s⌋ If the target image is the (⌊s⌋ + 1)-th

0 If the target image is over the (⌊s⌋ + 1)-th

The experiments have been conducted by combining two kinds of datasets with

two kinds of visual features. One kind of datasets is composed of 200 butterfly

1
This adjustment is necessary, because s is a real number.
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images and another kind is composed of 400 landscape images.
2

For each combina-

tion, average recalls of Φsky, Ωsum, Ωmax, Ωmin, and k-NN search are measured by

conducting trials, each of which uses a distinct image in the dataset as a key of a pre-

liminary retrieval. One of visual features is color and a color histogram regarding 64

reduced colors is prepared to represent it. Another visual feature is texture and a set

of wavelet coefficients is extracted to represent it, as shown in Fig. 3. First, an original

color image (2950 × 2094 pixels in size) is converted into a reduced gray scale image

(22 × 16 pixels in size). Then, the converted image is partitioned into hierarchically

resolved images with wavelet transform, multi-resolution analysis technique. It fil-

ters an image horizontally first and vertically next. As a result, the image is resolved

into 4 regions, low frequency (LL), horizontal high frequency (LH), vertical high

frequency (HL), and diagonal high frequency (HH) component. Given n levels, the

process is recursively repeated n times. Haar wavelet transform [11] is employed

to extract texture information, because it is speedy and easily implementable. In

Fig. 3, 2-level Haar wavelet transform is conducted first. Then, the shaded regions

are extracted for the texture information, because they are especially considered to

represent the feature.

22

Fig. 3 Extraction of wavelet coefficients

4.2 Experimental Results

Figure 4(a–d) respectively show recalls of Φsky, Ωsum, Ωmax, Ωmin, and k-NN search

for every combination of two datasets and two kinds of visual features. The exper-

iments are conducted under the condition that the size of the result set, namely the

parameter k, is 10 for preliminary retrievals and the number of keys for Φsky, Ωsum,

Ωmax, and Ωmin is varied from 2 to 10 (See (a) in Fig. 2). The more the number of

query keys becomes, the larger the result set of Φsky tends to grow. Since the size of

the result sets of Ωsum, Ωmax, Ωmin, and k-NN search is set to that of Φsky (See (b)

and (c) in Fig. 2), recalls and their graphs tend to rise to the right. Although recalls
for the landscape dataset and the texture feature are relatively lower than those for

other combinations, the tendency of each graph is roughly the same as follows:

2
Various image datasets are obtainable from the site whose URL address is http://sozaijiten.net/

search_title/. The dataset of No.012 is concerned with butterflies, while the datasets of No.006 and

No.122 are concerned with landscapes.

http://sozaijiten.net/search_title/
http://sozaijiten.net/search_title/


320 H. Sato and S. Nagata

 0
 0.1
 0.2
 0.3
 0.4
 0.5
 0.6
 0.7
 0.8
 0.9

 1

 2  3  4  5  6  7  8  9  10

R
ec

al
l

Number of multiple keys

k-NN
Φsky

Ωsum
Ωmax
Ωmin

 0
 0.1
 0.2
 0.3
 0.4
 0.5
 0.6
 0.7
 0.8
 0.9

 1

 2  3  4  5  6  7  8  9  10

R
ec

al
l

Number of multiple keys

k-NN
Φsky

Ωsum
Ωmax
Ωmin

 0
 0.1
 0.2
 0.3
 0.4
 0.5
 0.6
 0.7
 0.8
 0.9

 1

 2  3  4  5  6  7  8  9  10

R
ec

al
l

Number of multiple keys

k-NN
Φsky

Ωsum
Ωmax
Ωmin

 0
 0.1
 0.2
 0.3
 0.4
 0.5
 0.6
 0.7
 0.8
 0.9

 1

 2  3  4  5  6  7  8  9  10
R

ec
al

l
Number of multiple keys

k-NN
Φsky

Ωsum
Ωmax
Ωmin

(a) <butterfly, color> (b) <butterfly, texture>

(c) <landscape, color> (d) <landscape, texture>

Fig. 4 Recall of k-NN and MK-CBIR for varying number of query keys (<dataset, feature>)

∙ Recall of Ωmin is roughly the same as that of k-NN search and the lowest among

those of MK-CBIR.

∙ Recall of Ωmax is over 0.3 higher than that of k-NN search and the highest among

those of MK-CBIR.

∙ Recall of Ωsum and recall of Φsky are roughly the same and between those of Ωmin
and Ωmax.

Figure 5(a–d) respectively show recalls of Φsky, Ωsum, Ωmax, and Ωmin with 10

keys for every combination of two datasets and two kinds of visual features. The

experiments are conducted under the condition that the size of the result set is 10,

namely the parameter k, for preliminary retrievals and some of k keys are replaced

with noisy keys which are randomly chosen among the nearest neighbors between the

(k+1)-th and the (2 × k)-th of preliminary retrievals (See (a) in Fig. 2). The number

of noisy keys is varied from 0 to k. Recall data of k-NN search without a noisy key

is shown for comparison, whose size of the result set is the average of Φsky with 10

keys. The tendency of each graph is roughly the same as follows:

∙ Recall of Ωmin rapidly falls to the right.

∙ Recall of Ωsum and recall of Φsky gradually falls to the right.

∙ Recall of Ωmax is comparatively stable against noisy keys.

Figure 6(a–d) respectively show recalls of Φsky, Ωsum, Ωmax, and Ωmin with the

varying number of keys for the butterfly dataset and the texture feature. The experi-

ments are conducted under the condition that the size of the result set is k, the para-

meter of preliminary retrievals and some of k keys are replaced with noisy keys

which are randomly chosen among the nearest neighbors between the (k+1)-th and

the (2 × k)-th of preliminary retrievals (See (a) in Fig. 2). The experimental results

are as follows:
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Fig. 5 Recall of k-NN and CBIR with 10 keys for varying number of noisy keys (<dataset,

feature>)

∙ Recall of Ωsum and recall of Φsky are roughly the same and gradually falls to the

right (See Fig. 6a, b).

∙ Recall of Ωmax is comparatively stable against noisy keys.

∙ Recall of Ωmin gradually falls to the right and finally becomes nearly zero.

These tendencies are almost common to the other combinations of two datasets and

two kinds of visual features.
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5 Consideration

Figure 7 shows a query key t and its result set I of a preliminary retrieval (See Fig. 2).

I consists of k images similar to t, which are used as query keys of Φsky, Ωsum, Ωmax,
Ωmin, and k-NN search in the experiments of Sect. 4. Considerations on the experi-

mental results are mentioned in the followings.

Fig. 7 Key image and

results of preliminary

retrieval

2

3

4

56

7

8 9

10t

(1) Why is recall of Ωmin roughly the same as that of k-NN search? Ωmin exec-

utes multiple retrievals, each of which seeks for the target image around the cor-

responding key. However, each retrieval is independently done in non-cooperation

with others and the size of its result set is on the average 1∕(number of keys) of k-

NN search whose key is single. Supposedly, this leads to the recall of Ωmin, roughly

the same as that of k-NN search.

(2) Why is recall of Ωmax the highest among those of MK-CBIR? Fig. 8(a) plots

a contour graph of dmax(p,Q) over a set of 10 keys whose coordinates are randomly

generated. For explanation, each key corresponds to a 2-dimensional visual feature

vector. Since the function is convex, there certainly exists a single point at which

function value is the lowest. Given a set Q of keys, dmax(p,Q) partitions the plane

into a set of farthest-point Voronoi regions [12]. Equation (10) defines the farthest-

point Voronoi region FV(qi) with regard to qi(∈ Q) (called seed in mathematics).

A set of FV(qi)(qi ∈ Q) is called a farthest-point Voronoi diagram. For point p,

dmax(p,Q) computes its distance from key qi(∈ Q), if it belongs to the farthest-point

Voronoi region FV(qi) with regard to qi (See Fig. 8(b)). Note that FV(qi) only exists

with regard to qi which is a vertex of the convex hull of Q. Minimum Covering Circle

(MCC) is the minimum circle which contains every key ofQ [12] (See Fig. 8(b)). The

center of MCC corresponds to the lowest point of the contour graph of dmax(p,Q).
Ωmax retrieves the surface of the contour graph upward from this point to seek the

target image. Given a set of query keys, some keys surrounding the target image

cooperatively tend to make MCC whose center is located near the target image. The

dimension is extensible over 2 and MCC is to be generalized to Minimum Covering

Sphere (MCS)[12].

FV(qi) =
⋂

i≠j
{p|d(p, qi) > d(p, qj), qj ∈ Q} (10)
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Fig. 8 Relation between feature vector of key and maximum distance

(3) Why is recall of Ωsum between those of Omegamin and Ωmax? For a set of num-

bers, average is between minimum and maximum. Also, it is synonymous with sum-
mation for a fixed set. Accordingly, it is supposed that recall ofΩsum is between those

of Ωmin and Ωmax, because each of Ωsum, Ωmin, and Ωmax is based on dsum(p,Q),
dmin(p,Q), and dmax(p,Q).

(4) Why is recall of Φsky roughly the same as that of Ωsum? Fig. 9 depicts skyline
retrieval over image set {p1,… , p9} with 2 keys. For explanation, each image is

plotted as a point whose coordinate is a pair of distance from key1 and distance from

key2. Skyline set consists of p1, p2, p3, and p5. From skyline definition of Eq. (2), it

is definite that each of p4, p8, and p9 in the first quadrant of skyline p1 is non-skyline.

In other words, each of p4, p8, and p9 is larger than p1, with regard to summation
of distance from key1 and distance from key2.

3
Actually, OSP algorithm computes

skyline based on this property, by comparing each tuple in the ascending order of

summation of skyline attribute values [13]. The number of keys is extensible over 2.

Fig. 9 Skyline retrieval

with 2 keys

p

p8p3

5p 7p

p6

p2

p4

p9

0 distance from key1

distance from
 key2

: skyline image
: non-skyline image

1

3
Note that the converse is not true.
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6 Conclusion

This paper proposed MK-CBIR for giving users easy key selection and presented

as its concrete implementation Φsky, Ωsum, Ωmax, and Ωmin. Experimental results on

retrieval performance are summarized as follows:

1. Recall of Ωmax is over 0.3 higher than that of k-NN search and the highest among

those of MK-CBIR. It is comparatively stable against noisy keys.

2. Recall of Ωmin is roughly the same as that of k-NN search and the lowest among

those of MK-CBIR.

3. Recall of Ωsum and recall of Φsky are roughly the same and between those of Ωmin
and Ωmax.

It is concluded that “Two heads (MK-CBIR) are better than one (SK-CBIR)”. Our

future work includes clarification of usable/available utilization of MK-CBIR and

integration of MK-CBIR into RF framework.
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A Simple Medium Access Scheme Based
on Spread Spectrum Suitable for Wireless
Ad Hoc Networks

Shiori Watanabe and Yukihiro Kamiya

Abstract We propose a simple medium access scheme for wireless ad hoc network

(WAHN). The proposed method is based on the spread spectrum (SS) technique to

take advantage of the robustness against fading and differentiation of signals. How-

ever, conventionally, SS needed a mechanism to allocate a unique spreading code

to each node. Since WHAN does not include base stations, this problem must be

solved. In this paper, we solve this problem by let each node share a unique code and

use it after expanding the chip duration. Although this proposed scheme decreases

the data rate if the node expands widely the chip duration, it is better than CSMA.

The performance is verified through computer simulations.

Keywords Wireless ad hoc network ⋅Digital signal processing ⋅ Spread spectrum ⋅
Medium access

1 Introduction

Wireless ad hoc networks (WAHNs) achieve flexible networking due to the absence

of base stations. It means that WAHN is robust against natural disasters such as earth-

quakes under which base stations are often destructed or shutdown. However WAHN

suffers from low efficiency due to the lack of the base stations. This is because the

base stations function as network coordinators so that each nodes in the network can

send packets avoiding the collision with those sent by the other nodes. Therefore we

need a mechanism to let the nodes avoid collisions autonomously, or to let receiving

nodes extract a desired signal even though the collision happens.

Code division multiple access (CDMA) is a well-known multiple access scheme

widely employed by modern mobile communication systems [1]. Although CDMA

is highly efficient, it requires base stations for code assignment, i.e., base stations

assign a unique spreading code to each node in order to realize multiple access.
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So it is obvious that CDMA is not applicable to WAHN as it is. However CDMA

is still attractive because of the fact that it is based on spread spectrum (SS). So

it can take advantage of the RAKE combining that realizes high-speed data trans-

fer through multipath fading channels. Thus the problem is how to realize CDMA

without base stations.

It should be remembered that wireless local area networks (LANs) do not allow

concurrent communications in the network because of the difficulty of the unique

code allocation by simple base stations [2]. This matter is pointed out in [3]. There-

fore some of related works assume that the unique code allocation is done by unspec-

ified methods [5], or by a time-consuming method [6].

Carrier sense multiple access (CSMA) might be a solution to this matter. It is

defined in IEEE802.11 for LAN [7]. CSMA simplifies the task of base stations by

forcing the nodes to follow a simple rule as follows: Suppose that a node wants to

send a packet. Then the node does not start sending immediately, but the node listens

to the channel. If the node detects the power of signals sent by other nodes, it will wait

for a while. After that, the node listens to the channel again and start sending if the

node does not detect the signal power. According to this simple rule, the collision of

packets can be avoided even if the base station does not exist. However the efficiency

is low since only one node can send packets while the other nodes are waiting.

Naturally we can be interested in a new way which is applicable to WHAN, com-

bining the advantages of CDMA and CSMA. It must be a highly-efficient access

scheme which does not need the base stations. In addition, it must be robust against

fading.

An overview of the new idea is as follows: The proposed system allows each node

to share an identical spreading code, instead of realizing the unique code assignment

by base stations. Each node uses the spreading code after expanding the chip duration

with a unique expansion rate. By this chip duration expansion, the proposed system

differentiates the spreading codes of the nodes. The way to choose the chip expansion

rate is explained in the following chapters.

In this paper, we propose such a new scheme for WAHN. Through computer sim-

ulations, it will be clarified that this proposed method improves the performance of

WAHN even though it is based on a simple idea.

Following sections are organized as follows: Sect. 3 provides in-depth expla-

nation of the proposed method based on the mathematical formulations given in

Sect. 2. Computer simulations are provided in Sect. 4 for the performance verifica-

tions. Finally Sect. 5 concludes this paper.

2 Signal Modelling and System Overview

Figure 1 illustrates an image of ad hoc communications where a receiving node is

interfered with surrounding nodes. The problem is how to extract a desired signal

polluted by interfering signals.
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Figure 2 illustrates a block diagram of the M transmitters and a receiver based

on the spread spectrum (SS) techniques. These are mathematically formulated as

follows:

A binary data sequence of m(= 1,⋯ ,M)-th transmitter is defined by ⃗dm of size

(1 × D) as the following,

⃗dm =
[
d(m)0 d(m)1 ⋯ d(m)D

]
(1)

where d0,⋯ , dD ∈ (0, 1). This data sequence is modulated and we obtain a symbol

vector g⃗m of size (1 × G) as follows:

g⃗m =
[
g(m)0 g(m)1 ⋯ g(m)G

]
. (2)
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At the m-th transmitter, the symbol vector is multiplied by a spreading code c⃗m of

size (1 × Cm) defined as:

c⃗m =
[
c(m)0 c(m)1 ⋯ c(m)Cm

]
(3)

where c0,⋯ , cCm
∈ (−1, 1).

By using this spreading code, the m-th transmitter generates an SS signal

expressed by s⃗(m)SS of size (1 × CmG) as follows:

s⃗(m)SS =
√
PS

{
vec

(
(c⃗m)Tg⃗m

)}T
(4)

where PS denotes the signal power. The superscript ⋅T denotes the transpose of a

vector or a matrix. The function vec(⋅) is to pile on the columns of a matrix. For

example, let us suppose a matrix as follows:

⃗A =
[
a1 a3
a2 a4

]

. (5)

So vec(⃗A) is as follows:

vec(⃗A) =
[
a1 a2 a3 a4

]T
. (6)

The SS signal s⃗(m)SS will be band-limited and digital-to-analog converted so that it is

radiated from an antenna after the multiplication with a carrier.

Then the receiver receives the sum of SS signals sent by M transmitters with

random time offsets. Before going to the formulation of the received signal at the

receiver, the timing offset of the signal is formulated.

Since the M transmitters send the signal asynchronously, the receiver receives the

signal with unknown random time offsets. The signal sent by the m-th transmitter

received with the unknown time offset zm is expressed as:

̃s⃗(m)SS =
[
⃗Om s⃗(m)SS

]
(7)

where ⃗Om expresses the time offset as a vector of size (1 × zm) in which all entities

are 0. Therefore the size of
̃s⃗(m)SS is

(
1 × (CmG + ẑ)

)
where ẑ = max zm.

Now we can think about the received signal at the receiver as the sum of the

signals sent by the M transmitters expressed by a vector r⃗ of size
(
1 × (CmG + ẑ)

)

as

r⃗ =
M∑

m=1
𝛼m

̃s⃗(m)SS +
√

PN
2
n⃗ (8)
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where 𝛼m is the channel coefficient of the channel in which the signal from the m-

th transmitter went through to the receiver. The vector n⃗ of size
(
1 × (CmG + ẑ)

)

contains samples of the unit-power complex additive white Gaussian noise (AWGN)

and PN denotes the noise power.

The received signal vector r⃗ is fed into the correlator in which weight coefficients

are set as c⃗m. The correlator output is formulated by u⃗m as

u⃗m =
[
u⃗0 u⃗1 ⋯ u⃗U−1

]
(9)

where U − 1 = (CmG + ẑ) − Cm. In addition,

uk = c⃗m(⃗r̂k)T, ⃗r̂k =
[
rk rk+1 ⋯ rk+Cm−1

]
(10)

where k = 0,⋯ ,U − 1.

Finally, the demodulator recovers the data sequence from u⃗m.

3 Proposed Method

3.1 An Overview of the Proposed Method

As mentioned above, our goal is to achieve a highly efficient medium access scheme

like CDMA taking advantage of the robustness against fading, but not dependent

on the base stations, like CSMA. The core of the idea is to let the nodes share an

identical spreading code. Since the network suffers from collisions if the nodes use

the spreading code as it is, each node expands the chip duration of the spreading code

to make it possible to be unique.

The image of the chip duration expansion is illustrated in Fig. 3. All nodes share

the sequence c⃗1. Then c⃗2 is generated based on c⃗1 by expanding the width two-times

wider than that of c⃗1. Likewise c⃗10 is ten-times wider than c⃗1. Each node chooses

one of those expanded sequence to multiply with the symbol sequence. Now let c⃗
𝛾

denote the spreading code in which a chip is 𝛾-times wider than c⃗1. Let us call 𝛾 as

the chip expansion rate.

3.2 Medium Access Scheme

Although the idea to differentiate the spreading codes is simple, the following two

questions remain:
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Fig. 3 Images of the chip

duration expansion
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1. How a transmitting node decides the chip-expansion rate 𝛾?

2. How a receiving node identify 𝛾 which is used in the transmitting node? This is

because, based on the spread spectrum technique, the receiving node must use

the identical spreading code that is used in the transmitting node.

This problem is expected to be solved by a CSMA-like medium access scheme.

Firstly, the procedure for transmitting nodes is described as follows:

Step 1 Suppose that Node1 is trying to send a packet. Then Node1 initiates the car-

rier sensing, i.e., Node1 receives the signals and stores the samples of the

signals in memories.

Step 2 Node1 feeds the samples to a correlator in which c⃗1 is set as a weight vector.

Step 3 Node1 examines the correlator output and detect periodical peaks of the out-

put which is generated as the auto-correlation between the received signal

and the weight vector of the correlator.

Step 4 Node1 repeats Steps 2 and 3 by replacing the weight vector of the correlator

with other possible spreading code such as c⃗2, c⃗3,⋯ c⃗M .

Step 5 Node1 chooses c⃗
𝛾

, (𝛾 = 1,⋯ ,M) if no periodical peaks of the output is

observed. Now Node1 sends a SS signal spread by the selected c⃗
𝛾

.

Next, the procedure for receiving nodes is described as follows:

Step 1 Suppose that Node2 is idle. Then Node2 monitors the channel receiving the

signals and stores the samples of the signals in memories.

Step 2 Node2 feeds the samples to a correlator in which c⃗1 is set as a weight vector.

Step 3 Node1 examines the correlator output and detect periodical peaks of the out-

put which is generated as the auto-correlation between the received signal

and the weight vector of the correlator.

Step 4 Node2 repeats Steps 2 and 3 by replacing the weight vector of the correlator

with other possible spreading code such as c⃗2, c⃗3,⋯ c⃗M .
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Step 5 Node2 demodulates the correlator output if the periodical peaks of the output

is observed.

Step 6 If the data extracted by the demodulation indicates that the data is for Node2,

it starts the necessary procedures to communicate with the transmitter.

3.3 An Expected Drawback Caused by the Proposed Method

A drawback by the proposed method is that the data rate is low if the transmitting

node selects a large value of the chip expansion rate 𝛾 . To cope with this drawback,

we need to think about some other aspects of the medium access control such as

scheduling and QoS. At least, we can say that it is better, even if the data late is

low, than the node can send nothing. In this paper, we do not focus on this matter

remaining it as one of further considerations.

In addition, the proposed method forces the node to handle many spreading codes.

Although the spreading codes are generated by a single code expanding the duration,

the processing time under a real-time system is of our concern. Therefore we also

put the measurement of the processing time in the further considerations.

4 Computer Simulations

In this section, we conduct computer simulations for performance verifications.

Table 1 summarizes simulation conditions. Figure 4 illustrates the simulated system.

Table 1 Simulation conditions

Signal
Data length (D)[bit] 10000

Spreading code length (L)[chip] 127 (an M-sequence)

Sampling 1 [sample/chip]

SNR -11dB before despreading

Node
The number of surrounding nodes (N) 2

In this simulation, we focus on a node labeled as “Center node in Fig. 4,

surrounded by M nodes. Suppose that the center node is receiving a signal to com-

municate with one of the surrounding nodes. At the same time, the center node suf-

fers from interferences from the other surrounding nodes. In this simulation, it is

assumed that the nodes employ different value of 𝛾 , the chip expansion rate, without

overlapping. In addition, we assume that the signal power is set identical among the
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Fig. 4 Simulated system
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transmitting nodes so as to set SNR, the signal-to-noise power ratio, as -11dB prior

to the dispreading at the receiver.

Figure 5 shows S/(N+I), the signal-to-noise-plus-interference power ratio, versus

the number of surrounding nodes. This figure compares curves of which the center

node employs the spreading code such as c⃗1, c⃗5, c⃗25 and c⃗50.

In addition, we decide that the communication is successful if S/(N+I) is more

than 6.78dB. This S/(N+I) achieves BER of 10−3 if BPSK is employed [1].

According to Fig. 4, it is observed that the nodes with c⃗1, c⃗5, c⃗25 and c⃗50 can

successfully communicate with their pair-wised node till the total number of the

surrounding nodes is 14.

Recall that the proposed scheme is to eliminate the base stations and to improve

the efficiency of CSMA. So remember that CSMA allows one pair of nodes to

communicate while it prohibits other nodes sending signals. The proposed scheme

improves the efficiency, i.e., it means that the number of the simultaneous commu-

nications is much larger than that is achieved by CSMA.
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5 Conclusions

In this paper, we proposed a simple scheme to realize SS-based and base station-less

medium access suitable for wireless ad hoc networks. The core of the idea is very

simple; each node employs expanded spreading code to let the receiver differentiate

the signals. We verified the performance by S/(N+I) through computer simulations.

We need further considerations to cope with the drawbacks explained in Sect. 3.3.
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Implementation of Tree-Based Data
Collection Scheme for Arduino-Compatible
Board

Katsuhiro Naito, Kento Nakanishi, Kazuo Mori and Hideo Kobayashi

Abstract This paper develops a new Arduino-compatible board for sensor networks

and proposes a simple tree-based data collection scheme for low-power microcon-

trollers. The developed board has a special circuit for a stabilized power source for

external sensors and wireless modules, and implements a charge controller from a

solar cell to Li-Po battery for autonomous long-lived operation. The implemented

tree-based data collection scheme consists of a routing function and a media access

control function for low-power microcontrollers. We can apply it as a small size

program which is executed in a small size of the execution area by reducing rout-

ing information, and it can construct a tree-based route from a sink node to each

node on a hop by hop basis. The developed media access control function employs

a special time-division frame structure to leverage a sleep operation with low-power

consumption for long-lived operation, and to reduce packet collisions between adja-

cent nodes. The experimental evaluations show that the proposed data collection

scheme can operate on the developed board with a low-power microcontroller even

if the microcontroller has only 8 [KB] Static Random Access Memory (SRAM).

Additionally, the implemented tree-based data collection scheme can construct an

adequate route from nodes to a sink node, and can realize a reliable data collection.

Keywords Sensor networks ⋅ Tree-based routing ⋅ Media access control ⋅
Arduino-compatible board
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1 Introduction

Sensor networks have been focused as a new type of sensing methods by using a

multi-hop communication technology [1, 2]. Hence, a lot of routing protocols for

sensor networks have been proposed [3–6]. Applications of sensor networks are gen-

erally classified into two types; a periodic measurement application and an event-

driven measurement application. The first one is to measure the environment by

some sensors periodically. The second one is to start some actions by detecting some

events. This paper assumes a periodic measurement application for a field sensing

with low-power microcontrollers.

H/W Serial

ADs

DIs

DO

I2C

SPI

Monitoring
H/W Serial

H/W Serial

Charge-Controller

USB 5V Solar cell 1S Li-Po Battery

3.3V Regulator

Super Capacitor

Super Capacitor

ATmega2560

Relay

Xbee 2

Xbee 1

External Sensors

SD Card

RTC

Fig. 1 System model of Arduino-compatible board

Sensor networks consist of many sensor nodes for measurement and reporting,

and a sink node for data collection. Multi-hop communication is utilized to con-

vey measurement information from the sensor nodes to the sink node. Additionally,

almost all sensor nodes operate by a battery. Therefore, low-energy operation is an

important function for realizing long-lived networks [7, 8]. Employing a low-power

microcontroller and using a sleep operation of a hardware are conventional ways to

reduce consumed power. However, employing low-power microcontrollers causes
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Fig. 2 Arduino-compatible

board

serious limitation of system resource e.g. 8KB SRAM in Atmel ATmega2560 micro-

controller. Additionally, timing synchronization for communication between nodes

is important to perform a sleep operation effectively. Therefore, special media access

control mechanisms have been proposed [9–11]. An interference reduction is another

issue in sensor networks because multi-hop networks generally suffer from a self

interference between nodes. Therefore, various researches to mitigate any interfer-

ence effect have been proposed [12–16].

The authors have studied about cross-layer mechanisms supporting a media access

control (MAC) and a routing for low-power microcontrollers in sensor networks. The

proposed MAC supports a special frame structure to increase a chance of a sleep

operation and to decrease packet collisions. The proposed routing protocol exchanges

neighbor information between nodes, and constructs a tree-based route from a sink

node to nodes. The early implementation employed Sun SPOT devices supporting

Squawk Java Virtual Machine [17, 18]. The processor board has one ARM architec-

ture 32 bit CPU with ARM920T core operating at 180 MHz. It had 512 KB RAM, 4

MB flash memories and a 2.4 GHz IEEE 802.15.4 chip. However, we found that the

Table 1 Specifications of Arduino-compatible board

Development environment Arduino software

Microcontroller ATmega2560 (8 [MHz])

Memory 8 [KB] SRAM, 4 [KB] EEPROM, and 256 KB Flash Memory

Regulator 3.3 [V], 800 [mA] MAX

Charge controller 1 Solar cell, 1 Li-Po battery

Digital I/O Pins 54 (2 for Xbee monitor, 2 for Xbee sleep and 1 for relay)

Analog Input Pins 16

Hardware Serial 4 (2 for Xbee socket)

RTC Maxim DS3231
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ARM based CPU is too powerful to realize long-lived operations from the experi-

mental evaluation.

This paper presents a new circuit design of a microcontroller board for sensor

networks to realize a stable operation and accurate measurements when some exter-

nal sensors and wireless modules are connected to the board. Additionally, it also

proposes an implementation design of a tree-based data collection scheme for low-

power microcontrollers such as Atmel 8-bit AVR RISC-based microcontrollers that

implements a few kilobytes internal SRAM.

The developed board has a special circuit for a stabilized power source for external

sensors and wireless modules because these peripheral devices require large current

and may suffer from a voltage depression that causes an unexpectedly restart and

a measurement error. Moreover, it also implements a charge controller from a solar

cell to Li-Po battery for an autonomous long-lived operation, and a SD card access

for logging measurement values because these functions are generally required in

practical sensor networks. The developed board is designed based on Arduino Board

to employ Arduino software for developing a software. As a result, we can employ

it to develop a practical sensor network system easily.

The implemented tree-based data collection scheme consists of a routing func-

tion and a media access control function for low-power microcontrollers. It achieves

a small size of execution program by reducing routing information because low-

power microcontrollers generally do not have enough memory space to execute a

large size of program. The developed routing function can construct a tree-based

route from a sink node to each node on a hop by hop basis. The developed media

access control function employs a special time-division frame structure to leverage a

sleep operation with low-power consumption for long-lived operation, and to reduce

packet collisions between adjacent nodes.

In the experimental evaluations, we employs the developed board and the tree-

based data collection scheme to realize a sensor network testbed. The basic eval-

uation shows that 8 [KB] SRAM in ATmega 2560 microcontroller is enough size

to implement the mechanisms to realize a multi-hop sensor network. Additionally,

the implemented tree-based data collection scheme can construct an adequate route

from nodes to a sink node, and can realize a reliable data collection.

2 Arduino-Compatible Board

Various kinds of Arduino-compatible boards have been released recently. However,

almost all boards do not assume external sensors for accurate measurement and wire-

less communication functions. Additionally, some boards supporting wireless mod-

ules do not consider required current source capacity to activate peripheral mod-

ules. As a result, some boards may behave in an erratic way due to inrush current

when peripheral equipments such as wireless modules, sensors etc. are activated.

Moreover, boards for sensor networks generally require low-power operation because

each board is requested to operate autonomously with a battery. However, almost all
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Fig. 3 Overview of routing process

boards do not support a charge control function from a solar cell. Therefore, few

boards are appropriate for a sensor network application even if many boards have

been released.

Figure 1 shows the system model of the developed Arduino-compatible board

and Fig. 2 shows the overview of the board. The developed board has a special cir-

cuit consisting of a sufficient large output current voltage regulator and a capac-

itor for external sensors and wireless modules to avoid a voltage depression that

causes unstable operation of a board and erroneous measurement. Additionally, it

also implements a charge controller from a solar cell to Li-Po battery to realize an

autonomous long-lived operation, a SD card access to record measurement values,

a relay switch to reduce power consumption of external sensors, and a real time

clock (RTC) chip for accurate time acquisition. It employs an Atmel ATmega 2560

microcontroller to achieve a compatibility with Arduino software to realize an easy

development of a software. The detail parameters are presented in Table 1.
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3 Tree-Based Data Collection Scheme

3.1 Overview of Tree-Based Routing

Figure 3 shows the overview of the proposed tree-based routing process. The pro-

posed routing protocol can construct a route between nodes by using only neighbor

information because the assumed Arduino-compatible board does not have enough

memory space to store much routing information for all nodes. Therefore, a route

construction process is performed on a hop by hop basis. The first step is the route

construction between the sink node and 1-hop nodes (i.e., N1 and N2). The second

step is the route construction between 1-hop nodes and 2-hop nodes. In a similar

fashion, the proposed routing protocol can build a tree-based route from the sink

node to the edge nodes.

3.2 Frame Structure

The proposed mechanism for the media access control employs the special frame

format in Fig. 4 to reduce the collision probability and to increase a chance for a

sleep operation. The frame format consists of some time slots for desired purposes:

synchronizing a local clock, requesting for a new route, replying to the route request,

requesting a route construction, data transmission, and acknowledgement transmis-

sion. Each sensor node attempts to transmit a packet with the Carrier Sense Multi-

ple Access/Collision Avoidance(CSMA/CA) mechanism in each slot. The proposed

format also employs sub-slots for data transmission and acknowledgement transmis-

sion to reduce self-interference effect between different hop communication. The

purposes of each slot are presented as follows.
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∙ TSYNC (Time SYNChronization) slot

General Arduino-boards do not have a RTC function. Therefore, a time synchro-

nization mechanism is required to synchronize start timing of the frame. A sink

node transmits TSYNC packets periodically. Then, neighbor nodes around the

sink node synchronize the start time according to the TSYNC packets. The neigh-

bor nodes that receive the TSYNC packet also transmit a TSYNC packet for their

neighbor nodes to disseminate the start timing of the frame.

∙ RREQ (Route REQuest) slot

A node, that does not have any route to a sink node, requests for a new route to

its neighbor nodes in the RREQ slot. Therefore, the neighbor nodes can recognize

that the node tries to find a new route when they receive the RREQ packet.

∙ RREP (Route REPly) slot

The nodes that receive the RREQ packets reply a RREP packet in the RREP slot.

A RREP packet includes node’s hop count information. Therefore, the node that

receives these RREP packets can recognize the nearest node to the sink node.

∙ RCON (Route CONstruction) slot

The RCON slot is meant for an actual route construction process between nodes.

The node without a route requests a route construction by transmitting a RCREQ

(Route Construction REQuest) packet to its upstream node. Then, the node that

receives this RCREQ packet replies a RCREP(Route Construction REPly) packet

to its downstream node. Finally, the node that receives the RCREP packet replies a

RCACK(Route Construction ACKnowledgement) to verify the completion of the

route construction process.

∙ Data slot

Each node transmits observed environmental information during the data slot. As

we employ multi-hop communication, the data packets are forwarded from down-

stream nodes to the sink node through some nodes. Additionally, the data slot is

subdivided into some sub-slots for the hop count from the sink node because some

packets are interfered with each other. Nodes with a same hop count share their

sub-slot in CSMA/CA.

∙ ACK(ACKnowledgement) slot

Nodes reply an ACKnowledgement packet when they receive a data packet from

their downstream nodes. The AKC slot is also divided into some sub-slots accord-

ing to the same reason for the data slot.

3.3 Routing Procedure

Figure 5 shows the example of packet transmission in the route construction process

with the node location in Fig. 3. In the initial state, the sink node is the only node that

has a route. In the first frame, all nodes transmit a RREQ packet to find a route. The

sink node replies to nodes N1 and N2 in the RREP slot. Then, both nodes attempt to

construct a route to the sink node in the RCON slot. In the second frame, all nodes

except N1 and N2 also transmit a RREQ message. The node N1 replies to the nodes
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Fig. 5 Signaling for routing

N3 and N4, and the node N2 replies to the nodes N5 and N8. The nodes N3, N4,

N5, and N8 try to construct a route in a same manner in the first slot. Finally, the

tree-based route has been constructed after the four frame cycles.

3.4 Data Transmission

Figure 6 shows the example of the packet transmission in the data transmission

process with the node location in Fig. 3. The proposed protocol employs an acknowl-

edgement operation in each hop count. Therefore, nodes reply an acknowledgement

packet when they receive a data packet from their downstream nodes. The proposed

data transmission process is started at the edge nodes with the maximum hop count

(i.e., N9 and N10) because the forwarding process of data packets should be com-

pleted within a frame period.

4 Experimental Results

We have implemented the proposed data collection scheme on the developed

Arduino-compatible board for the sensor network testbed. We employed Xbee S1

as a wireless communication module. In the evaluation, each node reports observed
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Fig. 7 Location pattern 1
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information to the sink node every one minute interval. The system has operated for

24 h to evaluate the packet arrival ratio. We assumed two types of node location in

Figs. 7 and 8. We can confirm the routing procedures when a node has some candi-

date upstream nodes in the location of Fig. 7, and can validate the multi-hop relay-

ing function in the location of Fig. 8. The specific frame parameters are detailed in

Table 2.

From the experimental results, we can find that the average packet arrival ratio

is 97.0 % in Fig. 7, and 98.7 % in Fig. 8. The main reason of the packet loss is an

interference from WiFi signals because we have set the transmission power of Xbee

to the minimum transmission level to reduce transmission range.

The developed board supports a sleep operation of ATMega 2560 chip and Xbee

module. The consumption current during operation status is about 60 [mA] and that
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Fig. 8 Location pattern 2
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during sleep status is about 0.55 [mA]. Therefore, the developed board can work

with a solar cell and a Li-Po battery autonomously when the board activates the

sleep mode.

Table 2 Frame format parameters

Node Arduino-compatible board + XBee S1 (IEEE

802.15.4)

Number of nodes Sink:1, Nodes:5

Measurement Interval 1 [min]

Frame period 60 [sec]

TSYNC Slot 10 [sec]

RREQ Slot 1 [sec]

RREP Slot 3.5 [sec]

RCON Slot 5.5 [sec]

Data Sub-Slot 2 [sec]

ACK Sub-Slot 2 [sec]

Maximum hop count 10 [hop]

Data packet size 68 [Byte]

5 Conclusion

This paper has proposed a new type of Arduino-compatible board for sensor net-

works, and has proposed a tree-based data collection scheme for low-power micro-

controllers. The developed microcontroller board realizes a stable operation even if

peripheral devices are attached to the board. The proposed protocol can work with

low-power microcontrollers by reducing an amount of exchanging routing informa-

tion, and can bring about a sleep operation of the board by employing the TDMA

frame structure. From the experimental evaluations, we have found that the proposed

protocol can work well on the developed Arduino-compatible board, and that the

developed board can support low-power operation.
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Analysis of Driving Behaviors at Roundabout
Intersections by Using Driving Simulator

Naoto Mukai and Misako Hayashi

Abstract Japanese road traffic act was revised in November, 2011. In the revised

traffic act, the configuration of roundabout intersection and its traffic regulation are

defined. The roundabout intersection is already widely used in Europe, but Japanese

people are less familiar with it. According to the report of MLIT (Ministry of Land,

Infrastructure, Transport and Tourism), there are only about 140 roundabout inter-

sections in Japan, but most of them are narrow and small compared to Europe. Tenta-

tive examinations about the effect of the roundabout intersection were carried out in a

few cities (e.g., Karuizawa-Cho and Iida-shi). The results of the examination indicate

that the intersection environment can be improved by introducing the roundabout in-

tersections. It seems that the roundabout intersection will become more popular in

Japan. Therefore, we aim at analyzing the driving behaviors at roundabout intersec-

tions to model a virtual driver for traffic simulation. The traffic simulation based on

the model will assist novice drivers to avoid accidents in roundabout intersections.

In this paper, we construct a virtual driving course based on an existing roundabout

intersection at Ichinomiya-shi, Aichi by using a driving simulator “UC-win/Road”.

Moreover, we analyze the log data such as accelerator and brake pedals from some

viewpoints.
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1 Introduction

The concept of “Shared space” is proposed by Hans Monderman, a Dutch traffic en-

gineer. It is a way-out traffic concept which is widely-used in Europe [2, 8, 10]. A

city on the concept minimizes the use of traffic lights and traffic signs, and enhances

safety awareness of both drivers and pedestrians. The shared space was already in-

troduced as a trial in Kyoto in 2011. The results of the shared space in Kyoto was

reported by Miyagawa et al. in the 6th Japanese Conference on Mobility Manage-

ment (http://www.jcomm.or.jp/). The report indicated that the shared space makes

walking easier without the change of amount of traffic. However, the shared space is

still unfamiliar for Japanese people. It is important to offer the experience of shared

space for a lot of people to introduce into our real-life.

In order to achieve our purpose, we focused on an intersection called by “Round-

about” as a first step. The roundabout is a traffic-lights-free intersection which is

frequently used in the shared space. In the roundabout intersection, there is a center

circle, and vehicles must drive round the circle in one direction way. The roundabout

intersection can be introduced into Japan by the revision of Japanese road traffic act

in November, 2011. The report by MLIT(Ministry of Land, Infrastructure, Transport

and Tourism) showed that there are only about 140 roundabout intersections in Japan

(http://www.mlit.go.jp/road/ir/ir-council/roundabout/). Moreover, most of them are

narrow and small compared to other roundabout intersections in Europe. Thus, we

still have various problems to start the operation of roundabout intersections for real

in Japan. Hasegawa et al. evaluated the comparison between roundabout and signal-

ized intersections [6, 7]. These papers indicated that their proposal method called

ADS(Advanced Demand Signal) scheme is always effective, but the roundabout is

only effective for off-peak roads. They focused on the effect of roundabout intersec-

tions, but do not consider the support for novice drivers. We thought that the support

of novice drivers at roundabout intersections is needful to ensure driver’s safety.

Thus, we constructed a virtual city based on an actual roundabout intersection at

Ichinomiya-shi, Aichi by using “UC-win/Road”. UC-win/Road is a driving simulator

software developed by Forum8 Co., Ltd. (http://www.forum8.com). The software is

widely used for various purposes such as fuel economy [9], electric vehicle [3], and

so on [1, 4, 5]. The software can record the detailed driver’s log data such as the

angle of accelerator and brake pedals. We analyze the driving behaviors based on

the log data to model a virtual driver for traffic simulations. Moreover, we developed

a navigation function (e.g., go straight, turn right, round a circle, and so on) as a

plugin for the software. The plugin displays navigation instructions by text and image

on the screen of users. In this paper, our objective is to bring out the characteristic

behaviors of drivers at roundabout intersections, but our final goal is to develop a

traffic simulator of shared space for training novice drivers.

The outline of this paper is as follows. Section 2 surveys the present condition of

roundabout intersections in Japan by reference to the report of MLIT. The virtual

driving way we constructed by using UC-win/Road is shown in Sect. 3, and the nav-

http://www.jcomm.or.jp/
http://www.mlit.go.jp/road/ir/ir-council/roundabout/
http://www.forum8.com
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igation plugin for the virtual driving way is shown in Sect. 4. Section 5 analyzes the

user’s driving log data obtained from preliminary experiments using some students

in our university. Finally, the summary of this paper is described in Sect. 6.

2 Roundabout Intersection

According to the report of MLIT, there are three types of roundabout intersec-

tions: “Mini Roundabout”, “One-lane Roundabout”, and “Multi-lane Roundabout”

as shown in Table 1. Most of roundabout intersections in Japan belong to “Mini

roundabout” or “One-lane Roundabout”. For example, we pick up a roundabout inter-

section at Ichinomiya-shi, Aichi as shown in Fig. 1 (captured from “Google Earth”).

This roundabout intersection is famous as a landmark of Ichinomiya-shi, and a char-

acteristic statue is built in the center circle. The perimeter of the intersection is about

40 m and the number of lanes is one, thus this roundabout intersection belongs to

“One-lane Roundabout”. In the roundabout intersection, vehicles drive round the

circle in a clockwise direction, and vehicles in the circular road have a priority to

other incoming vehicles. An advantage of roundabout intersection compared to sig-

nalized intersection is to improve the safety in the intersection. In addition, a traffic

is not disturbed if a disaster occurs. The Japanese government actively considers in-

troduction of roundabout intersections, thus roundabout intersections will become

more popular in the future. However, roundabout intersections are unfamiliar for

Japanese people, thus we thought that the experience of driving in virtual driving

way is useful for unexperienced drivers in order to reduce traffic accidents.

3 Virtual Driving Way at Ichinomiya-Shi, Aichi

We visited the roundabout intersection in Ichinomiya-shi, Aichi and took some pic-

tures of the periphery by digital camera as shown in Fig. 2. The left picture shows a

driver view on the approach road, and the right picture also shows a driver view near

the center circle. In the left picture, there is a traffic sign for a roundabout intersec-

Table 1 Types of roundabout intersections

Type Perimeter Speed Principal use

Mini roundabout 13–27 m 25–30 km/h Downtown, residential area, and so

on

One-lane roundabout 27–55 m 30–40 km/h Downtown, residential area, Highway

interchange, and so on

Multi-lane roundabout 46–91 m 40–50 km/h Arterial road
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tion, and a speed limit for this road is 40 km/h. We can see a trapezoidal statue on

the center circle in the both pictures.

On the basis of the pictures, we developed a virtual driving way by using UC-

win/Road. First, we design a road network correspond to the roundabout intersection,

and the difference in height and gradient of roads are adjusted according to the geo-

graphical data of GSI (Geospatial Information Authority of Japan). Next we define a

travel rule in the roundabout intersection. The circular road is one-lane, and vehicles

can only turn left. Moreover, we put lines for stop and traffic signs for roundabout

intersections on the incoming roads.

Figure 3 is screenshots of a virtual driving way we developed. The upper fig-

ure shows an overhead view, and the lower figure shows a driver’s view. There are

two intersections on the main street which crosses the center of the figure. The left

intersection is a signalized intersection, and the right intersection is a roundabout

intersection. In the lower figure, you can see the trapezoidal statue and traffic sign

of roundabout intersections. Moreover, you can watch the movie of the experience

of driving on this virtual driving way on the web (http://cpwc.forum8.co.jp/works_

2014/CPWC2014_07-J-0010.html). This movie was created by staff of Forum8 Co.,

Ltd. which is a developer of UC-win/Road.

4 Navigation Plugin

It is important to provide a navigation facility for vehicle drivers for safe driving.

Instruction for driving at signalized intersections is already realized by various ex-

isting navigation systems. On the other hand, instruction for driving at roundabout

intersections is at a stage of development. Thus, we uniquely developed a navigation

facility as a plugin for UC-win/Road. Our plugin displays instructions by text and

image on the screen of users. Figure 4 shows the examples of instructions: (a) is an

instruction for stopping here in front of the circular roads, (b) is an instruction for

turning left in the circular roads. These instructions are displayed on the screen if the

state of vehicle satisfies the corresponding trigger condition. Each trigger condition

Fig. 1 Roundabout

intersection at

Ichinomiya-shi, Aichi

http://cpwc.forum8.co.jp/works_2014/CPWC2014_07-J-0010.html
http://cpwc.forum8.co.jp/works_2014/CPWC2014_07-J-0010.html
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(a) On the Approach Road (b) Near the Center Circle

Fig. 2 Pictures of roundabout intersection at Ichinomiya-shi, Aichi

Fig. 3 Virtual driving way

(a) Overhead View

(b) Driver’s View

consists of four parameters: X, Y, DX, and DY. X and Y are the position of vehicle,

and DX and DY are the direction of vehicle. This plugin won “Environmental Design

and IT Award” in The Second Cloud Programing World Cup (http://vdwc.forum8.

co.jp/studentBIM1-cpwc.htm).

5 Analysis of User’s Driving Log

We performed preliminary experiments to obtain driver’s log data by using UC-

win/Road. We adopted 9 students in our University as drivers for the virtual driving

http://vdwc.forum8.co.jp/studentBIM1-cpwc.htm
http://vdwc.forum8.co.jp/studentBIM1-cpwc.htm
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Fig. 4 Instructions for the

roundabout intersection

(a) An Instruction for Stopping Here

(b) An Instruction for Turning Left

way. All of students have their driver’s licenses for over a year, but almost students

feel like bad drivers themselves. The trend of the students is summarized in Table 2.

They did not know about roundabout intersections, thus we explain about the driving

rule of roundabout intersections to them in advance. The driving route of them is

shown in Fig. 5. In the route, a driver crosses both a signalized intersection and a

roundabout intersection. Instructions for driving by our plugin are displayed at 8

spots as shown in Table 3. The spot numbers correspond to the numbers in Fig. 5.

Each student drives the course two times: the first time is without the plugin, and the

second time is with the plugin.

Table 2 Trend of students

Frequency Number of Students
Everyday 1

Once a month 2
Very Little 6

Confidence Number of Students
Yes 1
No 8

We focus on three driver’s log data: accelerator pedal, brake pedal, and steering.

Here, we pick up one novice driver of the students. Figure 6 shows the ratio of ac-

celerator pedal, brake pedal, and steering while driving. Table 4 shows the statistics

for the log data: “AVG” is average, “SD” is standard deviation, and “RMT” is root

mean square. The value range of accelerator and brake pedals is 0 to 1, and high

value represents pressing down the pedal strongly, and the value range of steering
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Fig. 5 Instruction spots on the virtual driving way

Table 3 Instruction for

driving
Spot number Instruction text

1 Go straight

2 Stop here

3 Turn left at third branch

4 Exit here

5 Turn left

6 Turn left

7 Keep straight

8 Turn left

is −1 to 1, the positive value represents steering to the right, and the negative value

represents steering to the left. We can find that our plugin can reduce the SD and

RMS of ratios of brake and steering. It implies that the driver can put pedal and turn

smoothly. On the other hand, the ratio of accelerator pedal only increases. It implies

that the concern of drivers can be relieved by the plugin, and this change leads to the

reduction of driving time from start to goal.

We can see that some other drivers indicate a similar tendency. According to the

feedback after the driving, most of drivers felt that the driving in the roundabout

intersection is difficult, but 7 students also felt that the fear of driving can be relieved

by this experience. Moreover, all of drivers answered “I’m easy to drive when using

the plugin”. These results indicate that our virtual driving course can compensate for

lack of driving experience at roundabout intersections, and our plugin can support

of smooth driving.
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(a) Accelerator Pedal(Without Plugin) (b) Accelerator Pedal(With Plugin)

(c) BrakePedal(WithoutPlugin) (d) Brake Pedal(With Plugin)

(e) Steering(WithoutPlugin) (f) Steering(With Plugin)

Fig. 6 Driver’s log data

Table 4 Statistics for log data

Without plugin With plugin

Log Accel. Brake Steering Accel. Brake Steering

AVG 0.287 0.245 −0.084 0.301 0.195 −0.041
SD 0.289 0.403 0.250 0.327 0.370 0.188

RMS 0.407 0.472 0.263 0.444 0.418 0.192

6 Conclusions

In this paper, we focused on a roundabout intersection which is received all of at-

tention in recent years. The revision of road traffic act will support the spread of the

roundabout intersection in Japan. However, the awareness of the roundabout inter-
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section is still low for Japanese people. The training and support for driving in the

intersection are needed in order to ensure the safety and efficacy, thus we developed

a virtual driving course and navigation plugin for UC-win/Road. The virtual driving

course is based on an actual roundabout intersection at Ichinomiya-shi, Aichi. We an-

alyzed driver’s log data obtained from experiments using the virtual driving course.

The result indicated that drivers can drive smoothly by using navigation, and this

experience can relieve the fear of driving in roundabout intersections. We achieved

some positive results as above, but there are still some problems remaining. One is

to model behaviors of novice drivers in roundabout intersections. We think that the

model will help drivers to learn driving technique in large-scale traffic simulation.

Our final goal is to develop a traffic simulator of shared space for training unexperi-

enced drivers.
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Is Experience of Novel Reading Useful
to Compose Technical Papers?

Toyohide Watanabe and Koichi Asakura

Abstract In this paper, we discuss the effect of novel reading experience on
composing technical papers and investigate how the novel reading experiences in
which many students have been as their interesting activities should be applicable to
the paper composition work. Our goals were to extract the common features
between novels and technical papers in comparison with their different viewpoints,
and then to find out the creative ability of paper writing from intelligent work in the
novel reading process.

Keywords Paper writing ⋅ Novel reading ⋅ Time-dependency ⋅ Cause-result
relationship ⋅ Logical writing ⋅ Story structure

1 Introduction

The technical papers have to be organized under a predefined writing style so as to
make the positions clearly understandable. The ordinary and basic writing styles are
based on the 4-notions principle “ki-sho-ten-ketsu”: “Introduction”, “Develop-
ment”, “Turn” and “Conclusion”, which are regarded as the most effective and
successful story representation means.

These notions take their own roles in sequence:

1. Introduction: to show initially a topic as a subject with background, motivations
and objectives;
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2. Development: to explain newly-occurring topics in detail with other related
topics or under corresponding observable phenomena;

3. Turn: to validate indirectly-related topics with a view to making the features of
the subjective topic clear or a view to characterizing the subjective topic for the
writing purpose;

4. Conclusion: to evaluate the subjective topic remarkably or to discuss the pos-
sibility and/or effects in the future.

At least, the technical papers must be organized under such an outline: of course,
many practical papers are specified explanatorily with other description parts. This
writing style does not always different from the structure of novels: it is often said
that the scenario writer should focus on the story as a fundamental sequence among
related events first and then pay attention to the interactions between actors, based
on the events [1–3].

In this paper, we discuss how to use the experiences, which have been accu-
mulated for a long period of time as knowledge and/or know-how in our novel
reading or novel understanding, when we must write down technical papers at first
such as graduation theses and research papers. Also, we analyze the similarities and
differences between novels and technical papers, comparatively. Thus, our research
point is to investigate how to apply the experiences of novel reading, which were
constantly continued since our elementary school age, to the first chance of paper
writing effectually, and to find out how to teach the know-how or skill to compose
papers on the basis of a lot of novel reading experience. Concerning this research
point, the focusing idea is a viewpoint that logical story structure should be fol-
lowed strictly even if individual events or explanation terms are directly or indi-
rectly discussed.

2 Framework of Writing Style in Technical Papers

Figure 1 is a framework of the technical paper configuration in computer engi-
neering and information science. Of course, many variations exist even if the
framework in Fig. 1 were used by some researchers in practice so that the papers
could be well explained under good writing style. The work proposed in the
background and motivation must be in the original goal and planned with the idea
in the practical explanation process, first. Of course, in order to make the originality
clear in comparison with the other currently-proposed/published researches, the
research objectives and research perspectives have to be discussed as a paper
positioning means anywhere. Second, the work must explain the detailed proce-
dural methods and global relationships between these methods so that everyone can
use the methods in each research application. Third, the work must show the
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practical effects or the experimental results with respect to an analytical evaluation
and perspective verification. Also, it is necessary for the work to make the appli-
cable limitation of the described methods or the possibility of improved method
discussible. Finally, the work must be concluded remarkably for the research
objectives, and it is better to summarize the expansive issues and their attainability
in the next step. In accordance with this framework, we illustrated the main
organization of this article in Fig. 2. This article differs a little bit from ordinary
papers about method research or system development, which mainly focus on
algorithms, experimental evaluations or system prototyping with procedures.

IntroductionIntII rt odr uction

DevelopmentDeveloll po ment

TurnTuTT rnr

ConclusionCoCC nclusion

Introduction
(background, motivation, 

objective, survey, outline, etc.)

Introduction
(background, motivation, 

objective, survey, outline, etc.)

Related work
(pre-positioning)

Related work
(pre-positioning)

Methods
(processing, procedures, 
processes, means, etc.)

Methods
(processing, procedures, 
processes, means, etc.)

Framework
(overview, preposition, goal, 
approach, research feature, 

problem -setting, etc.)

Framework
(overview, preposition, goal, 
approach, research feature, 

problem -setting, etc.)

Experiment/Result
(prototyping, implementation, 
evaluation, verification, etc.)

Experiment/Result
(prototyping, implementation, 
evaluation, verification, etc.)

Conclusion
(discussion, consideration, 
summary, future work, etc.)

Conclusion
(discussion, consideration, 
summary, future work, etc.)

Introduction
(background, motivation, 

objective, survey, outline, etc.)

Introduction
(background, motivation, 

objective, survey, outline, etc.)

Related work
(post -positioning)

Related work
(post-positioning)

Framework
(overview, preposition, goal, 
approach, research feature, 

problem -setting, etc.)

Framework
(overview, preposition, goal, 
approach, research feature, 

problem -setting, etc.)

Methods
(processing, procedures, 
processes, means, etc.)

Methods
(processing, procedures, 
processes, means, etc.)

Experiment/Result
(prototyping, implementation, 
evaluation, verification, etc.)

Experiment/Result
(prototyping, implementation, 
evaluation, verification, etc.)

Conclusion
(discussion, consideration, 
summary, future work, etc.)

Conclusion
(discussion, consideration, 
summary, future work, etc.)

Introduction

Development

Turn

Conclusion

(a) (b) (c)

Fig. 1 Framework of technical paper configuration. a Ki-sho-ten-ketsu. b One frame. c Another
frame
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3 Technical Paper and Novel

The distinction between technical papers and novels may depend on whether or not
there are actors as arranged in Table 1. Although various types of novels have been
published under categories such as “mystery,” “adventure,” “history” and so on in
all types, actors or pseudo actors (or virtual entities) such as pseudo-humans,
androids and so on, take their assigned roles in the story, and their interactions are
successively based on time-dependent events, and generate the story dramatically.
The novel is defined as a collection of events; and also each event represents the
behaviors of individual actors, and the continuous behaviors of actors construct the
story with individual scenes. On the other hand, we do not require such actors in the
technical papers. Thus, whether or not the actors exist in the descriptions may
distinguish novels from technical papers at least: so, the interactions among actors
compose individual events. It is important for us to focus on the fact that the
interactions could be organized on the basis of the concept of “time.” The story in
many cases describes the behaviors of the main actors, the final goal of the
chief-actor, and/or the situation between co-related actors under a sequence of
time-dependent interactions, in which the author intends with his motivation and
creativeness. Of course, we can neither observe that the technical papers are rep-
resented with the actors nor find out even that the representation is time-dependent.

Namely, in novels, the writing style or story organization is to describe the actions
of actors or the interactive relationships among actors along a time axis, while in the
technical paper the writing style or paper construction is to specify the logical
relationship among individual explanations under the cause-result relationships.

#1 Introduction
-objective
-4-notions principle                                                          

#3 Technical Paper and Novel
-comparison                                                            (Table 1)

#2 Framework of Writing Style in Technical Paper
-framework
-example                                      (Fig.1, Fig.2)

#4 Analysis Example of Novel Structure
-Botsu-chan
-Gifu-hashima station in 13PM                (Table 2, Table 3)

#5 Feature Comparison between Novels and 
Technical Papers                       (Table 4, Table 5)

Introduction

Development

Turn

Conclusion #6 Experience from Novel Reading            (Table 6)

#7 Conclusion

Fig. 2 Story structure in my paper
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4 Analysis Example of Novel Structure

Here, we concretely analyze a novel with respect to its writing structure: “Botchan
(坊ちゃん),” written by Soseki Natsume [4]. This novel is comparatively short in
length, and is very popular in Japan. Table 2 shows the analyzed schema in a point
of story structure. This novel consists of 11 chapters in total, and these chapters are
divided into the 4-notions principle as a basic constructive framework for under-
standing or composing technical papers. The first column is 4-notions, and also the
second column shows chapters and contains corresponded chapters owing to the
constructive relationship interpreted through co-related events. The third column is
the topic for each chapter. In this case, each topic has its own role for the other
topics. The fifth column shows the keywords which first occur and can be clue
words/phrases to help understand the story flow. Chapters 1–3 are in the “Intro-
duction” because they are the historical/personal characteristics of the main actor
Botchan in Chap. 1, and Botchan’s understanding of school work as the teacher in
Chaps. 2 and 3. Chapters 4–6 describe incidents and their related behaviors under
Botchan’s understanding in Chaps. 2 and 3. Chapters 7–10 write down successively
from the new topic in Chap. 7, which was not addressed in Chaps. 4–6 for
“Development”, and carry out new scenes with the new topics in Chap. 7. Finally,
Chap. 11 concludes the goal for incidents and related events expanded until Chap.
10. Also, this novel combines the content in Chap. 1 with the ending part in Chap.
11. As you can see, it is clear so that the novel of “Botchan” is well structured under
the 4-notions principle.

Table 1 Structural features

Technical papers Novels

Writing
principle

ki-sho-ten-ketsu
(introduction, development, turn, conclusion), IDC
(introduction, development, conclusion), IBC
(introduction, body, conclusion)

ki-sho-ten-ketsu

Descriptive
unit

Explanation, concept, etc. Plot, passage, event

Story
control

Cause-result relationship among explanations Time-dependency among
events

Description
entities

Fact, concept, explanation Actor, action, interaction

Writing
target

Phenomena/situation explanation Interaction among actors,
situation explanation

Writing
view

Why, What, How 5W1H (Who, What,
When, Where, Why,
How)
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In Table 2, some dependent topics are indicated by the chapter role in the fourth
column: for example, the relationship between Uranari and Madonna as explanation
1.1 in Sect. 7.1 and the relationship between Aka-shatsu and Madonna as expla-
nation 1.2 in Sect. 7.2 derive together the movement of Uranari as expansion 1 in
Chap. 8. This movement of Uranari derives the good-bye party for Uranari as
expansion 2.2 in Sect. 9.2. Also, in the column of keywords, arrows are used to
indicate the effective range of clue actors/keywords. For example, the keyword
“ice-water of 1 sen and 5 rins (“sen” and “rin” are old monetary units that are no
longer used in Japan.)” for the topic “ice-water from Yama-arashi” in Sect. 2.2
corresponds to the topic of “amicable settlement of Yama-arashi” in Sect. 9.1.
Therefore, Botchan is always unfamiliar to Yama-arashi in the scene from Chap. 3
to Chap. 8.

Moreover, we arrange another genre: the detective novel. The detective novel we
used is “Gifu-hashima station at 13 PM ,” written by Kyotaro
Nishimura [5]. The total number of pages is 160 with 2 columns of 17 lines and 24
characters per page. The analysis illustrated in Table 3 differs a little bit from the
previous table in Table 2. In Table 3, the fourth column indicates the keywords, like

Table 2 Analysis of “Botchan”

chap. topic chapter role keywords

Introduction 1 historical records of Botsu-
chan 

background

2-1
2-2

understanding of night duty
ice-water from Yama-arashi

propos-1.1 for 4
propos-1.2 for 6-1

ice-water of 1 sen and 5 
rins

3 watch of pupil’s daily 
behaviors

propos-2 for 4

Development 4 insect incident in night duty issue-1 for 6-2 spring water in night duty

5 Aka-shatsu’s advice issue-2 for 6-1 Aka-shatsu’s trick

6-1
6-2

quarrel against Yama-arashi
staff-meeting about insect 
incident

issue-3 for 9-1
continuation

mental amusement

Turn 7-1

7-2

relationship between 
Uranari and Madonna
relationship between Aka-
shatsu and Madonna

explan-1.1 for 8

explan-1.2 for 8

8 Uranari’s movement expan-1 for 9-2

9-1

9-2

amicable settlement of 
Yama-arashi
good-bye party of Uranari

expan-2.1 for 10

expan-2.2

Conclusion 10 celebration and quarrel expan-3 for 11-1 Aka-shatsu’s trap

11-1

11-2

11-3

director’s disposal for 
quarrel
different disposals for 
Yama-arashi and Botsu-chan
return of Tokyo after 
retirement

con-1.1 for 11-2
con-1.2 for 11-3

con-1.3
wait at grave
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the fifth column in Table 2. The fifth column contains clue events, which are
discovered in this topic, as constructs with the logical relationships for the suc-
cessive chapters. Here, we divided “Turn” into 5 successive sub-Turns in order to
change the story flow drastically because these notions are able to manipulate

Table 3 Analysis of “Gifu-hashima station at 13 PM”

Chapter Topic Keywords Clue event

Introduction
origin of
incident

1 Yasuoka accident Death of 2
men of
property

Dr. Asakura’s
book2 Tsutsui accident

3 Dr. Asakura’s book Eternal
youth and
immortal

Gifu-hashima

4 Common properties between
Yasuoka accident and Tsutsui
accident

A man of
property, young
wife, old husband

Development
Appearance of
Dr. Asakura

5
6

Gifu-hashima and Nagoya Dr.
Asakura’s lecture and
consultation

Dr. Asakura’s
lecture

7 Hospital entering
Turn-1
Arrangement
of hospital

8
9

Amano in hospital arrangment
of hospital

Request of
treatment

Treatment of
contribution

10 Operation for Amano 3 operation
rooms

3 operations

Turn-2
Activity of
institute

11
12

Eternal youth and immortal club
Reiko

Prohabited
research

Reiko’s re-visit of
institute testament

Turn-3 Place
of institute

13
14

Investigation of institute
Reiko’s re-visit

Sea-side
institute

1 operation room
in
Hashima grocery
gift

Turn-4 Real
circumstance
ofplant

15
16

Investigation of sea-side plant
re-investigation of sea-side plant

Research
of clone
Narita’s
safety

Invitation from
Dr. Asakura
emancipation
after 1 week

Turn-5
Narita’s
disappearance

17
18
19
20

Research praise of Totsukawa
information collection until
August 4 accident in August 5
fires in Irako cape and
Gifu-hashima

Birth of
clone

Birth of grandson
emancipation of
Narita at 13PM

Conclusion
End

21
22
23

Dr. Asakura’s escape
investigation of hospital rescue
for Abe

Note: propos: proposition, explan: explanation, expan: expansion, con: conclusion
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independent descriptions. Namely, these notions are successively derived from
“Development.”

5 Feature Comparison Between Novels and Technical
Papers

The structure of the novels can be mapped into that of the technical papers without
any hard interpretations as analyzed in Sect. 4. This is because even if they are
different mutually in their described objectives, they should have their own goals
and stories: the technical papers must write down the proposals of authors’ insis-
tences as their goals, and then validate the proposal with some practical experiments
or logical deductions, after explaining related investigations or using some practical
methods, and discuss the proposals and the related-works/products with evalua-
tions. This framework is also applicable to the novel writing process. Of course, the
details of the writing styles are different. The most important principle in the
technical paper is to construct a logical description on the basis of the facts and
verifiable explanations. The principle in the novel is to compose an intentional
representation derived from the author’s writing purpose [6, 7]. Namely, the story
structures between the technical papers and the novels, analyzed in the examples,
are arranged in Table 4.

Their different views are observed between the writing features of the novels and
those of the technical papers. These features mainly depend on the composition
principles as knowledge resources associated inherently with their distinguished
utilization materials. However, we cannot conclude that since they are different on
many writing points, constructive views, descriptive means, etc., they are inde-
pendent at all so that the experience which has been grown up in the novel reading
does not take any applicable roles in composing technical papers. At least, the
description viewpoints between technical papers and novels are more or less dif-
ferent with respect to the author’s insistence or specification means. The main
differences between novels and technical papers are as follows:

– Whether are there actors or not?: in novels, actors or pseudo actors are neces-
sary, but they do not exist in technical papers;

– Whether are there events or not?: in novels, events are basic description units,
but events are not clearly defined in technical papers;

– Whether are individual descriptions specified with time-dependent relationships
or not?: in novels, time-dependent relationships among individual events are
always specified in a whole ordered form or a semi-ordered one, but the time
dependency is not clearly observed among individual explanations in technical
papers;

– Whether is author’s personality representative or not?: in novels, the author’s
personality is necessary, but the author’s own personality is not to be repre-
sented in the description of technical papers;
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– Whether is the description creative or fact-based?: in novels, the description may
be rather creative, but the description is always done using fact-based expla-
nations or verifiably in practical cases in technical papers.

Table 4 Composition between technical paper and novels

Technical paper Novels
My paper Botsu-chan Gifu-hashima station in

13PM

Ki
(introduction)

1: Introduction
2: Framework of
writing style in
technical papers
3: Novel structure

1: History of Botsu-chan
2-1: Undersatnding of
night duty 2-2: Ice-water
from Yama-arash 3: Watch
of pupil’s daily behaviors

1: Origin of incident

Sho
(development)

4: Technical papers
and novels
5: Analysis example
of novel structure

4: Insect incident in night
duty 5: Advise from
Aka-shatsu 6-1: Quarrel
against Yama-arashi 6-2:
Staff meeting in insect
incident

2: Appearance of
Dr. Asakura

Ten
(turn)

6: Structural features
between novels and
technical papers

7-1: Relationship between
Uranari and Madonna
7-2: Relationship between
Aka-satsu and Uranari
8: Movement of Uranari
9-1: Amicable settlement
of Yama-arashi
9-2: Good-bye party for
Uranari

3: Arrangement of
hospital
4: Activity of institute
5: Place of institute
6: Real circumstance of
institute 7: Narita’s
disappearance

Ketsu
(conclusion)

7: Experience from
novel reading 8:
Conclusion

10: Celebration and quarrel
11-1: Director’s disposal
for quarrel
11-2: Different disposals
between Yama-arashi and
Botsu-chan
11-3: Return to Tokyo
after retirement

8: Abe’s confession

Table 5 Meaningful features

Technical papers Novels

Emotionality X O
Redundancy X O
Logicality O △ (O and/or X)
Un-expectedness X O
Leap X O
Conversation style X O
Writing means Explicit Explicit or implicit
Description point Cause-result relationship Time-dependency
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Table 5 arranges the descriptive features from the viewpoint of the representa-
tion or the author’s motivation for novel composition. These features explicitly
distinguish novels from technical papers. These distinguished features discriminate
novels and technical papers exclusively as shown in Table 5.

6 Experience with Novel Reading

Although the novel is taken from the technical paper in focusing on the description
means as shown in Table 6, the structure of novels is not always different from that
in technical papers with respect to the story structure. However, we can look upon
them as the same view for the story structure on the basis of the 4-notions principle.
If we can pay attention to the story structure in novels and read the story contents
along with the successive flow of time-dependent events, we can make sure of the
successive flow with the cause-result relationships, and this carefully focused
experience can lead us to improve our composition ability with technical papers.
Table 6 arranges the detailed story structures for two novels, using some detailed
chapter concepts in Fig. 1. Concerning Table 6, we can find out strict composition

Table 6 Story structure

4-notions
principle

Framework of
technical paper

Novels
Botsu-chan Gufu-hashima station in

13PM

Introduction Introduction
background,
motivation,
objective…

1 Historical
records of
Botsu- chan

1 Yasuoka
accident

2 Tsutsui
accident

Related work
Framework
approach, goal,
Problem-setting,…

2 -Understanding
of night duty -
ice-water from
Yama-arashi

3 Dr. Asakura’s
book

3 Watch of
pupil’s daily
behaviors

4 Common
properties
between
Yasuoka
accident and
Tsutsui
accident

(continued)
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procedures with respect to the relationships between clue words/events in the
chapters/sections. If we pay careful attention to the cause-result relationships along
with individual clue words/events in each chapter/section, it is not always difficult

Table 6 (continued)

4-notions
principle

Framework of
technical paper

Novels
Botsu-chan Gufu-hashima station in

13PM

Development Methods
processing,
process, means,…

4 Insect incident
in night duty

5 Gifu-hashima
and Nagoya

5 Aka-shatsu’s
advice

6 Dr. Asakura
lecture and
consultation6 -Quarrel

against
Yama-arashi -
staff-meeting
about insect
incident

7 Hospital
entering

Turn Experiment/Result
prototyping,
evaluation,
verification,…

7 -Relationship
between
Uranari and
Madonna -
relationship
between Aka-
shatsu and
Madonna

8,9,10 Arrangement
of hospital (…)

11,12 Activity of
institute (…) y

8 Uranari’s
movement

9 -Amicable
settlement of
Yama- arashi -
good-bye party
of Uranari

13,14 Place of
institute (…)

15,16 Real
circumstance
of institute (…)

17,18,
19,20

Narita’s
dis-appearance
(…)

Conclusion Conclusion
discussion,
consideration,
summary, future-
work,…

10 Celebration
and quarrel

21 Dr. Asakura’s
escape

11 -Director’s
disposal for
quarrel -
different
disposals for
Yama- arashi
and Botsu-chan
-return of
Tokyo after
retirement

22 Investigation of
hospital

23 Rescue for Abe
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for us to make use of our experience in reading novels or in writing technical papers
in regard to structure design and story specification. Thus, the experience which has
been acquired naturally since our first reading novel year by year is effective and
successive as know-how or skill for the composition process of technical papers.

7 Conclusion

In this paper, we first described the story structure of technical papers, analyzed the
story structures of novels, and compared the analyzed results with those in technical
papers. Next, we addressed how to apply experience with novel reading to the
composition work of technical papers. We used a lot of time in reading many novels
since elementary school or prep school. However, such long-term experience is not
always used or cannot be successfully utilized as know-how or skills in composing
technical papers against the volume of exhausted periods or endeavors when we
must write down our graduation theses at first. Thus, it is necessary to read the
novels analytically in the story structure so as to make effective use of the accu-
mulated experience in the logical writing of technical papers.
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AMovement Algorithm for Evacuee
Agents in Disaster Simulators: Towards
the Development of Evacuation Guidance
Systems Based on Ant Colony Systems Using
MANET

Koichi Asakura and Toyohide Watanabe

Abstract Our research goal is to develop evacuation guidance map systems for dis-

aster situations such as major earthquakes. Our guidance system provides a safe-road

map in disaster areas that is constructed based on ant colony systems. We describe a

movement algorithm for evacuee agents utilizing an evacuation guidance system in

a disaster simulator. In the simulators, evacuee agents move to safe shelters in accor-

dance with information on the guidance system. We evaluated the effectiveness of the

evacuation guidance systems using the movement algorithm. Experimental results

show that the evacuee agents utilizing the guidance system can reach the shelters

faster.

Keywords Mobile agents ⋅ Geographic information systems ⋅ Mobile ad-hoc

network ⋅ Disaster simulators

1 Introduction

Researchers have paid attention to mobile ad-hoc network (MANET) technologies

for communication systems handling emergency situations such as major earth-

quakes [1–4]. In such situations, the communication infrastructure, such as the

mobile phone network, may break down or malfunction, thereby making them use-

less for gathering information. In a MANET, mobile devices can construct a com-

munication network and share information with no communication infrastructures
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[5, 6]. In other words, the communication network can be maintained autonomously

by only mobile devices.

Our research goal is to develop a map information system for evacuation guidance

in disaster situations. In disaster areas, information on safe roads is very important

for evacuees. However, evacuees have a very difficult time trying to acquire such

information in real time. This is because disaster situations can change drastically,

and roads may become impassable. In order to solve this problem, we have already

proposed a map construction system based on ant colony systems [7, 8]. In this

system, information on safe roads is acquired by evacuees with mobile devices. This

information is collected by considering the recentness of information based on ant

colony systems. The system constructs up-to-the-minute safe-road maps in disaster

areas.

In order to evaluate effectiveness of the evacuation guidance system, this paper

proposes a movement algorithm for evacuee agents in disaster simulators. This

movement algorithm enables evacuee agents to move to shelters in accordance with

information on safe roads, and this information is provided by the guidance system.

The effectiveness of the evacuation guidance system can be evaluated with disaster

simulators.

The rest of this paper is organized as follows. Section 2 describes an evacuation

guidance system for disaster areas. Section 3 describes a movement algorithm of

evacuee agents utilizing the guidance system. Section 4 details our simulation exper-

iments. Finally, Sect. 5 concludes this paper and explains our future work.

2 Evacuation Guidance System

This section describes the evacuation guidance system. The system provides evac-

uees with a safe-road map enabling rapid evacuation to shelters. It is based on ant

colony systems in order to take the recentness of information into account. First, we

describe ant colony systems in Sect. 2.1. Next, we describe how to apply ant colony

systems to the evacuation guidance system in Sect. 2.2.

2.1 Ant Colony Systems

In order to find food, ants move around their colony. While moving, they lay

pheromones down on the ground. When other ants find trails of pheromones, they

follow the path and drop more pheromones. This behavior enables ants to generate

paths from their colony to the food. Because pheromones are a volatile liquid, they

evaporates over time. Thus, more pheromones are left on the shorter paths, enabling

ants to find the shortest path.

The ant colony system is a computational method proposed for solving combi-

natorial optimization problems [9–12]. It is a distributed algorithm in which several



A Movement Algorithm for Evacuee Agents in Disaster Simulators . . . 371

agents cooperate to find good solutions. In the ant colony system, agents take coop-

erative action based on the aforementioned pheromones.

2.2 Construction of Safe-Road Maps

We have already proposed a method for constructing safe-road maps by using the

concept of pheromones in ant colony systems [7, 8]. This method represents the

recentness and correctness of information on safe roads by pheromones. On the

basis of the concept of pheromones in ant colony systems, roads that are taken by

many evacuees are considered to have more pheromones. Also, roads that have been

recently used for evacuation are considered to have more pheromones. Thus, by mea-

suring the quantity of these pheromones, we can select safer roads to shelters for

evacuation.

Figure 1 shows a comparative example of the constructed safe road maps with

and without ant colony systems. In these figures, the shelter is denoted as a rectan-

gle, roads taken by evacuees are represented by thick lines, and an evacuee is denoted

as a bullet. Figure 1(a) shows information on the road network without any colony

systems. In this map, all taken roads are treated equivalently as safe roads for evacu-

ation. Figure 1(b) shows a safe-road map based on ant colony systems. In this figure,

the taken roads are shown in grayscale ramps. This grayscale shows the quantity of

pheromones, namely the reliability of the information. Here, we consider that road

segment r1 becomes impassable while the evacuee moves to the shelter. In Fig. 1(a)

without ant colony systems, the evacuee may take road r1 because the evacuee tends

to use the shortest path to the shelter. Thus, the evacuee cannot reach the shelter

and has to walk back to the path. However, in Fig. 1(b) with ant colony systems,

the pheromone on road r1 decreases in comparison with the surrounding roads. This

shows that road r1 has not been taken recently for some reason. Thus, the evacuee

may use road r2 to get to the shelter safely. This example demonstrates that more

reliable safe-road maps can be constructed using ant colony systems.

3 Movement Algorithm for Evacuee Agents

As described in the previous section, an evacuation guidance system with ant colony

systems provides safe-road maps to evacuees. In order to demonstrate the effective-

ness of the system, we have to pay attention to the behavior of evacuees. Namely,

we have to clarify the movement of evacuees with the evacuation guidance system.

In this section, we describe a movement algorithm for evacuee agents utilizing the

guidance system in disaster simulators. In this paper, we focus on evacuees who

know the locations of shelters and the shortest path from the current position to the

shelters. We denote such evacuees as local evacuees in this paper.
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(a) without ant colony systems (b) with ant colony systems

r2

r1 r1

r2

Fig. 1 Comparative example of safe-road maps

3.1 Movement of Evacuees

In general, local evacuees take the shortest path to shelters during evacuation. If a

road along the shortest path is impassable, they find an alternative path that does not

include the impassable road. This process is repeated until they reach the shelter.

If local evacuees can use safe-road maps provided by the evacuation guidance

system, they will likely calculate the path that consists almost entirely of roads with

a large quantity of pheromones and not just use the shortest path. Thus, the movement

of local evacuees utilizing the guidance system can be summarized as follows:

– If a local evacuee is located on a road with pheromones, the evacuee constructs a

path that consists of roads with pheromones.

– If a local evacuee is not located on a road with pheromones, the evacuee takes the

shortest path from the current location to the nearest road with pheromones.

(a) agent on the road with pheromones (b) agent on the road without pheromones

Fig. 2 Moving trajectories of evacuee agents

Figure 2 shows examples for movement of local evacuees. Figure 2(a) shows the

moving trajectory of the agent on the road segment with pheromones. The agent

can move to the shelter smoothly by tracking the pheromones. Figure 2(b) shows the
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moving trajectory of the agent who is not on the road segment with pheromones.

The agent first moves to the nearest road segment with pheromones, denoted as the

circle in the figure. Then, the agent can track the pheromones to the shelter.

3.2 Movement Algorithm

Figure 3 shows a movement algorithm for evacuee agents called AgentMovement. In

this algorithm, a destination and a path to the destination are calculated first by the

algorithm PathConstruction described later. Then, agents move to the destination

using the path. Once the agents reach the destination or once they reach an impass-

able road, a new path is calculated. This process is continued until the agents reach

the shelter.

Figure 4 shows the algorithm PathConstruction. In this algorithm, information on

safe-road maps is denoted as a set of tuples:

SafeRoads = {< ri, pi >,⋯ , < rn, pn >}, (1)

where ri denotes a road and pi(0 ≤ pi ≤ 1) denotes the quantity of pheromones

for ri. If the agent is located on a road in SafeRoads, the destination is set for the

shelter, and the shortest path to the shelter is constructed from SafeRoads. Other-

wise, the destination is set for the nearest road in SafeRoads, and the shortest path

to the nearest road is constructed. The threshold value 𝛼 is used for selecting roads

in SafeRoads. This value represents the robustness of constructed path. Evacuation

paths constructed with a high number of 𝛼 are considered as robust paths because

the algorithm do not select roads with a low quantity of pheromones.

ALGORITHM AgentMovement
begin
    loop

path PathConstruction().
while path empty

next path.
if the agent cannot reach next because of impassable road then

break
endif

            move to next.
endwhile

until the agent reaches the shelter
end

Fig. 3 Movement algorithm for evacuee agents
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ALGORITHM PathConstruction
Input

SafeRoads: a set of the tuple of roads and pheromones <ri, pi>.
pos: the current position of the agent.

: threshold value.
Output

path: a sequence of intersections to the destination.
begin

UsableRoads  { ri | <ri, pi> SafeRoads pi >  }.
    if pos is on the road segment in UsableRoads then

path  the shortest path to the shelter in UsableRoads.
else

destination  the nearest road segment in UsableRoads.
path  the shortest path to destination.

endif
end

Fig. 4 Path construction algorithm

4 Experiments

In order to demonstrate the effectiveness of the evacuation guidance system, we con-

ducted simulation experiments using evacuee agents with our movement algorithm.

4.1 Simulation Scenario

The experiments featured a virtual disaster area 2.0 km wide and 1.5 km high.

Figure 5 shows the simulation area. One shelter was placed in the area, as shown

in the figure. In order to evaluate the effectiveness of the guidance system, we pro-

vided the following three scenarios for evacuees:

1. 500 evacuee agents that did not utilize the guidance systems were deployed.

2. 500 evacuee agents that utilized the guidance systems were deployed. The thresh-

old value 𝛼 for this group was set to 0.9. This means that the guidance sys-

tem constructs evacuation paths utilizing road segments with a high quantity of

pheromones.

3. 500 evacuee agents that utilized the guidance systems were deployed. The thresh-

old value 𝛼 was set to 0.6 for these agents.

Furthermore, in order to evaluate robustness of the guidance system’s ability to

respond to changes in the situation, we generated two scenarios for the disaster areas:
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Fig. 5 Simulation area

Large-scale disaster: 5 % of road segments in the area were impassable at the

beginning. Also, 1 % of road segments became impassable every 30 min during

the simulation.

Small-scale disaster: 3 % of road segments were impassable at the beginning, and

0.5 % of road segments became impassable every 30 min.

In both scenarios, evacuees were randomly deployed on roads, and 0.2 persons/

minute appeared in accordance with a Poisson distribution. Impassable roads were

also chosen randomly. In the experiments, we observed the average and maximum

evacuation time to the shelter.

Figure 6 shows an example of a safe-road map constructed by the evacuation guid-

ance system. We observed that an alternative long route was constructed because of

impassable roads.

4.2 Experimental Results

Table 1 shows the experimental results in a small-scale disaster situation. From this

table, we found that the average time for each scenario was almost the same. Thus,

most evacuee agents could move to the shelter using the shortest path in the small-

scale disaster scenario because the number of impassable roads is not very high.

However, differences in the maximum evacuation time were evident. The evacuee

agents that did not utilize the guidance systems needed a lot of time for the evac-
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Fig. 6 Example of alternative route in evacuation guidance system

Table 1 Elapsed time for evacuation in small-scale disaster scenario

[sec]

No guidance With guidance

(𝛼 = 0.9) (𝛼 = 0.6)

Average time 247.2 246.5 250.4

Maximum time 783.6 493.5 580.0

uation. Such agents could not acquire information on impassable roads during the

evacuation, which causes their evacuation time to become longer than that in other

scenarios.

Table 2 shows the experimental results in a large-scale disaster situation. This sce-

nario had obvious differences in evacuation time. Evacuee agents that did not utilize

the guidance system had far worse average time and maximum time. Furthermore,

the evacuation time of agents utilizing the guidance systems also differed in accor-

dance with the threshold value 𝛼; agents with 𝛼 = 0.6 got to the shelter faster than

agents with 𝛼 = 0.9. In the large-scale disaster scenario where the condition of the

road segments changed drastically, evacuees who were too picky in choosing road

segments could not reach the shelter fast.

These experimental results demonstrated that the evacuation guidance system is

very effective for shortening evacuation time, and that the appropriate value of the

threshold depends on the changing conditions of the disaster areas.
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Table 2 Elapsed time for evacuation in large-scale disaster scenario

[sec]

No guidance With guidance

(𝛼 = 0.9) (𝛼 = 0.6)

Average time 343.9 314.8 269.2

Maximum time 1270.2 703.6 570.6

5 Conclusion

This paper presented a movement algorithm for evacuee agents with evacuation guid-

ance systems. This algorithm enabled us to evaluate the effectiveness of the guidance

system in a disaster simulator. The experimental results demonstrated that the evac-

uation guidance system can shorten evacuation time.

For future work, we will design a system architecture for the evacuation guidance

system. Finally, we will implement the evacuation guidance system with MANET

technologies. By using our algorithm, we have to consider the system architecture

in detail.
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