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Abstract Off-Grid systems are energetic objects independent of an external power

supply. It uses primarily renewable sources what causes low and variable short-

circuit power that must be controlled. Also in the Off-Grid system is a need to keep

power quality parameters in requested limits. This requires a power quality para-

meters forecast and also a forecast of electric energy production from renewable

sources. For these forecasts a complex analysis of Off-Grid parameters is an impor-

tant task. This paper proposes method that processes data set from the Off-Grid sys-

tem using Dimensionality Reduction and the Self-organizing Map to obtain relations

and dependencies between power quality parameters, electric power parameters and

meteorological parameters.

Keywords Self-organizing map ⋅ Principal component analysis ⋅ Time-series ⋅
Clustering ⋅ Off-grid system

1 Introduction

The Off-Grid System is a system independent of the power supply from external

grids. Its specific characteristic is a low and variable short-circuit power [8] in com-

parison with the On-Grid systems. This is given mainly by a character of a source

part because the Off-Grid systems use primarily renewable sources (RES). These
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RES have a stochastic character and in a conjunction with storage devices are only

sources of a short-circuit power. This problem with a stochastic character of RES

power supply is possible to solve by a storage device, whereas the power manage-

ment in the Off-Grid is controlled by using sophisticated artificial methods for exam-

ple by Demand Side Management (DSM) [17]. However, another problem related

to variable and a low short-circuit power is keeping power quality parameters (PQP)

in requested limits. PQP are defined by the national and international standards,

norms [1, 9]. (i) Level of supplied voltage, (ii) supplied voltage frequency, (iii) peri-

odical fluctuation of voltage as well as (iv) total harmonic distortion (THD) is possi-

ble to mention from a primary PQP. These above mentioned PQP is needful to keep

in defined limits for a restraint of a reliable and safe running all of the appliances

in the system. PQP out of desired limits may cause reduction of a service life of

the appliances and in the worst case may cause damage. This brings a need of PQP

controlling implementation to the DSM conception. This is possible to realize only

with understanding of a PQP progress in a time interval (PQP forecasting) and rela-

tions between PQP and other Off-Grid parameters such as electrical parameters and

meteorological conditions. The developing of tools for PQP forecasting (predictors)

is very important for restraint of reliable and safe Off-Grid system running whereas

the developing of predictors is possible to realize only in a case of detailed analysis

of relations between PQP and other Off-Grid parameters, how was mentioned.

An analysis of a time-series data is an important field of a data mining [5].

Each time-series that consists of many data points could be seen as a single object.

In retrieval of relations between those complex objects a clustering methods are

important tools for analysis. There are many algorithms used for a time-series clus-

tering. The basic k-means clustering algorithm is one of the most used for this task.

The k-means assigns objects to k clusters, where k is a user defined parameter [2].

Another is the Hierarchical clustering algorithm that creates a nested hierarchy of

corresponding groups based on the Euclidean distance between pairs of objects [19].

The Self-organizing Map is a clustering technique that provides a mapping from a

high dimensional input space to a two dimensional grid [12].

This paper proposes method for the Off-Grid parameters analysis based on the

clustering that employs the Self-organizing Map (SOM). Each parameter time-series

results to high-dimensional data with redundant information. Therefore a dimen-

sionality reduction method is applied on the data to extract only important features

before presenting to the Self-organizing Map. The Self-organizing Map then pro-

vides mapping from the reduced data set to the two-dimensional grid. To obtain

relevant clusters from map the k-means clustering algorithm adapted to the SOM is

then involved.

Paper is organized as follows: Sect. 2 describes the dimensionality reduction with

the Principal Component Analysis method in more details, Sect. 3 describes the Self-

organizing Map method and in Sect. 4 the k-means clustering of the Self-organizing

Map is explained. Method for the Off-Grid parameters analysis is proposed in Sect. 5

and the experiments and results obtained by proposed method are discussed in

Sect. 6. The conclusion about results and future work are given in Sect. 7.
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2 Dimensionality Reduction

The problem of dimensionality reduction for a set of variables X = {x1,… , xn}
where xi ∈ ℝD

is to find a lower dimensional representation of this set Y =
{y1,… , yn}where yi ∈ ℝd

and where d < D (often d ≪ D) in such a way to preserve

content of the original data as much as possible [3]. For dimensionality reduction task

several methods may be used such as Principal Component Analysis (PCA), Stochas-

tic Neighbor Embedding (SNE), Factor Analysis (FA), Diffusion Maps, Sammon

Mapping, Autoencoder, Neighborhood Preserving Embedding (NPE) [15, 21]. In

the next subsection the Principal Component Analysis is described in more details.

2.1 Principal Component Analysis

Principal component analysis (PCA) is a statistical linear method that provides the

dimensionality reduction. Dimensionality reduction is done by embedding the orig-

inal data into linear subspace with lower dimension in a way to preserve as much of

a relevant information as possible [10, 18]. It finds a mapping M to lower dimension

data with maximal variance. This is done by solving equation of a eigenproblem [7].

cov(X)M = 𝜆M, (1)

where cov(X) is the covariance matrix of a input data X. The mapping matrix M
is orthogonal and is formed by principal components - eigenvectors of the covari-

ance matrix cov(M). The matrix 𝜆 contains eigenvalues of the covariance matrix on

diagonal. To provide the dimensionality reduction a columns of the mapping matrix

M are sorted according to the decreasing eigenvalues in the matrix 𝜆. The mapping

matrix is then truncated to keep only first d principal components. A new data set Y
reduced into the dimension d is then computed by Eq. 2.

Y = XMd. (2)

Principal Component Analysis was successfully applied in the area of feature

extraction and signal processing [20].

3 Self Organizing Map

The Self-organizing Map (SOM) was introduced in 1982 by Kohonen [12]. This

method performs a nonlinear projection mapping from a higher dimensional input

space into a lower dimensional output grid of prototype nodes called map [11]. It is

related to the classical Vector Quantization (VQ) [13]. The output map is usually

two-dimensional that is easy for a graphical visualization and analysis.
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Fig. 1 Self-organizing Map structure with 5 × 5 map grid and 3 input nodes connected with map

by weighted connections

The idea of method is that a similar data items corresponds to the prototype nodes

closely related in the grid and a less similar data models are farther to each other. The

Self-organizing map is based on an artificial neural network trained by an unsuper-

vised competitive learning process. The model structure consists of map of prototype

nodes, where each node has its position in the map grid and has a weigh vector of

the same size as the input data space. The weight vectors preserves mapping from

the high dimensional input space into the lower dimensional grid space. The map

grid is usually organized into a hexagonal or a rectangular shape. Whole structure

of the SOM could be presented by Fig. 1 as a two-layer neural network, where an

output layer forms the grid of nodes and an input layer are input nodes, where each

grid node is connected with an input node by the weighted connection.

The primary aim of the SOM learning is to optimize the weights of nodes.

Thereby the map structure is organized in a way to respond to the similar input data

items in the close related map prototype nodes.

Process of the training starts with initialization of all weights. It could be proceed

by initialization to small random values or by initialization by random samples from

the input data set. After initialization there is a repeated process of adaptation. From

the input data set with the size n an input vector xi where 0 ≤ i < n is presented to the

map by computing Euclidean distance to each node’s weight vector. The input item

i could be presented in ordered manner or by another method, for example could be

randomly picked from the input data set. The node b with a least distance to the input

vector is considered as a best matching unit (BMU). Then weights of the BMU node

and nodes close to it on the map grid are adapted according to the input vector. The

weight adaptation process of each node j in map with m nodes is depicted by Eq. 3.

wj(t + 1) = wj(t) + 𝛼(t)𝜂(t, j, b)(xi − wj(t)). (3)



Off-Grid Parameters Analysis Method Based on Dimensionality . . . 239

The new weight vector for the next step t+1 is computed from the previous weight in

the step t that is adjusted towards the input vector xi. A magnitude of this adaptation

depends on a monotonically decreasing learning coefficient 𝛼(t) and a neighborhood

function 𝜂(t, j, b). The neighborhood function 𝜂(t, j, b) captures influence of the BMU

node b to the current node j in the step t based on a distance between nodes on the out-

put map grid. For the neighborhood function could be used several functions but the

most common is the Gaussian function. The neighborhood influence is decreasing

during the adaptation process. The adaptation process stops after selected number

of steps.

4 SOM Clustering Using K-Means Algorithm

Clustering of the Self-organzing Map could be done by a hierarchical or partitive

clustering algorithms [22]. In this work the partitive clustering algorithm called

k-means is involved.

The k-means algorithm that was first introduced in [16] is well-known clustering

method. This algorithm minimizes an error function:

E =
k∑

i=1

∑

x∈Si

‖‖x − ci‖‖
2
, (4)

where k is a number of clusters and ci is the center of cluster Si. Computation of

error is done by sum of squared distances of each data point x in each cluster S.

The algorithm of k-means iteratively computes partitioning for the data and updates

cluster centers based on the error function.

In Self-organizing map the prototype nodes are used for clustering instead of all

input data set. In this approach, the number of clusters k is unknown. Therefore

k-means algorithm is run multiple times for each k ∈ ⟨2,
√
N⟩ where N is number of

samples and the best k settings is selected based on the Davies-Boulding index [4]

calculated for each k clustering.

5 Proposed Off-Grid Parameters Analysis Method

To analyze relations and dependencies of parameters in the Off-Grid system, an algo-

rithm consisting of several steps is proposed. A block diagram in Fig. 2 describes four

main steps.

In the first step a data set is constructed from parameters, where each row is a

time-series of each parameter. Each parameter has different range of values. Then

each row is normalized to the same range in ⟨0, 1⟩.
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Fig. 2 Block diagram of

proposed algorithm
Data preprocessing

Dimensionality
Reduction

Self-organizing
map processing

k-means clustering

The second step consist of dimensionality reduction of the data set to a specific

dimension. In this step only important features are extracted from the original high-

dimensional data and speeds up the following SOM adaptation. The Principal Com-

ponent Analysis is used for task of dimensionality reduction. The specific dimension

could be obtained by computing intrinsic dimension of the data set. The Maximum

Likelihood Estimation [14], the eigenvalues of PCA [6] or other method may be used

for this task.

In the next step the reduced data set is processed by the Self-organizing Map.

Each map prototype node is labeled by parameter names, where each node may have

0, 1 or more labels. Labeled map could be used for visual analysis with the idea

that parameters of the same or near nodes in the map are related to each other. This

visual analysis of groups of parameters could be supported by visualization of the

U-matrix, which shows distances between map nodes in the input space by coloring

associated neighboring cells.

The last step performs identification of parameter groups - clusters. For this task

the k-means clustering algorithm adapted to the Self-organizing Map from Sect. 4

is involved. Obtained clusters are then analyzed to reveal important relations in the

Off-Grid parameter data set.

6 Experiments and Results

The experiments of the Off-Grid Parameters Analysis method were performed on

the data set obtained from the Off-Grid system. This data set consists of 117 power

quality, meteorological and electric power parameter time-series. Each time-series

is formed by 14400 one-minute ticks.

Input settings of proposed method are showed in Table 1. Selected dimensional-

ity reduction method was PCA described in Sect. 2.1. Setting of other parameters

of the SOM are based on designed map structure and performed experiments. The

results obtained by the proposed method correspond with the original idea of rela-

tions between meteorological parameters, power parameters and basic power qual-

ity parameters. Figure 3 shows on the right side the Self-organizing Map labeled by
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Table 1 Table of settings

Dimensionality Reduction Method PCA

Intrinsic Dimensionality Method MLE

SOM Map Size 10 × 10
SOM Lattice Hexa

SOM neighborhood Gaussian

SOM learning coefficient 𝛼 0.5
SOM epochs 1000

U−matrix
Labeled map with clustersITra

STra
QTra

THDu1
THDumax1
Uharm131
Uharm211
Uharm231PTra

Uharm91
Uharm111

QSB

Uharm31

QSI
Irms1avg
S1avg

PFSB
PFG1
PFG3

fSI
Pst1

Uharm151
Uharm171
Uharm191
Uharm251

THDimax1

ISI
SSI

RelativniVlhkost

PFF2

SG1
SG2
SG3

Uharm71

IGen
UDC

UGen
SGen
PFF1

IBAT
PBAT

PSB
IFVE2

PFVE2

IG1
QG1
IG2

QG2
IG3

QG3

THDi1

PF1

TeplotaSpodnihoCidla

PFF3

IFVE1
PFVE1

IF2
SF2
IF3

SF3

RVGondolaVTE

IF1
SF1
QF1

P1avg

PFG2
MGEN

PWB
PFTra

IDC

USB
UWB

PFWB
USI
PG1
PG2
PG3
PF2

PIt1

PFGen
SWB
QWB

PDC

AtmoTlak
Urms1avg

ISB
SSB

TeplotahornihoCidla
Uharm51

PSI

QGen

PGen

UTra
UF2
UF3

SmerVetru

UF1

GlobalniZareni

IWB
UBAT

TeplotaVzduchu
TeplotaKol

cos1avg

Q1avg

PF1avg

PFSI

RVMeteo

UG1
UG2
UG3

RPMGEN
QF2

QF3

freq

UFVE2
UFVE1

Fig. 3 Left figure represents U-matrix visualization, right figure shows clusters and labels in map

names of all parameters and on the left side the visualized U-matrix that gives notion

about distances between prototype nodes in the input space and its distribution. Clus-

ters computed by the k-means algorithm are highlighted in the right figure by distinct

colors of cells. The resulting groups of parameters are shown in Table 2.

Cluster 1 associates voltage on each part of Photovoltaic power lant (PV) string

UFVE1 and UFVE2 which are in relation with frequency freq in the Off-Grid System

and subsequently affect PFSI - a power factor of Off-Grid inverter. Management of

Off-Grid Inverter (SI) has ability to limit output power from the renewable sources. If

parameter freq rises to defined bound 50.5 Hz(50Hz is nominal), Photovoltaic power

plant Inverter (PVI) overpasses out of an ideal point of Maximum power point track-

ing (MPPT) and increases voltage on its DC inputs to value UOC what is an open

circuit voltage of PV arrays. In this case when consumption of electric energy in the

Off-Grid system is minimal an appliances are in the stand-by mode and the para-

meter PFSI converges to zero, because connected appliances that have almost pure

capacitive character caused by switching sources. Results in this cluster correspond

with this fact.

Cluster 2 collects important power quality parameters together with power and

meteorological variables. These parameters associate internal linkages of the system
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Table 2 Table of clusters

Cluster 1 PFSI , freq, UFVE2, UFVE1

Cluster 2 ITra, STra, QTra, THDu1, THDumax1, Uharm131, Uharm211, Uharm231, PTra,

Uharm91, Uharm111, QSB, Uharm31, fSI , Pst1, Uharm151, Uharm171,

Uharm191, Uharm251, THDimax1, SG1, SG2, SG3, Uharm71, IGen, UDC, IG1,

QG1, IG2, QG2, IG3, QG3, THDi1, IF2, SF2, IF3, SF3, RVGondolaVTE , IF1, SF1, QF1,

P1avg, PIt1, ISB, SSB, GlobalniZareni
Cluster 3 QSI , Irms1avg, S1avg, ISI , SSI
cluster 4 PFF2, PSB, IFVE2, PFVE2, PFF3, IFVE1, PFVE1, PWB, PFTra, IDC, USB, UWB,

PFWB, USI , PG1, PG2, PG3, PF2, PF3, AtmoTlak, Urms1avg
Cluster 5 PF1, PFG2, MGEN , PFGen, SWB, QWB, TeplotahornihoCidla, Uharm51, PSI , IWB,

UBAT , RVMeteo

Cluster 6 PF1avg, UG1, UG2, UG3, RPMGEN , QF2, QF3

Cluster 7 QGen, PGen, TeplotaVzduch, TeplotaKol, cos1avg
Cluster 8 PFSB, PFG1, PFG3

Cluster 9 RelVlhkost, UGen, SGen, PFF1, IBAT , PBAT , TepSpoCidla
Cluster 10 PDC, UTra, UF2, UF3, SmerVetru, UF1, Q1avg

in a complex plane. The reason of this are relations between meteorological

parameters(GlobalniZareni and RVGondola−VTE) and power variables such as reactive

and apparent power components (QSB and SSB). The system reacts to the power

variables by change of the power quality parameters such as a negative changes

of harmonics of higher orders (UHarm7 - UHarm25), overall harmonic voltage and

current distortion (Thdu and Thdi) together with short term and long term flicker

severity(Pst1 and Plt1). Clusters such as Cluster 3, Cluster 4, Cluster 5 and other

confirm previously stated ideas about mutual interactions of parameters and even

revealed relations that in common system parameters evaluation are not evident.

Example for this behavior could be group of parameters in Cluster 4 where PV power

output (PFVE2 and PFVE1) and current of individual PV strings (IFVE2 and IFVE1) and

AC power output of PV inverter (PSB) affect atmospheric pressure (AtmoTlak) what

makes sense in context with change of weather. Change of the atmospheric pressure

leads to the change of energy production from PV. With the high atmospheric pres-

sure a good meteorologic conditions are expected (sun shining) and PV production

is near to a maximal possible power.

7 Conclusion and Future Work

In this work the Off-Grid Parameter Analysis Method was proposed. This method

has four main steps: preprocessing of the data, dimensionality reduction by Principal

Component Analysis, processing by the Self-organizing Map and clustering of map

by the k-means algorithm. Results are presented in Fig. 3 that shows the labeled map
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with highlighted clusters. List of 10 obtained clusters with named parameters are

showed in Table 2.

These results corresponds with the original idea of authors, that measured para-

meters in the Off-Grid system have an effect on each other. It means that there exist

direct links between meteorological parameters, electric power parameters and para-

meters of power quality. One of the main objectives was analysis and verification

of these relations. Results of this analysis will be important base for power quality

parameters forecasting, forecasting of electric energy production from the renewable

sources and also as a tool for prediction of consumer behavior in given energetic

objects. All these tools will be associated in sophisticated dispatching system called

the Active Demand Side Management for a complex control of energy flows in the

Off-Grid systems.
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