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Preface

This volume contains the proceedings of the 6th International Symposium on
Ambient Intelligence (ISAmI 2015). The symposium was held in Salamanca, Spain
during June 3–5 at the University of Salamanca.

ISAmI has been running annually and aiming to bring together researchers from
various disciplines that constitute the scientific field of Ambient Intelligence to
present and discuss the latest results, new ideas, projects and lessons learned,
namely in terms of software and applications, and aims to bring together researchers
from various disciplines that are interested in all aspects of this area.

Ambient Intelligence is a recent paradigm emerging from Artificial Intelligence,
where computers are used as proactive tools assisting people with their day-to-day
activities, making everyone’s life more comfortable.

After a careful review, 27 papers from 10 different countries were selected to be
presented in ISAmI 2015 at the conference and published in the proceedings. Each
paper has been reviewed by, at least, three different reviewers, from an international
committee composed of 74 members from 24 countries.
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Using Evolutionary Algorithms
to Personalize Controllers in Ambient
Intelligence

Shu Gao and Mark Hoogendoorn

Abstract As users can have greatly different preferences, the personalization of

ambient devices is of utmost importance. Several approaches have been proposed

to establish such a personalization in the form of machine learning or more ded-

icated knowledge-driven learning approaches. Despite its huge successes in opti-

mization, evolutionary algorithms (EAs) have not been studied a lot in this context,

mostly because it is known to be a slow learner. Currently however, quite fast EA

based optimizers exist. In this paper, we investigate the suitability of EAs for ambient

intelligence.

Keywords Ambient intelligence ⋅ Evolutionary algorithms ⋅ Personalization ⋅
CMA-ES

1 Introduction

The rise of ambient intelligence is becoming more and more apparent in our daily

lives: an increasing number of devices is surrounding us that perform all kinds of

measurements and try to utilize this information in an intelligent way, for instance by

controlling certain actuators or providing some form of feedback. In order for envi-

ronments or devices to act sufficiently intelligent they need to be able to learn from

the behavior of the user. Users can for instance have completely different preferences

from each other, and hence, if only a single strategy would be deployed the system

would never be effective and the user experience would be disappointing. In addi-

tion, devices need to learn how to cooperate with each other, and given the wealth of

different devices on the market you cannot predefine the way in which they should.
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2 S. Gao and M. Hoogendoorn

Learning of preferences and learning how to establish effective cooperation

between devices has been a subject of study in the field of ambient intelligence (or

under its closely related fields such as pervasive computing and ubiquitous com-

puting), see e.g. [1, 10, 15]. In [1] three stages of adaptation are identified: (1) the

initial phase during which data is collected; (2) learning of behavior based upon

the data collected, and (3) coping with dynamic environments. Mainly in the first

stage hardly any machine learning approaches are appropriate as they hardly have

any data/experiences to learn from, whereas this is a crucial phase. In that phase,

the learning algorithm should learn on-the-fly. One of the problem solvers known to

work well in nature, evolutionary algorithms (EAs), has not received a lot of atten-

tion in this domain, and in particular not for the subproblem which has just been

described. Although EAs are mostly seen as slow optimizers, they have been shown

to work very well for a range of optimization problems, see e.g. [6]. Furthermore,

approaches such as genetic programming (cf. [2]) are highly suitable to generate

sophisticated controllers.

In this paper, we explore the suitability of EAs for an ambient intelligence task

thereby assuming no data being available up front. More precisely, we study a sce-

nario where multiple (possibly heterogenous) devices need to be controlled in a sim-

ple way, thereby taking the preferences of multiple users into account. The rationale

for starting with a simple scenario is that we want to explore whether EAs are able

to solve a relatively simple problem in a suitable way before we move on to more

complex problems. We use the state-of-the-art evolutionary optimizer, namely the

CMA-ES [9]. Given the nature of devices in ambient intelligence, we use different

variants of the algorithm: a centralized versus representing a single central controller

and a number of distributed controllers repressing individual devices with their own

controller. As evaluation criteria we measure the quality of the solutions found in

terms of the percentage from the optimal solution as well as the time required to find

a reasonable solution. We compare the outcome with simple benchmark algorithms

such as hill climbing and simulated annealing.

This paper is organized as follows: first, we present related work in Sect. 2.

Thereafter, in Sect. 3 we present the learning approach and the experimental setup is

presented in Sect. 4. The results are presented and analyzed in Sect. 5. Finally, Sect. 6

concludes the paper.

2 Related Work

As said in the introduction, a lot of authors acknowledge the importance of machine

learning techniques in ambient intelligence. An overview of useful techniques as

well as examples of machine learning applications are given in [1]. In quite some

approaches, a dataset for training is assumed. For example, Mozer et al. [12] use

artificial neural networks in an AmI environment. Classification is implemented in an

environment named ’SmartOffice’ by Gal et al. [7]. On the other hand, reinforcement

learning is another approach that does not need training data which is applied to

ambient intelligence environment by Mozer [11]. There are examples in which EAs
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are applied in Ambient Intelligence. Doctor, Hagras and Caalghan [5] for example

use Genetic Programming as a benchmark algorithm, stating that GPs are less suit-

able to use in an online fashion as they require many generations. A Genetic Algo-

rithm is applied in [3] but again not in an online fashion. In [4] EAs are used to

compose software around applications. Hence, one can see that there is some work

which combines EAs with Ambient Intelligence, but none have judged whether such

approach could be suitable to use in an online fashion where users provide feedback

and act as a fitness function.

3 Approach

In our approach, we assume an environment in which multiple ambient devices are

present that are equipped with sensors and actuators and have controllers that express

their behavior, i.e. map sensory values to actions. The mapping between devices and

controllers is left open: on the one extreme each device could have its own controller

whereas on the other side of the spectrum there could be a single controller for all

devices jointly. In the environment one or multiple users are present each having their

own preference in particular situations. Here, a situation is a unique combination of

sensory values or possibly a set of such combinations which all map to the same

situation. Learning such a mapping could be another learning endeavor but in this

initial exploration of EAs for ambient intelligence this is beyond our scope. The main

goal of our research is to create controllers for the ambient devices that satisfy the

user preferences best, a problem which we formulate as a maximization problem of

the following function:

F =
∑

∀S∶SIT

∑

∀U∶USER
user_satisfaction(U, S, actionscontrollers(S,U))

In other words, the controllers should, for all situations, find the set of actions that

satisfy the users most. Since the user satisfaction can only be provided by the user

itself, this entails that the user needs to be consulted every time a new controller is

generated. A secondary goal is therefore also to minimize the number of evaluations

required by the algorithm to find the solution to avoid bothering the user too much,

and the user having to bare a lot of non-satisfactory solutions.

We assume that the controller is optimized for each situation separately. For each

of such situations, a controller is represented by means of numerical values for each

action it can perform. For binary actions, the possible values are clearly limited to 0

and 1 whereas for continuous actions (e.g. light intensity, sound volume) the action

can take any value which is appropriate for the action. Table 1 shows an example of

such a representation.

Table 1 Example representation for one controller for a single situation

a1 a2 a3 a4

1 0.5 0 0.25
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In order to solve the problem we have now created, we use a variety of dif-

ferent approaches: state of the art EAs, including the CMA-ES and Cooperative

Co-Evolution as well as benchmark algorithms including hill climbing and simulated

annealing. An alternative would also be to use reinforcement learning, but given the

scope of the scenario explored in this paper (see Sect. 4), this is not a suitable option

and therefore not discussed in detail here. Each of these algorithms is explained in

more detail below.

3.1 CMA-ES

The CMA-ES [9] is an evolutionary strategy. In general, EAs work with a population

of individuals (in our case expressing the value for actions for a certain situation),

of which individuals are selected for mutation (on a single individual) and crossover

(combining two or more individuals), resulting in new individuals. Out of the total

pool of individuals a new population is selected again, and this process continues

until some termination criterion is reached. An evolutionary strategy is a variant in

which the individuals are composed of a series of real numbers and the individuals

also contain a dedicated field which determines the mutation probability, this field

is also subject to evolution, and hence, the mutation probability self-adapts. In the

CMA-ES a covariance matrix is used in order to improve the effectiveness of gen-

erating new individuals. Explaining all details of the algorithm is beyond the scope

of this paper, the reader is referred to [9] for more details. We use the CMA-ES

in two variants: (1) a single evolutionary loop in which a central controller simply

determines the action for the actuators of all devices for this particular situation, and

(2) a decentralized approach where each device has its own controller and CMA-ES

population to evolve the controller. For the latter case, we use the cooperative co-

evolutionary approach as proposed by Potter and De Jong [13]. Here, a single device

is selected while fixing the controllers of the other devices to the best one found until

then. Each of the individuals of the population of the selected device is then eval-

uation in conjunction with these best controllers, resulting in a fitness score. After

that, the next device is selected, etc. Devices are selected in a round robin fashion.

For non-continuous actions the real value is rounded to the nearest value (i.e. 0/1)

during the evaluation phase.

3.2 Standard GA

Next to the CMA-ES we also try a simpler variant of an EA, namely the so-called

“standard GA”, which, contrary to the sophisticated CMA-ES, consists of individuals

that are composed of bits and uses less sophisticated operators. Combinations of bits

can represent continuous actions for our case. Mutation takes place via simple bit-

flips whereas crossover is done via selecting a crossover point and selecting the first

part of one parent and the second part of the other. Selection is done by means of

probabilities proportional to the fitness of the individual.
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3.3 Hill Climbing and Simulated Annealing

For hill climbing we simply try a random step in either direction of the value for an

action and perform an evaluation, the best solution (current, with the random step

added, or deducted) is selected as the next controller. The process ends once the

stopping condition has been met.

In the simulated annealing approach (see [14]), which works with the notion of the

temperature of the process, a step is performed in the search space (i.e. for the action)

which is equal to the temperature. The temperature function used is temperature

function: T =
T0

log(k) where T0 is the initial temperature and k is number of steps. New

solutions are accepted when they are an improvement, or, if not, they are selected

with a probability e
𝛥C
T which is dependent on the temperature of the process and the

improvement made, 𝛥C. This scheme enables more exploration in the initial phase

and more exploitation in the end of the process.

4 Experimental Setup

In this section, we describe the setup we have used to evaluate the algorithms that

have been specified in Sect. 3. First, the case study is explained, followed by the

precise setup of the experiments.

4.1 Case Study

As our case study, we focus on an office setting with lights that need to be controlled.

As said, the focus is not so much on a complex scenario, but to study the potential

of EAs for a relatively simple scenario. Figure 1 shows the scenario is more detail.

Fig. 1 Specific scenario
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Essentially, there are more lights than users, and each user has a specific preference

for a light intensity. The parameter n determines the complexity of the situation.

Here, n defines the number of users (n2) and the number of lights ((n−1)2). We

define such a complexity parameter as we want to study how the various approaches

scale up with increasing complexity. We have chosen to have a number of lights

which is smaller than the number of users to make the scenario more interesting. The

intensity experienced by a user U is determined by all lights jointly, whereby the con-

tribution of each individual light is determined by means of the following equation:

I(U) =
∑

∀L∶LIGHTS

P(L)
4𝜋D(U,L)2

Here, P(L) is the power of the light L and D(U, L) is the distance of the light L

to the user U. For now, we assume a single situation in which all users are present

in the office. Each user has a preferred light intensity, thereby defining the function

user_satisfaction(U, S, actionscontrollers(S,U)) as specified in Sect. 3:

user_satisfaction(U, S, actionscontrollers(S,U)) = |I(U) − pref_int(U)|

4.2 Setup

We have implemented the entire system in Matlab, except of the CMA-ES which

is available in C.
1

In our experiments, we run a number of different setups of

the algorithm, in line with the approach outlined before, and which are shown in

Table 2. CMA-ES is run with both a centralized and distributed controller setting,

the standard GA only with a distributed setting, and the other benchmarks are only

run in a centralized way. Note that the scenario does not contain any input states at

the moment, making approaches such as reinforcement learning inappropriate. The

precise algorithm parameters are expressed in the table as well.

We tried different levels of complexity ranging, namely n = 3,4,5,....,12, totaling

to 10 scenarios. For each scenario we generate 10 instances with different prefer-

ences of users, and for each instance we perform 30 runs of the algorithms, given

their probabilistic nature. In addition to the benchmarks indicated before, we also run

an LP solver
2

to find the optimal solution to the problem. We assume that solutions

within the range of 20 % from the optimal solution are satisfactory. As stopping crite-

rion, the CMA-ES uses the fitness improvement as a metric, for the other algorithms

the algorithm is stopped if it is within 20 % from the optimal solution or exceeds

100,000 fitness evaluations.

1
https://www.lri.fr/~hansen/cmaesintro.html.

2
http://lpsolve.sourceforge.net/5.5/.

https://www.lri.fr/~hansen/cmaesintro.html
http://lpsolve.sourceforge.net/5.5/
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Table 2 Experimental setup and settings

Abbreviation Algorithm Controller type Specific settings

C-ES CMA-ES Centralized Off-the-shelf toolkit,

with population size

set to

4 + (3 ∗ log((n − 1)2))
D-ES CMA-ES Distributed See above, population

size is set to 4 for each

controller

D-GA Standard GA Distributed Number of bits: 16

Population size: 100

Crossover rate: 0.6

Mutation rate:
1
16

C-SA Simulated annealing Centralized T0 = 100
C-HC Hill climbing Centralized Random number is

selected from the

range [0, 10]

5 Experimental Results

The experimental results are described in this section. First, we look at the number of

evaluations needed to come to a reasonable solution (i.e. within 20 % from the opti-

mal value). Figure 2 shows the results for the various algorithms. From the graph,

it can be seen that a centralized controller generated by the CMA-ES algorithm by

far outperforms the alternative algorithms, although the performance of the decen-

tralized CMA-ES variant is still relatively close. The scaling of the algorithm seems

good, given the exponential nature of the number of lights that needs to be controlled

as a function of n on the x-axis. To be more precise, for the simple scenario, includ-

ing 9 users and 4 lights, the system could find good solution within 200 evaluations.

But it needs over 1500 evaluations in a complex scenario which involves 121 lights

and 144 users. So, although from a scientific perspective the speedup is good, from

a user perspective it is quite cumbersome. The variation of performance between the

different runs is low for the CMA-ES. When we look at hill climbing and simulated

annealing, we see that hill climbing performs a lot worse, with a huge variation. Sim-

ulated annealing does better, but does not come close to the speed of the CMA-ES

variants. The Standard GA in the distributed setting is worst, most likely due to the

distributed setting in combination with the simplicity of the EA. Table 3 shows the

complete overview of the average times to find a solution with 20 % from optimal.



8 S. Gao and M. Hoogendoorn

3 4 5 6 7 8 9 10 11 12
0

0.5

1

1.5

2

2.5

3

3.5
x 10

4 Relationship between n and number of evaluations

n (Number of users: n*n, Number of lights: (n−1)*(n−1))

N
um

be
r 

of
 F

itn
es

s 
E

va
lu

at
io

ns
C−ES
D−ES
C−SA
C−HC
D−GA

Fig. 2 Average time to optimal + 20 % for varying n

Furthermore, Fig. 3 shows the learning curve of the centralized CMA-ES for n = 3,

it can be seen that the algorithm learns quite fast in the beginning, so the users are

not exposed to very low quality solutions for a long period of time.
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6 Discussion

In this paper, we have explored the usability of EAs for personalization in ambient

intelligence. Hereto, we have tried to formalize a fitness function, required for EAs,

and have selected a first set of appropriate EA variants. In an experimental setting

we have seen that EAs are able to find decent quality solutions, but as the problem

becomes more complex the performance becomes a lot worse. Until now, the user

feedback has just been the general level of satisfaction. Of course, more detailed

feedback, or an initial phase of exploration could help to improve the speed to come

to a solution and the quality of the solution. Ample approaches have utilized initial

observations of users to derive a first set of reasonable controllers (see e.g. [8]).

This was however not the purpose of this paper, we simply wanted to see whether

an EA learning approach with one single piece of feedback could do the job, and

the answer is that for simple environments this is possible, but as things get more

complex this would become too much of a burden for users, let alone if multiple

situations would need to be taken into account. Of course, the approach can still be

applied, but our intuition is that one would need to resolve to alternative algorithms

such as reinforcement learning.

For now an explicit fitness function in the form of user feedback has been

obtained. We could also replace this with an alternative fitness function which is less

direct (e.g. measure the work productivity), this would not change the setup of the

learning system which shows how generic the approach is. How well the approach

would learn the optimal lighting however would need to be studied, this would be

an interesting aspect for future work. In addition, we want to explore more complex

scenarios where sensors play a more prominent role and compare faster learning

algorithms such as reinforcement learning to more knowledge driven approaches.
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Automatic Early Risk Detection of Possible
Medical Conditions for Usage Within
an AMI-System

H. Joe Steinhauer and Jonas Mellin

Abstract Using hyperglycemia as an example, we present how Bayesian networks
can be utilized for automatic early detection of a person’s possible medical risks
based on information provided by unobtrusive sensors in their living environments.
The network’s outcome can be used as a basis on which an automated AMI-system
decides whether to interact with the person, their caregiver, or any other appropriate
party. The networks’ design is established through expert elicitation and validated
using a half-automated validation process that allows the medical expert to specify
validation rules. To interpret the networks’ results we use an output dictionary
which is automatically generated for each individual network and translates the
output probability into the different risk classes (e.g., no risk, risk).

Keywords Ambient assisted living ⋅ Bayesian networks ⋅ Automated diagnosis

1 Introduction

A major part of the HELICOPTER (Healthy Life support through Comprehensive
Tracking of individual and Environmental Behaviors, http://www.helicopter-aal.eu)
is to develop information and communication technology (ICT) - based solutions
that assist self-sufficient elderly people in early detection of the possible develop-
ment of medical conditions, such as hyperglycemia or heart failure. The reason for
this is to prevent complications arising from the medical conditions if they are not
detected early enough. The main contribution of the HELICOPTER project is
therefore the part of the system that can detect the risk of certain medical conditions
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based on sensor readings and that we call the automatic triage. Its system archi-
tecture is closer described in [1]. The automatic triage should be as unobtrusive as
possible and should not bother the patient with unnecessary interventions. Health
surveillance for the automatic triage is achieved by deploying unobtrusive sensors
(e.g., infrared sensors, pressure sensors, power meters, body weight scales, and
food-inventory tools) and wearable sensors (e.g., fall detectors, individual identi-
fication tags). All data collected from these heterogeneous sensors are then inter-
preted within a data analysis engine in order to deduce the patient’s current risk of
developing an acute medical condition (e.g., hyperglycemia or hypotension).

In this project it is our objective to utilize well established existing methods, in
this case Bayesian networks, deploy them within a case study in order to develop
the specific network designs necessary for each medical condition, and validate the
resulting networks. The remainder of this paper is organized as follows: In Sect. 2
we explain how a Bayesian network for the use in the automatic triage can be
developed in cooperation with a medical expert. After that, in Sect. 3, we describe
how the results of Bayesian networks are validated. Last, but not least, we discuss
our work and give some suggestions for future work in Sect. 4.

2 Bayesian Networks for Automatic Triage Diagnosis

Generally, a diagnosis will be determined on available evidence E and is defined as
in e.g. [2]:

d* = argmaxd∈D Pr djEð Þ ð1Þ

where D is the set of possible diagnoses, and d* stands for the subset of diag-
noses that have been chosen. Bayesian networks [3] have been used in the area of
medical diagnostic reasoning, prognostic reasoning, treatment selection, and for the
discovery of functional interactions, since the beginning of 1990 [2, 4, 5]. Some
early examples can be found in [4, 6–8]. More recently, Bayesian networks are also
applied in home care applications e.g. [9].

A Bayesian network [3] or causal probability network [6] is a graphical repre-
sentation of a probability distribution over the set of random variables. Probabilistic
inference can be done with Bayes rule (see e.g. [10]), which in our domain, where
we want to infer the probability of a disease given that we observe one or several
symptoms that are often caused by the disease, can be defined as:

P diseasejsymptomð Þ= P symptomjdiseaseð ÞPðdiseaseÞ
PðsymptomÞ ð2Þ

Due to their graphical representation, Bayesian networks are relatively easy to
understand and to create and can therefore be used, developed, and interpreted by
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domain experts [9]. They can often be seen as a model of cause-effect relationships
[4] whereby their structure and the underlying probability distribution can be learnt
from data or be created by hand. Thus qualitative and quantitative knowledge can
be mixed [6]. Furthermore, uncertain knowledge can be modeled within a Bayesian
network and missing data can be handled during the diagnosis process, which can
successively be updated when more evidence becomes available [7].

Before we started to develop the automatic triage system, we also considered
alternative evidential frameworks, such as evidence theory [11] and subjective logic
[12], but decided together with the medical expert to use Bayesian networks based
on four criteria: (1) the framework chosen needs to be able to express everything
that is relevant for the task, (2) the design and inner workings of the framework
should be easy to understand for the medical expert, (3) the framework should be
considerably mature and (4) tools for developing the networks should be available.

In our project, as there is no data set available from that the Bayesian network
could be automatically constructed and tested, it needs to be built by hand, whereby
knowledge about the domain of diagnosing medical conditions is provided by a
medical expert. [2] describes that the construction of a Bayesian network by hand
usually involves five stages, which can be iterated during the construction process:
(1) relevant variables need to be chosen; (2) relationships among the variables need
to be identified; (3) logical and probabilistic constraints need to be identified and
incorporated; (4) probability distributions need to be assessed; and (5) sensitivity
analysis and evaluation of the network have to be performed.

Expert elicitation is an essential task in order to build the network and goes
therefore hand in hand with the network construction. Following [13], expert
elicitation is a five step process consisting of: (1) a decision has to be made how
information will be used; (2) it has to be determined what information will be
elicited from the expert; (3) the elicitation process needs to be designed; (4) the
elicitation itself has to be performed; and (5) the elicited information needs to be
translated (encoded) into quantities.

A specific problem when working with Bayesian networks is to elicit the prior
and conditional probability values. [14] argue that even though probability theory is
optimal for the task of decision making, it is often found to be impractical for
people to use. On the other hand, qualitative approaches to deal with uncertainty,
which appear to be more naturally usable by people, often lack in precision.

In order to elicit the prior and conditional probabilities for our project we
developed a dictionary, which, as for example described in [14], can be specified to
allow the expert to express his or her belief for or against a statement or claim in a
so called argument. The argument is expressed in qualitative terms using qualifiers
[14] that then are translated into probabilities. Several dictionaries have been
described in the literature (e.g., [15]). However, for our task we needed to develop a
suitable dictionary together with the expert, since it was important to the expert to
know how the qualitative terms would translate into probabilities in order to fully
understand what the qualitative terms stand for. It was also important that the
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qualitative terms match, as much as possible, the way the expert intuitively thinks
about probabilities of symptoms for a developing medical condition. Sometimes we
had to reverse the reasoning, since the available information was in the form of
P symptomjdiseaseð Þ rather than P diseasejsymptomð Þ. The qualifiers and their
associated probabilities used are defined as:

• x is known to be false → P(x) = 0
• x is very unlikely → P(x) = 0.01
• x is unlikely → P(x) = 0.1
• x has a negative indication → P(x) = 0.25
• x is random → P(x) = 0.5
• x has a positive indication → P(x) = 0.75
• x is likely → P(x) = 0.9
• x is very likely → P(x) = 0.99
• x is known to be true → P(x) = 1

Note, that this dictionary is only applicable for specifying how probable a
medical condition is, given the observable symptoms. To interpret the networks’
outcome a different dictionary, which is specific for each individual network needs
to be generated. This output dictionary specifies an upper and a lower threshold for
the output probability for each risk class (e.g., the classes no risk and risk).

Further information needed from the expert was how the variables depend on
each other, what the prior probabilities of the medical conditions and the observ-
ables are, what the conditional dependencies between the symptoms and the
developing medical condition are, etc. A resulting network for hyperglycemia risk
detection for a diabetic person is presented in Fig. 1, developed using GeNIe 2.0
[16]. This network has eight variables in total: food intake increase (FI), body
weight gain (BW), soft drink intake increase (SD), gender (G), prostatic hyper-
trophy (PH), prolapsed bladder (PB), diuresis frequency increase (DF) and risk of
hyperglycemia (RH). The latter one is the target variable which probability we
are interested in. (A previous and invalidated version of this network can be
found in [17].)

The target variable RH provides a probability value which in relation to the
aforementioned thresholds indicates if the patient currently is at risk of developing/
experiencing hyperglycemia. The lower threshold for risk of hyperglycemia for this
particular network is P(RH) = 0.9 (or true = 90 % for RH) which means that the
value of RH for true = 95 %, indicates a risk of hyperglycemia. This result is based
solely on the information that is available from the deployed input sources (FI, BW,
SD, G, HP, PB, and DF). The network in Fig. 1 shows the case for a diabetic male
patient (G male = 100 %) with no prostatic hypertrophy (PH false = 100 %) who
has been observed to be drinking a lot of soft drinks (SD true = 100 %). An
increased food intake or a body weight gain has not been observed and is therefore
set to true = 75 % which is the base rate for either of these that have been derived
from the practical experience of the medical expert.
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The network in Fig. 1 is only one out of many possible Bayesian networks
representing evaluation of risk of hyperglycemia. What variables are part of the
network depend on (1) what information that can be provided by sensors and (2)
how the experts, involved in the design of the network, perform the diagnosis based
on the information from the available sensors. If more or different sensors are used,
then the network’s layout and the corresponding probability values must be refined.
Further, it is important to realize (as previously mentioned) that the network is not
performing a complete diagnosis. Instead, it only provides an indication of the risk
that the patient is suffering from the effects of hyperglycemia. If the network
indicates a risk, the patient will be asked by the AMI system to make sure that they
are risking to suffer (or are suffering) from the effects of hyperglycemia by mea-
suring the blood glucose level. The reason to avoid frequent direct measures of the
glucose level is to increase the person’s quality of life. People quickly tend to
become annoyed when they are asked to interact with the system when they can see
no obvious reason for it. As a consequence, they may react by generally ignoring
the system’s recommendations [18]. Therefore, reducing the frequency of and
number of interactions whenever possible is important to ensure that the system is
used appropriately.

3 Validating the Developed Model

Validity of Bayesian networks established trough expert elicitation is, according to
[19], usually tested by comparing the model’s predictions to available data or by
asking the expert to check whether the network’s outcomes appear to be accurate.
In our case, we need the expert to specify for each possible combination of evi-
dence, what his diagnosis would be. For the Bayesian network to come to the same
result means, that there exists a clear threshold for the probability that the patient

Fig. 1 Bayesian network for risk of hyperglycemia detection
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currently is at risk of hyperglycemia, that separates all evidence combinations into
no risk and risk in the same way as the human expert. Given that each of the seven
non-target variables can take one out of three values: true, false, respectively male
or female for the gender node, or no evidence (n.e.), there are 37 = 2187 possible
evidence combinations.

We can generate all combinations of symptoms automatically from the Bayesian
network and at the same time calculate the resulting probability for RH (risk of
hyperglycemia) for each of them. Table 1 shows an excerpt thereof.

After that, it needs to be identified for which of these cases hyperglycemia
actually is suspected, which is represented in the table’s last column, denoted Risk.
Some of the evidence combinations can be disregarded, as they make no sense. It is,
for example, impossible for a patient to have both, prostatic hypertrophy and a
prolapsed bladder. For all remaining cases, it needs to be decided if they represent a
risk or no risk of hyperglycemia and thereby if the corresponding probability value
should be below or above the threshold.

To alleviate this process, validation rules can be specified that cover several
alternatives at once and for which the value for Risk then can be set automatically.
For example, whenever DF = true and PH = false then Risk = true. This rule covers
all cases where the patient suffers from an increase in diuresis frequency but does
not have prostatic hypertrophy. Yet another way of formulating rules is to say, e.g.
whenever two of the variables FI, BW, and SD are true then Risk = true. These
validation rules support the process of partitioning the networks outcome into risk
classes. They can be viewed as expressions of criteria for when a risk of the medical
condition ought to be detected. These criteria may, however, be incomplete.

The next step is to identify if there is a threshold for P(RH) that clearly partitions
all the possible cases into at least two classes one for Risk = true and one for
Risk = false. For that, we need to identify the corresponding probability values for
P(RH) in each of the partitions. For each partition, we calculate the interval from the
lowest value for P(RH) for Risk = false to the highest value for P(RH) for
Risk = false and respectively for P(RH) for Risk = true. If the resulting two
intervals are non-overlapping, which is the case for the network presented in Fig. 1;
we can identify a threshold between these intervals. Each value of P(RH) below this

Table 1 Excerpt from the
evidence combination table
for risk of hyperglycemia
detection

FI BW SD G PH PB DF P
(RH)

Risk

n. e. n. e. n. e. n. e. n. e. n. e. n. e. 0.85 False
True n. e. n. e. n. e. n. e. n. e. n. e. 0.89 False
True True n. e. n. e. n. e. n. e. n. e. 0.92 True
n. e. n. e. True n. e. n. e. n. e. n. e. 0.95 True
n. e. n. e. n. e. n. e. n. e. n. e. True 0.96 True
n. e. n. e. n. e. Male True No True 0.85 False
True True True n. e. n. e n. e n. e 0.99 True
… … … … … … … … …
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threshold results in no risk of hyperglycemia (Risk = false) and the system not
intervening with the person and every value above or equal to the threshold results
into risk of hyperglycemia (Risk = true) and the system intervening with the person.
If the intervals would overlap, the net is not fully valid to diagnose the risk of the
disease without doubt. In that case, the network’s design needs to be adjusted
accordingly.

Additionally, [19] emphasizes that model validity should not only be checked
regarding the model’s outcome, but as well regarding the mechanism through that
the outcome is obtained. They propose seven different types of validity that the net
should be tested for: Nomological validity, face validity, content validity, concur-
rent validity, convergent validity, discriminant validity, and predictive validity.

As mentioned previously, Bayesian networks have been successfully used
within medical diagnostic, which accounts for the nomological validity of our
approach. The model’s face validity is provided by the expert, who was involved in
designing the net, and in analyzing the predictive validity of the net. Content
validity is achieved by consulting the expert, rather than the literature. The expert
decided what variables and what states of the variables need to be modeled with
regard to building a net that models his or her own internal model for risk of
hyperglycemia identification. At this stage, the network does not contain any
reoccurring parts for that concurrent validity needs to be tested. Convergent and
discriminant validity are achieved up to a certain degree through the fact that, as
mentioned before, reasoning in medical diagnosis is usually done from symptoms
to causes. The world is usually modeled in the way that causes are parent nodes of
symptoms. How we achieve predictive validity has been already described above.

4 Discussion and Future Work

In this paper, we described the development of the Bayesian network for automatic
detection of a person being at risk of a medical condition on the example of
hyperglycemia in a diabetic patient. The purpose of the work presented here is to
develop a general method for designing and validating risk detection networks.
Deployment of more and different sensors might improve risk detection The net-
work is based on one expert’s opinion only and it would therefore be interesting to
investigate if a similar network that is based on the elicitation of several experts will
show improved results. However, the next step in our project will be to test the
network’s results against the real world. To identify more risk classes, e.g., no risk,
low risk, risk, high risk, very high risk, would be an additional improvement as the
system is meant to monitor the patients and to encourage them to a healthier life
style. When only a low risk of hyperglycemia is indicated, this could be used to
prompt the patient to generally try to change an unhealthy habit that appears to be
the reason for the risk being apparent. In order to do that, the system must know
what the most likely reason for the diagnosis is. Therefore, explanation methods for
Bayesian networks [20] could be applied.
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Commonly used methods for information fusion can be roughly grouped into
two groups (1) using precise probability e.g. based on Bayesian theory [21] that we
have utilized in this approach and (2) using imprecise probability [22] e.g. different
variants of evidence theory [11], or credal sets e.g. [23]. These two groups differ
from each other regarding how evidence is modeled within the underlying evi-
dential framework and how it is combined [24]. It would be interesting to compare
the performance of imprecise frameworks for the same task.
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Reducing Stress and Fuel Consumption
Providing Road Information

Víctor Corcoba Magaña and Mario Muñoz Organero

Abstract In this paper, we propose a solution to reduce the stress level of the
driver, minimize fuel consumption and improve safety. The system analyzes the
driving and driver workload during the trip. If it discovers an area where the stress
increases and the driving style is worse from the point of view of energy efficiency,
a photo is taken and is saved along with its location in a shared database. On the
other hand, the solution warns the user when is approaching a region where the
driving is difficult (high fuel consumption and stress) using the shared database. In
this case, the proposal shows on the screen of the mobile device the image captured
previously of the area. The aim is that driver knows in advance the driving envi-
ronment. Therefore, he or she may adjust the vehicle speed and the driver workload
decreases. Data Envelopment Analysis is used to estimate the efficiency of driving
and driver workload in each area. We employ this method because there is no
preconceived form on the data in order to calculate the efficiency and stress level. A
validation experiment has been conducted with 6 participants who made 96 driving
tests in Spain. The system reduces the slowdowns (38 %), heart rate (4.70 %), and
fuel consumption (12.41 %). The proposed solution is implemented on Android
mobile devices and does not require the installation of infrastructure on the road. It
can be installed on any model of vehicle.
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1 Introduction

Many traffic accidents are due to distractions. In [1] risk factors of traffic accidents are
categorized as follows: human factors (92 %), vehicle factors (2.6 %), road/envi-
ronmental factors (2.6 %), and others (2.8 %). Among these, drivers’ human factors
consist of cognitive errors (40.6 %), judgment errors (34.1 %), execution errors
(10.3 %), and others (15 %).

To reduce traffic accidents due to dangerous behaviors of drivers, it is necessary
to investigate, measure, and quantify the drivers’ workload. The term “load” in this
context indicates the portion of capacity that is needed to drive. This capacity is
limited. Therefore, if the task requires a lot of ability is likely that the driver makes
mistakes. The level of workload is affected by several factors such as: road type,
traffic conditions, driving experience, and gender.

There are many works on measuring and quantifying the driver workload. In [2],
Wu and Liu described a queuing network modeling approach to model the sub-
jective mental workload and the multitask performance. They propose to use this
model to automatically adapt the interface of driving assistant according to the
workload. In [3], Itoh et al. measured electrocardiogram (ECG) signals as well as
head rotational angles, pupil diameters, and eye blinking with a faceLAB device
installed in a driving simulator to calculate driving workload. In [4], the driver
workload from lane changing were measured through simulation test driving. In [5],
a multiple linear regression equation to estimate the driving workload was pro-
posed. The model employs variables such as: speed, steering angle, turn signal, and
acceleration.

On the other hand, the impact of the cognitive load on the driver behavior has
been studied on many papers. In [6], Kim et al. analyzed the relationship between
drivers’ distraction and the cognitive load. It was discovered that heart rate, skin
conductance, and left-pupil size were effective measurement variables for observing
a driver’s distraction. [7] showed that the visual demand causes a reduction in the
speed and increased variation in maintenance lane. However, the cognitive load
does not affect speed. In this work the authors highlight that detection of events is
very important in order to capture the main safety related effects of cognitive load
and visual tasks. [8], the authors propose to use a set of variables (vehicle speed,
steering angle, acceleration, and gaze information) to predict the workload driver.
The authors achieved an accuracy of 81 % with this method. Other studies [9]
propose to use the movement of the steering wheel as an indicator of driver
workload.

In conclusion, there are a limited number of works where the workload is
analyzed in a real environment driving. Furthermore, there are not applications. The
main contribution of this paper is the proposal of an assistant that employs this
information about the driver stress and his driving style to build a shared database
which contains the places where driving is difficult (high workload and fuel con-
sumption). The objective is to provide knowledge about these places in advance to
avoid inefficient actions and improve safety.
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2 Discovering Areas Where Driving Required a High
Workload

The first step of the proposed algorithm is to find out in which regions the driver is
driving inefficiently and stress increases (difficult areas). Data Envelopment Anal-
ysis [10] is used to estimate the efficiency of driving and the stress level in each
area. Data envelopment analysis (DEA) is a linear programming methodology to
estimate the efficiency of multiple decision making units (DMUs) when the pro-
duction process presents a structure of multiple inputs and outputs. This method
was proposed by Charnes, Cooper, and Rhodes [11] (Fig. 1).

In our proposal, each DMU represents a different driving samples obtained under
similar conditions (weather, traffic and road type) by the same driver. The aim is to
detect the road points where the driver workload is high and fuel consumption
increases. If we consider a set of drivers n (DMUn), each of them with an I number
if inputs and O number of outputs, the efficiency measure Ek for DMUk is calcu-
lated by solving the following linear programming model.

Fig. 1 Schema of the solution
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Maximize:

Ek =∑O
o = 1qo, k × yo, k ð1Þ

Subject to:

∑O
o=1qo, k × yo, n −∑I

i=1pi, k × xi, n ≤ 0; ∀n ð2Þ

∑I
i=1pi, k × xi, k =1 ð3Þ

pi, k, qo, k ≥ 0; ∀o,∀i ð4Þ

where pi,k and qo,k are the weight factors for each and are determined to DMU.
Therefore, we have to solve the linear programming model “n” times, once for each
driver. The region is considered as difficult when Ek is less than 1.

We propose to employ this method because there is no preconceived form on the
data in order to calculate the efficiency and stress level. DEA estimates the ineffi-
ciency in a particular DMU by comparing it to similarly DMUs considered as
efficient. Other solutions estimate the efficiency associating the values of the entity
with statistical averages that may not be applicable to that context. We have to take
into account that each driver has particular characteristics, e.g.: the usual value of
average acceleration is - 1.5 m/s2 for driver A while that for another is - 1 m/s2
(driver B). In this case, when the acceleration is higher than - 1.5 m/s2 could mean
that the user is approaching a curve for driver B, and while in case A is a normal
value and does not provide information.

In this type of algorithms is very important the election of input and output
parameters because they directly affect the accuracy of the results. We have to
identify which variables affect fuel consumption and level of stress. The selection is
based on the longitudinal dynamics of the vehicle [12] and the observation of real
driving samples. On the other hand, we have to decide what we want to maximize
and minimize. In our case the input variables are minimized and the output vari-
ables are maximized.
Input parameters:

• Heart rate: Average Speed
• Standard Deviation of speed
• Average Deceleration
• PKE (Positive Kinetic Energy):

Output parameters:

• Fuel Consumption (km/l)
• Driving time at steady speed

Positive Kinetic Energy (PKE) measures the aggressiveness of driving and
depends on the frequency and intensity of positive accelerations [13]. A low value
means that the driver is not stressed and drives smoothly. An unusual high value
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may indicate that driver are driving in an area that requires special attention such as
acceleration lanes or roundabouts. It is calculated using the following equation:

PKE=
∑ vi − vi− 1ð Þ2

d
ð5Þ

where v is the vehicle speed (m/s) and d is the trip distance (meters) between vi
and vi− 1.

The system takes a photo when it detects that it is difficult driving area where the
stress increases and the driving style is less efficient. Photo and location (latitude
and longitude) are stored in a shared database. On the other hand, the solution used
the shared database in order to warn the driver when he or she is approaching to a
difficult area. Therefore, he will know that is coming to a region where it should
take precautions and the causes of this warning. The device is fixed on the wind-
shield, where the driver can easily see the screen without taking the eyes off the
road. In addition, we may reduce distractions using proposals such as Google Glass
or Garmin HUB [14, 15]. These devices allow the user to receive visual information
and to pay attention on the road.

3 Evaluation of Proposal

3.1 Experimental Design

The solution was deployed on a LG G3. This device is equipped with a Quad-Core
Qualcomm Snapdragon 801 at 2.5 GHz, Bluetooth LE, and 3 GB of RAM. The
OBDLink OBD Interface Unit from ScanTool. Net [16] was used to get the relevant
data (vehicle speed, fuel consumption, and acceleration) from the internal vehicle’s
CAN bus [17]. The OBDLink OBD Interface Unit contains the STN1110 chip that
provides an acceptable sample frequency for the system. In our tests, we obtain two
samples per second. Heart rate was got through LG GWatch-R. This smartwatch run
Android Wear and consists of a 1.2 GHz Quad-Core Qualcomm Snapdragon 400
processor, 4 GB internal storage and 512 MB RAM. In addition, it has Bluetooth LE
connectivity, barometer, accelerometer, gyroscope, and heart rate monitor (HRM).

In order to evaluate the proposed system, 96 test drives have been performed with
6 different drivers. The tests were performed in Madrid between the months of
November 2014 to January 2015. The selected routes (A and B) has both parts of
urban road and a highway. All tests were made under similar conditions (time, traffic,
and weather). The vehicles employed were all Citroen Xsara Picasso 2.0 HDI.

Drivers were divided into two groups: X and Y. Each group completed a dif-
ferent route (A, B). The experiment consisted of two phases. In the first phase,
drivers completed the route 4 times without the use of shared database. At this stage
the aim was only to discover areas where stress and fuel consumption is high.
Group X drove in route A and group Y drove in route B. In the second stage, the
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drivers had to drive 4 times in a route different from the first stage. Therefore, group
X drove in route B and group Y drove in route A. The objective was that drivers did
not know the route. In this case, the solution was activated. The drivers received
warnings (photos on the device screen) when they were near a difficult area.

4 Results

Table 1 shows the results obtained in the first phase of the experiment, when the
solution was disabled. The objective of this test was only to build the shared
database with areas where driving is difficult.

Table 2 captures the results of the second phase. In this case, the system was
activated and provided information (photos) to the user when he was approaching a
difficult region. As mentioned in the previous section, the drivers drove on different
routes from the first phase. Therefore, they did not know the road environment. We
can see that the fuel consumption is improved by 12.41 % and the heart ratio is
reduced by 4.70 % when the proposal is enabled. In addition, we should highlight
that driving is softer (PKE value is lower than in the first phase of the experiment).
The reason is that the user can observe the environment in advance and adjust the
vehicle speed.

Table 1 Results without using the solution (First Phase)

Route Average heart
rate (b.p.m)

Std. heart rate (b.p.m) Fuel consumption
(l/100 km)

PKE (m/s2)

Driver X1 A 82.36 8.96 6.93 0.3081
Driver X2 A 75.34 4.20 6.52 0.2995
Driver X3 A 76.10 10.11 6.83 0.3049
Driver Y1 B 76.10 10.07 6.95 0.3052
Driver Y2 B 75.50 4.55 6.51 0.2979
Driver Y3 B 75.13 5.43 6.41 0.2831

Table 2 Results using the solution (Second Phase)

Route Average heart
rate (b.p.m)

Std. heart rate (b.p.m) Fuel consumption
(l/100 km)

PKE (m/s2)

Driver Y1 A 73.64 3.13 5.85 0.2636
Driver Y2 A 73.60 2.76 5.80 0.2576
Driver Y3 A 73.62 3.89 5.90 0.2599
Driver X1 B 72.60 2.59 5.81 0.2497
Driver X1 B 72.11 2.35 5.86 0.2422
Driver X3 B 73.27 3.03 5.93 0.2562
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The major difference introduced by the use of the driving assistant is appreciated
in the presence of difficult areas where drive has to adjust the vehicle speed. The
results of magnifying the deceleration pattern and heart rate in one of the occasions
that the drivers has to slow down is presented in Fig. 2. Graphically, the deceler-
ation rate when using the solution results in a more gradual deceleration pattern.
The user has to brake abruptly when he does not receive information about the
environment in advance. This causes increased stress and more likely to have a
traffic accident. Providing information to the driver is positively correlated with
obtaining smooth deceleration patterns in general. The degree of improvement
depends on the skill of the driver and his or her response when receiving the
warning. Furthermore, smooth deceleration pattern has a positive impact on fuel
consumption. In this case, the vehicle takes advantage of the kinetic energy to move
until the point where the vehicle should stop or reduce the speed and is not wasted.

5 Conclusions

In this paper, we proposed a method for reducing stress and fuel consumption. The
solution builds a shared database with the areas where driving is more difficult
based on the driving and the driver workload. Data Envelopment Analysis is used
to discover these areas. This method takes into account the particular characteristics
of each user. The shared database is used to provide information in advance about
the road environment so that driver can adopt appropriate measures. The results
show a significant improvement in fuel consumption and a reduction in the driver
stress. In the literature, we found a large number of papers about how to measure
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Fig. 2 Deceleration pattern comparison at one difficult area (high fuel consumption and stress)
with and without using the solution
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the driver workload. However, they do not propose any methods to reduce it and
tests are conducted in simulators. The main contribution of this work is an appli-
cation to improve safety and fuel consumption using the information of the level of
driver stress and his driving.

As future work, we want to remove the causes that the region is difficult to drive
using the captured image, e.g.: detecting that there is a very pronounced curve in the
region. This would allow us to issue more precise recommendations and reduce
possible distractions caused by the wizard. We also employ other measures to
assess the stress of the user as galvanic sensors or camera but always keeping in
mind that they should not be intrusive.
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Policy-Based Adaptation of Context
Provisioning in AmI

Alexandru Sorici, Gauthier Picard, Olivier Boissier and Adina Florea

Abstract With the increasing openness and complexity introduced by recent Ambi-

ent Intelligence application domains (e.g. Web-of-Things, Sensing-as-a-Service),

adaptation of Context Provisioning becomes a key issue. However, methods to eas-

ily specify and engineer such mechanisms remain insufficiently explored. In this

work we present and evaluate our approach of using semantic-web and multi-agent

technologies to define and execute context provisioning policies within our Context

Management Middleware called CONSERT.

Keywords Ambient intelligence ⋅ Context provisioning ⋅ Semantic web ⋅ Multi-

agent systems ⋅ Policy-based control

1 Introduction

Context Management [1] is a well established research area within the Ambient

Intelligence (AmI) domain and various proposals of context management middle-

ware (CMM) have been put forward in recent years. However, with increasing

openness and complexity expected from AmI applications, the issue of context

provisioning control and adaptation remains sparsely explored. Specifically, the way

in which context-aware application developers can engineer adaptive provisioning
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mechanisms is insufficiently discussed. To see why context provisioning control is

of increasing importance, let us consider the following simple, yet revealing scenario.

The AmI laboratory in room EF210 of university Politehnica of Bucharest can
intelligently host different teaching and meeting activities. When empty, only pres-
ence sensors are active in the room. Alice walks in, waiting to meet with two other
colleagues to discuss the next AmI course. Upon detecting a person, temperature
and luminosity sensors are activated, following subscriptions for their updates from
AC and projector units. When Bob and Cecille join Alice at the same desk in room
EF210, their smartphones deduce they must be in a collective activity and subscribe
for such notifications. The AmI Lab manager can deduce ad-hoc meeting situations,
but requires noise level and body posture sensors (e.g. Kinect cameras) to be acti-
vated. After the meeting is over, the users start leaving the room at different times. As
the AmI Lab manager notices the absence of queries for situations that were previ-
ously active, it successively starts to cancel inference for ad-hoc meeting and informs
sensors in the room that their updates are no longer required, keeping only presence
sensors active.

To tackle the control of sensing and inference dynamics as exhibited in the sce-

nario, we propose the use of declarative context provisioning policies. We explain our

approach based on semantic web and multi-agent technologies to define and flexibly

execute these policies. In Sect. 2 we present the foundations of the proposed CMM

solution. Provisioning policy definition and execution are detailed in Sects. 3 and 4

and an evaluation of the approach is performed in Sect. 5. We compare with related

work in Sect. 6 and conclude the paper in Sect. 7.

2 CONSERT Middleware

The Context Management Middleware CONSERT (CONtext asSERTion) is our

solution for offering support for expressive context modeling and reasoning, with

flexible deployment and adaptable context provisioning mechanisms. Figure 1

Fig. 1 Conceptual overview of the CONSERT middleware
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presents a global view of its architecture and internal management relations. It shows

that an ontology-based context model is loaded and used by a reasoning component

(CONSERT Engine) which is controlled by an agent-based context management

logic. Interaction with application or sensing layers is performed through adaptor

services (ContextAssertion Adaptors and ApplicationClient Adaptors).

Context Modeling and Reasoning We use semantic web technologies as a uni-

form and expressive mean for context representation and reasoning. Applications

build a context model using the CONSERT Ontology,
1

which defines a context

meta-model [2]. It contains three modules (core, annotation and constraint) able to

express context content (i.e. ContextAssertions which are the basic model construct

describing the situation of ContextEntities), context annotations (e.g. source and

quality-of-context - QoC metrics) and context integrity, uniqueness or value con-

straints. For example, locatedIn(alice, ami-lab){acc:0.8, ts=2015-06-03 12:00:00}
is a ContextAssertion specifying Alice’s location, where Person(Alice) and Univer-
sity Space(ami-lab) are ContextEntities and acc:0.8 and ts=2015-06-03 12:00:00
are ContextAnnotations characterizing the accuracy and timestamp of the location

statement.

The context model is leveraged at runtime by the CONSERT Engine, which han-

dles context updates, higher-level inference, constraint and consistency checking,

as well as asynchronous query answering. The engine inference mechanism per-

forms semantic event processing, employing a rule-based derivation approach using

SPARQL CONSTRUCT queries coupled with ontology reasoning. The engine is

built as a service component and allows developers to extends its functionality by

concrete implementations of constraint resolution and inference scheduling inter-

faces.

Multi-Agent based Management Architecture Multi-agent design principles allow

us to individually encapsulate each aspect of the context provisioning life cycle,

thereby opening up the possibility for more flexible management (cf. Sect. 4). Our

proposed CMM uses the set of agents shown in Fig. 1. A CtxSensor agent interacts

with sensors using adaptors to translate from sensor data into statements from the

CONSERT Ontology. A CtxCoord manages the main life cycle of the CMM using

the CONSERT Engine to control context reasoning and consistency. The CtxQuery
Handler responds to actual dissemination requests, while a CtxUser provides the

interface with the application specific code above it. Instances of the above agents

are deployed within an application to address its context management needs. They

form a Context Management Group (CMG) and the lifecycle of a CMG is overseen

by an OrgMgr agent. Next, we show how we define policies that guide and influence

the provisioning specific interactions of a CMG (detailed in Sect. 4).

1
http://purl.org/net/consert-core-ont, http://purl.org/net/consert-annotation-ont, http://purl.org/net/consert-constraint-

ont.

http://purl.org/net/consert-core-ont
http://purl.org/net/consert-annotation-ont
http://purl.org/net/consert-constraint-ont
http://purl.org/net/consert-constraint-ont
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3 Context Provisioning Policy

Our approach to context provisioning management is based on policies that guide the

behavior of the CMG agents. Declarative policy-based control specifications provide

best balance between application engineering flexibility and development effort.

In the CONSERT Middleware, semantic web technologies are used again to

define context provisioning policies. The CONSERT Provisioning Ontology
2

con-

tains the vocabulary allowing a developer to specify parameters and rules that gov-

ern both the flow of context information within a CMG and the type of inferences

carried out by the CONSERT Engine. Designers can specify what and how informa-

tion is transmitted and how inference and query handling are prioritized depending

on current provisioning requirements (e.g. number of subscriptions, frequency of

queries). Provisioning policy vocabulary addresses two processing aspects, sensing

and coordination, which we describe next.

3.1 Sensing Policies

Sensing policies define parameters that control how updates of sensed informa-

tion are to be forwarded. Using the CONSERT Provisioning Ontology a developer

can specify the update mode: time-based (send updates at specified time intervals)

or change-based (send updates on change from a previous value). For time-based
modes, the update frequency (in seconds) can also be expressed.

After defining an application context model based on the CONSERT Ontol-

ogy, the developer will assign management of sensed ContextAssertions to a set of

CtxSensor agents within a CMG. These agents use adaptor services to communi-

cate with a physical sensor in custom ways. However, it is the sensing policies that

instruct how captured sensor readings are further sent to the CtxCoord agent. The

excerpt below shows an example of a presence sensing configuration from our refer-

ence scenario, specifying a time-based update every 2 s. It governs the update mode

for a ContextAssertion detecting device bluetooth addresses.

:presenceSensingPolicy
a sensorconf:SensingPolicy ;
coordconf:forContextAssertion smartclassroom:sensesBluetoothAddress ;
sensorconf:hasUpdateMode coordconf:time-based ;
sensorconf:hasUpdateRate 2 .

3.2 Coordination Policies

Sensing policies specify the desired default context update modes. However, the

dynamics of the provisioning process, as seen in the reference scenario, may require

an adaptation of how and what information is exchanged. Provisioning coordination
policies define settings and specify actions that address such dynamics. A provision-

ing coordination policy has two components: control parameters and control rules.

2
http://purl.org/net/consert-provisioning-ont/control, http://purl.org/net/consert-provisioning-ont/sensing.

http://purl.org/net/consert-provisioning-ont/control
http://purl.org/net/consert-provisioning-ont/sensing
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Control parameters govern relevant settings of the context provisioning process.

They affect both context information transmission and inference processes. In terms

of transmission, control parameters specify which ContextAssertions currently need

to be enabled and how long a particular instance of a ContextAssertion must be kept

in the CONSERT Engine working memory (its TTL). With respect to inference,

the parameters configure the currently active derivation rules (by specifying enabled

derived ContextAssertions), the type of inference scheduling service (e.g. first-come

first-served - FCFS, priority based), the type of constraint resolution service (e.g.

prefer-newest, prefer-accurate) or the interval at which to execute ontology-based

reasoning. Within a coordination policy, these parameters can have both a general

as well as a ContextAssertion-specific form overriding the general one. The excerpt

below, taken from our reference scenario, shows an example control parameter spec-

ification.

:ProvisionPolicy_EF210 a coordconf:ControlPolicy ;
coordconf:hasInferenceSchedulingType coordconf:FCFS ;
coordconf:hasSpecificAssertionEnabling

[ a coordconf:AssertionSpecificEnableSpec ;
coordconf:forContextAssertion person:locatedIn ;
coordconf:hasParameterValue true

] ;

Apart from transmission and inference, the observation_window parameter config-

ures the length of the time window over which statistics of context information and

inference usage are computed by the CONSERT Engine. This parameter can again

have both general and ContextAssertion-specific configurations. The statistics gath-

ered by the CONSERT Engine together with snapshots of its current knowledge base

constitute the triggering conditions of the provisioning control rules which can alter

the value of control parameters.

Control rules are the concrete means to specify adaptation actions of the context

provisioning process. They are given as SPARQL CONSTRUCT queries which con-

struct instances of OperationalCommands. These commands can have a general

effect (e.g. alter the type of inference scheduling service) or a ContextAssertion-

specific one (e.g. start/stop updates, alter update mode). In the evaluation section we

show an example of a control rule template and how instances of control rules are

assigned in a coordination policy. The control rules developer can use CONSERT

Engine supplied statistics to compose the body of the rules. During each observa-

tion window period, the engine keeps track of elements such as: number of total and

successfully executed queries and inferences, number of active subscriptions and

time elapsed since last query per ContextAssertion.

Control rules may have contradictory outcomes (e.g. one rule implies enabling a

derivation while another one disables it). To help developers keep a consistent result,

the control rules can be partitioned into ordered execution groups. This is achieved

using a feature of the SPIN
3

specification, that allows declaring an order relation

over ontology properties. Thus, the rules from later execution groups override con-

tradictory results from rules in earlier groups.

3
http://spinrdf.org/.

http://spinrdf.org/
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Note that currently the CONSERT Provisioning Ontology can express control

parameters and rules at a level of ContextAssertion types. This means that an Oper-
ationalCommand demanding the activation of updates for the hasNoiseLevel Con-
textAssertion will target all CtxSensor agents that provide such updates, regardless

of their potential quality. In future work we aim to provide the ability for Opera-
tionalCommands to target individual context providers and context derivation rule

instances based on quality of context aspects.

4 Context Provisioning

Provisioning Interactions The context provisioning process is composed of two

main interaction chains. The sensing chain concerns the updates that CtxSensor
agents send to the CtxCoord of a CMG. The request chain regards queries and

subscriptions that CtxUsers make to the CtxQueryHandler of a CMG. These

two chains interact with each other through the working of the CONSERT Engine.

As mentioned in Sect. 2, the OrgMgr deploys and oversees the lifecycle of a CMG.

Once started, they communicate with the OrgMgr using standard FIPA
4

Requests to

determine their partners (CtxSensors with CtxCoord and CtxUsers with

CtxQueryHandler) for a bilateral interaction governed by a specific protocol.

In the sensing chain, when CtxSensor agents start, they register with the

CtxCoord and look for a sensing-specific policy file to figure out how they must

provide their updates. They then start a FIPA Propose protocol to publish their Con-
textAssertion update capabilities to the CtxCoord. The CtxCoord acknowledges the

publishing and returns the subset of ContextAssertions for which the sensor agent

currently has to send updates, according to the control parameters that the coordi-

nator reads from the provisioning coordination policy. Updates are then sent using

FIPA Inform messages.

Within the request chain, a CtxUser that registered with a CtxQueryHandler
can ask for information via FIPA Query or FIPA Subscribe protocols. However,

the response on the query handler side depends on whether the requested Contex-
tAssertions are currently enabled or not (according to the provisioning coordination

policy). If enabled the CtxQueryHandler poses the query against the CONSERT

Engine and returns the response. Otherwise, the protocol continues with the query

handler notifying the CtxCoord of an activation need. In the case of a sensed Con-
textAssertion the coordinator determines which CtxSensors can provide it and uses

a TaskingCommand request to tell them to start sending updates. In case of derived

context, it uses the CONSERT Engine command interface to enable the correspond-

ing derivation rules. Only when the CtxQueryHandler has the confirmation of Con-
textAssertion enabling will it pose the query to the CONSERT Engine.

Provisioning Control Execution At runtime, the CtxCoord agent executes the

indexed provisioning control rules at intervals depending on the general observa-
tion_window parameter. Execution occurs as explained in the previous section and

4
http://www.fipa.org/.

http://www.fipa.org/
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the CtxCoord collects the output of the OperationalCommands. If these demand

information flow changes (e.g. start ContextAssertions updates, alter update fre-

quency), the CtxCoord determines all CtxSensors that provide the concerned asser-

tions and sends them a TaskingCommand request wrapping over the content of the

OperationalCommand. If the operational commands imply changes in inference han-

dling (e.g. enable a derived assertion, change derivation priority service) the CON-

SERT Engine command interface is used to perform the required adaptation.

5 Scenario Evaluation

Let us now analyze the effect of context provisioning management on sensing behav-

ior and the CONSERT Engine reasoning cycle in the context of the scenario from

the introduction. We use iCasa
5
, an execution platform on top of OSGi for digital

home applications, to model the scenario environment. We simulate the layout of

the EF210 smart room and the functionality of 29 sensors (presence, noise level,

body posture, temperature, luminosity). We also use iCasa to script the execution of

the scenario (succession of events). However, the coordination of the context provi-

sioning process is done using a real deployment of CONSERT Middleware agents,

working as explained in Sects. 2 and 4.

Provisioning policy setup Two configurations are used to evaluate the impact of

using context provisioning policies. The first policy enables all ContextAssertion
updates by default, without using ContextAssertion monitorization. The second uses

provisioning control parameters to enable only presence sensing and location deriva-

tion by default. All other context information updates are activated and deactivated

on demand. Notifications from the CtxQueryHandler control update activation,

while four provisioning control rules from the policy set the conditions for disabling

specific updates and derivations.

Figure 2 shows an excerpt in Turtle
6

syntax from the file defining the provisioning

control parameters and control rules, used by the CtxCoord agent of the EF210

room.

Fig. 2 SPARQL expression of derivation cancellation rule template (left) and control rule assign-

ment (right)

5
http://adeleresearchgroup.github.io/iCasa/.

6
http://www.w3.org/TeamSubmission/turtle/.

http://adeleresearchgroup.github.io/iCasa/
http://www.w3.org/TeamSubmission/turtle/
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On the left of the figure we see the SPARQL expression of a rule cancellation tem-

plate that says that rules that derive a ContextAssertion with no current subscriptions

and no queries received since ?time seconds ago will be cancelled. The right side of

the figure shows how instances of such templates (e.g. for ami:AdHocDiscussion)

are assigned in a provisioning coordination policy. The NonePresentAssertionCan-
cellation control rule specifies that if no person has been located in the room for

more than 40 s, all ContextAssertion updates will be ceased.

Provisioning policy influence Figure 3 shows the influence of provisioning policies

on sensing behavior and update messages. In the simulation, the sensing policy con-

figures updates every 2 s. As expected, the case where all sensor updates are enabled

by default (left hand graph) shows an almost constant sensing activity (2563 sensor

readings and 1168 message updates during the 3 min simulation). The right hand

graph (corresponding to adaptive provisioning) shows a dynamic evolution of the

sensing behavior. At first, only presence sensors are active. When the first person

enters the room, luminosity and temperature sensors become active (interval 1 on

chart), following queries from the projector and air conditioning units. When all 3

persons are at a desk talking, they subscribe for possible activity notifications and the

noise level and body posture sensors needed for ad-hoc meeting detections become

active (interval 2). When the meeting is over, the provisioning control rules ensure

that unnecessary sensing activity be ceased (interval 3), leaving only presence sens-

ing enabled. Overall, this reduces the sensing activity for the same simulation by

30%. In a real environment, this could have significant benefits in terms of network

load and power consumption.

Fig. 3 Sensing events and update messages graph. No provisioning control (left), with provision-

ing control (right)
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Fig. 4 CONSERT engine update performance showing insertion delay (red) and insertion process-

ing (blue) times. No control rules (left), with provisioning control (right)

Figure 4 shows measurements of CONSERT Engine insertion delay (time until

processing starts) and processing duration for ContextAssertion updates. While the

average delay and processing times for the two simulation configurations are very

similar, on the right hand graph we observe slightly higher insertion processing

times (blue) and a greater density of insertion delay points (red) that are higher than

the average. This is a consequence of having an additional periodic context knowl-

edge base transaction for the evaluation of provisioning control rules. However, these

results stem from the particular setup of our simulation (relatively reduced load and

information diversity) and a technical limitation of the current implementation which

relies on making transaction snapshots of the entire knowledge base when execut-

ing insertions, inferences or provisioning control rules. Furthermore, if the dynamic

between active and non-active update and derivation periods is greater than the num-

ber of control rules, we expect that insertion delay and processing times will actually

improve.

6 Related Works

Many CMM solutions have been proposed in recent years. However, the prob-

lem of supporting an adaptive context provisioning process remains insufficiently

addressed. COSINE [3] is a service-oriented framework for context-awareness in

mobile environments. It is therefore mostly addressed to mobile ad-hoc network

(MANET) scenarios and strives to provide adaptive query routing based on QoC

aspects. However, the rules by which the routing is done are predetermined and

cannot be influenced by the application developer as in our case. SOLAR [4] and

SALES [5] are two context management solutions which incorporate policy-driven

context provisioning adaptation. Both approaches allow applications to monitor and

specify policies that control system resource usage (SALES) and operator function-

ality (SOLAR) in order to adapt context data distribution. These works consider
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QoC for provisioning adaptation (an aspect we look at in future work). However, in

contrast to CONSERT, these systems focus mostly on providing proper routing of

context requests directly to the best provider, thus neglecting representation expres-

siveness and aggregation of context events into more complex situations like our

ad-hoc meeting example.

CONTORY [6] offers a very flexible context provisioning architecture (context

providers can be local to a device, infrastructure-based or nodes in a MANET) and

an expressive context access interface. But more complex context reasoning must

be performed by the application and no support exists for controlling the activity of

device-local or infrastructure-based context providers.

In works that, similar to our own, perform more complex aggregations of context

situations, context provisioning control is not fully explored. COPAL [7] introduces

a domain specific language for context processor deployment and operation speci-

fication. However, provisioning control is limited to filtering and aggregation func-

tions which only affect the type of data received by consumers. As opposed to our

approach, no context usage statistics are available to processors, so that they may

alter the behavior of active providers. Finally, CoCA [8] is a CMM solution with

context modeling and reasoning capabilities similar to our own. CoCA uses heuris-

tic methods to ensure loading of only relevant context data into an ontology-based

reasoner. However, the heuristics cannot be controlled and, contrary to CONSERT,

the middleware offers no mean to adapt information flow.

7 Conclusions

In this work, we propose an approach for adaptation of context provisioning in AmI

applications. We propose both Context Provisioning Policies and Context Provi-

sioning Interaction Protocols that govern the interactions and processing of provi-

sioning agents in a CMG. These capabilities increase application-development sup-

port by moving context provisioning adaptation concerns away from application and

towards the middleware level. Presented examples relate to the dynamics of active

and non-active context updates and derivations, but the possibilities of our approach

far exceed these cases. The multi-agent based architecture of our context provision-

ing units implies individual encapsulation of provisioning concerns, holding the

potential for increased autonomy. In future work we wish to explore the concept of

context-level agreements in the context of provisioning adaptation. This means aug-

menting our provisioning policies with the ability to express conditions and actions

affecting individual context providers and inference rules based on observed QoC

and application-specified operation goals for each context provisioning agent.
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An Adaptive Particle Filter for Indoor
Robot Localization

Hao Lang, Tiancheng Li, Gabriel Villarrubia, Shudong Sun
and Javier Bajo

Abstract This paper develops an adaptive particle filter for indoor mobile robot
localization, in which two different resampling operations are implemented to adjust
the number of particles for fast and reliable computation. Since the weight updating
is usually much more computationally intensive than the prediction, the first
resampling-procedure so-called partial resampling is adopted before the prediction
step, which duplicates the large weighted particles while reserves the rest obtaining
better estimation accuracy and robustness. The second resampling, adopted before
the updating step, decreases the number of particles through particle merging to
save updating computation. In addition to speeding up the filter, sample degeneracy
and sample impoverishment are counteracted. Simulations on a typical 1D model
and for mobile robot localization are presented to demonstrate the validity of our
approach.
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1 Introduction

The particle filter (PF), utilizing sequential Monte Carlo (SMC) approach to
implement the Bayes estimation, has been widely applied for nonlinear systems
such as target tracking and mobile robot localization since [1], which is able to relax
the linearity and Gaussian assumptions. However, the PF suffers from high com-
putational burden when a large number of particles are required. This paper is
concerned with designing an adaptive PF that can adaptively adjust the number of
particles for efficient computation while maintains good estimation performance.
The proposed PF is applied for robot localization in an indoor structural environ-
ments with the use of a group of sonars and an inertial measurement unit (IMU)-
based odometer.

When applied to robot localization, the PF is often referred to as the Monte Carlo
localization (MCL) method. It represents the required robot position and orientation
by a set of random particles with associated weights. Let St = fxit,wi

tgi=1, 2, ...Nt

denote a random measure that characterizes the posterior density pðxtjy1: tÞ:

p xt y1: tjð Þ≈∑Nt
i=1w

i
tδ xt − xit
� �

, s. t.∑Nt
i=1w

i
t =1 ð1Þ

where δ is Dirac delta measure, fxitgi=1, 2, ...Nt
is a set of particles with associated

weights fwi
tgi=1, 2, ...Nt

, Nt is the total number of particles.
The weights wt are determined with respect to the principle of sequential

importance sampling (SIS), which relies on

wt ∝
pðx1: t y1: tj Þ
qðx1: t y1: tj Þ ≈wt− 1

pðyt xtj Þqðxt xt− 1j Þ
qðxt xt− 1, ytj Þ ð2Þ

where qð⋅Þ is a proposal importance density, which should resemble the posterior
density as closely as possible.

Usually, the weight variance will exponentially increase with time in the SIS,
causing weight degeneracy that a few particles have very large weights while the
others are negligible. As such, the resampling step is often required which reset the
particle system in order to solve the degeneracy. But one critical side effect may arise
in the meanwhile, namely sample impoverishment, see [2, 3] i.e. most particles are of
the same state(s) that are duplicated from a few particles while the other particles of
small weight are abandoned in the resampling process. This has much the same effect
as sample degeneracy, and is more severe when the measurement noise is small.
Many works have been devoted to solve this pair of problems, see [3].

For mobile robot localization, the weight updating of particles is much more
time-consuming than the prediction, which is the main reason for the huge com-
putation requirement of the PF. Thus, the key to speed up the PF is to reduce the
number of particles for updating. This, however, conflicts with that a large number
of particles are required in the prediction step for accurate approximation. To
alleviate this contradiction, we propose a double resampling strategy to adjust the
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number of particles for prediction and updating: use a large number of particles for
prediction while use a small number of particles for updating. In brief,

• To obtain a compromise of the contradiction between the computing speed and
the estimation accuracy, we use different number of particles at the prediction
and updating step respectively through double resampling methods.

• To alleviate sample degeneracy and impoverishment, the resampling should
maintain the diversity of particles.

The work presented here is a significant extension of the work [4]: we replace
the first traditional resampling used therein with the partial resampling to avoid
discarding any particle, in order to maintain better the diversity of particles. In
addition, we improve the second particle merging resampling by proposing a novel
grid dividing method for better computational speed. The paper is organized as
follows. Related work is given in Sect. 2. Two resampling procedures are detailed
in Sect. 3. Simulation results are presented in Sect. 4 before we conclude in Sect. 5.

2 Related Work

A heavy computation requirement will cause that “the rate of incoming sensor data
is higher than the update rate of the PF and so some sensor data will be missed” [5].
Most solutions to improve the speed of the PF are focused on adjusting the number
of particles to reduce the number of iterations required. There are various same size
adaptation mechanisms, see the survey [6]. One of the most elegant methods for
adjusting the number of particles is KLD-sampling approach [7, 8] and KLD-
resampling [9]. Furthermore, Legland [10] proposed to adjust the number of par-
ticles by ensuring that a sufficient number of samples whose weights are large
enough are used by the filter. It prevents that particles are located in regions of the
state space having zero posterior probability. Pan [11] used rate-distortion theory to
determine the optimal particle number, Fitzgerald [12] proposed an advanced
proposal scheme by reducing the number of particles needed for multiple target
tracking.

To adjust number of particles has to be careful. When the PF is running with a
small sample set, it becomes challenging to approximate the posterior distribution
properly. For this purpose, the characters of particle are pre-studied and stored,
which will accelerate the updating of particles greatly in [13]. However, these pre-
stored particles have introduced errors. An up-to-date review of the parallel
resampling methods and parallel PFs is available in [2].

There is another idea [14] that uses clusters of particles to track multiple distinct
hypotheses, where each cluster is considered as an independent hypothesis about
the robot’s pose. The algorithm works on two different levels: at the particle level,
the classical Bayesian formulation is adopted to update a hypothesis, while at the
cluster level, the one with the highest probability is used to determine the robot’s
pose.
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A good idea is to use different number of particles at different steps of prediction
and updating respectively. Following this line of thinking, we reduce the number of
particles for updating but increase the number of particles of prediction through two
times of resamplingwhilemaximally alleviating the degeneracy and impoverishment.

3 Double Resampling Strategies

The iteration of the general PF can be divided into three steps: prediction, updating
and resampling. In contrast, the proposed PF in this paper consists of four steps: 1st
resampling, prediction, 2nd resampling and updating. The pseudo-code of the
proposed adaptive PF can be described as algorithm 1. The double resampling
structure aims to maintain the sample quality (avoiding sample degeneracy and
impoverishment) while adjust the number of particles. In specific,

• The 1st resampling, partial resampling (Step 2 of Algorithm 1), is executed
before the prediction step, which duplicates particles with large weight (larger
than a threshold) while reserves particles with small weight (instead of dis-

carding). Here, each particle of weight wðiÞ
t is duplicated with NðiÞ times,

NðiÞ = N ×wðiÞ
t

h i
ð3Þ

where ⌊⋅⌋ means rounding down operation, N is the desired sample size (a
reference). It can be seen only the particle of weight that is smaller than 1=N will
be duplicated otherwise will be reserved.

Since there is no particle discarded, it is easy to know that the distribution does not
change at all and the diversity of the particle populationwill bewellmaintained. It will
however increase the sample size. However, this will not increase computing time
heavily, since the computation of the prediction step is only a small part in the MCL.
For this, we employ the second dynamic grid resampling to control the sample size.

• The 2nd resampling conducts particle merging before the updating step to
reduce the same size to save computation. The updating step is the most time-
consuming part of the PF, so particle merging can save weight updating time by
decreasing the number of particles. The particle merging is proofed to be
unbiased [15] and enjoys good identical distribution attribute, which will not
undermine much the particle diversity.

In the following, we shortly explain how to perform the particle merging based on
new dynamic grid dividing of the state space with regard to MCL. Denote the planar
position and orientation of the robot in the state space as fx, y, θg and the estimate
xît = ðxî, yî, θîÞT . The dynamic grid partitioning is realized in three steps: (1), sort the
particles according to their states on each dimension; (2) group the particles into
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different grids each of which containing specified n particles; the grids ɡx, y, θ are of
differently sizes; (3) merge particles using (4) in each grid as did in deterministic
resampling [15], where ðx ̂pt , ŵp

t Þ denotes the support particle, p= px, y, θ denotes the
number of particles in grid ɡx, y, θ. The pseudo-code of the merging resampling can be
described as in Algorithm 2. The partitioning of grids is much computationally easier
than [15]. The parameter n can be the same, or different for different dimensions. For
simplicity, we use the constant parameter n in different dimensions.
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4 Simulations

4.1 1D Simulation Model

For the sake of evaluating the adaption ability of the number of particles that the
proposed double resampling will provide for the PF, we study the following non-
linear time-varying framework with the state transition function as

xt =0. 5xt− 1 +
25xt− 1

1 + x2t− 1
+ 8 cos 1. 2 t− 1ð Þð Þ+ et ð4Þ

and the observation function as

yt =0. 05x2t + vt ð5Þ

where et and vt are zero-mean Gaussian noises with variances 10 and 1 respectively.
We use root mean square error (RMSE) to evaluate the estimate accuracy. The
simulation length is 1000 steps in each trial.

In our instance, several typical resampling methods/strategies are compared with
the present SIRR approach. Sorted by the times of resampling at each iteration, they
are basic selective resampling PF (resample or not), SIR PF (once) and SIRR PF
(twice) in addition to the known KLD resampling and deterministic resampling. In
the following, we will firstly give a brief introduction of their parameter setting.

The selective resampling strategy resamples only when the variance of the non-
normalized weights is superior to a pre-specified threshold namely the Effective
Sample Size (ESS) criterion and the resampling is implemented only when it is
below a threshold NT , typically NT =Nt=2 in our instance.

In the KLD resampling [9], the KLD-bound parameters ε=0. 10, δ=0. 01 and
the grid size is Lkld =0. 5 in our case, NKLD is further hard-limited to be no more
than 2Nst . For the deterministic resampling [15], parameters are set as: Lstar =1,
Lmin =0. 1, a=8, and Nmin =minð50,N=5Þ.

In the simulation, all filters use the same starting number of particles, i.e. their
numbers of particles associated are initially the same. For different starting number
of particles from 20 to 200, the number of particles of the selective resampling and
the SIR does not change over time but they vary in the KLD resampling, Deter-
ministic resampling and our SIRR approach. In particular, the number of particles is
constant in the iteration in all the given PFs except in the SIRR approach the
number of particles is different at the prediction stage and the updating stage. This is
the unique performance of our approach different to others. This is shown in Figs. 1
and 2, where the number of particles of the SIRR has been plotted separately for the
prediction and the updating. It shows that the average number of particles in the
prediction stage is significantly larger than at the updating stage in the SIRR while
they are the same for all the other PFs. These indicate the SIRR manages to work as
supposed. It is necessary to note that, the number of particles of the deterministic
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resampling is slight smaller than the reference sample due to the particle merging,
while the number of particles obtained in SIRR is significantly reduced. The
number of particles of the KLD-resampling maintains at the stable level. They are
based on different mechanism to adjust the number of particles and the SIRR leave
much more space for the filter designer.

The RMSE of all filters are given in Fig. 3. Resampling is critical for this model
as shown that the selective resampling obtains obvious lower accuracy than always
resampling. The estimate accuracy of different resampling strategies/methods are
very similar for this model. But the RMSE of the KLD resampling is slight higher
when the starting same size is large since its number of particles is the smallest
(maintained at the same level). Since all these resampling methods are unbiased and
they do not change the particle population much, this simple model is computa-
tionally simple and therefore has not shown the advantage of our approach. The
SIRR aims to improve the computing efficiency by reducing the times of updating
computation, as it only works when the resampling time is much less than the
weight updating computation of particles. As stated, the updating step of MCL is
much more time-consuming than the simple prediction step, then our method will
work. This will be illustrated in our following simulation where the weight updating
of particle is computationally more intensive than the prediction and resampling.

Fig. 1 The number of
particles over time in different
PFs

Fig. 2 The average number
of particles
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4.2 Mobile Robot Localization Simulation

In this section, we will realize the proposed adaptive PF for indoor mobile robot
localization simulation, in order to evaluate its computational efficiency and
accuracy. The simulation model is showed in Fig. 4. In the figure, the black area
indicates the area occupied by obstructs. Most areas of the environment are well
modelled and static, while there are still disturbances from human being and some
un-modelled areas (represented by the grey circle and rectangular).

Let xt = ðx, yÞT be the robot’s position in Cartesian space x, yð Þ at time instant t, yt
is the observation at time t, and ut is the odometer data between time t− 1 and t.
Supposing ut− 1 has a movement effect ðΔx,ΔyÞT on the robot, Δx and Δy are the
increment of X axis and Y axis from time t− 1 to t. Then, the motion model
pðxtjxt − 1, ut − 1Þ can be easily obtained from

xt = xt− 1 + Δx,Δy½ �T + et− 1 ð6Þ

where et− 1 is a noise with zero mean and ½Δx×10%,Δy×10%�T variance.
The likelihood-based weight updating pðytjxtÞ based on the nearest-neighbour

data association used for scan matching in our case can be described as

pðytjxtÞ∝ ∏k
i=1 exp −

ðzi − hiÞ2
2 × r2i

 !
ð7Þ

where k is the number of sonars used. The robot uses 8 sonars for observation. zi and
hi are sonar detection value and the distance between particles and boundaries of
map in direction i respectively. The variance of sonar detection value ri = zi * 5%.

For simplicity, we use the importance density pðxkjxk− 1Þ as proposal, namely
bootstrap filter. The simulation compares the basic SIR filter and our SIRR
approach, namely SIR-MCL and SIRR-MCL. They receive the same observation
data from sonars and the same data from the odometer at the same time.

Fig. 3 The average RMSE
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In the simulation, the robot is supposed to follow a planned path as given in
Fig. 4. This planned path consists of two straight lines and a part of a circle.
Because of disturbances and process noises, the real path of robots are not really the
planned path as supposed. Both MCL algorithms use 1000 as initial number of
particles, and set the parameter n = 30 in the second merging-resampling of SIRR-
MCL. They receive 70 times of observations in the whole process, obtaining dif-
ferent localization paths. To capture the average performance, 10 times of trials are
performed based on the same planned path. The results are given in Fig. 5 for
average paths of both MCL algorithms. Their estimate error as compared with true
path are given in Fig. 6. The average processing time of them is given in Fig. 7.

The results show that the average processing time of SIRR as less as one third of
that of the SIR filter while maintain similar accuracy because the SIRR efficiently
reduce the number of particles for updating while keep adequate particles for
prediction. The results show that the introduction of merging error before updating
is beneficial for the computational efficiency and our approach provides a choice for
particular cases where computing speed is more important.

Fig. 4 Indoor environment
and robot moving path

Fig. 5 Localization results of
path

Fig. 6 Localization errors
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5 Conclusion

An adaptive PF is proposed for indoor mobile robot localization, which employs
resampling two times to overcome the contradiction between computational speed
and filtering accuracy. The first resampling is aimed at improving the accuracy of
the PF as a large number of particles are used for more accurate prediction, and the
second resampling aims to speed up the filter by reducing the number of particles
for weight updating. Both resampling procedures are new and are more computa-
tionally efficient than our previous work [4]. Simulations have demonstrated the
validity of the double-resampling strategies. We reiterate that the spatial distribution
of particles is of importance to avoid sample impoverishment while combating
sample degeneracy. Further study on more efficient implementations of the double
resampling strategy is expected, especially regarding to unstructured real environ-
ments and multiple robots.
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A Discomfort-Sensitive Chair for Pointing
Out Mental Fatigue

André Pimenta, Davide Carneiro, Paulo Novais and José Neves

Abstract In our busy daily life, we often have the feeling of being exhausted,

accompanied with a sense of performance degradation and increase of discomfort in

the execution of even simple tasks. This often takes place in the workplace and in a

silent way, influencing our productivity, our performance the number of errors or the

quality of our production. This paper details a chair to be used in workplace envi-

ronments that is sensitive to the onset of fatigue. Based on built-in accelerometers

it recognizes signs of discomfort, which may be related to mental fatigue, to point

out moments when an individual should consider taking a pause or a rest. This chair

complements a previously developed software for the assessment of mental fatigue

from the analysis of the individual’s interaction with the computer.

Keywords Ambient intelligence ⋅ Fatigue ⋅ Statistical analysis ⋅ Clustering

1 Introduction

Until recently, most of the jobs available were essentially physical. However, this

paradigm has changed and, in just a few decades, a significant part of this offer

became mental and cognitive. Consequently, mental fatigue has replaced physical

fatigue, becoming one of the major health-related issues nowadays. This issue is

further exacerbated by current increased competition, precarious work conditions

and information overload, which add to the existing stress and pressure in the

workplace [1].
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In addition to these factors, many of these jobs are the so-called desk-jobs, in

which people frequently sit for more than 8 hours. This is due to the increasing job

specialization which requires the worker to perform only one function or movement

for a long period of time, or due to the nature of the work to be performed, that

requires the interaction with the computer [2, 3].

These current work conditions often result in constant feelings of tiredness or

exhaustion, going beyond what would be considered a normal degree of sleepiness or

discomfort. People will often ignore or even try to hide such these feelings, regarding

as normal signs of our lifestyle. However, their persistence for prolonged periods may

be a sign that something more serious is wrong [4].

The increase of this type of feelings and the negative consequences that they have

both on the individual and on the organization led to the development of systems

that increasingly care about the user, and its context in order to improve the work

environment [5]. An example is Fatigue Audit InterDyne (FAID®) [6], that gener-

ates mental performance predictions based on work hours, rest periods and circadian

cycles. The CogSpeed system
1

(Gray Matter Metrics, San Antonio, Texas), on the

other hand, provides an estimate of the highest speed with which the subject can

respond to a discrete stimulus, as a way of tracking critical tasks. Another example

of this current trend is the system NovaScan™, that is a performance-based testing

procedure designed to provide industry with a brief screen for detecting potential

employee job-related performance decrement, including drug use, alcohol use, or

fatigue [7].

This paper details a chair developed with the aim of supporting an existing fatigue

management software [8]. While the software is based on the analysis of the inter-

action patterns of working individuals with the computer to assess fatigue, the chair

will use accelerometers to identify signs of discomfort from the movements of the

worker, signs which are generally associated with the onset of fatigue. The ultimate

goal of this line of research is to develop more positive work environments, both for

the worker and for the organization.

2 Case Study

A case study was developed to test the hypothesis that the movements of a worker,

while sitting in the chair, can be correlated with the level of mental fatigue felt. The

participants, nine men in total, were students and researchers from the University of

Minho who volunteered to participate. Their age ranged between 18 and 30. The only

requirements asked of the participants were that they would use the accelerometer-

equipped office wheeled chairs while carrying out their work at the computer. Other

than that they were only requested to perform their activities as usual, without any

restriction whatsoever.

1
The website of CogSpeed is available at https://www.cogspeed.com/.

https://www.cogspeed.com/


A Discomfort-Sensitive Chair for Pointing Out Mental Fatigue 59

2.1 Methodology

Two accelerometers were placed in the office chairs, as detailed in Fig. 1, to record the

movements of the workers during the day (8 hour workday), while sitting in front of

the computer. Accelerometer 1 was placed at the level of the worker’s back, with the

aim to register the acceleration caused by movements of the torso. Accelerometer 2

was placed in one of the wheeled arms, with the aim to record acceleration generated

by the moving of the chair. Specifically, Axivity’s WAX3 wireless accelerometers

were used.
2

Simultaneously with the monitoring of the chair movements, workers answered a

questionnaire about mental fatigue on a hourly basis (USAFSAM Fatigue Scale [9]).

This was implemented with the aim of studying, in parallel, the daily evolution of

mental fatigue and the movements of the chairs (Fig. 2).

Fig. 1 The placement of the accelerometers in the chairs and the directions of the axes

2.2 Data Analysis

The first step in the process of data analysis was to determine if there was indeed

an increase in the level of fatigue during the day. As it can be seen in Fig. 3, the

average value of mental fatigue pointed out by the workers increases throughout the

day. Interestingly enough, it can be also be observed that the lunch break caused a

temporary decrease of the subjective feeling of fatigue.

Having determined this, we proceeded by splitting the data from the accelerom-

eters in hourly series, so as to match the intervals at which questionnaires were col-

lected. Using the Anderson-Darling test, it was determined that the distributions of

the eight resulting datasets were not normal. Given this, the Kruskal Wallis test was

used in the subsequent analysis. This test was used to compare the distributions of

each of the three axes and of the two accelerometers. The maximum p-value observed

was 2.2e-16, which demonstrates that the changes in acceleration that occur from one

interval to the next are statistically significant.

2
The website of Axivity is available at http://axivity.com/v2/.

http://axivity.com/v2/
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The difference in the distributions can also be visually observed as in Fig. 4. This

figure depicts violin plots, which in addition to the information provided by box-

plots include the probability density for the different values. These plots show the

evolution of the distributions of the values during the day.

The Fig. 2 offer a different perspective on the data, which hints at increased move-

ment as the day goes by, providing the first assumption that when fatigued, workers

tend to move more, on a sign of physical and mental discomfort. This is confirmed

by the values detailed in Table 1.

Table 1 Sizes of the dataset generated from all the nine workers

9H 10H 11H 12H 13H 14H 15H 16H 17H

Accelerometer 1 11546 3464 4402 X 11674 3903 6578 6581 6841

Accelerometer 2 11828 4436 6130 X 14197 4797 7205 8520 10435

Fig. 2 Distribution of the values of accelerometer 2

Having carried out this preliminary analysis of the data, it was examined whether

there is any relationship between the subjective feeling of mental fatigue and the

acceleration measured on the chair, in both positions. To this end it was used the

Pearson’s test to determine the statistical correlation between the acceleration mea-

sured in each axis and the subjective level of fatigue. The results obtained are shown

in Table 2.

It can be concluded that the readings of accelerometer 1 have a strong positive cor-

relation with the level of mental fatigue for the axes X and Y. Concerning accelerom-

eter 2, a strong negative correlation with the subjective feeling of fatigue exists for

the y-axis.
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Fig. 3 Average level of fatigue recorded throughout the day by using a questionnaire with the

USAFSAM scale

Fig. 4 Hourly violin plot of x-axis for accelerometer 2

Table 2 Correlation between each axis and the subjective level of fatigue, using the pearson cor-

relation coefficient

x-axis y-axis z-axis

Accelerometer 1 0.67 0.53 −0.25
Accelerometer 2 0.194 −0.9 −0.11

2.3 Results

In the preliminary analysis of the data it was established a relationship between the

subjective levels of mental fatigue and the movement of the chair in some of its

axes in both accelerometers. For modelling accelerometer 1, which showed a strong

negative correlation with fatigue for axes X and Y and no significant correlation for

the z-axis, a linear regression was fit to the average acceleration values on these axes.

While the z-axis is left out due to a lack of correlation, its absence is also positive

in the sense that acceleration from when the user sits down or stands up (which

happens mostly on this axis and is not the normal behaviour we are observing) will

not influence the model.
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The trained linear model contains residual values shown in Fig. 5 where it is

possible to verify that these values follow a normal distribution, and they have a

median value close to 0. In this model we can still observe a Multiple R-squared:

0.8385, Ajusted R-squared: 0.8331 which confirms the correlation shown between

the acceleration in the y-axis and the level of fatigue.

For the data recorded by the accelerometer 2, K-means clustering was used to

verify that the acceleration of the chair movement in all three axes can be associated

with the different levels of fatigue observed. K was selected using a package from the

R Software named NbClust [10]. This package provides 30 indexes for determining

the number of clusters and proposes the best clustering scheme from the different

results obtained by varying all combinations of number of clusters, distance mea-

sures, and clustering methods. The suggested value of K with the largest number

of indexes chosen was three, in a total of 10/30. Therefore a 3-cluster solution was

proposed.

Fig. 5 Linear model built for accelerometer 2

With a defined K the final solution was obtained, as depicted in Fig. 6 and

Table 3. The accuracy of the resulting clusters was computed through the ajusted

Rand index. The adjusted Rand index provides a measure of the agreement between

two partitions, adjusted for chance. It ranges from −1 (no agreement) to 1 (perfect

agreement). Agreement between data labelled and the cluster solution is 0.56.

Table 3 Centroid values of the clusters

Cluster x-axis y-axis z-axis

1 0.2671764 0.30934943 −1.149943
2 0.2628069 0.68517492 −1.177082
3 0.2442235 0.02766418 −1.208630
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The results obtained for accelerometer 2 show that it is possible to separate the

collected data into three distinct clusters. While workers pointed out four different

levels of fatigue, the first level was only chosen 10 % of the times. This division thus

make sense also when considering the answers to the questionnaires.

3 Conclusions

This paper presented an analysis of the movement of nine workers on their office

chairs in the workplace, during their workday. The main aim was to determine if the

way they move could be related to their level of mental fatigue.

Fig. 6 Clusters for accelerometer 1

The results achieved from the implementation of the case study show that it is

indeed possible to detect the onset of fatigue from the movement, caused most likely

form the increased discomfort caused by mental fatigue. Moreover, the results also

show that this approach, which is not intrusive concerning the user, is valid. The

following limitations are acknowledged in the study. The number of participants was

relatively small. Although it suffices as a proof of concept, we will be carrying out a

larger study in the future. Moreover, asides from mental fatigue, questionnaires will

also assess the level of comfort of the workers, which was not explicitly measured

in this study.

While this approach may not be accurate enough on its own, it has the advantage

of being based on relatively inexpensive sensors and of being non-invasive, espe-

cially when compared to existing approaches based on physiological sensors. More-

over, it can act as a valuable complement to existing fatigue monitoring systems.
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Development of a High Mobility Assistant
Personal Robot for Home Operation

Eduard Clotet, Dani Martínez, Javier Moreno, Marcel Tresanchez
and Jordi Palacín

Abstract This paper presents the development of an Assistant Personal Robotic
(APR) designed with the objective of creating a high reliable robot that can be used
in several home applications such as: home safety, elder people supervision and
remote assistance, remote presence, etc. In this proposal the APR is remotely
controlled by a smartphone or portable tablet with Wi-Fi connectivity. The APR
design has taken into consideration safety factors, mobility and physical restrictions
of an average home; including opened doors, tight turns, and narrow corridors. The
APR design includes several onboard sensors in order to protect the robot and avoid
collisions with fixed or moving surrounding objects.

Keywords Assistant personal robotic ⋅ Elderly care ⋅ Home assistant ⋅ Remote
control system

1 Introduction

A home application such as supervising elderly people is an important task that
does not use to require human presence. Multiple methods had been designed in
order to keep contact with elderly people, such as performing daily calls or medical
alert systems; those systems are very useful, but its efficiency relies on the con-
sciousness of the user or the regularity of the calls. The effective supervision of
elderly people at home can be performed by implementing sensor systems and
methods designed to detect abnormal situations where elderly people are not able to
call for assistance [1]. For example, in [2] a mobile platform equipped with infrared
cameras is used in order to obtain the silhouette of the user and determinate its
position: sitting in a chair, standing, or laying on the ground; even with the good
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results obtained, authors mentioned that the reliability of the system is compro-
mised by the position of the camera. In [3] a novel system design for a remote-
operated home robot is presented. The personal robotic assistant can also be used as
a remote work station for people with restricted mobility, providing a more im-
mersive and dynamic way to physically interact with other persons and its envi-
ronment. In a similar direction, this paper proposes the development of a high
mobility Assistant Personal Robot (APR) for home operation.

2 Materials and Methods

The main materials and methods used in the design of the APR can be classified as
onboard electronics, high mobility system and remote control system.

2.1 High Mobility Capabilities

One of the most important features for a mobile robot is its ability to move around
its surroundings as efficiently as possible without causing any damage to the
environment or the robot itself. For this purpose, we propose the use of three
omnidirectional wheels [4] in the design of the APR in order to allow displacements
in any direction just by controlling the power applied to each one of the three DC
motors that drives the omnidirectional wheels. Each wheel is rubber-covered in
order to improve its traction in almost any surface.
The APR includes two symbolic soft arms also powered by two DC motors. These
arms have only one degree of freedom and are designed mainly as an accessory
element for fast non-verbal interaction or gesture imitation.

2.2 Central Processing Unit

The central processing unit (CPU) performs two main functions: manage all the
communication with the remote control device and generate motion orders, and
operate as a friendly interface in order to control themobile robot and establish remote
communication (audio and video) between the robot and a local user. A tablet device
is used as the main CPU of the APR; the used device is the AsusMemo Pad 10ʺ tablet,
which provides the basic elements required for remote supervision: two cameras, an
embedded speaker, and a microphone. Other tablets with Android O.S. and similar
specifications can also be used in the APR since the application is coded in Java,
which is a high-level language. The tablet is then used to send, receive, and show data
exchanged with the remote control device mainly through Wi-Fi technology.
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The central processing unit is placed as the “head” of the APR which includes
onboard DC motors in order to change the robot’s head pan and tilt, similarly as a
human head. This functionality simplifies the remote supervision of elderly people
as the robot does not need to move when the remote supervision requires a different
angle of view of the surroundings.

2.3 Onboard Electronics

Figure 1 shows the basic schema of the onboard electronics. The motor control unit
(MCU) is the main electronic board of the APR, which receives the motion orders of
the CPU and controls the different motors of the mobile robot. The MCU controls

Fig. 1 Schematic draw of the onboard electronics
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directly the different motors, batteries and safety sensors of the mobile robot. The
MCU operates as a real-time device and has the responsibility of avoiding structural
damage and collisions. The MCU supervises the status of the CPU in order to safely
operate the APR in case of unexpected problems. The MCU is in charge of pro-
cessing all the data obtained with the onboard LIDARS in order to ensure safe
displacement paths in an unstructured home environment and avoid any collision.
The mechanical design of the APR includes enough space to carry three batteries
which are controlled by charging boards. These three batteries are individually
connected to one of the main motion DC motors of the mobile robot. The APR is
designed to work even during the charging process while it is plugged to an AC
power socket. To this end, the APR includes three AC/DC power converters to
charge individually each one of the batteries of the mobile robot and an additional
AC/DC power converter that is capable of powering the MCU and ensuring the APR
operability during the charging process. The MCU continuously supervises the
voltage and current of the batteries and the evolution of the recharging procedure.

2.4 Onboard LIDARS

The APR is designed to operate in home domestic environments, for this purpose,
the robot can process the information of the surrounding by means of several
LIDAR sensors manufactured by Hokuyo [5] such as the URG and the UTM.
Currently, the main LIDAR sensor is a Hokuyo URG laser (Fig. 2) which provides
240° of vision in a range from 20 to 5600 mm, enough to cover a whole room or
corridor. The device is placed in the frontal part of the APR in order to obtain a
planar description of the environment. The information of this LIDAR is used to
detect objects, define safety trajectories, avoid collisions, and to perform basic
SLAM procedures. The MCU also uses the information of this LIDAR to adequate
the mobile robot velocity to the environment and to redefine the motion orders. For
example, if the remote operator orders a forward APR displacement and the APR is
near to a wall then the APR speed is automatically reduced. This supervised
operation takes advantage of the high mobility capabilities of the mobile robot and
simplifies APR remote control in tight spaces such a home environment by
avoiding continuous manual trajectory adjust.

Fig. 2 Hokuyo URG LIDAR
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2.5 APR-Tablet Application

The APR application running in the tablet of the mobile robot performs the fol-
lowing operations:

• The tablet of the APR is started when pressing the ON/OFF button of the mobile
robot. In fact the ON/OFF button switches on the MCU and then the MCU
powers the USB connection with the tablet. The APR-tablet has been configured
to automatically switch on when detecting something connected to the USB port.

• Just after power-on, the APR-tablet detects a new USB device plugged and
automatically starts a registered application program (APP) which is the con-
ventional APR that controls all functions and capabilities of the mobile robot.

• The APR-APP automatically connects to a global server that manages all the
client and robot connections, and announces itself as a robot ready to be con-
trolled; after that, the application will wait for a client to connect (Fig. 3).

• Once a client is connected, the application starts a bidirectional videoconference
and waits for incoming movement orders (Fig. 4).

• When a packet with a movement order is received, the application will convert it
into motor orders and send it to the MCU through the USB port.

• Additionally, the MCU sends status information to the tablet that is submitted to
the remote application in order to provide information of the mobile robot:
battery status, emergency stop, etc.

2.6 Remote User Application

The remote application has to provide the following functions:

• Videoconference.
• APR remote displacement control.

Fig. 3 APR-tablet screen capture showing some images during a videoconference

Development of a High Mobility … 69



The remote user application has been designed to be very intuitive. The remote
user application performs the following operations:

• When started, this APP automatically tries to connect to a global server that
manages the connections with the available mobile robots.

• The APP shows a list of all APR’s available or configured for this remote client
(Fig. 5).

• At this point the user only needs to click over the APR to control.
• Then, the application interface shows a layout that includes videoconference

images and tactile mobile robot displacement controls (Fig. 6).

Fig. 4 Remote application showing robots available

Fig. 5 Remote application screen capture
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3 APR Prototype Results

Figures 6, 7 and 8 show some APR prototype images. Figure 7 shows an image
during a videoconference with a remote user. Figure 6 shows a detail of the
omnidirectional wheels and the frontal LIDAR user for collision avoidance. The
omnidirectional wheels allow tight maneuvers in reduced spaces such as: passing
through doors, rotations, lateral displacements, etc. Finally, Fig. 8 shows the head
of the mobile robot with the APR-tablet. The head has two degrees of freedom in
order to control the angle of view without requiring a change in the position of the
mobile robot, allowing to the robot to get visual information of any place in a one
floor home.
The remote control application has been tested in multiple scenarios where the user
connects to the robot from remote facilities, demonstrating the reliability of the
remote control system. The APR has been remotely controlled from multiple
locations with internet connection and the onboard LIDARS have avoided any
collision with surrounding objects or elderly people around the mobile robot.

Fig. 6 Frontal view of the
base with omnidirectional
wheels
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4 Conclusions

This paper proposes the implementation of an Assistant Personal Robot (APR) that
can be used as a safety remote-presence system in order to monitor and assist
elderly people in their home. The first obtained results showed that the proposed

Fig. 8 Detail of the head of
the APR

Fig. 7 APR overview
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APR prototype is able to overcome most of the physical barriers that can be found
in domestic environments. Regardless its high mobility capabilities, the APR is not
able to go through stairs or heavy slopes (greater than 37°), reducing its effec-
tiveness in old buildings that are not adapted for people with reduced mobility, or
buildings with multiple floors. The communication system has been reliable enough
to work in LAN and WAN networks. Finally, the omnidirectional wheels have
offered a great mobility and control over the robot by using the designed onscreen
tactile remote control.

Acknowledgments This work is partially founded by Indra, the University of Lleida, and the
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Using ICT for Tacit Knowledge
Preservation in Old Age

Isabel Marcelino, José Góis, Rosalía Laza and António Pereira

Abstract As the world population is aging, numerous challenges were raised. How
to maintain a sustainable aging? How to increase the active role of older adults in
society? How to promote healthy aging along with the improvement of social and
technological inclusion and enhance emotional well-being? How to preserve the
vast tacit knowledge existent in seniors? Pervasive computing can giving an
enormous contribution to overcome this issues. In the present paper we introduce
eService platform as a novel service ecosystem mainly developed for senior pop-
ulation, including life experiences and knowledge record service. We have
researched and selected the most relevant accessibility guidelines concerning senior
population and made a low fidelity prototype, followed by both fidelity prototypes,
one with and one without guideline application. Finally we conducted usability tests
and semi structured interviews with 6 individuals to validate our work. The
experimental results demonstrated that the proposed guideline checklist was vali-
dated, well accepted and easy to use by seniors. They also validate the extreme
importance of knowledge preservation.
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1 Introduction

The world population is aging leading to several motivations [1]. These concerns
include creating solutions to promote an active aging were senior can maintain their
independence, dignity and contribution to society by playing an active role.
Solutions to develop secure feelings in both elderly’s and family members, since
family member are in our days unable to give proper care to their older family.
Solutions to grant that senior knowledge apprehended during a life time is not lost.

All of these challenges become even more complex due to the fact of having a
heterogeneous group of population when concerning to elderly, since it might
involve literate and unlettered individuals, with different interests and financial
possibilities [2–4]. Nevertheless, some issues are common in aging. For instance
vision decline, hearing loss, psychomotor coordination diminishment and cognitive
deterioration. Older adults are also more likely to struggle with isolation, loneliness,
and sadness feelings by not having an active role in society.

Having all of these concerns in mind, we can use available technologies to
develop a solution that can minimize all the stated issues. The solution that our
research team has developed is called eServices - Elderly Support Service Platform.
eServices provides a novel service ecosystem mainly developed for senior popu-
lation. It stands out from other approaches by providing a unique central access
point to end users and by granting that interaction between end users and services is
intuitive, accessible and easy to use. Our concern was also to compile several
services that aimed both physical and psychological aspects. Yet, the service cat-
alogue presented in eServices may be populated with external services granting
scalability to our platform due to easy add-in services [5–7].

So far we have developed the platform, implement some services and defined a
methodology to obtain information from the end users and available services
integration combined with the basic life signs that allowed us to detect abnormal
situations [8]. One of these services is focused on knowledge preservation.
Knowledge preservation is an increasing concern as the global population is aging.
Not only senior workers have built an organizational know-how and companies feel
an impact when they retire, but also the knowledge of life experiences is being lost
over generations, as long as family history information for clinical decision support.
Additionally, there are benefits of storing memory that can trigger seniors to
remember their past, which is very important in cognitive deterioration diseases,
such as Alzheimer. Therefore, it is imperative to take measures that will allow
wisdom safeguarding. The service life experiences and knowledge record existing
in eServices is a measure to achieve it.

The purpose of the present paper is to give a contribution presenting and vali-
dating life experiences and knowledge record service.

The remainder of the paper proceeds as follows: related work is presented in
Sect. 2, followed by the summarization of eServices platform in Sect. 3. Section 4
approaches the core of this paper concerning knowledge preservation. Section 5
contains the evaluation and results. Conclusions are presented in Sect. 6.
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2 Related Work

As previously mentioned, knowledge preservation is a major concern in our days.
Some solutions have been created to overcome this issue.

There are solutions that are more focused on record life events. Great life stories
is one of these examples were a web page is available to share life chapters such as
“Romance and Marriage”, “Words of Wisdom”, “Leisure and Travel” or “School
Days” [9]. It is an interesting initiative, but it is not developed to meet a specific
population, nor allows the inclusion of videos or images or even the ability to create
more life chapters.

Another example is Our time lines [10]. In this web page it is possible to build a
timeline where events has a type, a start and end date. But once again the solution is
not developed specifically for a target population and is limited to textual
information.

Microsoft Greenwich Project allows the creation of personal digital timelines
and embebbed it on blogs. This tool is explored in [11] to stimulate older people
memory.

The timeline format is also applied in one of the most popular social networks:
Facebook.

Another project is [12], where members of this association help other people
create personal histories, including memoirs, video tributes, autobiographies,
biographies, family histories or cookbooks. It is interesting to observe some of the
comments on this association’s blog and see, not only senior people’s will to leave
their testimony, but also family members, especially sons, overjoyed to have their
parents voices and laughs on video.

In [13], DVD-based multimedia biographies are built and observation is made
over psychosocial effects that viewing the biographies had on the participants and
their family members.

Digital life story scrapbook are also explored in people with dementia due to
potential psychosocial benefits; although the existence of these benefits may be
controversial as shown in the study presented in [14].

All of the presented approaches allow users to persist some of their life expe-
riences and events and share it with others. Nevertheless, these solutions are not
focused on a specific target population like seniors, who have particularities due to
age-related issues. Moreover, older adults are a heterogeneous group where many
of them are digitally illiterate or even uneducated. Therefore, a solution developed
for this population segment must be aware of all these special needs to include as
many users as possible. The developed solution must be simples, intuitive and
follow accessibility guidelines that remove barriers between elderlies and Infor-
mation Communication Technologies (ICT) usage. For this purpose we will briefly
present eServices, the platform where life experiences and knowledge record ser-
vice is nested.
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3 Service Platform for Pervasive Elderly Care

eServices is a novel platform to aggregate several services directed to older adults.
Its major and differentiating features are:

• Regarding to seniors covering not only the physical, but also social and emo-
tional part. It provides basic life signs monitoring as long as a virtual room were
other services like medical, leisure are available;

• Extreme simplicity with special attention to the interface designed according to
accessibility guidelines to suppress usage barriers from illiteracy and techno-
logical illiteracy;

• Non-invasive and integrated in daily basic activities;
• Reliable and preventive by creating behavior analysis that combine both

motorization of vital signs and interaction between the user and platform,
therefore reducing false alerts in detecting abnormal situations;

• Grant immediate response in imminent danger situations by providing several
alert levels, personalized for each individual;

• Secure and considering ethical issues by avoiding quasi-identifiers and protect
user identities from service providers and ciphering sensitive information;

• Providing a single access point for users to obtain their services, scaling new
services in order to promote a platform with integration and interoperability;

• Designed with pervasive computing concern: any service, anytime, anywhere,
any device, any access, any people…, AnyN;

• Offering a modular solution that can be achieved, in a production phase, by
elderlies according to their financial possibilities. For instance, they can pur-
chase the services that they are more interested. Concerning to physical moni-
toring, sensors where also built in modular and scalable way. Basic sensors
grant the ability to provide basic sensing and modules may be copulated to
acquire specific parameters for certain user.

eServices as a modular architecture comprising of 3 major components: end users
clients, services providers and the middleware platform between end users and
service providers.

End user client comprises biosensors to monitor basic life signs, environment
sensors and service access device to interact with the provided services.

The middleware platform contains service catalogue, system administration and
event management.

Service providers will have to register their service in one of the existing cate-
gories in service catalogue or ask to create a new one. Service providers will also
need to use middleware platform communication protocol.

Some categories were already identified: medical, maintenance, call center,
leisure and cultural. Life experiences and knowledge record is one of the services
available in leisure category and will be approached in the next section.
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4 Knowledge Preservation

As previously mentioned, knowledge preservation is an emerging concern as the
experience gained over a lifetime often dies along with people, not passing to
forthcoming generations. Life experiences and knowledge record is a service
available in eServices platform. Its main goal is to provide the ability for older
adults, with or without technological skills, to record, view and share their life
stories with other users of eServices. In this information we comprehend handcrafts,
recipes, folk medicine, proverbs, traditional agriculture methods, stories to grand-
children, etc.

As a service, the only requirements that elderly must have is a device with
internet connection and browser. The absence of complex installation is crucial
regarding elderly population. Another vital aspect of this service was to develop a
web site that meet accessibility standards to take into account age-related physical
changes and cognitive impairments. Some of the World Wide Web Consortium
(W3C) recommendations and guidelines were applied [15–17]. From the recom-
mendations provided by W3C, we have collected a subset that we considered
essential when developing interfaces for elderlies and applied them to our proto-
type, namely:

• Maintain contrast due to vision issues usually experienced in old age;
• Avoid patterned backgrounds preferring the use of solid colors;
• Use text fonts easy to read, namely sans-serif text types and non-italic, and

always allied with audio and representative icons to grant the perception by all
users;

• Keep to number of steps to perform an action as reduced as possible to avoid
excessive memorization;

• Give an alternative to interact to the computer by other means than traditional
inputs such as keyboards and mouse, using voice commands and touchscreen
interfaces;

• Remove scrolls that will increase navigation complexity;
• Maintain a consistent layout, granting uniformity;
• Be aware that older users take more time to consolidate information. It is

important to give them the proper time to accomplish certain task;
• Use concise language, short and clear messages without ambiguity;
• Use large icons that are easy to click.

A low fidelity prototype was firstly developed followed by 2 high level prototype.
One of the final prototypes was developed with the stated guidelines and the other
without these guidelines. The implementation as made using HTML5 and YouTube
Data API as long as YouTube Upload Widget [18].

The purpose was to evaluate the impact of using specific guidelines for senior
population as long as validate the importance of knowledge preservation service.
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5 Evaluation and Results

Regarding evaluation and methodology, as stated above, a low fidelity prototype
was firstly developed and discussed with several seniors in order to fully align their
expectations towards the final solution. After validation, 2 high level prototype
were developed (one including the accessibility guidelines that our research team as
found most valuable for senior people, other without these guidelines). We have
conducted usability tests and semi structured interviews with 6 individuals. The
tests and interviews were conducted in the individual’s environment to reduce any
interference from being in a strange place.

Before the usability tests, our research team members have explained how the
system works and made a brief demonstration. Afterwards, we have made some
control questions that can be observed in Tables 1 and 2. These questions were
made over conversation to grant that elderlies were not anxious when realizing the
tests. Next we have conducted usability tests by asking the users to accomplish the
tasks specified in Table 3 in both prototypes. Finally we interviewed them to gather
their general opinion on the experience and the significance of having life expe-
riences and knowledge record service.

Table 1 Control questions

Q1 Personal data: age and sex
Q2 Former life occupation and current interests (handcraft, fishing, other)
Q3 Iliteracia
Q4 ICT know-how: have ever used mobile phone, computer, and internet?
Q5 Health issues (vision, hearing, motor, cognitive)

Table 2 Control questions results

Q1 Q2 Q3 Q4 Q5

42 Male Active farm worker |
travels and agriculture

No Uses a mobile phone; don’t have
any computer skills

Vision issues,
manifesting
myopia

65 Male Retired construction
worker | someone to talk
to

No Technologically illiterate; none of
them have any computer skills or
interaction or ever had used a
mobile phone

Vision issues
hearing
problems

76 Female Retired farmer | someone
to talk to, continue to plant
and crochet handicraft

Yes Vision issues
hearing
problems

80 Female Retired farmer | someone
to talk to, continue to plant

No Vision issues

83 Female Retired farmer | someone
to talk to, continue to plant
and crochet handicraft

Yes Vision issues
hearing
problems
tremors

84 Female Retired farmer | someone
to talk to

Yes Vision issues
Alzheimer in
an earlier
stage
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For each task stated in Table 3, we have verified, for both prototypes, which were
successfully performed. We have made an evaluation over a 5 point rating scale.
For this classification we have considered the time to learn, user errors and sub-
jective satisfaction. In the results presented in Figs. 1 and 2 it can be concluded that
the prototype with the accessibility guidelines have a better rate.

In interviews made the elderlies demonstrated to be overjoyed with the possi-
bility of recording their memoires and know-how, sharing it with their friends and
family, namely grandchildren, especially those who had family abroad.

6 Conclusions

It is a known fact that world life expectancy is increasing and that elderlies can
improve their lives benefiting of ICT services. One of the major concerns in having
an aging population is knowledge preservation. This concern is shared by several

Table 3 Tasks T1 Record video
T2 Watch recorded video
T3 Share video
T4 Watch my videos
T5 Watch videos from a specific channel

Fig. 1 Results in evaluating the prototype with accessibility guidelines applied

Fig. 2 Results in evaluating the prototype without accessibility guidelines applied
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stakeholders. For elderly to revisit the past, give a contribution to prosperity and
help trigger long-term memories of individuals with dementia; For family members
allowing them to remember dear family members that have passed away, to
maintain their life memories and knowledge over generations, to have a clinical
history that can provide useful medical information to present generations; For
companies to maintain their know-how created by tacit knowledge of their retired
employees.

This paper presents a solution to improve elderly’s quality of life and well-being
by promoting knowledge preservation. The solution was to build a scalable service
platform and developing life experiences and knowledge record service. The key
features during the conception and development was to keep simplicity, involve the
target population in the solution design, identify and apply accessibility guidelines
essential to senior population. A low fidelity prototype was made. Afterwards, by 2
high fidelity prototype were made, one with the selected accessibility guidelines and
one without. The solution was validated over usability tests and semi structured
interviews to 6 individuals. The obtained results univocally showed that the chosen
accessibility guidelines have a great impact. All the individuals were unanimous in
stating the importance of having a service to record and share their life experience.
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Step Count and Classification
Using Sensor Information Fusion

Ricardo Anacleto, Lino Figueiredo, Ana Almeida,
Paulo Novais and António Meireles

Abstract In order to suppress the GNSS (Global Navigation Satellite System)

limitation to track persons in indoor or in dense environments, a pedestrian iner-

tial navigation system can be used. However, this type of systems have huge location

estimation errors due to the Pedestrian Dead Reckoning (PDR) characteristics and

the use of low-cost inertial sensors. To suppress some of these errors we propose a

system that uses several sensors spread in person’s body combined with information

fusion techniques. Information fusion techniques provide lighter algorithms imple-

mentations, to count and classify the type of step, to run in mobile devices. Thus,

improving pedestrian inertial navigation systems accuracy.

Keywords Pedestrian inertial navigation system ⋅ Step count ⋅ Information fusion ⋅
Dynamic time warping
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1 Introduction

A system that is capable to locate an individual can be explored to improve life

quality since emergency teams (fire-fighters, military forces [5] and medics) can

respond more precisely if the team members location is known, tourists can have

better recommendations [8], the elderly can be better monitored [9] and parents can

be more relaxed with their children in shopping malls [3].

Usually these applications retrieve pedestrian’s location by using a GNSS (Global

Navigation Satellite System). Unfortunately, GNSS signals aren’t available inside

buildings or in dense environments. Consequently location-aware applications some-

times cannot know the user location.

There are already some proposed systems that retrieve location in indoor envi-

ronments. However, most of these solutions require a structured environment [6].

Therefore, these systems could be a possible solution for indoor environments, but

in a dense forest or urban canyons they are difficult to implement.

To suppress structured environment limitations, a Pedestrian Inertial Navigation

Systems (PINS) can be used. Typically, a PINS is based on an algorithm that involves

three phases: step detection, step length estimation and heading estimation. A PINS

uses accelerometers, gyroscopes, among other sensors, to continuously calculate via

dead reckoning the position and orientation of a pedestrian. These sensors are based

on MEMS (Microelectromechanical systems), which are tiny and lightweight sen-

sors making them ideal to be integrated into the person’s body or clothes. Unfortu-

nately, large deviations of inertial sensors can affect these systems performance, so

the PINS big challenge is to correct the sensors deviations.

In the research team previous works, the step detection was improved by using

an algorithm that combines an accelerometer and force sensors placed on the pedes-

trians foot [2]. Then this led to better results [1] on the estimation of the pedestrian

displacement. However, it still exists an error of 0.4 % in step detection and an error

of 7.3 % in distance estimation.

We have found that a PINS solution only based on one IMU (Inertial Measurement

Unit), composed by an accelerometer and a gyroscope, is not accurate enough. Thus

we believe that using several IMU in the person’s body, combined with a information

fusion strategy, will improve the accuracy of PINS.

This goal is addressed throughout the document, where the system architecture is

presented in Sect. 2 and the developed algorithms, that detect pedestrian steps and

classify them, are presented in Sect. 3. In Sect. 4 the experimental results are given

and, finally, in Sect. 5 are discussed the conclusions and the future work.

2 System Architecture

The proposed system is composed by two low-cost IMU, developed by the

authors [2], and an “Integration Software” (described in Sect. 3) that integrates the

information from the IMUs to count and classify the pedestrian steps. The system

architecture is demonstrated in Fig. 1.
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When referring to a low-cost IMU it implies different things for researchers, since

for some a thousand euros IMU is considered low-cost. However, for PINS a low-cost

IMU should cost less than e 100. This price restriction, implies the use of MEMS

sensors that are truly low-cost.

The first IMU (Waist IMU), presented in Fig. 2a, is placed on the abdominal

area and is composed by a STMicroelectronics L3G4200D gyroscope [12], a Analog

Devices ADXL345 accelerometer [4] and a Honeywell HMC5883L magnetometer

[7]. The second IMU (Foot IMU) is placed on the foot and is presented in Fig. 2b.

It is composed by an Analog Devices ADXL345 accelerometer [4], a STMicroelec-

tronics L3G4200D gyroscope [12] and two Tekscan FlexiForce
Ⓡ

A201 force sensors

[13]. The accelerometer is used to detect and quantify the foot movement, and the

gyroscope is valuable to transform the acceleration data from the sensor frame to the

navigation frame.

Integra on 
So ware

Waist IMU

Accelerometer
Step count 
Es ma on

Gyroscope

Foot IMU

Accelerometer Force SensorGyroscope

Magnetometer

Fig. 1 System architecture

Force sensors were included since they can improve the process of detection of the

moment when the user touches his feet on the ground, as well as, the correspondent

contact force, which combined with the accelerometer improve the accuracy of the

step length estimation. One force sensor was placed in the front part of the foot and

the other in the heel, as shown in Fig. 2b.

The IMU collects the data with a rate of 100 Hz. However, the mean of the last five

readings is made to reduce some of the errors, meaning that the data rate decreases

to 20 Hz, which is sufficient to include the signal frequencies induced by the walking

of a pedestrian.

Next section will present the “Integration Software” which classifies the step.

3 Step Count and Classification Algorithms

From previous experiences the step detection and classification using only an

accelerometer or an accelerometer and a force sensor, still has some error.

In Fig. 3a is represented an acceleration signal obtained from the foot accelerom-

eter, for a backward step. It can also be seen a simulated acceleration signal, which
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is the one expected when a backward step is given. As can be seen the accelerometer

doesn’t capture the accelerations in a perfect form, but it contains the information

needed to be used to classify a step.

Although the pattern of the acceleration can be used to classify a step, sometimes

the accelerometer produce a signal that doesn’t follow any pattern, which turns to be

useless to correctly classify a step. In Fig. 3b is represented an acceleration signal,

that had occurred in a forward step, that doesn’t follow any pattern. This acceleration

signal can’t be used to correctly classify a step.

Using several sources of data can be useful to surpass some of these random

readings. The probability of two sources of data give erroneous acceleration patterns

at the same step is very reduced. The fusion between all the sensors information can

improve the number of correct classifications. However, the integration of more than

one IMU can be very difficult to implement.

(a) (b)

Fig. 2 Foot (a) and waist (b) IMU with the corresponding axis

The objective of this proposal is to detect and classify a step given by a pedestrian,

combining several sources of information. After the detection of a step, with the

algorithm explained in [1] and in [2], the proposed algorithm classifies the step as

forward or backward.

Three algorithms were implemented to classify the direction of a step. The first

one is based on some heuristics (Sect. 3.1). The second is based on a Dynamic Time

Warping (DTW) [10] approach (Sect. 3.2). Both use only the data of one IMU. The

third one (Sect. 3.3) uses a heuristic approach and a weight fusion technique to com-

bine the data from the two IMU, to achieve a consensus about the characterization

of the step.

Due to the existence of more than one IMU, an important issue is the data time

synchronization. During data collection both IMU sensor data must be synchronized

with an accuracy sufficient for this type of application. In our case, when the foot

IMU data is received by the waist IMU, a timestamp is assigned to the data.
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3.1 Heuristic Method

Typically a PINS detects a step by using the accelerometer data and by analyzing the

forward and upward accelerations during the walking path. Typically, the detection

is performed by using at least one of these three methods: peak detection, zero cross-

ing detection and flat zone detection. Analyzing the literature can be seen that the

peak detection is the most used method. However, peak and zero crossing detection

algorithms can miss or over detected some steps because of accelerometer erroneous

signal.

This sensor signal also shows distinguishable characteristics for walking charac-

terization.

After smoothing the raw acceleration data and to classify the direction of the step,

in both IMU, the Eq. 1 was used.

Fig. 3 (a) Acceleration data sensed, by the foot accelerometer, in a backward step; (b) erroneous

acceleration data sensed, by the foot accelerometer, for a forward step

n
2∑

i=1
acci >

n∑

i= n
2

acci (1)

where n represents the number of acceleration values detected for the step, acc is

the acceleration values sensed on the x axis, in the case of the foot IMU, and on the

z axis, in the case of the waist IMU.
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This formula sums the first half of the signal and compares it with the sum of the

second half. If the first is positive or higher than the second it is a forward step, if not

it is a backward step. From our tests the maximum number of acceleration samples

for a step was 60, meaning that this algorithm is fast to process.

3.2 Dynamic Time Warping Method

DTW is a well-known technique, in time series analysis, which finds an optimal

alignment between two given time series. It is mainly used to measure the similarity

between two temporal sequences which may vary in time or speed. The main prob-

lem is that the DTW algorithm has a quadratic, O(n2), time and space complexity

that limits its use to only small time series data sets. It gives intuitive distance mea-

surements between time series by ignoring both global and local shifts in the time

dimension, which allows to determine the similarity between time series. A lower

DTW distance denotes a higher similarity.

Our algorithm works as follows, when a step is detected, by the algorithm

described in [2], the foot accelerometer and the waist accelerometer waveforms, are

used to be compared to the series previous learned for that person. Then, for a series

of previously categorized steps, the algorithm calculates the DTW distance between

the detected step and the ones stored, to see which is the category that corresponds to

the performed step. The category that as the minimum distance to the stored wave-

forms, is the one that is chosen.

In our tests a dataset of 24 (12 forward and 12 backward) of previously learned and

categorized steps was used. Since the acceleration has an identical pattern through

time, this amount of data proved to be sufficient to achieve good results.

3.3 IMUs Information Fusion Method

The two IMUs placed in the person’s body allows to combine the information given

by them in order to minimize the complexity of the algorithms and maximize the

accuracy and the robustness of the navigation solution.

Typically there are three types of fusion: data fusion, feature fusion and decision

fusion. In this case the decision fusion was chosen. For each source of data, foot

accelerometer and waist accelerometer, it is calculated the probability of the pre-

dicted result. This probability is calculated, according to Eq. 2, which is based on

the fact that a positive acceleration must be followed by a negative acceleration of

the same magnitude, and vice-versa.

stepprobability = 100 − (abs((max(acc) + min(acc))) × 20) (2)
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If the acceleration signal doesn’t follow this pattern then a low probability is given

to it. For the acceleration example shown in Fig. 3a the probability that it is a char-

acterizable step is 100 % and for the example shown in Fig. 3b the probability is only

20 %.

After the calculation of this probability, a weight is given to each one of the data

sources. The foot IMU has a weight of 0.6, since it is the most reliable source of data,

and the waist IMU has a weight of 0.4.

4 Experimental Results

The developed system and algorithms were evaluated by using a dataset of 200 steps

performed by two pedestrians (100 steps for each pedestrian). The data was collected

and then post processed using Matlab to obtain the results, meaning that the same

dataset was used to test each algorithm.

The test scenario is a straight walk with two 90◦ turns, in the middle of the path,

one to the left and the other to the right. A total of 25 steps (13 forward and 12

backward), each time, were performed in this scenario which gives a total traveled

distance of 10 m and a displacement of 5 m. Four runs in this scenario, for each

pedestrian, were performed.

The obtained results can be seen in Table 1. This table presents for each algorithm,

the categorization accuracy (in percentage) for each IMU and the execution time (in

milliseconds). The simulations were performed on a low performance computer, a

Pentium 4 2.8 Ghz with 1 GB of RAM memory.

Table 1 Results for the three implemented algorithms

Method Forward Backward Execution time

Waist IMU Foot IMU Waist IMU Foot IMU

Heuristics 82.1 % 97.4 % 74.4 % 94.9 % 1 ms

DTW 84.6 % 100 % 79.5 % 97.4 % 100 ms

IMUs

information

fusion

100 % 98 % 2 ms

From the obtained results, it can be concluded that the waist IMU produces more

errors than the foot IMU. This mainly happens because when the user is moving the

foot is a more stable platform than the waist. A lot of unwanted accelerations are

sensed by the waist, which leaves to a poor characterization of the step, but there are

some features that can be retrieved to help other sources to properly characterize the

step.
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Regarding the step characterization the backward one is more difficult to classify

than the forward one. Mainly because of the errors, presented on Sect. 2, that can

occur in the accelerometer readings.

Comparing the DTW approach with the Heuristic one, it can be seen that the

DTW has lower errors. However, it has an execution time 100 times longer than the

Heuristic one. In order to maintain a lower execution time and an accuracy similar

to the DTW approach, the information of both IMUs was fused. Through the sen-

sors complementarity the step was categorized with similar accuracy but with an

execution time 50 times smaller. This is an important help in order to improve the

pedestrian displacement estimation. Using IMUs in different locations on pedestrian

body, waist and foot, was very important to have these results.

5 Conclusion

Develop an accurate, inexpensive and small PINS to be used by persons, when they

are on foot can be a huge challenge. Many approaches already have been proposed,

but must of them rely on a structured environment that usually is unfeasible to imple-

ment and the other’s don’t provide the necessary accuracy.

In this work two IMUs were used, one on the foot and the other on the waist,

where their data was explored to the maximum in order to provide an acceptable level

of performance. Since the detection of stance phase using only accelerometers can

introduce several errors on PINS, our proposal uses information fusion techniques

to improve step detection and its classification. Through the use of these techniques

an average accuracy of 99 % was achieved, which is very satisfactory.

In the future we want to use this step classification to improve distance estima-

tion. Also, we want to use different estimation algorithms for each state, forward or

backward, because it is more natural for a human to perform a forward step than a

backward one. Meaning that the patterns for a forward step are more constant than

for a backward step, since it isn’t natural to us do that type of movement.
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António Meireles, Lino Figueiredo, Luís Seabra Lopes
and Ricardo Anacleto

Abstract This paper addresses the ability of Burg algorithm to predict the ECG

signal when it was completely destroyed by motion artefacts. The application focus

of this study is portable devices used in telemedicine and healthcare, where the daily

activity of patients produces several contact losses and movements of electrodes

on the skin. The paper starts with a short analysis of noise sources that affects the

ECG signal, followed by the algorithm implementation and the results. The obtained

results show that Burg algorithm is a very promising technique to predict the ECG

signal for at least three sequential heart beats.
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1 Introduction

It is well known that an electrocardiogram (ECG) is a representation of the heart

electrical activity in order to time. The ECG signal is of considerable importance

since according to the recent statistics report published by World Health Organiza-

tion, cardiovascular diseases remaining the main reason of mortality in the world

[13]. ECG signal is composed by a P wave and a QRS complex corresponding to the

heart depolarization, and T wave corresponding to heart repolarisation. A normal

ECG shape can be seen in Fig. 1.
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Nowadays, the use of portable heart monitoring devices is very common. These

devices are an excellent resource for ambulatory ECG and patient monitoring for

long periods of time. Unfortunately, the constant movement of the human body pro-

duces several artefacts, caused by the movement of the electrodes in the skin. This

noise is usually known as motion artefacts and it is a kind of noise that modifies

or shifts the ECG signal or completely destroys it. The main goal of this work is to

test and validate a technique to detect these artefacts, and based on the previous ECG

signal, create a signal with a linear prediction method based on Burg Algorithm. The

presented experiments also have relevance due to the fact of this algorithm does not

have been well explored for this subject.

2 Biomedical Noises Sources

ECG signals always have background noise associated, such as power line interfer-

ences, muscular contractions (electromyography, EMG), or instrumentation noise

generated by electronic devices. But, in a normal functioning system, none of these

noise sources are as destructive as the noise caused by motion artefacts. This type

of noise can be very destructive due to the change of distance between the sens-

ing area of the electrode and the skin surface. This happens because the motion of
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the electrode in relation to the patient skin produces a voltage variation with higher

value than the signal produced by the heart, leading to electronic saturation of ana-

logue front-end equipment. If the ECG shape becomes distorted but not completely

destroyed, typically it means that a noise with low frequency is overlapping the ECG

signal. This problem are being addressed by different approaches based on digital

signal processing techniques, as Empirical Mode Decomposition (EMD) [8] or Dis-

crete Wavelet Transform (DWT) [1, 9]. Moreover, a solution based on accelerome-

ters, used to measure the movements of the electrodes, can be used as correlated noise

signal in adaptive filters [8, 10, 11, 14, 15]. However, all of these techniques work

only if we have continuously signal information, i.e., if the signal is not a voltage

DC resulting from amplifiers saturation. In these cases, the solution should remove

or predict the destroyed part of the ECG signal. For both cases the signal should be

someway marked to inform the reader or user about the absence of real signal on

that position. This paper focus in prediction the ECG signal using a linear prediction

method based on Burg Algorithm.

3 Linear Prediction

Linear Prediction (LP) is a mathematical operation with ability to predict future val-

ues of a signal based on previous samples. The LP algorithms are based on frequency

estimation; therefore, the results are as better as the knowledge about the number of

signal sinusoids. This aspect is very important when we need to choose the algorithm

to compute the LP coefficients. From the different techniques that can be used to

compute the coefficients, the Burg algorithm [3] is the most used due to its stability

[2]. Burg algorithm is based on Levinson-Durbin algorithm, where Burg slightly

changed it to improve the stability.

3.1 Burg Algorithm

The Burg algorithm is based on forward LP:

f (n) = ŝ(n) = −
m∑

k=1
𝛼m(k)s(n − k), (1)

and backward LP:

b(n) = ŝ(n − m) = −
m∑

k=1
𝛽m(k)s(n + k − m). (2)
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Where ŝ(n) is the prediction signal based on the previous m samples of the original

signal s(n) with N samples and N > m, finally 𝛼 and 𝛽 are the respective prediction

coefficients. The Burg algorithm does not compute the coefficients directly; instead,

performs the calculation of so called reflection coefficients 𝜁 :

𝜁 =
−2

∑N
k=m+1 f (k)b(k − 1)

∑N
k=m+1

([
f (k)

]2 + [b(k)]2
)
.

(3)

To minimize the sum of the squares error:

E =
N∑

k=m+1

([
f (k)

]2 + [b(k)]2
)
. (4)

The algorithm recursively selects the 𝜁 that minimises the average f and b error

power.

4 System Architecture

The software implementation was divided in four main blocks as shown in Fig. 2.

The ECG Noise Filter block is used for signal denoising, running an adaptive sig-

nal processing technique based on LMS algorithm as discussed in [12]. The buffer

block is a simple buffer for ECG data samples. The buffer is useful to supply the pre-

diction algorithm and error detection algorithm. The Burg algorithm block is used

for estimation and run in parallel with buffering block; in fact the Burg algorithm

uses the buffer content to estimate the next sample. The output samples from these

two blocks are: s(0) from buffer block and ŝ(0) from Burg algorithm block. The ŝ(0)
sample is estimated with sample values from s(1) to s(m), where m is the size of the

Fig. 2 Implementation

block diagram
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buffer. The buffer output is also the input of noise detection block, where if noise is

present in the signal the output is switched from buffer output to prediction output.

Noise detection block is based on the derivative of the signal and signal amplitude. If

the signal suffers a fast variation, the derivative of the signal will be higher than the

average value from previous ECG samples, which can be used as trigger for noise

detection. Moreover, if the derivative of the signal is zero and the signal amplitude

is equal to saturation value, we also are in the presence of noise. With the combina-

tion of these two techniques associated to the contents of the buffer, it is possible to

detect the onset of noise artefacts as its length. There are also two different signals

in block diagram, the buffer signal and the noise signal. These signals are control

signals used on software to control the state of the program, where the buffer signal

is used to inform about the availability of valid data in the buffer, and the noise signal

is used to inform the algorithm block to not consider the noise present in the buffer.

5 Results Analysis

In order realise the efficiency of Burg Algorithm to predict the ECG signal, it was

compared the results considering four different scenarios. In the first and second

scenarios, the ECG signal was corrupted with motion artefacts, first with signal sat-

uration and second with noise pulses with saturation. Next, in third scenario, it was

evaluated the impact of buffer size in the estimation results, and in the fourth scenario

Fig. 3 Estimation result when signal is corrupted with signal saturation. a Signal saturation. b
Estimation result. c Derivative
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it was analyzed the impact of EMG noise in the algorithm. For algorithm implemen-

tation it was used the MATLAB tool and an ECG signal from MIT-BIH database.

In the first experiment it was used signal saturation during several heart beats to

realise the efficiency of the algorithm over time. The signal saturation is shown in

Fig. 3a and the estimation result is shown in Fig. 3b. Figure 3c shows the derivative of

original ECG signal. The size of the buffer is m = 150 which corresponds to almost

two cycles of ECG been represented by the shadow area. It is possible to realise in

Fig. 3b that in the first three ECG cycles the Burg algorithm is very efficient in signal

estimation, were the differences between original (dashed line) and estimated signal

(solid line) shows to be very small. Apart of a slightly difference in phase, the most

relevant values are associated to the QRS complex, where the algorithm fails in the

amplitude of R pike. Nevertheless, after the first three beats the signal shows several

inconsistencies outside of QRG complex.

In the second experiment, the signal was corrupted with different noise signature,

similar to pulses or spikes identical to the ones represented in Fig. 4a, the algorithm

also responds very well as depicted in Fig. 4b. For this case, the noise was restricted

to two ECG cycles and it is possible to see in Fig. 4c the difference of the derivative

value at the onset and the end of the artefact.

In the third experiment, it was changed the value of m to realise the impact of the

buffer size in the estimation. As expected, the estimated value is sensible to the

minimum number of previous values used in estimation algorithm; therefore, the

estimated values only make sense after minimum samples of signal. The minimum

number m of samples is directly related with sampling frequency, i.e., if the sam-

pling frequency fs of the AD converter increases, the m value also must increase.

Fig. 4 Estimation result when signal is corrupted with noisy spikes. a Signal saturation. b Esti-

mation result. c Derivative
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Fig. 5 Estimation result for buffer length smaller than one ECG cycle, where the dashed line is

the original ECG and the solid line the estimation

Figure 5 shows the estimated signal when the length of the buffer does not contem-

plate at least one ECG cycle, where the prediction only happens for a short of samples

and it is not capable to predict the entire cycle. However, if the buffer accommodate

at least one ECG cycle, the algorithm can estimate several ECG cycles as shown in

Fig. 6. In practice, the m value should be higher enough to accommodate at least one

complete cycle of ECG signal. It is also important to consider the heart rate variabil-

ity, therefore, the minimum number for m should be calculate for the minimum heart

rate of human heart, typically between 60 and 80 bpm, and the fs of AD. For that

reason, the Burg algorithm block from Fig. 2 only starts outputting data after buffer

signal is active, i.e., after buffer is fulfilled with valid ECG data. An important aspect

about the LP process is its susceptibility to fail in the presence of noise; therefore, in

the fourth experiment it was used an ECG signal contaminated with random noise

identical to EMG. The results are shown in Fig. 7b, where they are clearly worst

when compared with filtered ECG. If the noise is similar to a sine-wave, as power

lines noise, the algorithm will also reproduces the noise in estimation results, but if

the noise is random, as EMG, the results will be random as well. In this work, it was

used an adaptive algorithm for noise removal before signal buffering to remove this

type of noise [12].

Fig. 6 Estimation result for buffer length equal to one ECG cycle, where the dashed line is the

original ECG and the solid line the estimation
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Fig. 7 Estimation result in the presence of random noise, where the dashed line is the original

ECG with noise and the solid line the estimation

6 Conclusion

This work shows the ability of Burg algorithm to predict the ECG signal when noise

produced by motion artefacts is destructive. The results are very promising since

that, for the first three heart beats predicted, the results shown to be very similar to

the original signal. It is also addressed the importance of the initial filtering of ECG

signal, where in the presence of random noise similar to EMG noise the algorithm

clearly fails. A final aspect respects to the computational requirements for portable

devices, where the Burg algorithm also is very interesting. The computational activ-

ity is mainly multiplications and accumulations, which is well done by almost of the

DSP processors in the market.
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A Sentiment Analysis Classification
Approach to Assess the Emotional
Content of Photographs

David Griol and José Manuel Molina

Abstract The integration of Ambient Intelligence and Sentiment Analysis provides

mutual benefits. On the one hand, Sentiment Analysis may enable developing inter-

faces providing a more natural interaction with human-computer interfaces. On the

other, AmI enables using context-awareness information to enhance the performance

of the system, achieving a more efficient and proactive human-machine communi-

cation that can be dynamically adapted to the user’s state and the status of the envi-

ronment. In this paper, we describe a novel Sentiment Analysis approach combining

a lexicon-based model for specifying the set of emotions and a statistical method-

ology to identify the most relevant topics in the document that are the targets of

the sentiments. Our proposal also includes an heuristic learning method that allows

improving the initial knowledge considering the users’ feedback. We have integrated

the proposed Sentiment Analysis approach into an Android-based mobile App that

automatically assigns sentiments to pictures taking into account the description pro-

vided by the users.

Keywords Human-computer interaction ⋅ Sentiment analysis ⋅ Emotion

recognition ⋅ Mobile applications ⋅ Android

1 Introduction

Sentiment Analysis (SA), also known as Opinion Mining, has the main objec-

tive of extracting subjective emotional information from a natural language source

[1–3]. Basic Sentiment Analysis algorithms are focused on classifying the input
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according to its polarity towards a specific topic (positive, negative, or neutral) [4].

There are also advanced approaches that add an additional level of granularity by fur-

ther identifying private states, such as opinions, emotions, sentiments, evaluations,

beliefs, or speculations [5].

Main applications of this field of study are currently related to marketing and

social networks. Marketing applications are focused on determining customers’ atti-

tude towards products, which provides a very valuable information for companies

to estimate products acceptance and market trends, offer products adapted to cus-

tomers’ requirements, and focus innovation on most demanded features.

The growing importance of Sentiment Analysis coincides with the growth of

social media for sharing thoughts about trending topics in reviews, forum discus-

sions, blogs, micro-blogs, Twitter, and social networks [6]. This allows analyzing

the huge volume of information generated every day on the social media.

Main SA approaches in this application domain are lexicon or dictionary-based

and machine learning methodologies. Lexicon-based models use a predefined set

of words, which have an associated polarity. Document polarity will depend on

the feature selection method and the combination of their scores. Machine-learning

approaches usually rely on supervised classifiers. Although classifiers offer adapt-

ability for specific contexts, they need to be trained with huge amounts of labeled

data which may not be available, specially for upcoming topics.

In this paper, we describe a new proposal for Sentiment Analysis aimed to iden-

tifying the sentiments in the user’s input, instead of only detecting the positive or

negative polarity. The set of defined sentiments has been extracted from Plutchik’s

wheel of emotions [7], which defines eight basic bipolar sentiments and another eight

advanced emotions composed of two basic ones.

Our proposal for SA combines a lexicon-based model for specifying the relation-

ships between terms and emotions, and a statistical approach to identify the most rel-

evant topics in the document that contribute the different sentiments. With this com-

bination, we overcome the disadvantages of simple Bag-of-words models [4], which

do not differentiate between parts of speech (POS). Bag-of-words models also weight

all words commonly using the TF-IDF scheme (terms and their frequency), which

usually leads to overweight most frequently used words. Furthermore, our proposal

includes an heuristic learning method that allows improving the initial knowledge in

the model by considering the users’ feedback.

We have used our proposal for SA to develop an Android-based mobile appli-

cation for emotion detection from photographs, which has been designed based on

important studies about key aspects of algorithmic inferencing of emotions that nat-

ural images arouse in people [8, 9]. The Emopic App acts as a social network in

which the users can share their photographs, know the emotions assigned to their

descriptions, and compare how people from all around the world express their emo-

tions about them.
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2 Our Approach for Sentiment Analysis

The proposed model for Sentiment Analysis aims to extend common sentiment clas-

sification of text, which is usually focused on polarity, to a higher level so that the

input texts are categorized by the emotions they evoke. Thus, the main goal is to

recognize a specific set of human emotions instead of only detecting whether a piece

of text is negative, neutral or positive. To do this, a limited set of emotions must be

selected from one of the existing emotion classifications accepted by psychologist

community.

After a detailed study of the principal affective models and considering com-

putational requirements, we have selected a modification of the Hourglass emotion

representation [10]. This model is based on Plutchik’s wheel of emotions, which

proposes eight basic emotions contrary to Ekman’s initial classification that defines

only six primary affection states. Although having more categories increases analy-

sis complexity, Plutchik’s model can be reduced into four categories -as there are

four pairs of opposite emotions- so that, indeed, the analysis can be considered to

turn out simpler. The proposed model is based on four key components.

The Knowledge Base (KB) contains the main information sources used by the

Analysis Module to extract sentiment values from words. The Analysis Module com-

pletes the words analysis. By splitting texts in sentences an tokenizing words, this

module can query the Knowledge Base to extract emotional information or know

whether words are modifiers or carry an associated negation. Moreover, this module

identify entities in the input text and track the number of occurrences of each one of

them in a similar way bag-of-words models do this using occurrences vectors.

Once the entities have been identified and words are annotated with values from

the KB, the Scoring Module computes the overall relevance of the entities and

assigns a weighting factor for each of the words carrying emotional information,

which are also known as concepts. A weight for each of the four independent emo-

tional categories is then computed to classify the input text.

The last stage of the model deals with knowledge learning. To do this, the Learn-

ing Module takes as input the provided analysis from users when they disagree with

the results of the Sentiment Analysis, and computes a learning factor to modify sen-

timent values of involved concepts.

2.1 Knowledge Base

As previously described, the Knowledge Base contains the main information sources

used by the Analysis Module to extract sentiment values from words. In our proposal,

this information has been classified into the following categories:

– Concepts: A concept refers to the emotions associated to a specific pair of (word−
PoS), where PoS (part of Speech) denotes the grammatical function of a word

inside a predicate. Only the primitive form of a word is considered and the rest of
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derivative words take the same set of emotional values. The different categories

of words are:

∙ Nouns: Only the singular form is considered, although they may have an irregu-

lar plural that could be harder to identify. Nouns containing prefixes and suffixes

are the only exception to this rule.

∙ Adjectives: The positive form is considered and both comparative and superla-

tive forms are discarded.

∙ Verbs The infinitive form is considered. Some exceptions are made for -ing

forms acting as a noun (e.g., “The professor’s reading about macro-economics

was brilliant’)’.

∙ Adverbs: Only the positive form is considered, discarding comparative and

superlative forms.

– Modifiers: Modifiers are denoted by an n-gram without associated sentiment

states, which can increase, decrease or reverse the emotions of the associated con-

cepts. They can be divided into two different categories:

∙ Intensity modifiers: This category is composed by those modifiers than may

increase or decrease emotions expressed by concepts (e.g., “as much” or “a bit”).

∙ Negators: These modifiers reverse the global emotion associated to a concept

(e.g., “not” or “never”).

The NRC
1

and SenticNet
2

emotion lexicons have been used to complete the KB.

Both are publicly available semantic resources for concept-level Sentiment Analysis.

A total of 12,297 concepts are currently stored in the KB.

2.2 Parser Module

The parsing process of a sentence generates its semantically analysis containing

part-of-speech tags organized in a tree of predicates. Between the set of general-

purpose libraries currently available, we have selected OpenNLP.
3

This library sup-

ports the most common NLP tasks, such as tokenization, sentence segmentation,

part-of-speech tagging, named entity extraction, chunking, parsing, and coreference

resolution.

OpenNLP uses the Penn Treebank notation,
4

which consider 36 sort of part of

speech defined on the basis of their syntactic distribution rather than their semantic

function. As a consequence nouns used in the function of modifiers are tagged as

1
http://www.saifmohammad.com/WebPages/lexicons.html.

2
http://sentic.net/.

3
https://opennlp.apache.org/.

4
http://www.cis.upenn.edu/~treebank/.

http://www.saifmohammad.com/WebPages/lexicons.html
http://sentic.net/
https://opennlp.apache.org/
http://www.cis.upenn.edu/~treebank/
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nouns instead of adjectives. Before parsing a text, it should be split into sentences

by using the OpenNLP probabilistic Sentence Detector, which offers a precision of

94 % and a 90 % recall.

2.3 Emotion Classification Model

As stated before, our proposal uses an emotion representation model based on a mod-

ified version of the Hourglass model. The four independent categories that are con-

sidered for Sentiment Analysis consists of the following possible labels, described

from negative maximum to positive maximum intensities, left to right:

– Sensitivity: [terror, fear, apprehension, neutral, annoyance, anger, rage]

– Aptitude: [amazement, surprise, distraction, neutral, interest, anticipation, vigi-

lance]

– Attention: [grief, sadness, pensiveness, neutral, serenity, joy, ecstasy]

– Pleasantness: [loathing, disgust, boredom, neutral, acceptance, trust, admiration]

2.4 Text Scoring Scheme and Adaptive Learning

Once the parsing process has finished and all the concepts, modifiers and negators

have been properly tagged, it is possible to begin with the computation of the sen-

timent values of the text. The scoring process follows a bottom-up approach based

on a fixed algorithm that relies on the Knowledge Base accuracy, a proximity based

approach for modifiers, and a topic detection module to detect the most relevant top-

ics of a text.

The way sentences are weighted is based on entities occurrences. Let wi be the

weight of a predicate and n the total number of sibling predicates that are being

combined, the sentiment value of a category for weighted predicates can be defined

as:

Sw =

n∑
i=0

wi ∗ si

n∑
i=0

wi

,

∀wi > 0
∀si ≠ 0
si ∈ [−1,+1]
i = [0, n]

(1)

Our proposal also integrates an adaptive learning process for improving the

Knowledge Base used for Sentiment Analysis. This process uses Eq. 2 to consider

the difference between the Sentiment Analysis output proposed by the SA algorithm

and the feedback provided by the user. Let U be the set of sentiments of a text cor-

rected by the user, M be the sentiments calculated by the SA algorithm, WCs
be the
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weight of concept C for sentiment s, and Ac be the number of accumulated adjust-

ments of concept C. Therefore the new value of each sentiment s for a concept C is

defined as:

Cs = Cs +
(Us −Ms) ∗ WCs

1 + (AC∕1000)
(2)

3 Emopic: Mobile Application to Assess the Emotional
Content of Photographs

The visual component of our proposal is an Android-based mobile application for

Android OS consisting of a social network for sharing photographs. The minimum

Android version required to run the app is Android 4.1 Jelly Bean, which is currently

supported by more than 70 % of mobile phones.

Regarding the main use cases of the application, we can distinguish three main

processes: accessing the App, browsing the Emopic gallery, and posting images.

Accessing the application requires registering and using the login information stored

in the mobile phone.

Browsing images can be done through two different screens. The initial screen

shows all pictures shared in the system in chronological order starting from the

newest one. A second screen allows users to filter the Emopic gallery by the sen-

timents identified after the analysis of their description (Fig. 1-first).

The main functionality of the application is related to the posting process. This

process includes the steps since the user decides to capture a photograph and share it

on the App, to the assignation of sentiments considering the provided image descrip-

tion. The process can be divided in four stages: take photograph, type description,

sentiment detection, and sentiment correction.

Fig. 1 Different screens of the Emopic mobile application
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The first stage makes use of the default camera service client provided by Android.

In the description screen (Fig. 1-second), the user provides a text describing the feel-

ings or situations leading to the photograph which is about to be posted in a external

server. Once the image is posted, the Emopic server starts running the implemented

SA algorithm over the provided description. Figure 1-third shows the screen with the

results of the analysis. As can be observed, the sentiments detected in the text are

shown with their respective intensities (anger versus fear, sadness versus joy, disgust

versus trust, and surprise versus anticipation.

To finish the posting process, users have two possibilities: either accept the results

of the text analysis if they match user’s real emotions or correct if the analysis is not

accurate enough. If user chooses to click on accept button the post is finished and user

is driven to main screen. However, in case the user’s choice correspond to correcting

the results, the screen shown in Fig. 1-fourth allows to select the right intensities for

the sentiments expressed in the post description. After that, user just has to tap over

the accept button to send the new values to the server so that the previous assigned

intensities are substituted by the corrected ones and the post is updated.

The choice made by the user in this stage of the posting process has a significant

meaning for the learning of the developed algorithm. On the one hand, whenever the

user accept the results generated by the text analysis means that the text has been

correctly classified and thus, the SA has succeeded in detecting the description’s

emotions. On the other hand, every time a user disagree with the outcomes of the

analysis and chooses to provide the right sentiments of the introduced description,

the new sentiments are not only used to update the classification, but also to update

the algorithm by adjusting concepts weights as explained in the previous section.

From the design point of view, one the main characteristic of Emopic is that it

acts as a social network, in which all posted photographs are publicly available. By

publicly sharing all the uploaded pictures, the Emopic gallery will be an opportunity

for comparing how people from all around the world express their emotions through

their photographs.

A preliminary evaluation of the application has been already completed with the

participation of 33 recruited users. The questionnaire with the following questions

was defined for the evaluation:Q1: On a scale from 1 to 5, how much experience with

smartphones do you have?; Q2: On a scale from 1 to 5, how much experience with

Android do you have?; Q3: How often do you use image-sharing social networks

(e.g., Instagram)?; Q4: On a scale from 1 to 5, how much do you know about Senti-

ment Analysis?; Q5: On a scale from 1 to 5, how understandable the steps required

in the different functionalities of the App are?; Q6: On a scale from 1 to 5, how accu-

rate the results of the Sentiment Analysis are?; Q7: Was it easy to use the App? The

users were also asked to rate the system from 0 (minimum) to 10 (maximum) and

there was an additional open question to write comments or remarks.

The results of the questionnaire are summarized in Table 1. As can be observed

from the responses to the questionnaire, most of the users participating in the survey

use smartphones and the Android OS, and not all of them usually access image-

sharing social networks. Few of them had a previous knowledge about Sentiment

Analysis.
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Despite most of the participants agree with the set of sentiments used for repre-

senting emotions, almost half of them would prefer to have a larger list of sentiments

available in the tool. Regarding accuracy, most of the users agreed that the overall

performance of the analysis of their texts were from 3 to 5. Most of the users found

the application easy to use. The satisfaction with technical aspects of the application

was also high, as well as the perceived potential to recommend its use. The global

rate for the system was 8.6 (in the scale from 0 to 10).

Table 1 Results of the evaluation of the Emopic App by recruited users

Min / max Average Std. deviation

Q1 4/5 4.17 1.19

Q2 3/5 3.06 1.47

Q3 2/5 2.83 1.25

Q4 1/3 2.05 0.70

Q5 4/5 4.17 0.68

Q6 3/5 4.63 0.45

Q7 4/5 4.83 0.37

4 Conclusions

In this paper, we have presented a novel Sentiment Analysis approach that combines

a lexicon-based model for specifying the set of emotions and a statistical method-

ology to identify the most relevant topics in the document that are the targets of

the sentiments. Our proposal for SA also includes an heuristic learning method that

allows improving the initial knowledge considering the users’ feedback. By means of

our proposal, we overcome the main disadvantages of Bag-of-words models, which

do not differentiate between parts of speech and usually lead to overweight most fre-

quently used words. In addition, our proposal includes an heuristic learning method

that allows improving the algorithm by updating the Knowledge Base.

We have used the proposed Sentiment Analysis approach to develop an Android-

based mobile App that automatically assigns sentiments to pictures taking into

account the description provided by the users. As future work, we want to extend

the preliminary evaluation of the application to improve the proposed SA algorithm

and carry out a comparative assessment with other SA algorithms. With the results

of these activities, we will optimize the system, and make the application available

in Google Play.
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Opportunistic Sensoring Using Mobiles
for Tracking Users in Ambient Intelligence
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Abstract The necessity of using new technologies to monitoring elderly people in
open-air environments by their caregivers has become a priority in the last years. In
this direction, Ambient Intelligence (AmI) provides useful mechanisms and the
geo-localization technologies embedded in smartphones allows tracking elderly
people through opportunistic sensoring. The aim of this paper is to show a practical
example to how to combine some technologies for monitoring elderly people
through the system SafeRoute. We describe the two components of this system: the
Android application CareofMe and the web system SafeRoute. The proposed sys-
tem uses GPS, Wifi and accelerometer sensoring, GoogleMaps functionalities in
Android and web environments and an alert system for caregivers.
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1 Introduction

In recent decades, there has been a global trend of increasing average age of the
population and life expectancy. According to the statistics of the census of the
Brazilian Institute of Geography and Statistics (IBGE) in 2010, the Brazilian
population over 65 years old increased in a 10.3 %, this percentage will reach 29 %
in 2050 and 36.1 % in 2075 [1]. In [2], authors estimate 1 million 200 thousands
people living with Alzheimer disease in Brazil, with 70 % living in their own
homes. This fact implies an increase of the permanent attention to these people by
caregivers and an increasing demand of support mechanisms for these tasks.

The European Community’s Information Society Technology (ISTAG),
belonging to the European Commission, defined the concept Ambient Intelligence
(AmI) in 2001. Ambient Intelligence is an emergent topic that attempts to answer
human needs through digital and technological environments, allowing innovative
ways of human-computer interactions [3]. The Ambient Intelligence based tech-
nologies for the support to daily activities are also called tools of Ambient Assisted
Living (AAL). AAL can be used in prevention of accidents and to improve the
health conditions and comfort of the elderly people [4]. These technologies can
supply security to the elderly, developing response systems for mobile systems, fall
detection systems and video surveillance systems [5].

Nowadays, most of the smartphones not only serve as communication devices,
but also are equipped with several sensors like accelerometer, gyroscope, proximity
sensors, microphones, GPS system and camera. All these sensors make possible a
wide range of applications like the assistance to people with disabilities, intelli-
gently detecting and recognizing the context.

The unobtrusive sensoring is also called opportunistic sensoring and represents a
desirable characteristic of the AAL systems. There are several initiatives to develop
techniques of opportunistic sensoring in mobile devices in the last years, allowing
the creation of a new kind of mobile applications in the context of the Ambient
Intelligence for the care of elderly people.

To fulfil the needs of tracking, current mobile phones are equipped with several
positioning methods that are based on the Global Positioning System (GPS), WiFi or
Cell-Id, which mostly results in a high-energy demand and thus quickly drain the
device’s battery [6]. While GPS allows for an accuracy location up to 5–10 m, it
requires several seconds to minutes to determine the position. In addition, the func-
tionality is limited, for instance inside buildings. Wifi based location is sufficiently
accurate with 30–50 m. However, it required the availability of a registered wireless
hotspot, which may only be found in densely populated areas. Cell based location is
available as long as there is mobile network coverage. The downside of this tech-
nology is that it is less accurate with a deviation of several hundreds of meters [7]

Fall detection is an important component of many AAL systems because
approximately half of the hospitalizations of the elderly are caused by fall [8]. Not
only are fall related injuries the number one reason for emergency room visits, it is
also the leading cause of injury-related deaths among adults 65 years old and older [9].
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Taking into account all these considerations, we conclude that elderly people
often suffer problems of aging such as memory loss, difficulty walking, etc. Many
times, these people have to stay at home alone for long periods, but they normally
do various activities outside the home during this time (go to the market, visiting
friends, etc.). Once they are in outdoor environments, elderly people are at risk of
fall down or getting lost on the way. In these cases, it is very important that elderly
people can communicate with their carivegers for help and receive orientations in
real time.

The purpose of this work was to presents the system SafeRoute, a system able to
assist elderly people with activities related to their day-to-day activities in open-air
environments, and using the geo-localization technologies inside of mobiles devi-
ces. We attempt to develop a system that opportunistically monitored elderly people
who follow predefined routes and efficiently notified their caregiver in case of
emergency.

The paper is organized as follows: Sect. 2 presents the analysis of some studies
about the use of mobiles as AAL tools for the monitoring of elderly people in open-
air environments. Section 3 describes the design and the implementation of Safe-
Route with its contributions and limitations. Finally, in Sect. 4, some conclusions
are given and future improvements are proposed.

2 Related Work

The availability of smart phones equipped with a rich set of powerful sensors at low
cost has allowed the ubiquitous human activity recognition on mobile platforms.
There are several advantages in the use of smartphones, for example, the devel-
opments kits (SDK), APIs and mobile computing clouds allow developers to use
backend servers and collect data from a large number of users.

Recent studies show that smartphones are suitable for tracking, monitoring the
position of the elderly and alerting in case of estrangement from a predefined route.
SmartShoe [10] is a system where the authors combine use of a device in the shoe
of the elderly person, equipped with technologies GPS and Bluetooth and a web
interface to allow caregivers to make an efficient tracking. Navitime [11] is another
system that helps pedestrian to find the best route to his destiny through different
kinds of transport and attending parameters like the estimated delay time or the
estimated amount of carbon dioxide that can be expelled. This system guides users
through maps, predefined routes, voice alerts and vibration. Navitime accuracy is
10 m in unobstructed areas and 3 m in highly urbanized areas, in these cases using
map matching methods and estimation techniques through cell towers positioning.

Several strategies for monitoring and tracking, and related types of interventions
have been implemented with mobile phones: (1) tracking people trying to optimize
the use of energy in the mobile device [12–14]; (2) the inclusion of social networks
[15–17].
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The authors of EnLoc [12] focused their work on the optimal use of energy when
location sensors in smartphones are used. They developed a localization framework
that is able to detect the user optimal localization and to predict the estimated time
of the energy use through heuristical predictions.

LibreGeoSocial [15] is a very interesting study that combine healthcare and
social networks. Authors created a mobile social network, which allows creating
virtual communities to facilitate communication between elderly persons and their
caregivers in case of loss. There are different scenarios, for example, carivegers can
put a perimeter around a predefined route or at home for the elderly and the system
will send an alarm and a message through the network to report the current position
if distancing.

There are also studies that deal AAL modeling knowledge through ontologies as
COMANTO [18], SOPRANO [19] and SSH [20]. On the other hand, there are
studies that emphasize classification algorithms for reasoning about knowledge
already represented: (1) tree decisions [15, 18]; (2) K-Means algorithm [21].

COMANTO is one of the examples mentioned above of modelling of knowl-
edge using ontologies. COMANTO authors focused their attention on creating a
generic ontology based in a localization context; they try to describe a general
context of interrelations between concepts in a nonspecific situation in pervasive
and distributed environments. Among the main classes in this ontology, the class
“Person” is the central class. In addition, there are properties that make possible to
incorporate the relations to the context like “friendOf” to represent the associations
“Person” to “Person”. There are other important classes like “Place“that represents
the abstraction of a physic spatial place, “Activity”, “Agenda”, “Physical Object”,
“Sensor” and “Preferences. Finally, the class “Time” represents the crucial infor-
mation related with the actual time, acting as timestamp for that context information
that can change over time.

Different examples show how AAL systems provide useful information in real
time. Many systems implement web services because of friendliness of the web
interfaces for most users. The web services are very useful because the involved
technologies (HTTP, XML) are independent of programming languages, platforms
and operational systems. For example, [10] makes possible do the tracking of an old
person’s route through a web site that sends alerts in case of distancing. On the
other hand, in [17], authors implement a solution that provides the exact position of
the old person in Google Maps using a social network and shows the user location
through a radar when the map information is lost or disabled.

In our approach, we create a system that combines functionalities of route
monitoring and fall detection through sensors built-in smartphones to sends alerts to
carivegers in case of emergency. System is composed by two main components of
the system (the Android application CareofMe and the web service SafeRoute).
These two components work in a combined way and merge information from
sensors embedded in mobiles devices for tracking elderly people. It is also pre-
sented as future work, a group of challenges to implement in our system to improve
the quality of life of older people in outdoor environments.
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3 SafeRoute

The proposed system (Fig. 1) is composed by two components: the Android
application CareofMe and the web system SafeRoute.

The CareofMe app works as follows; for both functionalities, firstly, the mon-
itored user chooses a predetermined route to follow (Fig. 2). CareofMe application
uses a combination of GPS and Wifi technologies to show the current user local-
ization in an open-air environment. We decide to include the use of the Wifi service
because is a service built-in inside smartphones that can be used like support
operation in case of fails in the GPS service and increases the saving of energy. In
the case of route monitoring (Fig. 3), GPSTracker is the responsible class for
managing position dates through the class LocationManager, belonging to the API
responsible for working with maps in mobile environments: GoogleMap Android
v2. For fall detections, we used the accelerometer sensor to measure the coordinates
(x, y, z) of the smartphone position and detect abrupt changes to indicate a fall.
SensorManager is the Android class responsible to manipulate the values of the
accelerometer sensor. In case of fall detection, the app will send the geo-localization
coordinates to the web server if detect a fall and will ask to user if he need some
kind of help (Fig. 4).

On the other hand, SafeRoute system was conceived as a web service for the
constantly monitoring of the user’s status and the sending of alerts to carivegers and
the elderly person in case of distancing or fall. The Route Tracking functionality
uses the CoordDistanceAB class to calculate distance between user locations

Fig. 1 System architecture
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received in real-time (Localization) and the locations of the predefined route
(Route). PHPMailer sends an email to the cariveger with the exactly position of the
elderly person in case of distancing.

Fig. 2 Predefined route selection

Fig. 3 Route monitoring
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On the other hand, it was conceived the web system SafeRoute (Fig. 5) as a web
service for the constantly monitoring of the user’s position and the sending of alerts
to the old person in case of distancing or fall. The reasons for using web technology
were some of the advantages mentioned above, for instance, the non-dependence of
any programming language to access this type of system.

Fig. 4 Fall detection

Fig. 5 SafeRoute
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SafeRoute was developed using PHP 5.0 and Javascript, the predetermined
routes of the users and the localization data were stored in a MySQL database. In
addition, the system use the GoogleMap v3 and Google Maps JavaScript API v3
APIs. These APIs allow the use of a group of functionalities like the drawn of
polylines for the routes and circles to indicate the radius of allowed distance of
distancing in each point.

4 Conclusions and Future Work

The use of mobile devices is increasing gradually, making these devices a new
source for developing solutions in various technologies. In AmI, AAL is gaining
more prominence by providing mobile response systems, fall detection systems or
video surveillance systems that can supply security to the elderly and to their
caregivers.

The potentialities of the geo-localization technologies built-on in smartphones
has been used in the last years for tracking elderly people in open-air environments.

In this paper, we presented the AAL system SafeRoute, wich combines two geo-
locations based functionalities for the care of elderly people: route monitoring and
fall detections.

We believe that our system can improve its operations in many aspects and we
identified a group of future works. For instance, we think that mechanism of
feedback proposed is considered poor because only reported to the old person
about the distance of the predetermined route and not report to old people’s
caregivers about the position of the elderly person in case of distancing. We also
find problems in the web interface of SafeRoute because it´s not enough intuitive
considering all the potentialities of the web design (Example: The system could
propose path to follow in case of distance of the old person). We also believe that
it is possible using other sensors built-in smartphones to create new functionalities
in the system, ambient temperature, relative humidity, light and proximity sensors
could be used to create intuitive mobile interfaces that respond to user necessities
automatically.

In response to the deficiencies detected in the original version of SafeRoute, we
propose some improvements for new versions of our system, such as the
improvement of the CareofMe and SafeRoute system’s feedback.

The proposed solution has demonstrated to be useful for the elderly care in
open-air environments, enabling effective monitoring mechanism for caregivers.
Our work demonstrated the validity of combining a group of well-recognized
technologies in the AAL context through the development of a simple
application.
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Mobile Crowd Sensing for Solidarity
Campaigns

Ana Alves and David Silva

Abstract We present an ongoing project (This work is partially supported by the
InfoCrowds project-PTDC/ECM-TRA/1898/2012 This work is supported by
CISUC, via national funding by the FCT - Fundação para a Ciência e Tecnologia.)
which has two separate strands, one refers to the technological study about the
applicability of high performance and high availability technologies in Web Ser-
vices and the other is directed to a practical application of these technologies to
solidarity campaigns in collecting goods. The focus of this paper is in the first one, a
technological study where several frameworks for building Web Services, dat-
abases of different types and libraries to assist in obtaining product codes (barcodes)
and data are analyzed, this includes a study of performance, availability and reli-
ability, as well as appraisals for each one. Besides this, we introduce an experi-
mental setup and results obtained so far in a third sector institution, Caritas
Diocesana of Coimbra (http://www.caritas.pt/site/nacional/ Portuguese Website
(last visited in March 2015)), a non-profit organization part of Caritas (http://www.
caritas.eu/ (last visited in March 2015)). As main contribution, we propose a dis-
tributed architecture for Mobile Crowd Sensing able not only to allow real time
inventory through simultaneous campaigns but also it gives feedback to volunteers
in order to instantly acquire information about which categories of goods are more
needed.
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1 Introduction

Crowd Sensing, also known as community sensing [1], participatory sensing [2] or
opportunistic sensing [3], ranges from the active participation of users to contribute
data (e.g. when taking a picture, report the closing of a road, reporting an accident)
until an autonomous data collection using sensors and with a minimum involve-
ment (e.g. continuous collection of location data without explicit user action).
Crowd sensing is sometimes classified depending by which way data is collected:
from mobile devices (Mobile Crowd Sensing) or Web (Web Crowd Sensing).

The typical scenario for Mobile Crowd Sensing is based on simple data col-
lection from sensors included on mobile devices. Sometimes these data are locally
processed to get useful information being sent to a service/server for aggregation
and analysis.

Web Crowd Sensing is voluntary data collection when proprietary data acqui-
sition becomes extremely expensive (e.g., points-of-interest introduced into Four-
square,1 bar codes and descriptions of products populating a universal database
universal2).

Due to the social and economic context in the World, several national solidarity
campaigns have emerged [4], and for the first time a global campaign6, in recent
years to collect food and other goods (books, toiletries, school supplies, etc.). These
campaigns may last for a short period of time and be promoted in the media
supported by large commercial surfaces (e.g. Food Bank campaigns3) or may have
a more permanent basis in gathering goods through Web sites and fixed collection
points across a country (e.g. the localreuse project4).

Despite these campaigns are extremely helpful, they raise two problems:

• Discrepancy between need and supply - Although all help is welcome, there are
more priority goods, priorities that can change based on prior campaigns, time
of year, natural phenomena (e.g.: floods, fires, earthquakes) or even a function of
the current campaign since there are themes of a particular type (e.g. feeding,
toiletry, school supplies) but not specific to a specific good. In the latter case, it
is advantageous for the volunteer (for both the giver as to who is collecting)
know in real time which the amount of specific categories of goods have been
donated so far (e.g. tons of rice, boxes of diapers, thousands of pencils).

• Geographic heterogeneity - Having people donating goods around a country,
and taking into account the population dispersion, likely this donation is not
homogeneous. Even in the regional level there is a great discrepancy in terms of

1http://www.foursquare.com (last visited in March 2015).
2http://upcdatabase.org/ (last visited in March 2015).
3News about worldwide campaigns (http://www.eurofoodbank.eu/portail/index.php?option=com_
content&view=article&id=226 and http://food.caritas.org/pope-urges-catholics-to-join-caritas-
week-of-action-to-end-hunger/ last visited in March 2015).
4http://localreuse.org/ (last visited in March 2015).
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quantity and type of donations, something if it could be possible to estimate,
would allow better optimization of human and logistical resources

Having been successfully applied to mobility data and urban planning [6, 7], this
work aims to apply the concept of Mobile Crowd Sensing in real time to solidarity
campaigns, a new field for a proof of concept. In addition to its Software Devel-
opment side, this project will contribute to the inventory of goods, analysis of the
data collected and innovates due the inherent social objective. Concretely, we
proposed and implemented an easily adaptable platform5 that incorporates the
concept of Mobile Crowd Sensing. The purpose behind this platform is to ease and
centralize the inventory’s process, in real time and easy to use, in order to
encourage people to contribute in balanced portions, with what is really needed in a
higher priority. This led to a collection of applications optimized in accordance with
the objectives established by the institution Caritas Diocesana of Coimbra, the host
of this project. To achieve this goal, these applications use the latest technologies
such as Android, Web Services and non-relational databases.

The remainder of this paper comprises 3 sections. Section 2 introduces the
institution where this project is set up. Section 3 is devoted to the proposed
architecture with each module described in detail. And finally, Sect. 4 presents
some conclusions and future work.

2 Community Engagement

Leveraging urban technology for social purposes, such as volunteer participation
and community engagement, has been steadily gaining interest in the scientific
community and in the third sector. Essentially, citizens can be empowered to
participate and engage the city better through the use of modern technology.
Examples of these technologies are mobile phones, public displays, sensor net-
works, art installations, or any other type of urban technology. A national social
study was made in USA [7] where results show that the diversity of mobile phone
use and the frequency of relational mobile communication are positively associated
with mobile donation. Internet donation and mobile donation complement rather
than compete with each other.

Mobile Crowd Sensing until now, as far we know, never was used in this context
to help a Solidarity Institution in the real time sensing of the adherence in cam-
paigns for collecting goods. Besides the fact we are implementing this pilot in a
regional coverage, we believe this project can be adopted by others NGO in a
broader sense.

Caritas is an Institution of Social Solidarity supporting transversely communities
in social, health, education and pastoral care. Implemented since the 50s, Caritas

5http://kenobi.dei.uc.pt:8080 where the user can download the Mobile App and interact with the
Crowd Sensing Platform (last visited in March 2015).
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has always tried to follow and respond to the problems of the communities, using a
methodology that favors dialogue, cooperation and networking. Currently it focuses
its intervention in the search for innovative and economically sustainable strategies,
which enable the provision of answers with quality, suitable to emerging needs
while maintaining focus as humanism, professionalism and technical and scientific
rigor. With an increasing technology adoption, Caritas has been involved in the
development of some European projects [8], being an enthusiastic collaborator in
the proposed architecture. Thus, it will be possible to integrate in a near future the
Mobile Crowd Sensing platform with the intranet which actually exists in that
institution.

3 Distributed Architecture

One way to address the problem of the growing number of users and the need to
provide more and more information efficiently passes precisely by how it is pro-
cessed and made available. Exactly on these subjects, high performance and high
availability, we built our platform, being as a requirement to serve a high number of
users and great amount of information. Figure 1 presents two possible configura-
tions of our system depending on the availability of resources: a minimal and a
maximal topology. In the latter, geographically distant servers were tested and the
database was also maintained in a distributed and synchronized parallelism.

This project was developed following an agile methodology, with cyclical defi-
nition phase of requirements, architecture design, development, testing and presen-
tation of release’s result, as a way to get feedback and allow a more efficient
development of the project. Its main components are: a mobile application with the
ability to read EAN6 bar codes; a very responsive and high available Web service
which serves as interface to a non-relational Database Management System (DBMS).

Fig. 1 Minimal e maximal topology of the proposed architecture

6International Article Number (originally European Article Number).
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3.1 Web Service

High performance frameworks use a different strategy from common thread-based
services, taking advantage of an event-driven architecture and a non-blocking API,
usually coupled with the reactive software pattern. In practice this means to have a
single thread that is cyclically waiting for new events, these may be a new appli-
cation or the appointment of new requested data, thus reducing wait cycles due to
hardware access delays, reducing memory use and sharing best processor time for
each client. Priority was given to frameworks prepared for high availability, reli-
ability and performance, preferably linked to successful cases and recommended by
the respective communities for similar projects.

A highlight point is that most of these frameworks use a reactive pattern instead
of the typical model of worker-process, thread creation or pool of threads. Thereby
it maximizes the number of requests accepted without congestion or depletion of
resources in process data access. In this line, based on the results of tests performed
over various frameworks (ribs2,7 Vert.x,8 Netty,9 Tomcat,10 EventMachine,11

Node.js12), it was decided to opt for Vert.x which presents good response time and
a very low error rate, and additionally, it allows both server and client side being
developed in the same language (Java).

The chosen solution was to create a Verticle that implements a REST server,
using the WebServer library of Vert.x. The received requests are forwarded through
the EventBus to a specialized Handler Verticle, as the service is required. These
Verticles can communicate with each other to perform extra functions (e.g. See if
the device you are requesting statistics of a campaign is blocked) or simply send or
request data to the communication module with the server database (using a
MongoDB13 DBMS as will be discussed later). Figure 2 shows a schematic view of
this structure.

Another key point of this technology is its ability to be distributed, either by
multiple processors, machines or even in different geographic locations, allowing
having multiple servers around the level of a Wide Area Network (WAN) as a way
of redundancy and more closeness to the points where there is greater flow of
traffic, increasing overall throughput. Thus mobile devices can only communicate
with a server/service, through a communication protocol. Since the client appli-
cations will work on mobile devices, it is expectable that the connection to the
server can occasionally be completely absent or occasionally with a high degree of
instability. It is also worth noting that this same connection can be chargeable. It is

7https://github.com/Adaptv/ribs2 (last visited in March 2015).
8http://vertx.io/ (last visited in March 2015).
9http://netty.io/ (last visited in March 2015).
10http://tomcat.apache.org/ (last visited in March 2015).
11https://github.com/eventmachine/eventmachine (last visited in March 2015).
12http://nodejs.org (last visited in March 2015).
13http://www.mongodb.org (last visited in March 2015).
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therefore important to choose simple protocols which do not require constant
connection, having low overhead and a minimum of reliability. In addition it is also
important that there are already tools and libraries available to support these
communication protocols.

We therefore considered various client-server communication solutions, typi-
cally used in Web Services, since RPC (Remote Procedure Call) to more generic
protocols (JSON-RPC, REST, CORBA, WebSockets, Eventsource, XML-RPC,
SOAP). Through data obtained in tests and the knowledge gained from past pro-
jects, the REST protocol with a JSON structure was chosen in order to optimize as
much as possible peering, facilitate debugging operations and increase the range of
libraries for handling messages.

3.2 Crowd Sensing Database

In addition to framework’s choice, the method to store data is also prepared to
support large volumes of data in a distributed manner using specific DBMS for each
end in the architecture. Importantly already mature relational databases and espe-
cially the new NoSQL databases that have been a hotly debated issue, both repli-
cation capacity, distributed processing and (case of NoSQL) supporting an unfixed
data structure.

Fig. 2 Service structure
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The Android framework itself already has support for SQLite, which has proven
to have excellent performance in low concurrency and very low resource devices,
these were the main reasons to automatically opt for this technology on the client.

Contrary to the client part, the service/server needs a database that supports
plenty of concurrent accesses and that can effectively take advantage of available
resources. Since there are various options, it was decided to refine the search with
greater relevance to free databases, free use and good performance and reliability in
parallel with the chosen framework. We decided also to investigate the use of
NoSQL databases, which has lately been the subject of much discussion because of
its proven more efficient ways to store information and better redundancy to prevent
failure.

Centered on the concept of storing documents, Document model is designed
precisely to save encapsulated data according to a standard, usually XML, JSON,
BSON and PDF. Each document is assigned a unique ID throughout the database and
sometimes some extra processing can be made, such as sorting and aggregations.

Within NoSQL databases (MongoDB and Cassandra14) it has been found
advantageous to opt for MongoDB, mainly due to the flexibility of data, using
JSON interface (such as the framework chosen), easy to use and ideal for appli-
cations prototyping process. On the other side, we excluded Cassandra due to its
higher complexity and because it is a DBMS optimized for a much bigger data
volume and infrastructure.

3.3 Mobile Application

The client-side of this platform (Fig. 3) allows a volunteer to register its device in a
campaign already created on the server side. After that, the device is ready to
submit new readings of donated goods by its barcode. In this way, no time or
manual introduction is required, timestamp and geographical position are locally
recorded. As soon Wi-Fi access is detected, the application transmits these records
to the service populating the server database. As output, any volunteer who is
participating in the same campaign can also see which amount of goods was
donated so far. This is completely different from the old scenario where Caritas,
only in the end of a week could account, and with no guarantees of accuracy, the
success of a given campaign.

Specifically in the retail area, there is a known regulator GS1,15 in order to define
the type of barcode for each application and reserve blocks of barcodes in order to
prevent collision of codes of different products. Although there are no technological
restrictions, throughout this project the barcode EAN-13 format is the focus of
study, since it is the most commonly used and easiest to test in Portugal. This

14http://cassandra.apache.org/ (last visited in March 2015).
15http://www.gs1.org/ (last visited in March 2015).
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standard is public and present in all products sold in national retail outlets, iden-
tifying a type of product (not working as a serial number mechanism). Thus, as we
are using a global format, which is public, it is clear that there will be a set of
currently available tools that allow the reading and recognize these codes.

After simple tests over two libraries (ZXing16 and Scandit Barcode17), small
prototypes were built to validate and evaluate the process and the ease of integration
of those libraries in a real mobile application. Since the early research stage, the
ZXing library proved to be the best accepted by most Android developers and since
it is an entirely open source library and supports a wide range of 1D and 2D codes.
The majority of Android applications require this library to read barcodes. The
Scandit Barcode Scanner library is not open-source and has a much narrower range
of supported codes (especially in the free version). However it provided better
reading speed on less favorable luminosities and lower resolution cameras. Also
there was the possibility of reading an EAN 13 code even with large inclinations of
the camera and poorly focused image. With this, we managed to catalog a big
amount of products, previously shorted by category and weight (reading one
product by category + weight), adjust quantities and submit the data in just 8 min, a
time much shorter than before.

Fig. 3 Screenshots of the mobile application

16com.google.zxing.client.android (last visited in March 2015).
17com.scandit.demoapp (last visited in March 2015).
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4 Conclusions and Future Work

In this paper we presented a Mobile Crowd Sensing platform in the context of
solidarity campaigns. As active contribution from volunteers the platform receives
in real time, recordings related to donations of goods that are in their majority
identified by EAN barcodes. Thus, the mobile application is easy to operate and it
allows seeing anytime the total amount received in a given campaign. The archi-
tecture proposed favors high availability and concurrency, managing different
campaigns even geographically disperse. This project has just been set up in Caritas
Diocesana of Coimbra, a Solidarity Institution and data are going to be collected
through different campaigns. Nevertheless, this platform is of free use to other
NGOs and is publicly available for open use.18 We hope with this application being
used by Institutions and final users we can collect intensive spatial and temporal
data in order to recognize patterns in the giving process. We also plan to extend the
platform and the mobile application to cover monetary donations since Caritas
promote these national campaigns on the streets. This new mode of engagement
offers opportunities to NGOs for reaching new donors under new circumstances as
messages spread virally through friend networks.
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3D Reconstruction of Bone Structures
Based on Planar Radiography

Ana Coelho, João Pedro Ribeiro, Jaime Campos, Sara Silva
and Victor Alves

Abstract The 3D reconstruction of bone structures has many advantages in
orthopedic applications. 3D bone models could be used in computer assisted sur-
gery systems or in the pre-operative planning of an orthopedic surgery. The visu-
alization of these models will lead to higher surgery accuracy. Usually the 3D
reconstruction is done with CT or MRI scans. However these modalities have some
disadvantages like the high costs, high acquisition time and high radiation. So, the
planar radiography emerges as a more advantageous modality, because it avoids
exposure to high radiation, reduces the acquisition time and costs and also is the
most usually acquired study in the pre-operative planning of an orthopedic surgery.
The principal challenge in reconstructing bone models from planar radiography is
that a lot of information is missing when only one or two orthogonal images are
used. So it’s hard to obtain a precise geometry of the bone structure with only this
information. In this work, we present a solution for the problem of reconstructing
bone structures from planar radiography. With this solution, it’s possible to obtain a
3D model of the bone that is suitable for orthopedic surgery planning.

Keywords 3D reconstruction ⋅ Planar radiography ⋅ Orthopedic surgery planning

1 Introduction

The three-dimensional reconstruction of patient specific bone structures is necessary
in a variety of medical applications, more specifically in orthopedic applications.
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One example is pre- and intra-operative planning in Computer Assisted Surgery
(CAS) systems that will lead to higher surgery accuracy [1]. An important part of
these type of systems is to register 3D patient-specific bone models to in vivo data
real-time, therefore during the pre-operative planning it is necessary to construct the
3D patient-specific bone model [2].

It’s possible to point out some orthopedic surgeries that will benefit with pre-
operative 3D visualization. One is the arthroplasty, both knee and hip, because with
the 3D patient-specific bone model it’s possible to customize the design of implant
components. Another procedure is osteotomy, that can be performed to straighten a
bone that has healed crookedly following a fracture or to correct a congenital
deformity. Thus the 3D visualization of the patient-specific bone model can
enhance the accuracy of this surgery. This type of models can also be used to
personalize the treatment of pathologies such as scoliosis [4].

Usually 3D models are reconstructed from CT (Computed Tomography) or MRI
(Magnetic Resonance Imaging) scans, however there are some disadvantages with
these modalities. For example, CT induces high radiation doses to the patient, in
fact it’s even necessary to limit the number of scans to protect the patient [5].
Regarding MRI, this modality cannot be performed with metallic pieces, so when
it’s necessary to follow-up a patient with a metallic implant, it’s not possible to do
this with MRI scans [6]. Others disadvantages related with these modalities are their
high costs, high acquisition time and also the acquisition of the scans in the supine
position. This last disadvantage is an inconvenience for the clinical assessment of
spinal deformities where it’s necessary to acquire the scans in the natural standing
position [4].

An alternative to these modalities is the planar radiography because this
modality avoids exposure of the patient to high radiation, reduces the acquisition
time and costs, and also allows the acquisition of the scan with the patient in the
natural standing position [4].

In the planar radiography modality it’s possible to have one 2D planar x-ray
image or two 2D orthogonal images, called posteroanterior and lateral images. The
x-ray image is just a projection of the patient’s body [7], where all the organs and
bones are superimposed. So the surgeon has to mentally visualize the anatomy of
interest [3]. As such, the 3D reconstruction of x-ray images will be very helpful to
the surgeon, because with this reconstruction he can actually visualize the bone
from all directions and doesn’t have to mentally visualize it. With the 3D model of
the bone, the surgeon can examine the details that are missing in the x-ray images
and plan the surgery in an easier and more efficient way.

A CT or MRI study has a number of slices, so a lot of information about the
anatomy of the region of interest is available, however in x-ray studies with only
one or two orthogonal images all this information is absent [8]. So it’s hard to
obtain a precise geometry of the bone structure with only this information.
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1.1 State of the Art

The methods for 3D reconstruction of bone structures from 2D planar x-ray images
can be divided in two types: the methods based only in the x-ray images and some a
priori knowledge about topology and geometry of bone [9, 10, 13] and the methods
based both in the x-ray images and in a template model of the bone structure that
will be reconstructed [1–3, 5, 6, 8].

In the first type of reconstruction it’s necessary to obtain calibration points that
will be used as parameters for the reconstruction algorithms. These points can be
obtained either by manual identification of anatomical landmarks or with a cali-
bration object. This task when it’s performed manually is particularly time con-
suming, tedious and susceptible to error [4]. When this is done with a calibration
object there are also some problems because this object is used during the acqui-
sition of the study and cannot be always available. Also it has a different config-
uration for each bone structure, being necessary to always change its arrangement.

After the identification of calibration points, it’s necessary to obtain the 3D
coordinates of those points. This can be done with the Direct Linear Transformation
(DLT) algorithm for the stereo corresponding points, i.e. the points present in the
two x-ray images [10]. For the non-stereo corresponding points, i.e. the points
present in only one x-ray image, the Non Stereo Corresponding Points (NSCP)
algorithm is used [9]. Once the 3D reconstruction of calibration points is done, the
kriging algorithm is used to obtain the detailed model of the patient specific bone
structure. This algorithm makes use of 3D coordinates of calibration points and
some a priori knowledge about topology and geometry of the bone [9].

In the second type of reconstruction, the template model will complete the
information that is missing in the x-ray images. The patient specific bone structure
will result from the deformation of that model [8].

The template model of the bone structure is constructed with CT data of a
population. It can be a statistical model constructed with Principal Component
Analysis (PCA) [6] or a simplified personalized parametric model (SPPM) gener-
ated through descriptive parameters [11]. These descriptive parameters are defined
according to the anatomical landmarks identified in the x-ray images [11]. However
these methods involve the construction of a large database of models. A simpler
method is to obtain the template model through the 3D reconstruction of a CT scan
from a healthy subject of normal height and weight [12]. With this last method it’s
not necessary to construct a wide database of models, it’s only necessary to have a
model of each bone. However, it will increase the reconstruction time [13].

In this type of reconstruction the definition of calibration points is also needed.
In most cases this task is performed manually but in some cases a semi-automatic
method can be used [2, 14].
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Once the template model is created it’s possible to fit it to the patient specific
bone structure. This is called the deformation step. This step can be performed
using the descriptive parameters and the anatomical landmarks of the statistical
model [11]. Other approaches are rigid transformations [18] and the Free Form
Deformation (FFD) technique [19]. This last technique consists in embedding
the model in a hull object that is deformable. Then, instead of deforming the
model directly, the hull is deformed, and consequently the model inside is also
deformed [19].

1.2 Proposed Solution

In this work, we present a solution for the problem of reconstructing bone structures
from planar radiography. With this solution, it’s possible to obtain a 3D model of
the bone from planar radiography that can be used to perform surgery planning. The
solution present in this work uses the second type of reconstruction, so a template
model is used to generate the 3D model of the patient’s specific bone structure. This
type of reconstruction is more advantageous than the first type because the template
model supplies the information that is missing in the x-ray images, so it’s not
necessary to define a large number of calibration points. Thus the calibration object
is not necessary during the exam’s acquisition and also it’s not necessary to perform
the 3D reconstruction of these points. In fact, in this type of reconstruction it’s only
necessary to define some calibration points, called anatomical landmarks, which
will be used to register the template model with the x-ray images in order to obtain
the deformation that is necessary to apply. The template model was created from the
3D reconstruction of CT scans from a healthy subject with normal height and
weight. Therefore not only it’s not necessary to construct a large database of bone
models, but also only one model is needed for each bone structure.

2 3D Reconstruction

The 3D reconstruction of bone structures from planar radiography was organized
into three main steps: generation of the generic model, 2D/2D registration and
deformation of the generic model. In Fig. 1 are represented the various steps of the
3D reconstruction process.

These three steps will be explained in the next sections.
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2.1 Generation of the Generic Model

The first step to reconstruct the bone structure from planar radiography is to gen-
erate a generic model. This model was reconstructed from CT scans of healthy
subject with normal height and weight. The generic model will then be deformed in
order to fit the x-ray images. The deformed model will correspond to the 3D model
of the patient’s specific bone structure. The Marching Cubes algorithm was used to
perform the 3D reconstruction of the generic model from CT scans [20].

This algorithm creates an isosurface from medical data with multiple 2D slices,
such as the ones provided from CT or MRI scans. The isosurface created consists in
a set of triangles extracted from each voxel of the study with an isovalue defined by
the user [23]. The voxels with a value higher than the isovalue belong to the
isosurface and the voxels with a value below don’t belong to the isosurface.

The voxels of the study are represented as edges of a cube and by determining
which edges of the cube are intersected by the isosurface, triangular patches can be
created. This will divide the cube between regions within the isosurface and regions
outside. The connection of the patches from all cubes on the isosurface boundary,
allows obtaining a surface representation [20].

The generic model resulting of 3D reconstruction from CT scan with Marching
Cubes algorithm is presented in Fig. 2A. In this work, we choose to perform the 3D
reconstruction of the pelvic bone. All the figures of the models, projections
and deformation field present in this work were visualized with the ParaView
software [24].

Fig. 1 Workflow for 3D reconstruction from planar radiography
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3 2D/2D Registration

After the generation of the generic model it’s necessary to fit this model into the
original x-ray images. The first step to perform this is to generate the radiographic
projection of the generic model. This projection corresponds to the projection of the
model in the plane of the x-ray image [6].

The projection of the model generated is presented in Fig. 2B.

Once the radiographic projection of the generic model is created it’s possible to
register this projection with the original x-ray image. This step called the 2D/2D
registration is done to obtain the deformation that is necessary perform in order to
fit the generic model with the x-ray image. The registration was performed with
landmarks, so the first step consisted in the identification of anatomical landmarks
in the projection and the original x-ray image. This identification was performed
manually and according with the anatomical landmarks defined in the literature for
the pelvic bone [21]. In Fig. 3A, it’s possible to observe the x-ray image with the
identified anatomical landmarks.

After the landmarks’ identification, the coordinates identified in the two images
were compared and a deformation field was created based on the differences of the
coordinates [25]. This deformation field corresponds to the deformation that needs
to be applied in the generic model in order to fit this with the original x-ray image.

In Fig. 3B, it’s presented the deformation field superimposed on the projection of
the model.

3.1 Deformation of the Generic Model

The last step to reconstruct the patient’s specific bone structure from planar radi-
ography is the deformation of the generic model. This was done with the

A B

Fig. 2 Pelvic bone: A generic model; B projection of the generic model
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deformation field created in the step of registration. The deformation field is an
image of vectors, which means that every pixel contains a vector of displacement.
So, the deformation is performed at a given point by adding the displacement at that
point to the input point [26]. The final result is a deformed model that fits the
original x-ray image, that is the 3D model of patient’s specific bone structure.

The final deformed model is presented in Fig. 3C.

4 Discussion

There are many advantages of reconstructing bone structures from planar radiog-
raphy. The main advantages are related with the costs and acquisition time of this
modality in comparison with the other modalities (CT and MRI) [4]. Another
advantage is the fact that the planar radiography is the usually acquired study in the
preparation of an orthopedic surgery. So, normally the surgeon only has the x-ray

A B

C

Fig. 3 Registration and deformation: A landmarks identified in the x-ray image; B deformation
field; C final deformed model
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images of the patient to plan the surgery. Then, the 3D reconstruction from this
modality is very helpful in the planning of orthopedic surgeries.

The solution presented in this work performs the 3D reconstruction of bone
structures from planar radiography. With this solution it’s not necessary to have a
wide database of bone models, in fact it’s only necessary to have one model of each
bone. So, this solves the problem of having to construct large databases [8]. Also,
using a generic model makes it unnecessary to define a large set of control points.
The reconstruction algorithms that don’t use a model, need to define control points
and use their 2D and 3D coordinates to perform the 3D reconstruction [9, 10].
However, the algorithms that use a generic model need only a few control points,
called anatomical landmarks, which are used to control the deformation of the
model. In this work, the anatomical landmarks are identified manually by the user.

There is some future work that can be done to enhance the solution presented.
For example, the identification of anatomical landmarks can be a semi-automatic
process. This will reduce the time spent in this task and consequently will reduce
the time spent for reconstruction. If this process were semi-automatic, first the
landmarks were identified automatically with machine learning algorithms [14] and
after this identification the user could adjust the position of the landmarks in order
to enhance the precision. Another improvement that can be done is grouping the
registration and deformation steps in an iterative process. In this work, after the
registration step, the model is deformed with the deformation field obtained. But
sometimes this deformation isn’t enough. So, after the deformation, the registration
process could be performed again, another deformation field is obtained and the
model could be deformed again. The model will be deformed until the error of
reconstruction converges or a limit number of times [22].

The solution presented in this work will be integrated with surgical planning
products already developed [27]. In this way, the surgeon can perform the planning
of the surgery with the 3D model of the bone structure reconstructed from the
patient’s x-ray images.
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Context-Aware Well-Being Assessment
in Intelligent Environments

Fábio Silva, Celestino Gonçalves and Cesar Analide

Abstract The implementation of concepts such as smart cities, ambient intelli-
gence and internet of things enables the construction of complex systems that may
follow users across environments through many devices. One potential application
is the assessment and assurance of well-being of users within different environment
with different configurations. This is a complex task that requires the capture of the
state and context of both users and environments through sensors dispersed across
environments and users. It’s the opportunities created by the emergence of tech-
nology that provide enough information to intelligent autonomous systems.
Adapting expectations of a well-being assessment system to task and context is
possible using the new techniques imported from different fields such as sensor
networks, sensor fusion and machine learning. This article encompasses the design
and implementation of a platform to evaluate well-being according to each context
and translate it to sustainable indicators.

Keywords Sensors networks ⋅ Ambient intelligence ⋅ Sustainable indicators ⋅
Well-Being

1 Introduction

The internet of things is a new paradigm, in which every device is digitally con-
nected, regardless of their function and communicates with other devices and other
people over communication protocols. It applies both to fixed devices and personal
devices that accompany people [1]. More examples can be enumerated by devices
that are being incorporated inside the actual body, such as identification chips,
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smart tattoos and alike [2]. Smart city is a term applied to digital research using
computational methods and systems that results in better, easier and faster man-
agement of services and goods inside inhabited areas. In this setup, the internet of
things acts as a base service which enables smart cities applications to collect
information directly from the environment and people and the integrated fusion of
data and information. This benefits the planning of actions to improve the status
quo. Among other concerns, health, comfort and well-being are topics being
addressed in smart cities research [3].

If the technologies described under the concepts of smart cites and internet of
things are perceived as social services, then it is possible to gain access to a new set
of valuable information on both the environment and users. These trends, despite
having ethical challenges of their own, present a number of opportunities for
society. Sensorization, monitoring and sharing of information are terms intimately
connected to the new intelligent systems being created. Even more, applied research
related to health organizations and also the well-being of populations or individuals
is present in recent studies. Connected environments and the act of monitoring
comfort parameters are not under active research but also regulated by govern-
ments. For examples, air quality is an area that is actually regulated by governments
which define acceptable parameters. Concurrently, research conducted in the field
of smart environments studies the impact of air composition in health, concentration
tasks and psychological comfort. As expected, research directions are more spe-
cialized than government regulations and are being pushed forward by the quality
of sensors and sensor networks which portrait better and better images of air
composition across time and space inside environments. There are other examples
with equal strategies that aim to better assess and diagnose unoptimised or harmful
situations with focus on well-being and general health [4].

The quest for physical well-being is addressed under smart cities by the use of
indicators from personal devices such as smartwatches, sport monitors or smart
bands which among other things can monitor some health parameters such as heart
rate, blood oxygen levels and sport activities. Research in the body response to
environment parameters is also potentiated by these personal devices that act as
personal sensors [5]. Their use to calculate more intrusive parameter such heat
balance index for each individual helps perceive whether it is cold or warm in
different situations. The environment condition alone is correlated to well-being and
comfort status [6]. More importantly, there are decisions that can be made using
such information that may affect both physical and psychological health. Using
fixed sensors over specialized areas are of interest to assess environments and their
impact on heath [7]. For instance, projects that monitor city or indoor air quality
provide rich information about potential health risks that may impair both physical
and psychological well-being. What is more, the availability of digital services
allows a faster identification and actuation upon these threats. The difficulty gath-
ering and constantly monitor such parameters leads to situations where interven-
tions are planned later than they should and the problems worse. Social sustainable
indicators developed to assess development of countries and populations can also

146 F. Silva et al.



be automated using sensory networks with devices directly connected with each
other that can provide information that would normally require expansive survey,
and field tests. In the health care community there are social indicators as well.

2 Related Work

According to the Oxford Dictionary of English, well-being is the state of being
comfortable, healthy, or happy. In order to assess it, the three subjects should be
covered by the process conducting such evaluation.

In a professional environment, according the World Health Organization a
healthy job is likely to be one where the pressures on employees are appropriate in
relation to their abilities and resources, to the amount of control they have over their
work, and to the support they receive from people who matter to them. As health is
not merely the absence of disease or infirmity but a positive state of complete
physical, mental and social well-being, a healthy working environment is one in
which there is not only an absence of harmful conditions.

Environment and physical working conditions are important organizational risk
factors [8]. Previous approaches to this work focused on the physical attributes
predicament such as heart rate, and comfort due to environment conditions. The
assumption that comfort equilibrium calculation was too complex to perform on a
recurrent analysis [9] are mostly proved wrong in an intelligent environment
equipped with smart sensors. Although, some of the algorithms might still be con-
sidered complex, most mathematical can be used fairly easy by computational
systems. From this perspective it is possible to perform scoring systems to rate the
degree of comfort a user experiences. Traditional studies use ergonomic research to
estimate ideal parameters that are adequate to the space, the people and the task
performed. Considering these variables, in this study, we can analyse traditional
attributes such as temperature, humidity, luminosity, relevant attributes like CO,
CO2 and airborne dust. However, it is possible to increase the precision of these
models, not only estimating individual assessments but also correlated assessments
through dedicated indicators with sensor and data fusion techniques. As an example
there are a number of indexes that can be created, namely, perfected temperature,
percentage of people in discomfort and stress related with heat perception [10] and
adequate luminosity for each task. These sensors monitor the environment and its
attributes looking for suboptimal attributes, however relate these attributes with user
discomfort or user stress is still a relative study. There is another layer, physical
human sensors which, in this case, monitor the heart rate for each individual inside
smart environments. Whenever suboptimal values are detected, it will be possible to
relate the physical state of each person to the environment attributes. Psychological
and physiological adverse ambient conditions can produce significantly changes in a
person. However authors orient this topic to a set of variables. In this particular
approach sound, temperature and luminosity are studied as external factors that
affect well-being and mood states. Previous authors have debated the influence of
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such variables in the impact of mood change in people [11]. Related studies between
stress and well-being and stress recognition can also be found. In [12] we can see a
wearable system for ambulatory stress monitoring recording a number of physio-
logical variables known to be influenced by stress. In [13] author gathers values from
a skin temperature sensor, a heart rate sensor and a skin conductance sensor. The
signals from the sensors are input into a microcontroller where all the processing
takes place and carried out though ZigBee technology. Data are stored in a computer
it is stored for data analysis and feature extraction for emotion recognition.

Comfort is subjective directly related to a person’s personality, beliefs and
habits. There are however ergonomic studies that provide the necessary background
to create an environment which satisfies the most common needs to keep both the
people and environments healthy. Although not being an extensive review of
possible attributes it does indicate a minimum set of possible attributes to start
comfort and well-being assessments [14].

3 Context-Aware Well-Being System Architecture

A combination of personal and environmental attributes provides a better repre-
sentation of the information required to assess well-being and hypotheses about
user condition, its relation to environment attributes and the activities being per-
formed. Such information though not being medically considered as hard prove to
diagnosis may be used as soft information about condition and habits of living. This
system depends on the number of sensing devices and attributes considered to make
decisions more accurate and expressive. It is also important to adapt the notions of
comfort and safety according to the context of tasks and activities being performed.
Taking knowledge from a knowledge base about each environment, for instance
relations between sensor and event records, it is actually possible to estimate the
state of well-being, both currently and in the future.

3.1 Environment Evaluation

A home environment is a particular setup, with a very personal context. Depending
on job state, a person may spend most of the time in this environment or only after
work hours. Taking into consideration a typical residence with working people, it is
possible to assess comfort condition and monitor and predict values of comfort.

From the installation of different sources of sensorization through the environ-
ment it is possible to measure the impact of each individual attribute in the envi-
ronment. As a personal environment those should be the best suited to assess what
each user deems as comfortable. However as users can have different meanings for
comfort, there might exist some exceptions to this assertion. An environment,
though not always equal it is generally categorized by a population of individuals
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sharing the same environment. Each environment has different requirements
according to the specific tasks its users perform. An experience to demonstrate the
findings of the system proposed was designed with a sensors network in place to
monitor environment variables. During this experiment a presence control was
instituted to add user presence as an attribute. The description of the summary of
the data gathered is available in Table 1.

The analysis of well-being is inherently different from home and professional
configurations due to the fact that the context alters comfort values. Though some
of the alterations remain within the acceptable range they can be used to introduce
differences in the well-being analysis.

3.2 Personal Assessment

Well-being through environment alone is an incomplete study as it disregards the
effects of user interaction and user behaviour. Under normal circumstances, well-
being should generate values inside the satisfactory range for attributes being
measured. Considering one individual alone, the existence of normal range values
for environment and abnormal for the personal sensing might lead to the suspicion
of something not right with the individual thus impairing well-being.

On Table 2, a set of indicators gathered from a personal sensorization hardware
reveals the normal range of attribute date for a given individual. His historic data
reveal how comfortable he is by assessing most common values after some period
of time. As the indicator values go up or down the mean and standard deviation
being considered it detects abnormal behavioural pattern and uses majority votes to
decide whether it is really an uncomfortable behaviour or not.

A practical validation test can be made using records from environment and
testing them against such data. It was perceived that environment conditions only
directly affect personal attributes the most when they differ significantly under
normal circumstances that is avoiding considerations about individual’s state of
mind. Environment variables ranging inside the comfort zone are less likely to
produce chances in the normal values from personal sensorization.

Table 1 Summarized data retrieved from the environment sensor network

Mean Standard Deviation Max Min

Temperature 19.98 °C 1.68 °C 24.88 °C 17.99 °C
Luminosity 122.53 lux 102.49 lux 632.00 lux 0.00 lux
Humidity 45.69 % 7.39 % 63.19 % 38.86 %
Number of people 2.27 1.70 10.00 0.00
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3.3 Well-Being Assessment

Well-being assessment is employed in a two-phase strategy. First, the analysis of
critical conditions through environment sensory data and secondly, the analysis of
comfort. At the initial phase, a thorough analysis about each individual attribute is
made to make sure that each of the sensorized values are non-risk values towards
human. This evaluation is made both to environment and personal attributes as
shown in Table 3. It is important to deal with information quality and validity. If the
evaluation fails at this stage the uncomfortable setup is immediately generated.
Even if there is only one of the attributes outside what is considered safe range, the
resulting classification is deemed non satisfactory and a 0 % well-being is issued as
life might be endangered.

Following on to the second phase, with each user profile and environment
profile, a match between activities and each attribute available is analysed. In the
sample test, the temperature and luminosity of environments where chosen. Dif-
ferent comfort rules are created according to the dominant activities in each envi-
ronment and the ideal configuration is assessed through ranges of values from
medical, thermal and ergonomic studies present in configuration databases in the
system. From this point, a weighted percentage is loaded from the database to allow
different comfort attributes to have more or less impact in the well-being value. The
final value of well-being is the weighted majority of the satisfaction comfort for
each attribute. A percentage, less than 100 % denotes that at least some attribute
being measured is not within comfort values for a given time. Finally, a daily
assessment considers the average of well-being satisfaction between measures.

Table 2 Summarized data retrieved from the user sensor network

Mean Standard deviation Max Min

Steps 4177.80 7537.96 5080.00 3245.00
Blood pressure 78.42 bpm 19.11 bpm 125.00 bpm 58.00 bpm
Oximetry 97.45 % 1.02 % 100.00 % 95.00 %
PMV −0.79 0.86 1.20 −1.72

Table 3 Comfort Reference
Values

Comfort Attribute Lower Limit Upper Limit

Humidity 20 % 60 %
Temperature 18 °C 25 °C
Luminosity 50 lux 107.527 lux
Temperature perception (PMV) −1.5 1.5
Heart Rate (Woman) 60 78
Oximetry 90 % 100 %
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Table 4 presents the relative percentages of time the environment was considered
good for well-being according to the algorithm described with the analysis of the
attributes and their matching to each other. It is shown that environment configu-
rations are generally portrayed as good in well-being standing but the personal
attributes are lacking more often. In the case of this experiment that is due to non-
activity, and sedentary lifestyle. Its implications are that, although the environments
appear well configured, the activities of users are not being considered as good for
well-being. Although with this setup, if the conditions verified are not directly
correlated between both environment and personal attributes, the weighted average
among all attributes decides the category of well-being.

Historical data about environment and both environment and people can be
addressed making up profiles of aggregated information through the use of dash-
boards. These dashboards should contain valuable information for healthcare
institutions and its professionals to help with patient consult for instance. More than
the experience a verbal consult with a patient can produce, a virtual conversation is
something that includes virtual data according to sensing system available. Though
the system may be assessed with simulation data, it is in the real world data applied
to each scenario that it usefulness can be extensively validated. For healthcare
institution it is possible to navigate, through time windows and select only values of
selected attributes and obtain both a measurement dashboard as well as a well-being
classification. The input in the system are dependent in the number of attributes
measured by the sensor network in place and the capability of its devices. The
further specialized the devices and information is the further the quality of infor-
mation and the validity of these analysis.

4 Conclusion

The development of our well-being as human beings is something that should not
be overlooked. Like other important subjects to our daily life, continuous devel-
opment and improvement is desirable and an objective. Systems such as these are
starting to appear through the research community and as exploratory projects
within large enterprises. While not identifying themselves as health organizations,
their goal is to promote the investigation of well-being through the population
whilst increasing the information available. Consequently, this leads to building
large databases about user behaviour and environment conditions. This also starts
the study of communities and the impact of behaviours and environment on health

Table 4 Well-being assessment experiment analysis

Environment well-being Personal well-being Well-being assessment

Environment 97 % 78 % 83 %
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and comfort through large sets of population strengthening existent knowledge with
large validation test, but most importantly creating the opportunity to generate new
and improved knowledge by analysing these records. Seemingly close behaviour in
different conditions can generate different results, it can be comparable to the
butterfly effect, where a small change can have great implication on the whole
system towards a positive or negative result. The categorization of these conditions
may improve not only well-being but health as well. The promises and the large
research body around these themes indicates that these technologies and these
research considerations are valid. They are even today the object of pursuit by
society as a mean to improve living conditions.

A future approach to this study should include distribution analysis between the
historical data on a given time window and the sensorized values. This envision
may also help annotate different states of comfort through building and the people
inside to better map how the environmental attributes of such buildings affect the
well-being of people. As tried in the experimental framework to detect stressful
moods (Silva et al. 2013), where a testbed was used to perceive different room
states during the day and the classification of probable well-being.
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An Overview of the Quality of Service
in Bluetooth Communications
in Healthcare

Ana Pereira, Eliana Pereira, Eva Silva, Tiago Guimarães,
Filipe Portela, Manuel Filipe Santos, António Abelha
and José Machado

Abstract Currently, the general public requires devices getting faster and great
performance, that is, devices ensuring a better quality of service. One way to
achieve these goals is through the use of devices supported by the mobile com-
puting with tools to help the search for information. Bluetooth technology is an
open standard for wireless communication allowing the transmission of data and
information between electronic devices within walking distance, with minimum
resource expenditures, safe and rapid transition of data. So, the Bluetooth tech-
nology was initially designed to support simple network devices and personal
devices such as mobile phones, PDAs and computers, but quickly it were dis-
covered other applications in several areas. In this article, it will be performed a
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literature review on the topic, with the goal to understand how the Bluetooth
technology can benefit increases in the Quality of Service and the presentation of
some actual and potential biomedical applications.

Keywords Bluetooth ⋅ Quality of service ⋅ Piconets ⋅ Master ⋅ Slave ⋅ Heal ⋅
Biomedical applications ⋅ Ubiquitous devices

1 Introduction

The Bluetooth technology is considered a low power technique, low cost and
secure. It consists of a wireless communication technology, specially designed to
replace the wires that interconnect and ubiquitous electronic devices that are rela-
tively next, such as mobile phones or dial-up network. In addition, also fits printers,
keyboards, headsets, and etc. To date, it has been considered a Personal Area
Network (PAN) for ad hoc and network infrastructure [1]. More now than ever,
with the release of the Core Specification 4.x, including the single-mode Bluetooth
low-energy (BLE) technology or Bluetooth Smart) and dual-mode (both classic
Bluetooth and BLE combined) or Bluetooth Smart ready, Bluetooth is a leading
candidate to connect the Internet of Things.

The Bluetooth specification defines a radio frequency interface and a set of
communication protocols for the discovery of devices, data exchange and bug fixes.
By the other hand, the connection speed, communication range and the level of
Bluetooth transmission also are chosen. So, Bluetooth is considered a low cost and
consumption technology and thus has quickly become one of the most interesting
technologies for communication within small distances. However, problems related
with the Quality of Service (QoS) should be treated in order to ensure that these
requirements are met by the system components of communication during data
transmission. In networks without wire, the complexity increases to meet these
requirements due to the high dynamics of the environment and the diversity in the
quality of the links, caused mainly by the interference by high error rates and the
mobility of users.

Commonly, in health units, mobile devices are relatively close to each other and
usually around the patient. In this sense the main propose of this article is to
understand how the Bluetooth technology can benefit the increase of QoS in a real
context in a health institution (Centro Hospitalar do Porto). In this paper, a review
of literature on the subject will be held in order to understand how Bluetooth
technology can increased QoS in health institutions, patient recovery and their
wellbeing. Thus, this study is the start point of a project that is being developed in
the CHP institution, whose purpose is to introduce wireless communication
between various devices attached to patient recovery, thereby improving QoS.
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2 Background

2.1 Centro Hospitalar of Porto and AIDA

In Centro Hospitalar of Porto (CHP) sometimes the existence of many devices
connected to the patient and the existence of wires becomes uncomfortable for the
patient and for their recovering. In this sense the goal of this study is to understand
how the Bluetooth technology can be a benefit by increasing the QoS at CHP and the
overall quality patient life. In the case of CHP is implemented the (Agency for
Integration, Archive and Diffusion of Medical Information). This is a platform based
on multi-agent system. The main goal is to overcome the difficulties presented by the
uniformity of clinical systems and by the complexity of medical and administrative
data provided by different hospital data sources [2–4]. In addition and in this context,
the AIDA emerges as one example of the technologies that may benefit from the full
capabilities of Bluetooth and its subsequent increase of QoS [5].

2.2 The Bluetooth Technology

In the Bluetooth Core Specification version 4.0, the Bluetooth Special Interest
Group (SIG), included, not only the well-known and widely used Classic Bluetooth
(BT) but also the Bluetooth Smart or Bluetooth Low-Energy (BLE) introducing a
brand new way of allowing the existence of a new generation of devices that can
run for months without a recharge [15]. However, this has important limitations as
well as benefits. It is quite different from Classic Bluetooth technology—so dif-
ferent that must carefully be considered which technology best fits the application
needs [16]. Bluetooth is a set of specifications for common short-range wireless
applications. These specifications include core components, and the application
profiles that use them. These specifications are rigorously validated by the Blue-
tooth SIG before they are adopted and published and that these specifications are
tested and qualified to ensure interoperability [15].

With the introduction of Bluetooth low energy technology, there has been
considerable interest in its possibilities regarding many aspects present in the daily
aspects of the users’ life. It was born to allow the existence of small and simple
devices that can be peripherals for smartphones and other devices, these are called
Bluetooth smart devices. The main devices in which they are connected are called
Bluetooth Smart Ready devices. Bluetooth Smart devices include only a single-
mode low energy Bluetooth v4.0 radio. This Bluetooth Smart Ready devices are
able to connect to both BT and BLE implementing a Bluetooth v4.0 dual mode
radio, where Bluetooth low energy functionality is integrated into an existing
Classic Bluetooth controller.

BLE features a very efficient discovery and connection set-up, short data
packages, and asymmetric design for battery operated sensor types of applications.
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As with Classic Bluetooth technology, Bluetooth low energy technology is based
on a master connected to a number of slaves. However, in Bluetooth low energy
technology the number of slaves can be as big as the implementation and available
memory allows it to be. The new advertising functionality makes it possible for a
slave to announce that it has something to transmit to other devices that are
scanning. Advertising messages can also include an event or a measurement value.

There are also differences in software structure (Fig. 1). In Bluetooth low energy
technology all parameters have a state that is accessed using the attribute protocol.
Attributes are represented as characteristics that describe signal value, presentation
format, client configuration, etc. The definitions of these attributes and character-
istics along with their use make it possible to build several basic services and
profiles like proximity, battery, automation I/O, building automation, lighting, fit-
ness, and medical devices. All these nuances are needed to assure the implemen-
tation is compatible between devices from different manufacturers. While Bluetooth
2.0 EDR or Bluetooth 3.0 HS introduced a higher data rate functionality, Bluetooth
4.0 targets effective communication with devices that do not need streaming data or
high data throughput. Low-energy requirements stipulate noticeable differences in
Bluetooth and Bluetooth LE protocols, but at the same time take great advantage in
reuse of the RF part, leaving most of the changes to the protocol stack [15, 18].

Although having some common layers, some major changes can be observed by
the extinction and the rise of some parts and by the adjustment of others. Even
though both have a radio layer, which promotes modulation and demodulation the
physical layer signal, they are not the same. The frequency range is the same (in the
2.4 GHz band), they both use frequency hopping, and the modulation scheme is
also equal (Gaussian Frequency Shift Keying (GFSK) modulation), however the
modulation index is different (0.5 in BLE and 0.35 in BT). This change lowers
power consumption and also improves the range of BLE versus Classic Bluetooth
[6, 18]. The Classic Bluetooth includes a Baseband layer that transmits the packets
directly and supports two types of links: Synchronous Oriented Connection (SCO)

Fig. 1 A simplified version of the Classic Bluetooth and the BLE protocols
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and Asynchronous not Oriented Connection (ACL). The SCO link has character-
istics that can be found in circuit switching, while the connection ACL is more akin
to packet switching. Includes additionally the LMP (Link Manager Protocol) that
provides the basic functions for configuration and management ACL links. In
Bluetooth LE is present the link layer (LL) controller which is responsible for low
level communication over a PHY interface. It manages the sequence and timing of
transmitted and received frames, and using a link layer protocol, communicates
with other nodes regarding connection parameters and data flow control. It also
handles frames received and transmitted while the device is in advertising or
scanner modes. It also provides gate keeping functionality to limit exposure and
data exchange with other devices. If filtering is configured, the LL controller
maintains a “white list” of allowed devices and will ignore all requests for data
exchange or advertising information from others. It not only helps with a security
aspect but also reduces power consumption. Uses HCI to communicate with upper
layers of the stack if they are not collocated [6, 18]. In both implementations can be
found the HCI (host controller interface) layer that acts as a boundary between the
lower layers of the Bluetooth protocol stack and the upper layers.

The Bluetooth specification defines a standard HCI to support Bluetooth systems
that are implemented across two separate processors. For example, a Bluetooth
system on a computer might use a Bluetooth module‘s processor to implement the
lower layers of the stack but then use its own processor to implement the upper
layers. In this scheme, the lower portion is known as the Bluetooth module and the
upper portion as the Bluetooth host. However it is not required to divide the
Bluetooth stack in this way. Some devices can combine the module and host
portions of the stack on one processor, being this intended for small and self-
contained devices. In such devices, the HCI may not be implemented at all unless
device testing is required. The logical link control and adaptation layer protocol
(L2CAP) component provides data services to upper layer protocols. It is respon-
sible for protocol multiplexing data between different higher layer protocols and
Segmentation and reassembly of packets, and de-multiplexing and reassembly
operation on the other end [6, 18]. The upper layers are another aspect that marked
a difference among the BT and the BLE. They consist of protocols allowing to
discover services provided by other Bluetooth devices in the surrounding area of the
device, and making sure it is done safely and efficiently. The Security manager in
BLE and RFCOMM and OBEX in BT are examples of these layers. Bluetooth 4.0
introduces also a new communication method, called the attribute protocol (ATT)
which is optimized for small packet sizes used in Bluetooth low energy. The ATT
allows an attribute server to expose a set of attributes and their associated values to
an attribute client. These attributes can be discovered, read, and written by peer
devices.

The generic attribute profile (GATT) describes a service framework using the
attribute protocol for discovering services, and for reading and writing characteristic
values on a peer device. It interfaces with the application through the application’s
profiles. The application profile itself defines the collection of attributes and any
permission needed for these attributes to be used in the communication [18].
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3 Quality of Service

3.1 Concept

The concept of QoS has evolved over time. Initially, the only concern was the
ability to maintain communication between devices and subsequently the error
occurrence and packet loss during the process of communication. Later on, the need
to take into attention issues such as congestion control of the network and the
service differentiation [8]. The QoS parameters can be negotiated between the user
and the network for each communication session, depending available resources
and QoS requirements. However, providing a QoS guarantee implies that the
performance of the network is consistent and predictable, which can be a major
challenge [8].

3.2 Affecting Factors

The application layer QoS is affected by the width bandwidth, the delay, the delay
variant, the error rate, the likelihood of loss, etc. For each parameters can be set the
limits of variation. The factors that affect the QoS are related, not being able to
improve a parameter without adversely change another [6]. Then, it is listed the
most important parameters to obtain the QoS:

1. Bandwidth: For an application to run properly, it is needed a certain bandwidth
Bluetooth connection, wherein the available bandwidth influences delays
obtained data transfer. An application can explicitly specify the bandwidth
needs or the bandwidth can be derived the application requirements for the
delays. This one parameter is mostly determined by the algorithms polling
performed by the master of the piconet [6].

2. Delay and delay variation: This parameter is caused by the available band-
width and the retransmissions. The SCO traffic has priority over traffic ACL, so
you can also contribute to delays in the ACL traffic. The delay-sensitive
applications such as real-time applications and audio/video applications require
few delays [6].

3. Reliability: All applications prefer that the data arrives in the correct order,
however, some applications are more error tolerant than others. In general,
applications audio/video can tolerate some errors, while application data, such
as an HTTP request or email, require that the data arrives in the correct order.
Increasing this parameter results in a decrease in bandwidth and hence an
increase the delay [6].
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4 Biomedical Applications

The main action of QoS in communication and networks is present among some
factors that occur in the end systems, such as the delay end-to-end, the package loss,
the variation in the delays as well as the throughput. The application of the QoS in
these systems WLAN, as Bluetooth, can result in a higher efficiency of the system
and a better applicability. Nowadays, Bluetooth can be applied in several bio-
medical applications, such as, sensors in hospitals and in patients’ houses (live
assistance 24 h/day). These mechanisms begin to have a higher relevance, because,
with the population aging, an increase of diseases such as cardiovascular diseases,
diabetes, and Alzheimer’s disease, among many others, is expected. These diseases
demand a certain supervision performed by the healthcare professionals and
increase the costs associated with the healthcare [10, 17].

The use of devices or applications that rely on Bluetooth have much to offer to
assist in this problem. Some examples of technologies that rely on the use of
Bluetooth are described below. A biomedical application using Bluetooth, in order
to have a higher control on a person’s weight based om easy-of-use mechanism
allows the self-control of the person’s weight was developed [11]. The device
created is composed by a monitor that implements an auto-monitoring system using
a Bluetooth network, allowing a weight control. It is presented a prototype of the
system but until now there were not performed tests in order to evaluate the system
applicability as a personal health control unity. A low power A/D converter and it
uses wireless networks, to make integration with other technologies or infrastruc-
tures easier and less expensive. This system is composed by two processors, the
Bluetooth and the FPGA (Field-Programmable Gate Array), being these submersed
in a solution. The developed system allows to convert an analogue signal that
simulates an electrocardiogram (ECG) signal. This device works with a remote
computer that processes data sent by Bluetooth. The test results with this system
proved that it is possible to make a continual ECG signal transmission without
information losses [12]. A biomedical application that monitors a person’s health
status in a daily basis. This application uses Bluetooth network that limits the
system capacity to a small number of parameters. A prototype composed by a pulse
clock sensor connected to a PDA (Personal Digital Assistant) was developed. The
connection is made by Bluetooth. The system is also equipped with several com-
ponents such as accelerometers and thermic sensors made by GSR (Galvanic Skin
Reflex) electrodes. The Bluetooth module makes possible the connection between
the PDA and a monitor allowing the health status evaluation of the person as well as
is movements and behaviors. This way, the information acquired by the sensor
allow to guide the person in real-time, giving him a self-control of its health [14]. A
system for remote medical assistance of recovering infarct patients was also created
[14]. These systems is implemented in some hospitals and it uses a Bluetooth
connection to send data recorded by portable ECG recorders to mobile devices such
as mobile phones. The data are then sent to a central unit implemented in a Web
server where a database is implemented. The database organizes the information
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about the ECG and relevant clinical data about the patient, allowing a better access
to the cardiologist. This way, it is possible to make a better motorization of the
patient’s health status.

5 Critical Analysis

Besides wireless networks, such as Bluetooth, having mobility as an advantage,
sometimes this advantage introduces difficulties in the system that are not present in
other networks. These difficulties are, for example, the quality of the wireless
transmission, the great variability of the connection quality, the reduced bandwidth
and the highly dynamic network topology, that allows the direction of the elements
between the source and the end. Therefore, wireless networks require a more
sophisticated QoS management. One of the requirements of this technology is to
maintain the simplicity. Thus, the Bluetooth technology must continue to be a
simple and low cost technology and the QoS must be as simple as possible, while
responding to the applications needs. The QoS implementation should not result in
a significant cost and energy consumption increase, because the demands to pro-
cessing capacity, memory capacity and energy consumption must be limited. One
of the disadvantages of this technology is that, if two slaves want communicate
among themselves, they must do it through the master. Another disadvantage is
related with the existence of delays and unavailability when the connection as
interferences. It is important to mention that the QoS parameters should be defined
as an extension of the actual Bluetooth specifications.

In the biomedical field, the implementation of the QoS results in a better effi-
ciency of the Bluetooth, and consequently, increases the efficiency of the appli-
cations associated with this technology. For example, in the remote ECG it is
demanded an almost null packet loss, because it is not plausible the presentation of
a patient’s ECG signal with losses. Bluetooth can be an important technology in the
Pervasive Information fields and in the way of the systems communicates with
ubiquitous devices.

6 Conclusions

In communication networks, the traditional vision of QoS is concerned with the
end-to-end delay and its variation, packet loss and the provided bandwidth. Blue-
tooth devices communicate among themselves and form a network called a piconet,
with one the master, and the others, the slaves. With the Bluetooth communications
evolution, the users of this technology are becoming more demanding. Thus, it is
necessary to develop mechanisms enabling the delivery of quality services that
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comply with the QoS parameters required by the users. Finally, this study provides
a starting point for the construction and implementation of devices using Bluetooth
technology in healthcare in order to increase the QoS in health institutions. It is an
important asset to who wants to research in this area and did not have an idea how is
application of Bluetooth in healthcare institutions.
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Computer Vision Based Indoor Navigation:
A Visual Markers Evaluation

Gaetano C. La Delfa, V. Catania, S. Monteleone,
Juan F. De Paz and J. Bajo

Abstract The massive diffusion of smartphones and the exponential rise of location

based services (LBS) have made the problem of localization and navigation inside

buildings one of the most important technological challenges of the last years. Indoor

positioning systems have a huge market in the retail sector and contextual advertis-

ing; moreover, they can be fundamental to increase the quality of life for the citizens.

Various approaches have been proposed in scientific literature. Recently, thanks to

the high performances of the smartphones’ cameras, marker-less and marked-based

computer vision approaches have been investigated. In a previous paper, we pro-

posed a technique for indoor navigation using both Bluetooth Low Energy (BLE)

and a 2D visual markers system deployed into the floor. In this paper, we present a

qualitative performance evaluation of three 2D visual markers suitable for real-time

applications.
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1 Introduction

The massive diffusion of the smartphone has contributed in the last years to

create the conditions for a significant technological progress in the mobile consumer

sector giving to developers and startups the perfect instrument to create innovative

applications and services. Most of these applications and services are strictly related

to the user position and context information: they are defined as Location Based

Services (LBS) and are becoming very popular in the last years. Outdoor the GPS

is almost a standard de facto for positioning and navigation, but in indoor environ-

ments does not actually exist a unique technology to solve the problem. Various

approaches have been proposed in literature to address the challenge in a simple

and scalable way, and also a lot of commercial solutions are appearing into the mar-

ket. Among these, the most successful ones are those which take advantage of the

hardware/sensors of the smartphone to extract contextual information and use them

to localize the user. Dead Reckoning systems use accelerometer, magnetometer and

gyroscope sensors embed into the smartphones to provide fast estimation of the user

position [10]. Received Signal Strength Indication systems exploit the RSSI of the

radio signals present in the environment (typically, WiFi signals, available for free

in public buildings, or, recently, BLE signals) [6]. Visible Light Communication sys-
tems exploit the susceptibility of LEDs to the amplitude modulation at high fre-

quencies to transmit information into the environment and perform accurate indoor

positioning (without deteriorating the lighting functionality) [2, 8]. Recently, thanks

to the high performances cameras and high computational capabilities of last gen-

eration smartphones, researchers are focusing on Computer Vision systems which

rely on complex, (1) marker-less or (2) marker-based computer vision algorithms to

determine the position of the user in the environment [1]. Usually,Hybrid techniques

and technologies are used to improve the accuracy, reduce costs and enhance the per-

formances of the whole indoor positioning system [14]. The remainder of this paper

is organized as follows: in Sect. 2, we give an overview about the state of the art of

the indoor localization approaches. In Sect. 3, we discuss about the features needed

to build an efficient indoor localization and navigation system with 2D visual mark-

ers deployed onto the floor. Section 4 focus on analyzing three markers with respect

to some parameters which are of interest for our use case. Finally we conclude with

some considerations and ideas for future works.

2 Related Works

Nowadays, indoor navigation is a very hot topic and a lot of research has been made

during the last decade. Researchers from Duke University proposed UNLOC [14]

in which they merge environment sensing and dead reckoning (D.R.) to realize an

indoor navigation system, based on the hypothesis that certain locations in indoor
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environments presents - in the sensors domains - identifiable signatures (Landmarks)

generated by elevators, escalators, WiFi, etc. They use D.R. to track the user, and

periodically reset the error when the user encounters a landmark. In [8], the authors

suggest the use of LEDs and Visible Light Communications (VLC) to localize the

user inside an environment in an accurate way. On the Tx side, the modification to

the LED lighting infrastructure is cheap and simple, on the Rx side, Harald Haas

[2] et al. show that it is possible to exploit the rolling shutter effect of CMOS-based

cameras to let a mobile phone to decode the information transmitted by the LEDs

infrastructure. Apple and Google included API for indoor positioning in their SDKs

for iOS and Android. They use mixed technologies such as WiFi fingerprints, BLE,

iBeacons and D.R. to perform the indoor localization task. The list of approaches,

techniques and technologies is actually very long. Among all of these, as afore-

mentioned, researchers are focusing on computer vision algorithms which use (1)

marker-less approaches or (2) marker-based approaches for indoor localization pur-

poses. Marker-less approaches are used when visual markers are undesirable due

to aesthetic reasons; they rely on what the camera sees to deduce the position of

the user and usually require a pre-knowledge of the environment. They are CPU-

Intensive, and also require a considerable workload before they can start to work

and frequent recalibrations. Marker-based approaches rely on 2D visual markers,

which can be easily decoded even by a low-cost smartphone. B.L. Ecklbauer, in his

thesis [3] uses the recognition of multiple custom ArtoolKit visual markers in a cam-

era image to deduce the position of an Android smartphone, with no additional data

sources, except the knowledge of the markers positions. In the report “An Indoor

Navigation System For Smartphones” [1] the authors propose a simple color-based

2D visual marker, to obtain the user position, and orientation and a step detection

algorithm, to track the user between two markers. Despite of the simplicity and scal-

ability of all these techniques, there are some drawbacks such as (a) the need of a line

of sight, (b) the sensitivity to light changes, (c) the size of the marker which must be

as smaller as possible in order to be minimally invasive, (d) the fact that the app does

not work in real-time, and (e) the cognitive workload for the user who has to look for

the marker in order to auto-locate himself. In order to face all these drawbacks, in

our previous paper [4] we proposed a hybrid approach which uses BLE for locating

the user when there is not a line of sight and a 2D visual markers system deployed

onto the floor (in order to let the user to auto-locate himself without any cognitive

workload: in fact when he launches the app in navigation mode, the camera is in the

palm of his hand and will be directed towards some part of the floor) to estimate

the position with a good level of accuracy. To guarantee accuracy, minimal invasiv-

ity and real-time performances, it is important to choose the right marker according

to the particular situation of deploy. In the previous paper we proposed the use of

AruCo marker. In the present paper, we evaluate in a qualitative and empirical way

the performances of three 2D visual markers: (a) Vuforia frame marker [7], ArUco

marker [5], AprilTag [13].
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3 Visual Markers Deployed onto the Floor: Requirements

To realize an efficient indoor navigation system using 2D visual markers deployed

onto the floor, a critical point is the choice of the visual marker which best fits the

particular place of deployment. Here we focus on some of the intrinsic features of

the system, and on how we can exploit them to improve the performances:

– Almost uniform, prior-known background pattern of the floor (Fig. 1a). It is pos-

sible to use this feature to improve the speed of the decoding algorithm and to

reduce the marker size.

– Almost fixed, prior-known size of the marker inside the frame (Fig. 1b). It depends

on the distance between the camera - which is on the palm of the hand - and the

floor, and makes easier and faster to find the marker in the frame, which brings to

a detection speed improvement.

– Major probability for the marker to be in the upper part of the frame (Fig. 1c), due

to the fact that when the user launches the app to navigate, he moves forward. It is

possible to analyze a sub-portion of the frame and further improve the detection

speed or use the saved time to apply some filters in order to enhance the quality

of the image.

– Prior-known markers positions, so each decoded marker must be one in the bound-

ary of the previously decoded marker.

Fig. 1 (a) Uniform background pattern of the floor. (b) Max size of the marker inside the frame.

(c) Major probability for the marker to be in the upper part of the frame

The characteristics that the chosen marker must have, considering that when the user

use the system he is moving (usually with low speed), are:

1. Small size: it is required to reduce the invasivity of the system. We have to find

the best compromise between size, speed of detection/decoding and robustness

of the algorithm.

2. Real-time detection: To make the auto-localization process through visual mark-

ers transparent for the final user, the detection speed must be as fast as possible.

3. Robustness to changes in light conditions: it is required because typically the

marker will be deployed in high dynamic environments characterized by the pres-

ence of other people, on/off switching of lights, shadows etc.

4. Robustness in detecting blurred markers: caused by too fast movement.
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4 Real Time Visual Markers: Vuforia, ArUco, AprilTag

A visual marker system is composed by a set of 2D visual markers and a com-

puter vision algorithm to detect and decode each marker using a smartphone camera

or other computer vision technologies. Today, thanks to their low cost, flexibility

and simplicity there are several visual markers in the market. Figure 2a shows the

QR-Code: it can store up to 4296 characters, and contains a Reed-Solomon error cor-

rection algorithm which let to decode even partially occluded QR-Codes. Moreover,

it is opensource and very well-documented but it has not real-time performances

which make it not good for our purposes. Aztec code (Fig. 2b) is similar to the

QR-Code (large amount of stored data, Reed-Solomon error correction algorithm)

but it does not need a white border to be correctly decoded. To guarantee real-time

performances, usually a visual marker which stores just a simple binary code is used.

An example (Fig. 2c) is ArtoolKit marker [9]. Originally developed by Hirokazu

Kato, the ArtoolKit library relies on a template matching algorithm to detect the

marker. Thanks to that, the shape of an ARToolKit marker can theoretically be any

image, surrounded by a black square. Other than the classical square markers we

have also circular markers, stronger to perspective distortion and more precise, such

as Intersense [12] (Fig. 2d). Figure 2e shows a marker invented by the MIT Media

Lab [11], circular and with a diameter of just 3 mm. It can store a large amount of

data, it is readable from 4 meters with a normal camera and it works by exploiting the

Bokeh effect which occurs when the camera is out-of-focus. The analysis of the state

of the art bring us to restrict the choice of the best marker that fits our requirements to

three possible candidates (Fig. 3). We have chosen these markers also because they

can be freely used through opensource, well-documented libraries or free SDKs and

they are portable in all the major platforms. In the following, we give an overview

of their features, strengths and weaknesses. We test the markers (with an iPhone 5S)

in light, medium and dark floor pattern, in various light conditions.

Fig. 2 Visual markers

examples
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Fig. 3 Vuforia frame

marker, ArUco marker,

AprilTag

4.1 Vuforia Marker

Vuforia is an augmented reality multi-platform SDK developed by Qualcomm. It is

very powerful and offers to the developers a lot of functionalities (objects, images,

shapes and text recognition). Moreover, it can detect (and stimate the pose) of a spe-

cial marker called Frame Marker (Fig. 3a), which we can use for our indoor localiza-

tion purposes. There are 512 markers, distributed as an archive. Each one encodes an

ID on the binary pattern along the border, and needs an area around it, free of graph-

ical elements, with a good contrast respect to the black frame. The internal part of

the marker is not used by the algorithm so it is possible to put inside an image, which

makes it more good looking than other ones. We performed some detection/decoding

tests for different sizes of the markers: (6.5×6.5), (5.0×5.0), (3.2×3.2) cm
2

and dif-

ferent distances marker-camera (80, 100, 120 cm), in movement and with the smart-

phone in the palm of the hand. We repeated the tests in several lighting conditions.

Our tests show that a marker size of (6.5 × 6.5) and (5.0 × 5.0) cm
2
, give good real-

time performances for light, medium and dark floor pattern in good and average light

conditions. The performances get worse for poor light conditions and if we reduce

the size of the tag to (3.2×3.2) cm
2
. Despite of the good performances the system has

some drawbacks: (1) the source code is not accessible,so it is impossible to modify

the algorithms in order to exploit the features of the floor, (2) the number of markers

is fixed, which bring to a low flexibility, and (3) it is not possible to reduce a lot the

size of the marker.

4.2 ArUco Marker

ArUco is a square visual marker realized by the AVA group from the University of

Cordoba [5]. It can be decoded through the C++ ArUco library, which is cross plat-

form (because openCV based), and opensource. It seems to be well-maintained by

the research group. Differently from other similar systems, ArUco does not provide

a predefined set of markers: it is possible to generate the desired number of markers,

with the desired number of bits (n) encoded inside each of them. The library max-

imizes the inter-marker distance and the number of bit transitions and proposes an

error correction algorithm which lets to correct a number of errors greater than the

state of the art. It is also possible to estimate the pose of the marker with respect to

the camera. Since ArUco does not have a fixed number of bits, the performances of
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the detection/decoding algorithm vary depending on this parameter, which can be set

according to the requirements of our use case: small areas can be covered with few

markers, which means that the n can be reduced, which in turn bring to a faster detec-

tion/decoding phase. We generated 512 ArUco markers and performed tests for the

same size as the Vuforia marker tests, at the same distance marker-camera, under the

same conditions. Our tests show that ArUco works very well, in any light conditions

for a marker size of (6.5 × 6.5) and (5.0 × 5.0) cm
2

with a distance marker-camera

of 80cm, 100 and 120 cm in any type of floor pattern. The performances are a little

bit worse if we reduce the size of the marker to (3.2 × 3.2) cm
2
. ArUco source code

is accessible for the developer: due to this, it is possible to modify the algorithms

in order to adapt them to the scenario described in Sect. 3. Also the possibility to

set the number of markers and bits increases a lot the flexibility of the system. In

conclusion, ArUco is a good choice for an indoor localization system with visual

markers deployed onto the floor, when the requirements are flexibility and real-time

performances.

4.3 AprilTag

AprilTag is a square visual marker developed for robotic applications by Edwin

Olson, at University of Michigan [13]. The opensource library lets to detect an April-

Tag in an image, decode the ID of the marker, and stimate its 3D pose and orienta-

tion respect to the camera. The library is written in pure C with no external depen-

dencies, and appears well-documented and well-maintained, robust to changes in

light conditions and view angle, and with real-time performances. We performed

some detection/decoding tests by choosing the recommended pre-generated mark-

ers family 36h11 (36 bit markers with minimum hamming distance between codes

of 11), which consists of 518 different markers, and by using the same marker sizes,

marker-camera distances and conditions of the previous Vuforia and ArUco cases.

The results show that AprilTag works very well in all tested light conditions and

for all tested sizes and marker-camera distances. The availability of the source code

(which lets the developer to modify the algorithms to adapt them to the floor fea-

tures), the speed of the system and the small marker size make AprilTag the best

choice for an indoor, marker-based localization system when the flexibility about

the number of markers is not required.

5 Conclusions and Future Works

In this paper, we have addressed the problem of choosing the best marker for an

indoor navigation system with visual markers deployed onto the floor. We started

with an overview on the state of the art, focusing on a marker-based computer vision

approaches. Next we analyzed the particular use case of markers deployed onto the
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floor, in order to find some features that can be exploited to improve the performances

of the system. The analysis lead us to choose three visual markers which have fea-

tures and performances that match with our scenario: Vuforia marker, ArUco marker

and AprilTag. We tested them, in different light conditions and floor patterns, by

considering three main parameters: their size, their distance from camera and the

detecting/decoding speed. The results show that Vuforia has good performances if

the marker size is equal or greater than (5.0 × 5.0) cm
2
, but the drawback is that its

SDK is not opensource. AprilTag and ArUco have very good overall real-time per-

formances in any tested light conditions and floor patterns, for all tested marker sizes.

They are also opensource and cross-platform. While AprilTag seems to be a little bit

quicker than ArUco and lets to reduce, more than ArUco, the size of the marker

(while preserving overall performances), ArUco gives more flexibility because lets

to generate the exact number of marker we require. We are planning to realize a

proof of concept of our indoor localization system using both ArUco and AprilTag,

in order to test better the approach in a real situations with both the markers, and

to exploit the features of the floor. The goal is to reduce the size of marker (so the

system can be less invasive) and enhance the speed. Moreover, we are investigating

the possibility to mix this technique with D.R., to track the user between markers,

and BLE localization.
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A Framework for the Secure Storage
of Data Generated in the IoT

Ricardo Costa and António Pinto

Abstract The Internet of Things can be seen has a growing number of things that

inter-operate using an Internet-based infrastructure and that has evolved during the

last years with little concern for the privacy of its users, especially regarding how

the collected data is stored. Technological measures ensuring users privacy must be

established. In this paper we will present a technological framework for the secure

storage of data. Things can then interact with the framework’s API much in the same

way they now interact with its current servers, after which, the framework will per-

form the required operations in order to secure the data before storing it. The methods

adopted for the secure storage will maintain the sharing ability, conveniently allow-

ing authorized access to other users, the initial user’s terms (e.g. data anonymity)

and the ability to revoke assigned privileges at all times.

Keywords Internet ⋅ Things ⋅ IoT ⋅ Secure ⋅ Storage ⋅ Database ⋅ Framework ⋅
API

1 Introduction

In the last years we have witnesses a unparalleled growth in the use of devices by

human beings, making the, so called, Internet of Things (IoT) the most hyped tech-

nology in the planet [1, 2], and is expected to continue. Figure 1 clearly shows that

the IoT is the emerging technologies that is most expected in a 5 to 10 years space.

Such tremendous, completely uncontrolled, growth in such a short time frame has

had no support from the traditional IT Industry. The market urged to respond to the
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consumers needs (or need to consume) and that has raised some complex problems,

being the security and privacy some of the major ones, in our opinion.

1.1 IoT by the Numbers

According to the ABI Research [3], the installed base of active wireless connected

devices will exceed 16 billion in 2014, about 20 % more than in 2013 and the number

of devices will more than double from that to the 40.9 billion deviced expected for

2020. According to IDC, the IoT will represent a market value of $7.1 trillion in

2020, an impressive growth from the $1.9 trillion of 2013. Additionally, and just to

name a few [4]:

Fig. 1 Hype cycle for emerging technologies, 2014 [1]

– IHSAutomotive says the worldwide number of cars connected to the Internet will

grow to 152 million in 2020;

– Navigant Research says the worldwide installed base of smart meters will grow

from 313 million in 2013 to nearly 1.1 billion in 2022;

– OnWorld says the worldwide number of, Internet connected, wireless light bulbs

and lamps will grow from 2.4 million in 2013 to over 100 million by 2020;

– Juniper Research says the wearables market will exceed the $1.5 billion in 2014,

the double of its value in 2013.
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Most of these devices, wearable or not, are trackers (or have the ability to track), or

are health monitors, or record images and videos, among other functionalities. All

of them, one way or another, collect data. This data is then sent to servers on the

Internet that store it.

1.2 The Problem

The problem [5, 6], in our opinion, arises when data is put into the equation, specially

if such data is considered sensible and private by its owner. Sensible and private data

should not be stored in the traditionally way, due to its additional security and privacy

requirements. This new kind of, massive collected, data is, however, being stored,

without any special kind of security and privacy concerns, all around the world, in

traditional databases (or new databases engines, but with the traditional store, search

and access model) [6]. Due to the immense quantity of potential clients, effort has

mainly been on server functionality, scalability, and responsiveness. Several solu-

tions implement access control but store their data in clear text in their databases

[7–13]. This data is, in many cases, private data that can even be potentially used

to harm the original data owner (the only real owner, in our opinion) without is

expressed permission. Some example scenarios of such potentially harmful situa-

tions are describes next.

Scenario 1 - Health Data: Assume a scenario of a user that practices sports, like

running or biking, and uses his smart watch/phone/band to monitor his heart rate. He

does so for a long period of time, years maybe, and then has a heart related health

problem. The stored data has the potential to be used to determine the risk of that

person suffering another heart related health problem health and, ultimately, to be

used by insurance companies to not insure, or to stop insuring that person [14].

Scenario 2 - Track Data:Assume a scenario of a user, a truck driver, that has agreed

to use a, remotely accessible, GPS-enabled device so that its employer can better

estimate the delivery times, and supply those times to the company costumers. The

stored data has the potential to be used by the employer to monitor and control its

employee even outside the normal, day-to-day, work hours.

Scenario 3 - Pictures: Assume a scenario of a user that subscribes, on its mobile

smartphone, a picture backup service that automatically sends the pictures to a cloud-

based storage. In order to maintain the backup service scalability and its server CPU

usage within working limits, the service does not encrypt the pictures in its databases,

requiring only some form of user authentication to allow access. Such service can

potentially be exploited, by means of a 0-day bug, for instance, and the stored pictures

can be widely divulged in the Internet exposing the private life of the picture owners.

Scenario 4 - Contact information: Assume a scenario of a user that uses a cloud-

based contact information backup service where he stores all his mobile phone con-

tacts (names, cell phone numbers, street addresses, email addresses). The stored data

has the potential to be sold by the backup service provider to advert companies or to

aggressive phone selling companies.
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This scenarios present some of the potential uses that such kind of data can have,

even without the knowledge of its owner. Additionally, there are several companies

that have huge profits for using, free of charge, such private data without paying any

kind of compensation to the owners of the data.

2 Background and Related Work

The work related to ours can by categorized into the following two approaches:

(1) IoT access standardization, and (2) data acquisition.

The first approach focus on tackling the heterogeneity found on the diversity of equip-

ment, communication protocols and communication technologies that make the IoT

and does so by creating a framework that makes them accessible in a uniform man-

ner. In [7], the proposed service oriented architecture that hides the uniforms access

devices via web services. It also supports service management, device management

and security. In [8], another framework that tries to standardize IoT device access is

proposed, in this case by making use of RESTful web services and with their ser-

vices implemented as a OSGi (Open Service Gateway initiative) specification. More

recently, in [9], another RESTful-based middleware framework was also proposed,

differing by its use of the MQTT protocol [15]. Another RESTful middleware was

also presented in [10], this one focusing more on the interaction with devices by

means of the OpenMTC framework.

The second approach focuses on data acquisition, integration and storage in a way

that still enables access control and the management of security and privacy. In [11],

a platform for data acquisition and integration is proposed for IoT. This platform, in

a first phase, collects data from devices and stores it in a cloud environment and, in

a second phase, context-oriented mechanisms are executed over the data to produce

context data. Personal data vaults, proposed in [12], is referred as a privacy archi-

tecture where user retain ownership of their data. Data is said to be filtered before

sharing and user can take part in controlled data-sharing decisions. Their work is

based on fine-grained Access Control Lists (ACL) and the capability to trace and

audit operations logs. Neither solution use data encryption has a way of guarantying

privacy nor consider user monetizing strategies.

Table 1 summarises the solutions that relate to our work. Each solution is identified

by a name, is categorized by its approach and type, and analysed to verify if the

solution implements access control mechanisms, if the data is encrypted prior to its

storage, and if the user that owns the data is allowed to maintain control over the

data sharing. For instance, the PDV (Personal data vault) solution falls in our data

acquisition approach, is a web-based (HTTP) cloud-like solution that implements

data access control, that allows the data owners to perform sharing control but stores

its data in a clear text form.
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Table 1 Related work

Name Approach Type Access

control

Data

encryption

User

control

SOCRADES Access Service-oriented No No No

MAGIC Broker 2 Access RESTful/OSGi No No No

QEST Access RESTful/MQTT No No No

M2M APIs Access RESTful Yes No Unclear

Context Data OSGi Yes No No

PDV Data Web-based Yes No Yes

3 The Secure Framework for IoT (Sec4IoT)

In the traditional IoT architecture (Fig. 2) the things interact with the servers via

an Internet-based infrastructure. Normally, the only security-related aspects that are

considered are the ones related to the communication channels, often recurring to

SSL/TLS protocols as the foolproof solution. We believe this is not enough since all

the data that is stored, is stored in clear text form in their databases. Additionally,

except [12], no solution gives their users the capability to either control data sharing,

to audit data sharing or to revoke data sharing.

Fig. 2 IoT architecture
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We propose adding an additional layer of security to the IoT tradition architecture

(Fig. 3) and that such security layer be provided by our framework. Despite main-

taining the traditional architecture and its communication channels, we require that

the things use our framework API, named Secure Framework for IoT (Sec4IoT), for

data sending and storing. The framework will implement an additional security layer

providing, not only the needed user privacy, but also the user control of its own data.

This additional security layer will be explained in the next set of steps, using the

notation presented in Table 2:

1. Initialization: all the intervening parts of the process will need to pass by an

initialization phase where each part will generate a public and private key pair

[16];

2. The thing calls the API method for data upload - uploadData();

3. The uploadData() method will, before actually uploading any kind of data, gen-

erate a random secret key secK, encrypt the data with it and encrypt the secK
with the user pubK, then it will generate a token dataT containing [{data}secK ,

{secK}pubK] and, finally, upload the token to the servers;

4. The server will receive the encrypted data token dataT and store it in the database

or datastore.

Table 2 Adopted notation

Notation Meaning

pubK Asymmetric cryptography public key

privK Asymmetric cryptography private key

secK Symmetric cryptography secret key

[item1, item 2] Array containing item 1 and item 2

{M}K Message M encrypted with key K

This set of steps will guarantee that the stored data is only accessible by its true

owner, the user. Additionally the framework API will give its users the possibility

to share their data with other users or with a service provider, we expect that some

services may require it, if he is willing to do so. To achieve that the only thing we

have to do is, after the user authorizes it, it to encrypt the user’s data secK with the

pubK of the provider or of another user, giving them the capability to decrypt the

stored data. We will also enable a mechanism to anonymise data prior to its sharing.

The framework will contain a Data Control and Audit dashboard where the user will

be able to know what accesses are being made to his data and by whom. He will also

be able to revoke shares and, even, delete the data if possible (terms of service).
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Fig. 3 IoT data storage new, framework, approach

4 Conclusions and Future Work

We have presented a new framework that is able to provide the additional and highly

needed layer of privacy and security to the traditional IoT architecture. This addi-

tional layer enables users to regain their privacy rights, to collect their data only for

their own consumption or to share it with a service provider or with other users, all

accordingly to his own rules. We believe that this framework can be seemly intro-

duced into the already in production solutions, turning them more secure from that

moment on. Additionally, the proposed framework relegates the privacy control to

the users, relieving services of such a burden. We also believe that this framework

can also be easily adopted by new or ongoing developments, making them easier to

include the needed security, and thus, accelerating its development and deployment.

As future work, we plan to develop a proof-of-concept cloud-based data storage ser-

vice that makes use of the proposed security framework and implements the men-

tioned data control and audit dashboard.
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Multi-agent Systems for Classification
of E-Nose Data

Yoshinori Ikeda, Sigeru Omatu, Pablo Chamoso, Alberto Pérez
and Javier Bajo

Abstract Metal Oxide Semiconductor Gas Sensors are used to measure and
classify odors. This kind of system requires both advanced sensor design and
classification techniques. In this paper we present a MOGS (Metal Oxide Gas
Sensor) specifically designed to classify the breath of humans. We propose an
architecture that incorporates new sensing technology and a classification technique
based on multi-agent systems. The proposal is evaluated using samples from Asian
and European participants. The results obtained are promising.

Keywords Odor classification ⋅ Electronic nose ⋅ Multi-agent systems ⋅ Virtual
organizations

1 Introduction

In recent years, odor sensor systems, also known as EN (Electronic Nose) systems
have progressed significantly. The EN systems try to reproduce the sensation
produced in humans when smelling certain odors. To do that, techniques like sensor
arrays or pattern recognition systems are used [1].
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In this document we are proposing an agent-based architecture for odor classi-
fication. These odors are taken with MOGSs, which are detailed in Sect. 4.

There are different kinds of MOGS, each one of them dedicated to certain
specific odors. For instance, in [2] a fire detector is presented and, in [3], a tea
classifier.

In our case, specifically designed sensors are going to be used to obtain human
breath. To classify it, we will analyze data obtained by the sensors applying
different classification techniques. Different specialized agents will apply these
techniques and we will take as the final result the best one proposed by each
agent [4].

2 Related Work

The “electro nose” term is generally associated to odor detection or the attempt to
“smell” with technological devices. The most common technique is based on
chemical gas sensors [5] and it will be used when developing this study. However,
there are many advances in the developing of electro noses with other kind of
sensors systems, such as optical sensor systems, mass spectrometry, ion mobility
spectrometry, infrared spectroscopy, etc.

These systems have been used for different unalike tasks. For instance, in [6], a
few applications of an EN system based on solid-state sensor arrays are presented to
measure the air quality. In [7] ENs are applied to develop analysis in the food area,
for example, to control the quality or to evaluate the freshness of products. More
recently, and also related food odors, a system to differentiate between types of
coffee has been presented in [8] and a system to develop a rapid diagnosis of
enterobacteriaceae in vegetable soups in [9].

Nevertheless, during last recent years, the application of EN systems to analyze
breath is increasing and important work with rats or even with human patients
with chronic lung infections is being done [10] trying to detect the acute liver
failure [11].

3 Measurement Method

In this paper, we have used a new device, shown in Fig. 1, to measure odor. This
device is small size one and therefore, it is portable. Measurement system is shown
Fig. 2.
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Odor was measured by using the following procedure:

(i). Find out about subject’s health.
(ii). Initiate the device.
(iii). Wait 10 s in order to stabilize it.
(iv). After that, measure subject’s breath during 10 s.
(v). Finally finish measurement, stop the device and transmit the measurement

results to the computer.

4 Principle of Metal Oxide Semiconductor Gas Sensors
(MOGS)

We have used MOGSs to measure and classify odors. There are five kinds of sensor
made by FIS Co. LTD (Japan). The characteristics of sensors are shown in Table 1.
We have combined these sensors and classify various odors.

Fig. 1 Measurement device

Fig. 2 Measurement system
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The working principle of MOGSs is explained in Fig. 3.

This kind of sensor makes good use of oxidation-reduction reactions. As shown
in Fig. 3, the potential barrier changes attending to the existence or absence of gas.
As a result, variable resistance becomes higher or lower.

Since the output voltage changes to low or high, we can measure odor infor-
mation by using a measurement circuit as shown in Fig. 4.

Table 1 Used sensors

Sensor number Model number Application

1 SB-AQS VOC (volatile organic compound)
2 SB-15-00 Flammable gas (propane, butane)
3 SB-30-04 Alchol detection
4 SB-42A-00 Refrigerant gas (freon)
5 SB-31-02 Solvent detection

Fig. 3 The principle of MOGS

Fig. 4 Odor measurement
circuit
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5 Classification Technique: Error Back-Propagation Type
Neural Network (BPNN)

We have used the BPNN, as shown in Fig. 5, to classify odors. This classifier is one
of the multi-layered neural networks. This method uses the error between an output
value and a desired value to the given input. Connection weights are changed so
that output error becomes the minimum based on the gradient method.

The error back-propagation algorithm is given by following steps.

Step 1: Set connection weights (Wji,Wkj) to random numbers and set η (>0) as
an initial value.
Step 2: Designate desired values of output dk, k=0, 1, . . . ,Kf g, corresponding
to the input data Xi, i=0, 1 . . . , If g} in the input layer.
Step 3: Calculate outputs in the hidden layer by the following formula:

netj = ∑
I

i=0
WjiXi − θj,Oj = f netj

� �
, f xð Þ= 1

1+ e− x

Step 4: Calculate outputs in the output layer by the following formula:

netk = ∑
J

j=0
WkjOj − θk ,Ok = f netkð Þ, f xð Þ= 1

1+ e− x

Step 5: Calculate the error ek and the generalization errors by the following
formula:

ek = dk −Ok

δk = ekOk 1−Okð Þ

δj = ∑
K

k=1
WkjδkOjð1−OjÞ

Step 6: Calculate half of root mean square error of all outputs by the following
formula:

E=
1
2
∑
K

k=1
e2k

Step 7: If E becomes a minimum, finish the learning, otherwise, connection
weights should be changed by the following formula:

ΔWkj ≡Wkj t+1ð Þ−Wkj tð Þ= ηδkOj

ΔWji ≡Wji t+1ð Þ−Wji tð Þ= ηδjXi

After changing the connection weights, go to Step 3.
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6 Case Study

6.1 Multi-agent Architecture

The proposed multi-agent architecture is based in a series of virtual organizations
deployed in PANGEA platform [12]. This platform offers different tools for data
base access, definition and creation of virtual organizations and integration with
other platforms [13], which allow a simpler development. This architecture is based
on the proposal from [4], with some modifications to adapt it to the specific case.

Agents are structured in virtual organizations, with at least three of them nec-
essarily and adding one by any other new classification method to be applied. Down
below, the structure shown in Fig. 6 is described detailing each agent’s functionality
in the present system:

Fig. 5 BPNN

Fig. 6 Agent’s organization scheme
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Sensor organization: there is an agent associated to each one of the 5 sensors (for
this specific case), which will be the one in charge of getting the data offered by the
sensor they represent and applying the necessary transformations to serve the data to
the other organization participants. These participants are completed with the
inclusion of a type of agent known as ‘demand agent’ and it will have an instance for
every kind of classifier to be used. This agent is the one in charge of controlling that
correct values are obtained from each one of the sensors participating in the analysis.

Classifier organization: it represents the virtual organization in which special-
ized agents are, in the application of the necessary techniques to develop classifica-
tions. To avoid the existence of a complex organization differing from the rest of
organizations, the system has been structured in such a way that a virtual organization
is generated by each kind of classifier. On each one of them, besides the necessary
specialized agents to develop the classification, the ‘demand agent’ will have to exist
as well as it exists on the ‘sensor organization’. This time, its function will be to
provide to the classifier agents the input data when they are ready. To receive clas-
sifiers output, the ‘results agent’ will also be required on each organization.

Results organization: on this organization we can find all the ‘results agents’ to
provide data associated to each classifier output. The inclusion of a supervisor agent
establishes the output provided to the final user according to the percentage indi-
cated by the reliability grade on the response generated by the classifiers. In the case
there are different results with the same reliability, the conflict gets resolved by
returning the first response that gets to the supervisor agent. In any case, there will
always have to exist a quicker-than-others result due to the fact that messages
throughout PANGEA are delivered one by one.

6.2 Measurement of Odor Data

For this case study we have measured the breath of experimental participants from
different precedence, precisely from Japan, China and Spain. When we measured
the members’ breath, we asked them about their health condition attending to a
three-stage scale (good, usual, bad). These measurements were made several times
to each subject and the average of the sample path of these data was used for each
sensor. In Fig. 7, we show the measurement data of Japanese subjects. X-axis is the
measurement of time and Y-axis is the output voltage.

Fig. 7 Measurement data
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We used the minimum values from each sensor as the feature value and then,
normalized these data. In this normalization, the maximum value is 1 and the
minimum one is 0. We used neural networks as classification technique and then
performed the classification.

7 Case Study

We classified the following case and showed conditions and results of these clas-
sifications. First, we explain about classification using by BPNN. η is set as 0.3.

After doing some classifications, we are showing the results and conclusions of
them by explaining the classification using BPNN. η is set as 0.3.

(1) Japanese
We classified two persons. The total number for each data was 10. The training data
and the test data are 5. The network was trained to learn until the error become less
than, or equal to 1.0 × 〖10〗^(-3). Test data used 50 by changing parameters of
neural networks and changing the test data and training data. The results are shown
in Table 2.

In this classification, average classification rate was 46.5 %.

(2) Japanese, Chinese and Spaniard
We classified Japanese, Chinese and Spaniard. We also made a classification with
subjects from Japan, China and Spain. The number of each data is four. The training
data and the test data are 2. The network was trained to learn until the error become
less than, or equal to 1. 0 × 10− 3. Test data were 100 by changing parameters of
neural networks and changing the test data and training data. The result is shown in
Table 3.

In this classification, average classification rate was 78.3 %.

(3) Health condition
We classified health condition of usual and good. We made another classification
attending to the values usual and good of the health condition of the subjects. The
number of A’s data was 93, B’s data was 35, C’s data was 6 and D’s data was 10.

Table 2 Classification
results of Japanese (A, B)

Odor data A B Total

A 26 24 50
B 29 21 50

Table 3 Classification result
of Japanese (A), Chinese (B)
and Spanish (C)

Odor data A B C Total

A 54 29 17 100
B 9 84 7 100
C 0 3 97 100
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The number of test data is 3 and that of training data is remaining data. The network
performed learning until the error become less than, or equal to 5. 0 × 10− 3. This
classification performed 10 by changing parameters of neural networks and
changing the test data and training data. The result is shown in Table 4.

In this classification, average classification rate was 66.3 %.
In addition, we used Weka, which was developed by the University of Waikato,

to classify cases (1) and (2). We used RBF network, SMO and Logistic as the
classifiers to obtain the classification results. In case (1), SMO improved the
average classification rate against the BPNN. The average classification rate was
68.4 %. In case (2), Logistic improved the average classification rate against the
BPNN. The average classification rate was 90.9 %.

In case (2), classification rate was high. In case (1) and (3), classification rate
was bad or usual. Therefore, we think that it isn’t sufficient.

In order to improve classification results, we need to introduce a new classifier
by using Weka. Regarding measurement condition, we think that it is ambiguous
and isn’t quantitative. Therefore, we need to think a better measurement condition.
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Using Machine Learning Techniques
for the Automatic Detection of Arterial Wall
Layers in Carotid Ultrasounds

Rosa-María Menchón-Lara, José-Luis Sancho-Gómez,
Adrián Sánchez-Morales, Álvar Legaz-Aparicio,
Juan Morales-Sánchez, Rafael Verdú-Monedero and Jorge Larrey-Ruiz

Abstract A fully automatic segmentation method for ultrasound images of the

common carotid artery is proposed in this paper. The goal of this procedure is the

detection of the arterial wall layers to assist in the evaluation of the Intima-Media

Thickness (IMT), which is an early indicator of atherosclerosis and, therefore, of the

cardiovascular risk. By measuring and monitoring the IMT, specialists are able to

detect the incipient thickening of the arteries when the patient is still asymptomatic

and to prescribe the appropriate preventive care. The proposed methodology is com-

pletely based on Machine Learning and it applies Auto-Encoders and Deep Learning

to obtain abstract and efficient data representations. A set of 45 ultrasound images

have been used in the validation of the suggested system. In particular, the resulting

automatic contours for each image have been compared with four manual segmen-

tations performed by two different observers. This study demonstrates the accuracy

of our segmentation method, which achieves the correct recognition of the arterial

layers in all the tested images in a totally user-independent and repeatable manner.

Keywords Machine learning ⋅ Deep learning ⋅ Auto-encoders ⋅ Ultrasound imag-

ing ⋅ Intima-media thickness

1 Introduction

Cardiovascular diseases (CVD) remain the major cause of death in the world [10].

A large proportion of CVD are caused by an underlying pathological process known

as atherosclerosis. Thus, its early diagnosis is critical for preventive purposes.
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Atherosclerosis involves a progressive thickening of the arterial walls by fat accu-

mulation, which hinders blood flow and reduces the elasticity of the affected vessels.

The Intima-Media Thickness (IMT) of the Common Carotid Artery (CCA) is

considered as an early and reliable indicator of atherosclerosis [9] and it is extracted

from ultrasound scans [8], i.e. by means of a non-invasive technique. As can be

seen in Fig. 1, blood vessels present three different layers, from innermost to out-

ermost, intima, media and adventitia. The IMT is defined as the distance from the

lumen-intima interface (LII) to the media-adventitia interface (MAI) . The use of dif-

ferent protocols and the variability between observers are recurrent problems in the

IMT measurement procedure. To ensure the repeatability and reproducibility of the

process, the IMT should be measured preferably on the far wall of the CCA within a

region free of atherosclerotic lesions (plaques) [9], where a double-line pattern cor-

responding to the intima-media-adventitia layers can be clearly observed (see Fig. 1).

Far Wall

Near Wall

LUMEN

MAI

LII
Intima

Adventitia
Media

Lumen

IMT

Fig. 1 Longitudinal view of the CCA in an ultrasound image (left) and diagram of the artery layers

in a transverse section (right)

Usually, the IMT is manually measured by the specialist, who marks pairs of

points on the LII and MAI. It is possible to reduce the subjectivity and variabil-

ity of manual approaches and to detect the IMT throughout the artery length by

means of image segmentation algorithms. This work addresses an automatic seg-

mentation technique completely based on Machine Learning to jointly extract the LII

and MAI from ultrasound CCA images and, therefore, to assist in the reproducibility

and objectivity of the IMT evaluation.

The remainder of this paper is structured as follows: Sect. 2.1 describes the dataset

of ultrasound CCA images, while Sect. 2.2 introduces the machine learning con-

cepts used in this work. In Sects. 2.3 and 2.4, the proposed segmentation method is

explained in detail. The accuracy of the results obtained by our automatic segmen-

tation is analysed in Sect. 3. Finally, the main extracted conclusions close the paper.

2 Methodology

Figure 2 shows an overview of the proposed segmentation methodology. Firstly, a

given ultrasound CCA image is pre-processed to automatically detect the region of

interest (ROI), which is the far wall of the blood vessel. Then, those pixels belonging



Using Machine Learning Techniques for the Automatic Detection . . . 195

to the ROI are classified to detect the LII and MAI. As commented in Sect. 1, our

method is completely based on Machine Learning. In particular, the concepts of

Deep Learning and Auto-Encoders (AE) have been included in these stages.

LII & MAIFar Wall
Detection

Pixel
Classification

Contour
Extraction

Ultrasound
CCA Image

Machine Learning Approach

Fig. 2 Flow chart of the proposed method for the CCA segmentation

2.1 Image Database and Manual Delineations

The set of images used in this work consists of 45 ultrasounds of the CCA taken

with a Philips iU22 Ultrasound System at different scale resolution (ranging from

0.033 to 0.081 mm/pixel). All of them were provided by the Radiology Department

of Hospital Universitario Virgen de la Arrixaca (Murcia, Spain).

To assess the performance of the proposed segmentation method, it is necessary

to compare the automatic results with some indication of reference values. In our

case, the ground-truth corresponds to the average of four manual segmentations for

each ultrasound image. In particular, two different observers delineated each image

twice, with a mean period of one month between tracings. Each manual segmentation

of a given ultrasound image includes tracings for the LII and MAI on the far carotid

wall. The delineations were performed by marking at least 10 points over the images

for each contour, which were subsequently interpolated. Hereinafter, we will refer

to the different segmentations as: MA1 and MA2 for manual segmentations from

observer A; MB1 and MB2 for manual segmentations from observer B; GT for the

ground-truth and AUT for our automatic segmentation.

2.2 Machine Learning Approach

In the last decade, Extreme Learning Machine (ELM) has emerged as a powerful

tool in the learning process of Single-Layer Feed-Forward Networks (SLFN) by pro-

viding good generalization capability at fast learning speed [4]. Given N arbitrary

distinct samples (𝐱n, 𝐭n), where 𝐱n ∈ ℝd
(input vectors) and 𝐭n ∈ ℝm

(target vectors),

the output of a SLFN with L hidden neurons (Fig. 3 (left)) and activation function

f (⋅) is given by

𝐲n =
L∑

j=1
𝛽j f (𝐰j𝐱n + bj), n = 1, ...,N; (1)



196 R.-M. Menchón-Lara et al.

where 𝐰j is the input weight vector connecting the input units and the j-th hidden

neuron, 𝛽j is the output weight vector connecting the j-th hidden neuron and the

output units, and bj is the bias of the j-th hidden neuron.

ELM is based on the randomly initialization of the input weights of SLFN. Thus,

the network can be considered as a linear system: 𝐇𝐁 = 𝐓, where 𝐇 ∈ ℝN × L
is the

hidden layer output matrix, 𝐁 ∈ ℝL × m
is the output weights matrix and 𝐓 ∈ ℝN × m

is the targets matrix. Thereby, the training is reduced to solve this linear system

whose smallest norm least-squares solution is given by: ̂𝐁 = 𝐇†𝐓, where 𝐇†
is

the Moore-Penrose generalized inverse matrix of 𝐇. In order to improve the robust-

ness and generalization performance, a regularization term (C) can be added to the

solution [3]:

̂𝐁 =
( 𝐈
C

+𝐇T𝐇
)−1

𝐇T𝐓 (2)

Although ELM provides an efficient training for SLFN, the performance of

machine learning methods and applications highly depends on the selected features

for the representation of the problem. Thus, to make progress towards the Artificial

Intelligence (AI), the new perspectives in Machine Learning are necessary based on

learning data representations that make more accurate classifiers/predictors [1]. In

this sense, Deep Learning has emerged as set of algorithms that attempt to model

more abstract and more useful representation of the data by means of architectures

with multiple non-linear transformations [2]. Among the various deep learning archi-

tectures, this work focuses on deep networks based on Auto-Encoders (AE). In par-

ticular, the ELM auto-encoders (ELM-AE) introduced in [5] have been used to solve

our segmentation task. Auto-encoders are SLFN (Fig. 3 (left)) performing unsuper-

vised learning in the sense that an AE is trained to reconstruct its own inputs, i.e.

𝐭n = 𝐱n. Therefore, in the hidden layer of the AE takes place a feature mapping:

if L < d (number of hidden neurons < input data dimension), a compressed data

coding is obtained as hidden layer output (𝐇); while if L > d, the result is a sparse

representation of data.

2.3 Far Wall Detection

This section describes the first stage of the proposed methodology, in which the

carotid far wall is located in a completely automatic way by means of a deep archi-

tecture for Pattern Recognition (see Fig. 3 (right)). An ELM-AE has been designed

to obtain useful and efficient representations of image blocks for their posterior clas-

sification as ‘ROI-block’, if the pattern of the far wall is recognized, or ‘non-ROI-
block’, otherwise. The size of the image blocks to process is 39 × 39 pixels, i.e.

the ELM-AE has an input data dimension of 1,521 features. The optimal coding is

obtained with 850 hidden neurons. Therefore, a compressed representation of the

image block is obtained. The connections between these new features (H) and the

output (y) are analytically calculated according to Eq. (2). The dataset used in the
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learning process of this system consists of 13,776 patterns (50 % from each class):

two thirds for training and the remaining for testing. The proposed architecture has

shown good performance with a classification accuracy of 98.85 ± 0.08% over the

test samples. Furthermore, the correct detection of the far wall is achieved in all the

45 tested images, even in noisy and blurred ones and when the artery appears tilted or

curved in the image because of the probe position or the own anatomy of the subject.

Some examples can be seen in Fig. 4.

x1
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INPUTS OUTPUTSHIDDEN LAYER

ELM-AE

(L = 850)
x

Image Block
39 × 39

H

y
‘non-ROI’

‘ROI’

Fig. 3 Structure of a generic SLFN (left) and overview of the strategy for the far wall detection in

CCA ultrasounds (right)

Fig. 4 Examples of CCA far wall detection

2.4 Arterial Layers Segmentation

The segmentation of the LII and MAI in the ultrasound images is carried out by

means of a classification of pixels belonging to the ROI, which is an idea that

has already been applied in previous works of the authors [6, 7]. In particular, the

intensity values from a certain neighbourhood centred on the pixel to classify pro-

vide the necessary contextual information to the classifier for the recognition of the

arterial layers. In the present study, the neighbourhoods consist of 51 × 5 pixels

(255 input features) and four classes have been considered as outputs: ‘LII-pixel’,
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‘MAI-pixel’, ‘med-pixel’ (media layer) and ‘non-IMC’ (out of the intima-media com-

plex). Figure 5 shows the proposed deep network. The dataset used in the design and

training process of this architecture consists of 38,908 patterns (two thirds for train-

ing and the remaining for testing), which are distributed equally among the four

classes.

With the aim of obtaining meaningful representations from the inputs correspond-

ing to LII and MAI, two different ELM-AE have been implemented. On one hand,

the LII-AE was trained (layer-wise unsupervised training) only with samples of class

‘LII-pixel’ and it consists of two stacked stages, which perform a ‘255-1100-1900’

feature mapping. On the other hand, using exclusively ‘MAI-pixel’ samples, the

MAI-AE was designed to represent better the MAI patterns (‘255-1000-1900’ map-

ping). Therefore, a given input x is transformed into two feature vectors of 1,900

dimensions each one. These new features are then joined for proceeding to their

classification.

Neighbourhood
51× 5 y

‘ROI-pixel’

x

LII-AE1

L = 1100
x’

HLII
1 LII-AE2

L = 1900
HLII

1’

HLII
2

MAI-AE1

L = 1000
x’

HMAI
1

HMAI
1’

HMAI
2

MAI-AE2

L = 1900

U

‘LII-pixel’
‘med-pixel’
‘MAI-pixel’
‘non-IMC’

Fig. 5 Deep-architecture designed for the LII and MAI segmentation

The proposed system achieves a high success rate: 99.76 ± 0.03% of accuracy

in the recognition of LII patterns is obtained, while the classification accuracy for

MAI samples is 99.69 ± 0.04%. Figure 6 shows an example of the automatic seg-

mentation results. As can be seen in the central picture, the IMT boundaries are

properly identified and the classification results cover the variability of the manual

segmentations (see the superimposed points). However, it is necessary to define the

final contours from these results. Thus, two curves are fitted to the peaks of intensity

gradient within the LLI and MAI-pixels, respectively (Fig. 6 (bottom)).
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Fig. 6 Example of automatic segmentation results. Far wall detected in the raw image (top); classi-

fication results and points from manual segmentations (central): ‘LII-pixels’ in red and ‘MAI-pixels’

in blue; final LII and MAI contours (bottom)

3 Results

As commented above, in order to validate the precision of the segmentation results,

the automatic contours have been compared with four manual tracings performed by

two different experts. On the one hand, the intra-observer error is assessed in each

case by comparing two manual segmentations from the same expert (MA1 vs MA2

and MB1 vs MB2). Furthermore, the inter-observer errors of the manual segmenta-

tions are also evaluated (MA1 vs MB1, MA1 vs MB2, MA2 vs MB1 and MA2 vs

MB2). These comparisons characterize the uncertainty and variability of the man-

ual procedure. On the other hand, the inter-method error is evaluated by comparing

our automatic segmentations with those considered as ground-truth (AUT vs GT).

The different segmentation errors are calculated separately for LII and MAI using

the Mean Absolute Distance (MAD). This metric is based on the vertical distance

between contours along the longitudinal axis of an image.

Figure 7 shows the distributions of the segmentation errors for LII and MAI over

the 45 tested ultrasound images. In each box, the 25
th

percentile, the median and the

75
th

percentile of the corresponding error are emphasised. This statistical analysis

reveals that a greater variability exists for the MAI, which is even more noticeable

between manual segmentations. This is due to the fact that, in general, transitions

from lumen to intima layer are clearer than transitions from media to adventitia layer.

Moreover, Table 1 shows the mean and standard deviation of the different errors over

our image database. Since the scale resolution varies from one image to another, the

results in terms of pixel are also included for a better characterization of the differ-

ence between segmentations. In view of the results, it is possible to appreciate that

our automatic segmentation reduces the uncertainty and variability of the manual

procedure and, therefore, it will lead to a more reliable and precise measurement of

the IMT.
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Table 1 Difference (MAD metric, mean and standard deviation) between different segmentations

LII MAI
µm Pixels µm Pixels

MA1 vs MA2 35.14±12.03 0.7±0.3 45.00±18.35 0.7±0.4

MB1 vs MB2 28.62± 8.05 0.5±0.2 41.49±11.91 0.8±0.3

MA1 vs MB1 33.74±14.38 0.6±0.2 45.44±14.10 0.9±0.2

MA1 vs MB2 36.56±13.70 0.7±0.2 45.89±13.91 0.9±0.3

MA2 vs MB1 36.89±13.44 0.7±0.3 49.86±17.44 1 ± 0.4

MA2 vs MB2 37.33±13.94 0.7±0.2 48.84±15.99 1 ± 0.4

AUT vs GT 22.15±12.16 0.4±0.2 30.40±10.61 0.6±0.2

MA1 vs MA2 MB1 vs MB2 MA1 vs MB1 MA1 vs MB2 MA2 vs MB1 MA2 vs MB2 AUT vs GT
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Fig. 7 Statistical analysis of mean absolute distance (mm) between different segmentations

4 Conclusions

This paper proposes a segmentation method for ultrasound images of the common

carotid artery completely based on Machine Learning, in order to detect the arterial

far wall and to extract the lumen-intima and media-adventitia interfaces in a reliable

and automatic way. In particular, the suggested architecture is based on the Extreme

Learning Machine. Furthermore, the concepts of Deep Learning and Auto-Encoders

have been used to obtain useful data representations for solving the segmentation

task, which is posed as a pattern recognition problem.

The method has been tested over a database of 45 images and its accuracy is

assessed by comparing the automatic contours with four manual segmentations per-

formed by two different observers. The results show a mean segmentation error

of 0.022 mm for the lumen-intima interface and 0.030 mm for the media-adventitia
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interface, that represent scarcely half a pixel. Besides, our automatic segmentation

avoids the subjectivity of manual procedures. Thus, it is possible to conclude that

it will lead to a reproducible and more reliable measurement of the intima-media

thickness.
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eServices - Service Platform for Pervasive
Elderly Care
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Abstract In this paper, we present a solution to improve elderly’s quality of life.
eServices – Service platform for pervasive elderly care was designed to aggregate
several services developed to meet senior population’s needs. It monitors basic life
signs, environment variables and uses personal location technology. Besides sensor
services, eServices solution contains digital services align with emotional and social
care needs. Due to target population specifications, eServices was designed to be as
simple and accessible as possible in order to remove technological barriers. One of
eServices major features is to detect imminent danger situations, act accordingly. It
also collects the data from the sensors, location routines and from the interactions
between the elderlies and the provided services to detect behavior deviations in
order to act preventively. The platform was tested by seniors in real scenario. The
experimental results demonstrated that the proposed platform was well accepted
and easy to use by seniors, which demonstrated enthusiasm and interest in daily
bases use.
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1 Introduction

Demographics analysis shows that world population is aging [1]. This factor creates
new challenges in order to maintain sustainability. As elderlies are more willing to
have health issues it is vital to follow and monitor their status, not only to react in
distress situations, but also preventively. Additionally, emotional and social prob-
lems also deserve the same care as physical forum.

Along with world’s population aging factor, active workers in modern societies
are facing time poverty. Family (children, parents), friends and loved ones,
demanding jobs, participation in community tasks, bureaucratic responsibilities
(taxes, insurance, bills), plus commuting and keeping up with endless 24/7 online
communications (social networks, emails) leaves young adults with the feeling of
failure in several of these aspects of life because there just isn’t enough time for
everything. One of these aspects is precisely to give proper care to their elderly
family members [2].

To overcome these issues, several concepts and technologies can be applied to
improve elderly’s quality of life: gerontechnology. Gerontechnology concept was
defined as bringing technologies to deal with age-related problems [3]. For
instance wireless sensor networks (WSN) to monitor the environment; body area
networks (BAN) to gather basic life signs; personnel locator technologies like
Radio-Frequency IDentification (RFID) and GPS (Global Positioning System) to
grant that help is sent exactly where it’s needed; ambient assisted living (AAL) to
assure that elderlies stay autonomous as long as possible in their favorite envi-
ronment (usually in their own homes); human-computer interaction (HCI) to
exceed digital exclusion in senior population; cloud computing to eliminate IT
obstacles, allowing IT environment more flexible and scalable; pervasive health-
care either implantable, wearable, portable and environmental, in both rural and
urban areas.

In this paper we present a solution that combines all of the stated concepts and
technologies, providing a service ecosystem to senior population, called eServices -
Service platform for pervasive elderly care.

The remainder of the paper proceeds as follows: related work is presented in
Sect. 2, followed by the presentation of eServices in Sect. 3. Section 4 contains the
evaluation and results. Conclusions are presented in Sect. 5.

2 Related Work

Many solutions are being developed with the purpose to improve elderly’s quality
of life using emerging technologies.

Some of them gather bio information, like VitaDock [4]. Another commercial
example is Microsoft Health Vault [5] that stores user’s health data, have apps and
services to analyze and manage that information and to share it. Microsoft also has,
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in its innovation to society topics, the issue “Gaming can promote mobility, balance
and coordination in the ageing population” using devices such as Kinect for Xbox
360 for that purpose [6]. Also in the commercial field, there are several companies
developing sensors to gather vital parameter information. Some of them use
external sensors, others textile sensors, or even implanted sensors [7]. Other
companies are developing alarm services, like panic buttons in bracelets, necklace
or mobile phones, associating them with telecare service [8]. Other improve senior
well-being by using emotion regulation techniques [9]. There are also European and
other states initiatives aligned with this motivation. Its refer in [10] six European
projects towards a future where people can have an active role managing their own
healthcare, especially seniors: CAALYX, eCAALYX, COGKNOW, EasyLine+,
I2HOME, and SHARE-it. Other examples are AAL4ALL [11] or UniversAAL
[12]. Fall detection issue is focused in [13] solution.

Despite innumerous and valid initiatives, some issues are yet to solve, such as:
the complexity of the proposed solutions, the sometimes lack of involving end users
in the development process and ear their needs, base alarm detection situations only
in physical parameters monitoring leading to false positives, only react to situations
without preventing them. To overcome the issues identified, we propose eServices.
Our solution will be discussed in detail in the next section.

3 eServices - Service Platform for Pervasive Elderly Care

eServices is a novel platform with a ecosystem of services targeted for senior pop-
ulation that stands for the remaining solutions due to its unique group of features:

• Regarding elderly’s needs as a whole, not only the physical aspect, but also the
emotional and social part as health comprehended not only physical parameter
monitoring, but also the promotion of psychological well-being;

• Empowering simplicity were the actions seniors need to perform occur in a
natural way, integrated and not interfering with their daily routine, intuitively,
without memory efforts. We think that simplicity is the key to a successful
solution given the target population;

• Having in mind a solution to embrace technologically illiterate or even unlet-
tered individuals;

• Promoting user-centered design approach to suppress barriers between elderlies
and technology usage;

• Granting a reactive and preventive solution that will be able to detect behavior
deviations as accurate as possible due to the several input conjunction: basic
vital signs from biosensor monitoring, personnel locators and routine agents
(when and where is usually the user), interaction between the user and service
usage (what services are used, in what schedule);

• Enabling security and removing ethical issues due to sensitive information by
avoiding quasi-identifiers and protect user identities as long as cyphering the
information;
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• Encapsulating in a middleware platform all the services available for elderlies,
allowing a unique central access, removing integrity issues and the complexity
of having several separate pieces;

• Maintaining a scalable architecture that allows the transparent addition of end
users, service providers and even the copulation of more sending features in
sensor nodes;

• Endorsing a pervasive solution to provide its availability anytime, anywhere,
any device, any access, any people, any service,…, AnyN;

• Removing any installation to use services available in web applications;
• Thinking about the costs supported by senior population. Many elderlies cannot

afford complex and complete solutions as a whole. It may seem a better proposal
to have a modular solution with de basic and additional modules to append as
needed and affordable.

To ensure the mentioned group of features, eServices architecture comprehends
3 major modules: end users clients, service providers and middleware platform, as
present in Fig. 1. Service providers will register their service in the service cata-
logue present in the middleware platform, while end users will access the services
they are authorized.

3.1 End User Client

This module is composed of several specifications: biosensors, smart home, per-
sonnel locators and service access device.

Biosensors: small and non-invasive BAN sensors will monitor basic life signs
aggregating and sending them over Global System for Mobile Communications
(GSM) (in outdoor scenario) or local network (indoor). Our research team as
developed a more specific work in fall detection since, in our interviews made to

Fig. 1 eServices architecture
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medical staff, they appoint out fall detection as one of the major distress signal
regarding health problems in older adults [14–16].

BAN will be used for reactive and preventive response. On one hand to
immediately detect urgent situations and trigger a proper response. On other hand,
to send information periodically in order to build profiles. The collected information
will allow to specify what ranges of values are normal for a specific individual as
long as feed pattern recognition system to anticipate or early detect risk situations;

Smart home: while the elderly is in his habitation (home, nursing home) there are
environment sensors that will record events such as fire, gas, movement detection,
burglar and intruder alarms, etc. and activate a proper response;

Personnel locators: with GPS (outdoor) or RFID (indoor). This will let, not only
to send specialized help in alarm situations, but also to obtain routine information
that will be an input to behavior deviation patterns;

Service access device: a device (computer, tablet) will be present in the senior
habitat. It will serve 2 purposes: to aggregate information from sensors and send it
over network as long as to provide interaction between the elderly and the
remaining services. Regarding the web application that will allow the elderly to
interact with the different services, inclusive design, gerontodesign, simplicity and
user experience are our major concerns. The interaction between the elderly and the
services will also be an input to behavior deviation patterns as it is possible to check
the consumed services, the usual times of usage, etc. [17].

3.2 Middleware Platform

The middleware platform module will be the bridge between end users and service
providers. This scalable solution will allow providing services on demand. Users
will be able to request services that are not available to consume.

This module is composed of several specifications: service catalogue, system
administration and event management.

Service catalogue will provide a range of services to end users, while service
providers will register their service in the catalogue. Some categories were already
identified: medical, maintenance, call center, leisure and cultural.

In medical category, users will be able to have virtual doctor appointments,
using a web cam. The idea is not to replace face-to-face consults, but to add this
possibility for those who have less mobility and also to reduce expenses in outings
to health centers. Medical category also integrates the possibility to schedule
appointments and exams. It also integrates the reminders to medication.

Maintenance category may be used to request repairman’s such as plumbing,
electricity, requesting medication household deliveries, help in tax payments, ask
for home hairdresser, shopping’s or other small errands. These small errands can
also be archived by Neighbor-to-Neighbor Time Bank approach. This approach
allows people to realize some volunteering work and also trade services. Another
available service is to integrate ads and contracts to rent rooms by older people to
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students near universities, creating a symbiotic relationship. The students may have
low cost or free rooms and seniors (especially the ones that live alone) may have
company and help in daily activities.

Call center category is developed for supporting users either to respond to doubts
over services usage, either to have on-line psychologists to provide specialized help.

Leisure category provides access to streaming TV, music streaming, games and
other leisure activities. Games include some to improve and memory stimulation
and others to infer and correct if elderly’s posture is deteriorating as long as to
enhance physical exercise. The leisure category will also provide a service focused
on the elderly to allow musical expressiveness through motion, solely using the
resources available in an ordinary home computer [18].

Cultural category includes virtual visits to monuments and e-learning classes.
This category will also include experiences records, recording memories and
knowledge, including handcrafts, recipes, folk medicine, proverbs, traditional
agriculture methods, etc. It is extremely important to guarantee that senior tacit
knowledge get in life experience can persist across later generations.

Along with the service catalogue, the system administration will also be present
in middleware platform module and will be responsible for the platform adminis-
tration tasks across a back office. It will include issues such as user and service
administration, security, authentication, authorization, access control, accountings,
ciphering information, managing quasi-identifiers, data replication and balanced
distribution methods through the cloud.

Event management and alert deployment will also be present in middleware
platform module and will be responsible for the data collection of all the platform
and detect alert situations as long as to predict potential risk situations. It will also
trigger the correct response, either by sending specialized help or to notify family
members, according to previous specifications.

3.3 Services Provider

Service providers will have to register their service in one of the existing categories or
ask to create a new one. Service providers will also need to use middleware platform
communication protocol. After the registration, icons and voice commands need to be
created in order to grant accessibility from end users that will subscribe the service.

4 Evaluation and Results

Regarding evaluation and the methodology applied, we have develop a prototype of
eServices and implemented 3 services: one tomake a video call to the user’s doctor (in
medical category), a Portuguese card game called “sueca” (in leisure category), a
service to allow sending an asynchronous voicemessage (in call center category) [19].
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A qualitative research method by: (1) a brief explanation and demonstration of
the system; (2) acceptance tests were the individuals where asked to fulfil 3 tasks
(one in each service), along by our observation to monitor tentative and successful
task accomplishment, user errors, times to perform each action when compared to
younger and with technological skills; (3) semi-structured interviews with control
questions to obtain user’s profiles and to acquire feedback about satisfaction, further
usage and importance in daily use.

About population sample, acceptance tests were made to 11 seniors with 81
average ages. 5 males (with 63, 76, 84, 87 and 91 years old) and 6 females (with 73,
80, 80, 83, 84 and 87 years old). All of them are technologically illiterate; none of
them have any computer skills or interaction. Two of them are unlettered. To
compare the times to perform the task between older adults and younger adults,
another subset was also subject of analysis. The sample consisted of 7 young adults
with 28 average ages. 2 males (with 37 and 54 years old) and 5 females (with 34,
34, 34, 35, 35 years old). All with technological skills (Table 1).

It can be observed in Fig. 2 that older adults are taking the same amount of time
to completing the tasks when comparing with younger adults. The exception is in
task 2, where it is asked to perform a card game. After a careful analysis we have
concluded that the extra time was not to use the provided interface, but in playing
the game itself. Therefore, we can infer that elderlies are profiting of the services
without any age restriction or technological barrier. From the conducted semi-
structured interviews, all of the elderlies presented joy in experience eServices and
transmit that it was something that they could use in daily bases to improve their
quality of life.

Table 1 Tasks T1 Make a video call to the doctor

T2 Play a full “sueca” game against computer
T3 Send an asynchronous voice message

Fig. 2 Average time (in
seconds) in completing each
task, by younger adults and
older adults
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5 Conclusions

As previously mentioned, the world population is aging. Senior population are
more likely to depend on others since health problems starts to appear, many of
them live by themselves experience loneliness and insecurity feelings, they stop
sense to play an active role in society. Moreover, the speeded-up life that younger
adults are facing does not allow them to give a proper care to their elderly family
members. Besides, the inversion tendency between active and retired people, is
leading governments to have massive pension expenses as long as medical care
expenses due to impaired health status usually presented by elderlies.

Several solutions are being developed by exploring emergent technologies we
present to overcome these issues. In this paper we present the solution eServices
that stands out due to a group of unique features. eServices architecture compre-
hends end client users, service providers and a middleware platform. Besides
presenting stating eServices features and its architecture, we have developed a
prototype of eServices and 3 services that were furtherly evaluated by acceptance
tests and semi-structured interviews. eServices is an asset to improve elderly’s
quality of life and welfare, developing secure feelings not only in elderlies, but also
in their family members as they are reassured that proper response is triggered in
imminent danger situations. eServices also provides tools to potentiate digital and
social inclusion in senior population.
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A Sensor-Based Framework to Support
Clinicians in Dementia Assessment:
The Results of a Pilot Study
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Abstract This paper presents the main mechanisms of a sensor-based framework
to support clinical diagnosis of people suffering from Alzheimer disease and
dementia. The framework monitors patients at a lab environment while trying to
accomplish specific tasks. Different types of sensors are used for monitoring the
patients, while a graphical user interface enables the clinicians to access and
visualize the results. Sensor data is semantically integrated and analyzed using
knowledge-driven interpretation techniques based on Semantic Web technologies.
Moreover, this paper presents encouraging preliminary results of a pilot study in
which 59 patients (29 Alzheimer disease –AD– and 30 mild cognitive impairment
–MCI) participated in a clinical protocol. Their analysis indicated that MCI patients
outperformed AD patients in specific tasks of the protocol, verifying the initial
clinical assessment.
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1 Introduction

The frequency of dementia is rising all over the world, with considerable socio-
economic impacts that are creating an imperative need for finding effective means
of treatment. In current clinical practice, treatment of dementia begins with its
diagnosis, which is based on behavioral assessments and cognitive tests that
highlight quantitative and qualitative changes in cognitive functions, behaviors and
activities of daily life, characteristic of the dementia syndrome and its underlying
diseases. Typical questionnaire-based assessment approaches tend to introduce a
high level of subjectivity, while lacking the comprehensive view of the person’s life
and status that only continuous monitoring can provide. This paper presents a
framework that provides objective observations regarding the completion of daily
tasks of the person with dementia, focusing on the differences between mild cog-
nitive impairment (MCI) and Alzheimer disease (AD) patients. More specifically, a
sensor-based framework is proposed as a remedy to support clinicians’ assessments
and eventually patients by semantically integrating and analyzing multi-sensory
data. However, approaches with more than one sensors lead to three main problems:
(i) how we can analyze the raw data from the sensors, (ii) how clinicians can use all
the sensors efficiently during interventions and (iii) how results could be visualized
in order to be valuable for the clinicians’ assessments. The proposed system tries to
address the above problems by employing knowledge-driven interpretation tech-
niques based on Semantic Web technologies to analyze the sensors’ recorded data,
visualizing it through a simple clinician interface. In order to evaluate the system, a
pilot study was conducted with 59 patients. The main goal of this pilot study is to
identify whether the system is able to identify differences between MCI and AD
patients and eventually verify the results of the clinical assessment. In the following
sections, we present the theoretical background of the study (Sect. 2), the system
architecture (Sect. 3) and finally the pilot study (Sect. 4).

2 Related Work

Lately, there has been a mounting interest worldwide to deploy pervasive com-
puting technologies for advancing well-being and healthcare through remote
monitoring and management services at the point of need. Within this line of
research for remote healthcare, special attention has been given to the promotion of
home-based continuous support and care of people with chronic conditions, to
sustain their independence and eliminate the need for early hospitalisation by
ensuring continuous monitoring for timely intervention. Dementia, being one of the
leading causes of chronic poor health and disability for the aging population, has
been the subject of a number of such research works. Remote management of
people with dementia involves providing tools and services that allow them to be
independent. One category of such tools includes external memory aids [1] that
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may be calendars, diaries, alarm watches, whiteboards, notebooks, and timers. It
has been shown that such devices help people with mild dementia maintain an
account of their daily life [2]. Another common practice is life story work, where
reminiscing activities in one’s present life provides a sense of control over the past,
present and future [3]. Home environment [4], which aims to promote the use of
embedded technology to support a person within their own living environment and
extend the period of time they can remain in their own home prior to institution-
alization. Within such an environment, it is common to find sensors. Sensors are the
devices, which can record information about the person or the environment.

Chan et al. [5] monitor activities and features such as nighttime activities
between 9 p.m. and 7 a.m., including in-bed restlessness, visiting toilets and going
out. The authors find a correlation between in-bed restlessness and getting up or
going out of the bedroom. Suzuki et al. [6] used door/window and photo-electric
sensors to detect when someone came within 2 m and a wattmeter to detect when
the TV is on. A baseline rhythm was established using daily questionnaires and
sensor output statistics for 12 days in order to determine a ‘typical’ day. Tyrer et al.
[7] focused on activities and features like presence, restlessness (using time and
event-frequency). The restlessness data were related to the activities recorded by the
residents (e.g., increase in bedroom activity after a knee surgery or frequent bath-
room visits after change of medication).

Most of the efforts described above tend to concentrate on specific aspects, such
as health status monitoring, alerts and reminders based on scheduled activities (e.g.
medicine taking, training activities, etc.), and not on the overall behavior and daily
activities modeling. This paper presents a system, in which multiple sensor outputs
and their interpretation, through new reasoning mechanisms and knowledge
structures, present clinicians with a comprehensive outlook of the person’s ability in
daily activities. The system is used in a lab environment during a specific clinical
intervention (protocol), which is presented in the following section.

3 The Proposed Framework

Amulti-sensor framework should provide not only efficient user interfaces, but also a
flexible and robust underlying infrastructure to support data and functions presented to
the user. In the field of Ambient Intelligence (AmI), and especially Ambient Assisted
Living (AAL), this requirement for flexibility on the application layer is resolved by
the Service-Oriented Architecture (SOA). For the clinical intervention, we designed
and developed such a service-oriented system, based on theWeb Service technology.
Overall, the system architecture involves three layers: the hardware, middleware and
application layer. The hardware layer includes all sensors and devices. The core of the
system provides the necessary abstractions and a universal interface for the applica-
tion layer to access functions. To do so, the middleware incorporates core modules
that deal with each device independently. Consequently, it provides a universal
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homogeneous interface based on theWSDL1 standard. The framework supports both
pull-based and push-based real-time sensors for energy and object movement
detection. Sensors. The sensors currently included in the framework support a variety
of data formats and are non-intrusive, whether ambient or wearable. In this scenario,
an ambient depth camera2 is placed to survey the whole room, collecting both image
and depth data. The Plug sensors3 are attached to electronic devices, i.e. to the tea
kettle and radio in this intervention, to collect power consumption data. Tags4 are
attached to objects of interest, i.e. tea cup, kettle, drug-box, watering can, folder of
bills and phone, capturing motion events and consequently, providing information
about the objects used during the protocol. Regarding wearable sensors, the inter-
vention employs the wristwatch5 that measures moving intensity during directed and
semi-directed activities, and a wearable wireless microphone to record the partici-
pant’s voice during directed activities and vocal tasks. Data Retrieval and Storage.
One of themain technical obstacles in concurrent AAL systems, is to unify and timely
coordinate sensor data retrieval, synchronicity and homogeneity. Indeed, the sensors
used in our intervention present various data forms and especially both real-time and
asynchronous data transfer. A dedicated module interfaces with each sensor, com-
plying with its own API and platform dependencies. The ambient camera module
continuously stores image and depth frames from the device’s live feed. In addition,
the module developed for Tags is push-based, sending certain sensor events to the
system for storage, such as motion detection. The plugs on the other hand, are pull-
based. Therefore, the module for plugs constantly polls them for power consumption
data. The module for the microphone is also able to start and retrieve a recording on-
demand. While, the aforementioned sensors are always online to the system, the
wristwatch has to be connected to start the data transfer. However, this process is also
aided by the system, as the wristwatch module is able to automatically retrieve and
process wristwatch data upon connection.

Analysis. After data has been either streamed online to the system (i.e. camera
and audio recordings, plug consumption data and motion detection events) or
transferred offline (i.e. wristwatch accelerometer values), they must be further ana-
lyzed. The purpose of low-level sensor data analysis is to extract higher-level, more
meaningful observations, by means of aggregation and machine learning techniques.

In detail, camera depth data is used by Complex Activity Recognition (CAR) [8]
algorithms to provide location-based events e.g. the participant is in the tea zone. It
also detects successful directed activities and logs their duration (i.e. walking).
Image data from the same camera is used by another set of techniques, namely
Human Activity Recognition (HAR) [9], which perform learning to detect high-level
activities such as preparing tea. The energy consumption data stream is processed in

1WSDL: http://www.w3.org/TR/wsdl.
2Xtion Pro: http://www.asus.com/Multimedia/Xtion_PRO/.
3Plugwise sensors: https://www.plugwise.nl/.
4Wireless Sensor Tag System: https://www.plugwise.nl/.
5DTI-2, provided by Philips, www.philips.com.
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real-time and based on certain per-device thresholds, pushes detected activities i.e.
KettleOn and RadioOn. Similarly, analyzing the stream of tag sensor events
results in the detection of object movement events, such as KettleMoved,
CupMoved etc. Audio data is processed by Offline Speech Analysis (OSA)
algorithms [10], to provide clustering for the patients as either healthy, MCI or
Alzheimer’s Disease. Raw accelerometer readings from the wristwatch are aggre-
gated into a single numerical measurement, which signifies the participant’s per
minute moving intensity. The analysis layer encapsulates two additional, software-
based modules: Knowledge Base Manager (KBM) and Semantic Interpretation (SI).
The former module is able to parse detected activities and measurements under a
common exchange model and map them into RDF format for storage in the
Knowledge Base (KB). This process allows for the SI module to reason upon and
fuse existing observations in order to extract higher-level activities. All analysis
modules are exposed through universal WSDL endpoints. A controller module,
implemented as the application backend, is responsible to timely invoke analysis
and functions and guide data flow for storage in the KB. For example, the controller
invokes microphone recordings for audio analysis, then initiates the OSA module,
stores results through KBM and invokes SI when the lab session is complete.

Knowledge-driven Semantic Interpretation. Semantic Web technologies and
in particular RDF/OWL6 ontologies, have been gaining increasing attention as a
means for modelling and reasoning over contextual information and human
activities in particular [11]. Formally founded in Description Logics [12], their
expressiveness and level of formality make them well-suited for the open nature of
context-aware computing [13–15]. For example, in OWL one can effectively model
and reason over taxonomic knowledge. This is a desirable feature in pervasive
applications where the need to model information at different levels of granularity
and abstraction, so as to drive the derivation of successively further detailed con-
texts is particularly evident. In addition to the native reasoning services, ontologies
are usually combined with rules [16], allowing to express richer semantic relations,
e.g. temporal relations. Under this context, low-level information acquired from
detectors, such as video cameras and contact sensors, is mapped to ontology class
and property assertions, while high-level interpretations are inferred through the
combination of ontology semantics and rules. The knowledge-driven interpretation
services in our system consist of a hybrid reasoning architecture that combines the
OWL reasoning paradigm and the execution of SPARQL7 queries. More specifi-
cally, the native semantics of OWL is used to formally represent and integrate
activity-related information originated from different data sources, whereas
SPARQL queries further aggregate activities, describing the contextual conditions
and the temporal relations that drive the derivation of complex activities, e.g. the
complex activities of the protocol. In addition, SPARQL assessment queries vali-
date the underlying activity models, detecting abnormal behaviors, such as missed

6http://www.w3.org/TR/owl2-overview/.
7http://www.w3.org/TR/sparql11-overview/.
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protocol activities or activities with long duration, assisting clinicians in assess-
ment. In the following sections, we describe the basic notions that underpin the
activity modelling and interpretation capabilities of our framework.

Semantic Activity Models. Information regarding the low-level events of the
domain (referred to as observations), such as motion sensor activations, detected
zones as well as the complex (high-level) activities of the protocol, such as Wa-
terPlan and PrepareDrugBox, are captured as class instances of a lightweight
ontology model. Each event instance of the model can be linked to ranges of time
through the atTime property, allowing the definition of the time interval the event
took place. Moreover, the actor of the event, i.e. the person who triggers the sensor
or performs the complex activity, is defined through the involvedAgent
property.

Rule-based Interpretation and Assessment. Given a set of observations e.g. a
person’s location, posture or motion sensor activations, the aim of the underlying
reasoning framework is to meaningfully aggregate, correlate and interpret the
information in order to elicit an understanding of the situation and to infer clinically
relevant activities and problems. This is achieved through a set of domain-dependent
SPARQL queries that encapsulate knowledge regarding: (a) The contextual
dependencies among the events that define the complex activities of the domain, and
(b) Clinical knowledge about abnormal behaviors that need to be highlighted to the
clinicians after each protocol. For example, the recognition of the PrepareTea
activity requires the activation of the kettle and cup motion sensors, the activation of
the plug sensor of the kettle and the visual detection of the person inside the tea zone.

In addition, clinical knowledge about potentially abnormal patient behaviors
pertinent to the protocol activities is defined in terms of assessment SPARQL
queries. For example, activities with longer duration than usual are detected by
rules and highlighted to the clinicians, such as a ReadArticle activity with
duration longer than 52 s. These thresholds were suggested by the clinicians and
corresponds to the average time needed to complete the tasks.

The Clinician Interface. One of the main limitations of the systems presented in
the related work section is that they require the presence of a technician during a
protocol. Considering this issue, we designed and developed the clinician interface
based on the following main principles and goals: (i) The system should be easily
operated by a novice computer user, (ii) The clinicians should be always informed
about the current status of the protocol and the relevant instructions, (iii) The
clinicians should easily operate the sensors and they should be informed about
potential problems with the sensors, (iv) The clinicians should be informed about
the results of each patient in a comprehensive way after the completion of the
protocol. In order for the human computer interaction to be efficient, the tasks,
procedures and methods that the clinician may perform with the system need to be
structured in a logical and consistent manner. This means that the interface should
be intuitive and the system should address the clinician’s goal and objectives.
Moreover, the number of actions that a user has to perform in accomplishing a task
(even for technologically demanding tasks, like the operations of the sensors)
should be minimized.
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4 Methods

The participants. 59 participants (29 AD and 30 MCI) were recruited at the Day
Care Alzheimer Center in Greece. Each participant gave informed consent before
the assessment. The procedure has the approval of the Ethical Committee of the
Greek Association of Alzheimer’s Disease and Related Disorders.8 Participants
aged 60 or older. The intervention. The intervention was conducted in a lab
environment in the Alzheimer day care center. Each participant starts with a regular
consultation with a general practitioner, and then undergoes the ecological
assessment, which is followed by a neuropsychological assessment. During the
consultations, demographical and medical characteristics are gathered by means of
widely used and generally recognized assessment tools. Using an instruction sheet,
participants had to complete 8 daily-living-like activities in 15 min: Make a phone
call, Water a plant, Prepare tea, Listen to the radio, Read a magazine and write
some answers, Establish account balance, Check the pill box, Exit the room. The
intervention consists of monitoring persons with dementia using the system’s
technology in order to provide a brief overview of their health status during con-
sultation (cognition, behaviors and function), and to correlate the system data with
the data collected using typical dementia care assessment tools. Measures. In order
to examine the association of the monitored data and the clinical assessment, a
comparison between the two groups (AD and MCI participants) was conducted.
More specifically, T-test control was applied to patients’ monitored successful
attempts during the interventions. Results. In the following Table 1 the results of
the t-test analysis for the successful attempts for the two groups is presented.

Table 1 Monitored data analysis

Activities (successful attempts) AD n = 29 MCI n = 30 t-test

1 Prepare tea M = .17
SD = .38

M = .43
SD = .5

p = 0.3

2 Make a phone call M = .41
SD = .57

M = .97
SD = .67

p = 0.0

3 Establish account balance M = .28
SD = .65

M = .93
SD = .69

p = 0.0

4 Read article M = .62
SD = .94

M = .93
SD = .74

p = .16

5 Listen to the radio M = .034
SD = .19

M = .27
SD = .52

p = .03

6 Water the plant M = .48
SD = .51

M = .87
SD = .35

p = 0.01

7 Leave the room M = 1.1
SD = .84

M = 1.3
SD = .83

p = .37

8 Check the pill box M = .35
SD = .67

M = .6
SD = .56

p = 0.12

8Greek Association of Alzheimer Disease and Relative Disorders (GAADRD). http://www.
alzheimer-hellas.gr/english.php.
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5 Conclusions

The presented study demonstrates a sensor-based system that is able to implement a
specific clinical intervention to support clinicians in everyday practice for the
assessment of dementia patients. The main goals of this paper are (a) to present the
main technology components of the system and (b) to present the results of a pilot
study regarding the patients’ successful daily activities in a clinical protocol. The
results of the pilot study reveals that in general the MCI patients carried out more
activities than the AD patients. However, in three tasks there is no significant dif-
ference between the two groups. This can be explained because these three activities
(e.g. check the pill box) were the easiest ones and almost every participant was able
to accomplish. Consequently, in order to have a supportive and useful intervention
the activities has to be carefully selected. Acceptability by clinicians depends on
whether the monitoring system improves the effectiveness of their assessments and
whether it reduces their work-load. The presented system supports their decision
process without increasing their work load, summarizing clinically useful/relevant
information rather than visualizing a vast amount of clinically irrelevant data.

Acknowledgment This work has been supported by the EU FP7 project Dem@Care: Dementia
Ambient Care – Multi-Sensing Monitoring for Intelligent Remote Management and Decision
Support under contract No. 288199.
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Unified Fingerprinting/Ranging Localization
for e-Healthcare Systems

Javier Prieto, Juan F. De Paz, Gabriel Villarrubia, Javier Bajo
and Juan M. Corchado

Abstract Indoor localization constitutes one of the main pillars for the provision

of context-aware services in e-Healthcare systems. Fingerprinting and ranging have

traditionally been placed facing each other to meet the localization requirements.

However, accurate fingerprinting may worth the exhaustive calibration effort in some

critical areas while easy-to-deploy ranging can provide adequate accuracy for cer-

tain non-critical spaces. In this paper, we propose a framework and algorithm for

seamless integration of both systems from the Bayesian perspective. We assessed the

proposed framework with conventional WiFi devices in comparison to conventional

implementations. The presented techniques exhibit a remarkable accuracy improve-

ment while they avoid computationally exhaustive algorithms that impede real-time

operation.

Keywords Bayesian data fusion ⋅ Fingerprinting ⋅ Ranging ⋅ RSS

1 Introduction

The development of a better condition of life for older adults has become a major

task over the increasingly aged occidental population [10]. Information and com-

munication technologies are acquiring a major role in this task since they can foster

greater quality of life, autonomy and participation in social life of elderly people

[4]. Such technologies have resulted in the irruption of a vast range of elderly care

[4], home care [5] and e-Healthcare systems [2]. These systems are highly corre-

lated with context, and hence, the knowledge of the location of elderly people can

remarkably benefit the provision of these context-aware services [12]. Current posi-
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tioning techniques that rely on global navigation satellite systems (GNSS) provide

suitable performances in open areas [6]. However, there is no alternative technique

with analogous performance and affordable complexity in harsh environments [11].

The proposed alternatives can be coarsely classified into fingerprinting and ranging

localization techniques [12].

Fingerprinting techniques determine the position of a mobile target from location-

dependent information provided by offline and online measurements [12]. In the

offline phase, different features from the transmitted signals in the wireless network

are stored at several locations to form a database of location fingerprints. Then, the

position is estimated by comparison of the database with the values received by the

target in the online phase (i.e., with its fingerprint). Fingerprinting techniques involve

two major drawbacks: they require an arduous calibration offline phase and are very

sensitive to fast environmental changes [12].

Ranging techniques determine the position of a mobile target from range-related

information provided by received signal-strength (RSS) or time-of-arrival (TOA)

measurements [11]. In a first stage, the distance to a set of anchors with known

positions is estimated from the signals transmitted to the target. Then, the position

is estimated by means of a process known as trilateration (i.e., intersection of cir-

cles). Ranging techniques suffer from two dominant limitations: their accuracy is

far from fingerprinting methods and falls down under the multipath and non-line-of-

sight (NLOS) conditions of harsh environments [6].

Strengths and weaknesses of fingerprinting and ranging localization have

inevitably focused the challenge in developing hybrid systems without substantially

increasing complexity and cost. Such solutions will enable fine localization via fin-

gerprinting methods in places where the accuracy is critical or the database can be

frequently updated, and coarse localization via ranging methods in areas where there

is no database or it has become obsolete. In [8] fingerprint- and TOA-based methods

are coupled to localize UWB devices from a maximum-likelihood (ML) perspective;

in [9] fingerprint- and RSS-based techniques are fused by using RFID tags/readers

and the computationally expensive particle filter; whereas in [3] fingerprint-based

localization and channel-estimation tracking are combined to localize UWB devices

via extended Kalman filter (EKF).

In this paper, we propose a framework for unified fingerprinting/ranging based on

Bayesian data fusion. Such framework integrate position-related measurements from

the first and range-related measurements from the second. Moreover, it considers the

dynamic nature of the target’s position and accommodates any other position-related

information. We further derive algorithms to implement such framework based on

the unscented Kalman filter (UKF) that allows for efficient computation over a

Smartphone, facilitating its integration under previously proposed e-Healthcare solu-

tions [12].

The rest of the paper is organized as follows: Sect. 2 exposes the system specifi-

cation for its integration within an e-Healthcare platform; Sect. 3 presents the frame-

work for unified data fusion of fingerprinting/ranging measurements; Sect. 4 assesses

the proposed scheme by an experimental case study; and finally, Sect. 5 summarizes

the conclusions drawn from the research.
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2 System Specification

This section provides a general overview of the requirements of the localization

framework implemented within a previously deployed e-Healthcare system [12].

The localization algorithm will be integrated within a monitoring and tracking

platform for people with medical problems [12]. The mentioned platform is based

on a virtual organization of agents that monitors user’s information. The virtual orga-

nization was created with the PANGEA platform that facilitates the development of

agents in light devices and the integration of different hardware [14]. Within this

platform, the localization role is played in the home care organization. However, the

localization algorithm can be executed in the elderly user’s device (i.e., in a Smart-

phone) or in a centralized server (i.e., in the cloud). In the former case, the complexity

limitations are imposed by the Smartphone’s memory and CPU. In the latter case,

the complexity constraints are determined by the number of simultaneous users and

the response time. Consequently, we will avoid highly complexity demanding fusion

algorithms such as particle filters or Gaussian mixture filters [9, 11].

The monitoring and tracking platform utilizes WiFi as the underlying technology

to provide indoor localization. WiFi technology is more accessible and less expen-

sive than other alternative technologies such as RFID or UWB, and has a longer

range and larger bandwidth than ZigBee or Bluetooth. From signals transmitted in

the WiFi network, we can easily extract the RSS metric, while time- or angle-related

measurements imply additional complexities and costs [11]. Hence, we will employ

the RSS metric for fingerprinting and ranging.

Figure 1 depicts the flowchart for the whole localization process. In the offline

phase, we store the fingerprints for the most critical areas where we desire a more

accurate localization. In the online phase, we estimate the position by means of

Bayesian data fusion where fingerprinting/ranging models are chosen if the predic-

tion is inside/outside the stored area, respectively. Note that this scheme accommo-

dates other position-related information given by diverse devices such as the Smart-

phone’s GPS receiver or a foot-mounted inertial measurement unit (IMU).

3 Bayesian Data Fusion

In this section, we formulate the problem of estimating the position of a mobile

agent in a two-dimensional scenario by fusing information from different position-

related measurements. In order to do that, we collect measurements, {𝐲k}k∈ℕ, at

discrete time instants, tk∈ℕ. From these measurements, we estimate the state vec-

tor, {𝐱k}k∈ℕ. In addition to the information conveyed by the measurements, the

fact that the sequence of positions is highly correlated in time can also be used as

another source of information. Next, we determine the entries to state and measure-

ment vectors and define the models for the fusion of time-evolution and measuring

information.
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The state vector contains the position and its first derivatives so that {𝐱k}k∈ℕ is

a Markov chain (i.e., the current state only depends on the previous one) [1, 11]. In

this paper, 𝐱k = [𝐩k, 𝐯k, 𝐚k] ∈ ℝ6
, where 𝐩k ∈ ℝ2

is the target’s position, 𝐯k ∈ ℝ2

its velocity, and 𝐚k ∈ ℝ2
its acceleration.

1

Fig. 1 The proposed localization scheme facilitates a smooth change between fingerprinting and

ranging algorithms and the integration of GPS or inertial measurements

The measurement vector conveys any position-related information received at

time instant tk (i.e., its dimension may be different to the previous one). In this paper,

𝐲k = 𝐲fk ∈ ℝLk , or 𝐲k = 𝐲sk ∈ ℝLk , depending on whether we receive the RSS mea-

surements within a critical area (i.e., fingerprinting) or not (i.e., ranging), respec-

tively, where Lk ∈ ℝ is the number of anchors visible at that particular moment.
2

With the defined measurements and state vectors, it can be assumed that given the

current state vector, 𝐱k, the measurement vector, 𝐲k, is independent of all previous

and future states and measurements [1]. Therefore, we can build a hidden Markov

model that leads to two kinds of dependence between the random variables: the rela-

tionship between the state vector in time tk and the state vector in time tk−1, i.e.,

p(𝐱k|𝐱k−1), called dynamic model; and the relationship between the measurements

and the state vector in each time, i.e., p(𝐲k|𝐱k), called measurements model [1, 11].

We define both models in the next subsections.

1
In dead-reckoning systems, it is common to employ a foot-mounted IMU. In this case, the state

vector has to be augmented to include the IMU’s orientation, its derivatives and measurement

biases [13].

2
In dead-reckoning systems, it is common to gather specific force and angular velocity measure-

ments. In this case, the measurement vector has to be augmented to include their respective val-

ues [13].
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3.1 Dynamic Model

In the following, we define the model that conveys the information provided by the

evolution in time of the state vector.

Given the position, velocity and acceleration at time tk−1, 𝐩k−1, 𝐯k−1 and 𝐚k−1,

we can approximate their values in time tk, 𝐩k, 𝐯k and 𝐚k, by means of their Taylor

series expansion as [1],

⎡
⎢
⎢⎣

𝐩k
𝐯k
𝐚k

⎤
⎥
⎥⎦
=
⎛
⎜
⎜
⎜⎝

𝐈2 Δk𝐈2
Δ2
k
2 𝐈2

𝟎 𝐈2 Δk𝐈2
𝟎 𝟎 𝐈2

⎞
⎟
⎟
⎟⎠

⎡
⎢
⎢⎣

𝐩k−1
𝐯k−1
𝐚k−1

⎤
⎥
⎥⎦
+ 𝐧dk = 𝐅k

⎡
⎢
⎢⎣

𝐩k−1
𝐯k−1
𝐚k−1

⎤
⎥
⎥⎦
+ 𝐧dk , (1)

where 𝐈n ∈ ℝn×n
denotes the n × n identity matrix, Δk = (tk − tk−1) ∈ ℝ is the

sampling interval, 𝐅k ∈ ℝ6×6
is the transition matrix, and 𝐧dk ∈ ℝ6

is the error

term where the most common is to model it as white Gaussian noise (i.e., a discrete

Wiener process). Therefore, the dynamic model is given by,

p(𝐱k|𝐱k−1) = 𝜑(𝐱k;𝐅k𝐱k−1,𝚺d
k ) (2)

where 𝜑(𝐱;𝝁,𝚺) denotes the probability density function of a random vector 𝐱 ∼
 (𝝁,𝚺) and 𝚺d

k ∈ ℝ6×6
is the covariance matrix corresponding to 𝐧dk .

3.2 Measurements Model

In the following, we describe the models for the relationship between position- or

range-related measurements and the state vector.

RSS-FingerprintingMeasurements. We assume that the RSS corresponding to the

region of the map associated to fingerprint 𝐟m ∈ ℝ2
follows a Gaussian distribution.

Therefore, the likelihood function of such fingerprint is given by,

p(𝐲fk|𝐟m) =
Lk∏

l=1
𝜑

(
y(l)k ; 𝐲(l)m , 𝜎

(l)
m ∕

√
S(l)m

)
(3)

where y(l)k is an RSS measurement received form the lth anchor in tk, 𝐲
(l)
m is the sample

mean of the S(l)m RSS measurements from such anchor stored in the mth fingerprint,

and 𝜎

(l)
m is their sample standard deviation. Therefore, we can approximate the mea-

surements model by a mixture of the individual likelihoods at every point of the set

{𝐟m}Mm=1 as,
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p(𝐲fk|𝐩k) ≈
M∑

m=1
p(𝐲fk|𝐟m)𝜑(𝐩k; 𝐟m, h

2𝐈2) (4)

≈
M∑

m=1
𝜔

(m)
k 𝜑(𝐩k; 𝐟m, h2𝐈2)

where we have selected a Gaussian kernel with bandwidth h to model each region of

the map and approximate the likelihood by a continuous function.

RSS-RangingMeasurements. The RSS values are influenced, among other factors,

by the distance between target and anchors. This attenuation is proportional to the

inverse of the distance raised to a path-loss exponent [11]. In logarithmic units, we

have that for the lth anchor with position 𝐩(l) ∈ ℝ2
,

ysk = 𝛼 − 10𝛽 log10 ‖𝐩(l) − 𝐩k‖ + nsk (5)

where 𝛼 ∈ ℝ is a constant that depends on several factors such as fast and slow

fading, gains in transmitter and receiver antennas and the transmitted power, and

𝛽 ∈ ℝ is the path-loss exponent that can be dynamically obtained or trained in each

scenario. Finally, nsk is a Gaussian noise term caused by shadowing [11]. Therefore,

the corresponding likelihood function is given by,

p(ysk|𝐩k) = 𝜑(ysk; 𝛼 − 10𝛽 log10 ‖𝐩(l) − 𝐩k‖, 𝜎
p
k ) (6)

where 𝜎

s
k ∈ ℝ is the standard deviation corresponding to nsk.

4 Performance Evaluation

The goal of this section is to quantify the performance of the localization framework

described in Sect. 3 that may help to a better monitoring and tracking of elderly peo-

ple. The system is evaluated in the experimental case study of a pedestrian walking

with a Smartphone that collects RSS measurements from the WiFi network. In the

following, we describe the set-up for the experiments and present the performance

results.

4.1 Experimental Set-Up

To obtain the localization results we utilized dynamic and measurements models

described in Sect. 3.
3

The complexity constraints mentioned in Sect. 2 led to the

election of a Kalman-like solution [7]. The lack of linearity in the models implied

the use of a suboptimal solution, where the most common is the EKF. For rang-

3
We also added zero-mean Gaussian priors for velocity and acceleration.
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ing localization, we selected the UKF since it better captures higher order moments

caused by non-linearities and avoids computation of Jacobian and Hessian matrices

[7]. For fingerprinting localization, we predicted via Kalman filter (KF) and updated

by multiplying the prediction with the Guassian mixture likelihood given by (4) and

approximating the result by a single Gaussian.

The mobile target was a pedestrian with a Smartphone that covered the path

shown in Fig. 2b with several people walking around. The total length of the path was

approximately 110 m, implying a total time of 2.5 min. For fingerprinting localiza-

tion, the database was created by storing at least 10RSS values from all the detectable

access points (up to 25) in the fingerprints marked in Fig. 2a. For the ranging local-

ization, we employed 16 RSS measurements per point from the 4 access points plot-

ted in Fig. 2a. All the RSS measurements were considerably affected by NLOS and

multipath propagation conditions.

We compare our results against a conventional implementation based on Bayesian

networks for fingerprinting [2] and ML for ranging [11].

4.2 Results and Discussion

Figure 2b shows the localization results in the mentioned path. For the proposed

approach, the root-mean-square-error (RMSE) was 0.79 m in fingerprinting, 4.04 m

in ranging, and 2.55m in total. For the conventional approach, the RMSE was 1.48m

in fingerprinting, 5.88 m in ranging, and 3.79 m in total.

AP1

AP2

AP3 AP4

fingerprints

ranging area

0m 10m4m

(a) Experimental set-up

actual path
proposed
conventional

S
T
A
R
T

(b) Localization results

Fig. 2 The proposed unified framework provides accurate localization via fingerprinting for criti-

cal areas and ready-to-use localization via ranging for non-critical spaces
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From Fig. 2 we can point out that: (1) the proposed framework facilitates the shift

from accurate fingerprinting to coarse ranging; (2) the Bayesian approach noticeably

improves ML in ranging localization; and (3) fingerprinting outperforms ranging in

WiFi networks while requiring greater calibration effort.

5 Conclusion

This paper has presented a principled framework and efficient algorithm for unifying

fingerprinting and ranging localization in e-Healthcare systems. We have defined the

framework from the Bayesian perspective that allows for the inclusion of position-

related information coming from heterogeneous sources. We have implemented the

algorithm via UKF that holds promise for effective fingerprinting/ranging fusion

without a substantial increment in complexity. Under NLOS and multipath condi-

tions, the presented techniques obtained an error in position estimation of 2.5 m

along a 110-meter-long path, remarkably outperforming conventional fingerprint-

ing/ranging implementations.
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My Kinect Is Looking at Me - Application
to Rehabilitation

Miguel Oliver, Antonio Fernández-Caballero, Pascual González,
José Pascual Molina and Francisco Montero

Abstract This paper studies the feasibility of using two Kinect sensors, compared

to only one, as part of a system of computer-aided rehabilitation. The use of multiple

sensors to collect and further process the movements of users, is initially an advan-

tage over the use of a single sensor, but the interference due to the co-existence of

two sensors in the same scene must be considered. The purpose of this paper is to

determine how overlapping of several beams of infrared light affect the capture of

users, in function of the angle of incidence and the distance to the targets. The paper

also examines whether the use of two Kinect sensors increases the accuracy of the

data collected and the range of action of the sensors.

Keywords Kinect sensors ⋅ Rehabilitation system ⋅ Capture precision

1 Introduction

Computer-based assistance and rehabilitation systems are becoming popular in recent

years (e.g. [1–3]). These systems have a distinct advantage over traditional systems

rehabilitation, where rehabilitation specialists have to constantly monitor the ful-

fillment of the patients’ exercises. An article [4] shows that the accuracy of depth

sensors as Microsoft Kinect is sufficient for rehabilitation exercises. Another article

[5] concludes that the accuracy is high enough for the device to be used in the fields

of ergonomics, medicine and biometric analysis, among others. At first, rehabilita-

tion support systems were devised with one single sensor for capturing the patient’s

body. An example [6] helps in the rehabilitation of people with motor problems.
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Another example [7] adds a Wiimote sensor for the return of haptic sensations. A

system [8] promotes a recreational component to motivate the user to continue reha-

bilitation and thus avoid abandonment. In addition, we have systems in operation as

KineLabs, Reflexion, Toyra, TeKi and VirtualRehab.

Besides single depth camera systems, there are alternatives which deploy multiple

cameras to capture better the user’s body. An example [9] shows a multimodal reha-

bilitation system with multiple iotracker sensors that capture the patient’s body from

multiple angles. All rehabilitation systems require that the user is perfectly located

for interaction. Furthermore, one system (sensor, display device, processing device)

is needed for each user, which prevents usefulness in rehabilitation rooms where

several patients are performing physical rehabilitation at the same time. Therefore,

solutions are emerging in which a recognition system is introduced with multiple

users and multiple Kinect sensors [10]. However, the main problem in the use of

several sensors is the interference that may arise between the infrared beams sent by

each sensor to determine the depth of the scene. In [11] a study of the accuracy of a

Kinect sensor and an Asus Xtion PRO LIVE sensor is made. It concludes that at dis-

tances of 2 m the error is less than 2.5 cm. Another study on Kinect sensor accuracy

[12] concludes that the accuracy of such sensors is sufficient for distances of 1–3 m

from the sensor to the target.

It is worth noting an article [13] in which a study on the accuracy of two Kinects

depth sensors and six PlayStation Eye cameras is performed. The study indicates

that the accuracy of the depth sensors, pointing to the same object and displaced

108◦ between them is always less than 10 cm. Another article [14] presents a study

on erroneous pixels in the depth map when using one versus two Kinect sensors. In

the case of using two Kinect sensors which recognize the same scene, the erroneous

pixels become almost double that when the study is done with just one single Kinect.

The result of the tests shows a large entropy when the two sensors share a surface

which reflects their infrared beams.

Thus, the aim of this paper is to present a study on the accuracy in the measures

of a couple of Kinect sensors when subjected to interference between themselves.

The paper has to determine how overlapping of several beams of infrared light affect

the capture of users, in function of the angle of incidence and the distance to the

targets. The paper also examines whether the use of two Kinect sensors increases

the accuracy of the data collected and the range of action of the sensors.

2 Description of One Versus Two Kinect Sensors
Experiments

The experiments consist of measuring the position of a user, located in the survey

area of Kinect depth sensors and determining how the number and position of the

capture devices affects the accuracy in the users positioning of the data obtained.

The depth sensors emit a pattern of infrared light that bounces off nearby objects,

and determine the distance to them by identifying the deformation of the infrared
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pattern. The devices have a field of view of 57.5◦ in horizontal and 43.5◦ in vertical,

with a maximum viewing distance of about 4 m and a minimum distance of 80 cm

from the sensors.

The proposed experimentation incorporates a mannequin that serves as the user.

The test mannequin solves the problem of involuntary movement that humans usu-

ally perform. The mannequin is positioned at previously established marks on the

floor and the distance is measured from the sensor to the mannequin’s waist. The

data collected by different Kinect sensors, through Microsoft’s skeleton tracking

algorithm, are transferred to a global coordinate system. Figure 1 details the four

experiments. In each, there are three different settings which indicate the position

adopted by the Kinect sensors, as well as the grid representing the measuring points

where the mannequin is located. For each of these settings the measuring points are:

4 for the first, 9 for the second and 16 for the third, being each of these points 1 m

away from neighboring points. In the case that the measurement point is not found

within at least one recognized area, the point will not be tested. The position of each

sensor is set to test how the relative position between the sensors affects the mutu-

ally produced interference noise, and how the distance between the sensors affects

the said noise.

Fig. 1 Experiments performed. (a) Experiment with one single sensor. (b) Experiment with two

sensors pointing to same direction. (c) Experiment with two perpendicular sensors. (d) Experiment

with two opposing sensors

Precision is obtained by calculating erroneous pixels gotten from the sensors’

depth map and the standard deviation of the location of the user. The number of

erroneous pixels refers to positions of the depth image captured by the sensor, which

distance cannot be obtained from the sensor. In each of the measuring points 100

samples of erroneous pixels of the scene and mannequin’s location were collected.

So, for each test a total of 2900 samples were taken. The experiments are performed

in a space free of infrared light to increase measurement accuracy and avoid inter-

ference from other sources.
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2.1 Experiment #1

This first experiment is performed with a single Kinect sensor pointing to front of

the survey area, as shown in Fig. 1a. The mannequin, as in all other experiments, is

oriented towards sensor. This experiment is performed to take a baseline for com-

parison with the rest of the experiments (with two Kinect sensors). A low (but not

zero) number of erroneous measurements is expected. Although there is no interfer-

ence between beams of different Kinect sensors, there are always erroneous measure-

ments due to surfaces that do not properly reflect the infrared beam. The disparity

between the view of the camera sensor and the view from the infrared emitter also

involves errors. Furthermore, correct positioning of the mannequin is expected with

a relatively small standard deviation. The user’s position is determined by the next

formula, where xsensor1 and ysensor1 are the positions, in X axis and Y axis, of the user

which collects the first sensor, xsensor22 and ysensor2 are the positions, in X axis and

Y axis, of the user which collects the second sensor, difh is the horizontal separation

between sensors, and difv is the vertical separation between sensors:

xuser = xsensor1 ; yuser = ysensor1

The table shows the values of standard deviation and erroneous pixels in measur-

ing positions. The data are provided in the same position as shown in Fig. 1a. So, the

first row represents distances of 1 m from the test position and sensor, and similarly

the second, third and fourth rows represent distances of 2, 3 and 4 m respectively.

The data obtained clearly show the operation of Kinect device. The standard devi-

ations are quite small (below 1 mm) at a distance of 1–2 m from the sensor. This

number increases when the distance is 3 m (between 1 m and 1 cm). Finally, the

standard deviation is triggered when the distance is 4 m (over 1 cm). The number of

erroneous pixels found during testing is around 50,000–53,000. This value will be

a reference for comparison of the results obtained in the following experiments. All

this information is shown in Table 1.

Table 1 Results of standard deviation in user location (in centimeters) and erroneous pixels –

experiment #1
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2.2 Experiment #2

Experiment #2 is performed with two Kinect sensors pointing in the same direction,

as shown in Fig. 1b. This experiment should determine how two overlapping beams

of infrared light, with the same recognition surface and orientation to the same direc-

tion affect their performance. Fairly high interference results are expected, since the

sensors share the same area of reflection on the mannequin. Therefore, the internal

Kinect pattern recognition algorithm is assumed to fail when identify patterns. The

number of erroneous pixels and the standard deviation is expected to be higher than

in experiment #1. The transformation of relative positions of each sensor to global

positions is made by applying the following formula to each of data collected by the

two sensors.:

xuser =
xsensor1 + xsensor2 + difh

2
; yuser =

ysensor1 + ysensor2
2

It is found that the data worsen in almost all points of measurement. The use of

two infrared emitters makes sensors interfere with each other. However, the results

follow the same pattern as the first experiment results. With distances of 1 and 2 m

the standard deviations are lower than 1 mm, with 3 m values distance between 1 mm

and 1 cm are obtained, and when the distance is 4 m, the values are larger than 1 cm

(see Table 2). The erroneous pixels in this experiment are also quite similar to those

reported in the previous experiment. Nonetheless, when studying the data in more

detail, we can see that erroneous pixels in this second experiment are, on average,

slightly lower than those collected in the first. This is because the second Kinect

senses the scene better and therefore the sensor recognizes more zones.

Table 2 Results of standard deviation in user location (in centimeters) and erroneous pixels –

experiment #2

2.3 Experiment #3

This third experiment is also performed with two Kinect sensors; but now they are

positioned perpendicularly to each other (yaw angle difference equal to 90◦), as

described in Fig. 1c. This experiment is thought to determine the effect of super-

posing two infrared beams perpendicularly reflecting on the same object. Smaller
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interference results are expected than during experiment #2. Although the number

of sensors is the same in both cases, the surface on which the infrared pattern is

reflected is not shared. Therefore, most of the pattern emitted by a sensor is not

captured by the other. In this case, the second sensor has the coordinates inverted,

relative to first sensor. This is represented in the following formula:

xuser =
xsensor1 + ysensor2 + difh

2
; yuser =

ysensor1 + xsensor2 + difv
2

When the two sensors are perpendicularly installed it can be seen how data greatly

worsen. This is because two conditions coexist in this configuration (see Table 3):

– Firstly, an increase in average distance between the sensors and the mannequin is

appreciated at certain points. In this configuration, the mannequin can be within

a short distance of a sensor and a great distance from the other.

– The second circumstance, which is what most affects the data collected, is the poor

precision of the Kinect sensors to recognize the mannequin’s profile. The sensor

positioned perpendicularly fails to capture the user completely, and many points

of the mannequin have to be inferred, which reduces accuracy.

Regarding erroneous pixels it can be observed that the data obtained are almost

always better than in the first experiment, and also improve compared to the second

experiment. This is because the second sensor obtains an image with less erroneous

pixels than the other sensor, as happened in the experiment #2. This is a clear indica-

tion that, while the sensor has a very clean image without a high amount of erroneous

pixels, the location of the user depends on other factors such as how the user is posi-

tioned towards the sensor.

Table 3 Results of standard deviation in user location (in centimeters) and erroneous pixels –

experiment #3

2.4 Experiment #4

Again, this experiment is performed with two Kinect sensors, but they are now fully

confronted (yaw angle difference equal to 180◦), as shown in Fig. 1d. This exper-

iment is performed in order to determine how a user localization is affected when
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an infrared source from another sensor which emits its infrared light directly on the

sensor. In this case, a very high interference result is expected since one of the sen-

sors will project its infrared pattern on the lens of the other sensor, which disables

the lecture of correct depth data. The user’s position is now calculated as:

xuser =
xsensor1 − xsensor2

2
; yuser =

ysensor1 + ysensor2 + difv
2

Data from the last test show indeed a worsening in almost all the studied positions.

But as you can see, the worsening of the data is greater when the user is recognized

from his/her back. Thus, it can be concluded that the sensor does a better job when

the user is recognized frontally (see Table 4).

Table 4 Results of standard deviation in user location (in centimeters) and erroneous pixels –

experiment #4

3 Discussion

In view of the experiments, it can be said that the number of erroneous pixels

obtained is not a reliable indicator. While a very high number of erroneous pix-

els indicates that there may be a problem with the capture, a low number does not

ensure that the capture is correct. Therefore, in real systems it is possible to make

use of erroneous pixels as an indicator of possible errors in capturing the user, but

you can not trust the accuracy of measurement in this factor only.

In general, the data provided indicate that the use of more than one Kinect sensor

determines that the data collected from a user are worse than being taken up with

one sensor placed optimally. But the problem in determining the optimal position

of a sensor, when the contemplated interaction space is large and multiuser, is quite

important. Either the interaction space of the user is restricted and the setup is indi-

cated so that the user is always facing the sensor, or the use of several sensors is

necessary. There is no advantage in using two sensors pointing in the same direction

and covering the same interaction space, as described in the second experiment, in

comparison to the placement of a single sensor. The user is viewed similarly by both

sensors, so that the second sensor does not provide additional information. This con-

figuration must be discarded in most real cases where it is needed to place multiple

sensors.
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The placement of a sensor perpendicular to another, as seen in the third experi-

ment, can be a help in recognizing the user who interacts freely. Thus, there is always

a sensor that captures the user completely, thus minimizing the occlusions caused by

the user’s own body. The information arising from this configuration can be treated

subsequently, to reject the data obtained by the sensor that captures the user’s profile,

only keeping the other sensor’s data. Finally, the placement of two opposite Kinect

sensors (see the fourth experiment), may be useful when considering a free interac-

tion area and it is necessary to capture the front to the user. As in the previous case,

further processing is possible to determine which sensor is best suited to provide

reliable user data.

4 Conclusions

The motivation for this article comes from the great interest in computerized rehabil-

itation systems. Increasingly, multi-camera systems are created that enhance the cap-

tured depth image of the patient. The main problem of these systems is

interference arising between the different depth sensors. Therefore, this article has

studied the use of two Kinect sensors in order to assist in rehabilitation therapies in

the near future, and support research developed simultaneously (e.g. [7, 10]). The

experiments have shown the operation of Kinect sensors. Also, the interference aris-

ing from the use of two sensors in the same interaction space, according to the angle

of incidence of infrared light, and the relative position between sensors and the user’s

body, has been evaluated.

The use of more than one Kinect sensor, covering the same area of interaction, can

be useful at times, as it has been mentioned. However, the placement of the sensors

must be studied carefully in order to obtain an improvement in respect of using only

one sensor. This article aims to be useful for decision making in placing sensors in

depth-based multi-camera systems.
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Flying Depth Camera for Indoor Mapping
and Localization

Lidia María Belmonte, José Carlos Castillo, Antonio Fernández-Caballero,
Sergio Almansa-Valverde and R. Morales

Abstract This paper introduces a flying robot mapping and localization proposal

from an onboard depth camera. The miniature flying robot is part of an ongoing

project related to ambient assisted living and home health. The flying depth camera

is used with a double function; firstly, as a range sensor for mapping from scratch

during navigation, and secondly, as a gray-scale camera for localization. The Har-

ris corner detection algorithm is implemented as key point detector for the creation

and/or identification of indoor spatial relations. During the localization phase, the

spatial relations created from detected corners in the mapping phase are compared

to the corners identified in the map. The flying robot position is estimated by match-

ing these spatial relations.

Keywords Ambient assisted living ⋅Miniature flying robot ⋅ Flying depth camera ⋅
Mapping ⋅ Localization

1 Introduction

Autonomous navigation of flying robots in GPS-denied environments such as in-

doors requires that the flying robot be able to recognize the environment using exter-

nal sensors [1]. Our research team is engaged in introducing miniature flying robots

in ambient assisted living (e.g. [2–4]) and home health [5] applications. Now, dealing

with the high amount of obstacles inherent to home facilities is a major challenge for

flying vehicles [6]. This why mapping and localization at homes of the flying robot

are extremely important challenges.

Mobile robot mapping techniques are usually classified according to the map rep-

resentation and the underlying estimation technique [7, 8]. One popular map repre-
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sentation is the occupancy grid [9]. Such grid-based approaches are able to represent

arbitrary objects [10]. However, such systems rely on predefined feature extractors.

In this sense, scan matching approaches demonstrate to produce consistent maps

[11]. Now, in mobile robot localization, an appearance-based approach for place

recognition involves the matching of scenes based on selected features or landmarks

observed within the current local map or sensor view. For each feature a descriptor

vector that encodes the local area around that landmark is computed, thus allowing

the comparison of features based on appearance. The combination of a location and

descriptor vector is denominated a key point [12]. Localization then becomes a mat-

ter of identifying places and/or objects by associating key points, or deciding that a

place/object was not previously seen.

Key points have been used in vision-based systems which use nearest neighbor

voting [13] with SIFT [14] features. Another approach [15] uses a fast-Hessian de-

tector to identify key points in an image and SURF [16]. In a review, detectors and

local descriptors of local features for computer vision are described [17]. Another

key point detector is the SUSAN corner detector [18] which finds corners based on

the fraction of pixels that are similar to the center pixel in a circular region. Also,

affine invariant feature extraction for localization in indoor environments, using the

Harris corner detector [19] for local point detection, has been proposed [20].

Our proposal deals with specific characteristics of depth cameras [21] to solve the

mapping and localization problem. Two constraints have been addressed. First, the

generated map increases when new zones are discovered as the environment is un-

known. And second, no landmark is introduced to facilitate the localization process

since the robot flies in a real environment. Moreover, the looking forward depth

camera is firstly used as a range sensor for mapping, and, afterwards as a gray-scale

camera for localization. The depth camera, when used as a range sensor, provides

a powerful tool for measuring the distance from the detected objects to the flying

robot. On the other hand, the depth camera creates an image representing distances

which enable extracting trackable features. These points in the space are the basis

for the spatial relations used in the localization phase. Finally, the flying robot posi-

tion is estimated in accordance to the localization information provided through the

identified spatial relations. It should be noted that the proposal requires a flight at a

constant height.

2 Mapping from Flying Robot

The depth camera is considered a range sensor during the mapping stage due to the

simplicity of translating the (x, y) coordinates of each image pixel provided by the

camera into map coordinates. The perceived environment is represented in a map

containing the probability in each cell of the presence of an element/obstacle.

An occupancy grid model is used to represent the environment. As the size of the

environment is unknown a priori, it is not possible to create a fixed-size occupancy

grid. This is why, the environment is represented as a collection of modular occu-
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Fig. 1 Flow diagram of the mapping algorithm

pancy grids which are added to the map as far as the robot finds objects outside the

existing grids. Therefore, when the robot starts the exploration there exists just one

grid, and all necessary grids are added according to the size of the explored envi-

ronment. Each occupancy grid has the same size and number of cells and is placed

in a specific area given by its global coordinates Mx,My in the environmental repre-

sentation. So every point in the environment is located in one and only one grid. For

each grid, every cell contains an occupancy value where a value of 0.00 indicates the

certainty that the cell is free and a value of 1.00 the certainty that the cell is occupied.

Figure 1 shows a flow diagram of the mapping algorithm. The depth camera pro-

vides as output a matrix where each element represents the coordinates (x, y, z) (in

meters) of a system. Here the camera is the origin of coordinates, x varies along the

horizontal axis, y varies along the vertical axis and z is the distance from the plane

defined by the x and y axes. Let us assume that the flying robot position (mr, xr, yr, 𝜃)
is known, where mr is the occupancy grid where the robot is located, xr and yr rep-

resent the position within that grid, and 𝜃 is the robot orientation with respect to the

y axis in the grid. On the other hand, the depth camera provides the coordinates of

point (xd, yd, zd) as its position relative to the robot’s localization. From these two

groups of coordinates, it is possible to calculate the position of a point p(m, x, y, h)
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in the map, being m the occupancy grid where the point is located, x and y represent

the position within that grid and h is the height of the point.

In order to visually represent each point detected by the camera some calcula-

tions are performed. First, the distance D between the flying robot and the point is

calculated as follows:

D =
√

x2d + z2d (1)

Once the distance is known, the angle 𝛼 between the robot orientation and the

segment given by D is obtained:

sin(𝛼) =
xd
D

→ 𝛼 = arcsin(
xd
D
) (2)

And, finally, through the following equations, the position of the point in the map

is also calculated:

x = xr + D sin(𝜃 + 𝛼)
y = yr + D cos(𝜃 + 𝛼)

h = yd (3)

Next, it is necessary to know whether each new point is located on an existing grid.

Otherwise, it is necessary to create a new one. Once the coordinates of every point

have been calculated, the new observations must be represented in the grid, updating

the occupancy probability of the affected cells. As each cell covers several squared

centimeters of the map, it is usual that more than one detected point is located into

the same cell for the same observation. Consequently, the occupancy probability of

each cell is increased as many times as points are detected to belong to it.

3 Localization from Flying Robot

Only the information provided by the depth camera is used to estimate the flying

robot position in the environment. The depth information provided is considered

as gray-level values of a traditional image. From these image pixel values, a series

of characteristic points (or corners) are extracted to create spatial relations that are

placed in the map. When new spatial relations are created from detected corners, they

are compared to the previously created ones and identified to calculate their location

in the map. Finally the robot position is estimated starting from that information. A

flow diagram of the localization algorithm is presented in Fig. 2.

Creating an image representation of the distance measurements enables the use of

corner detection algorithm. Concretely, the Harris algorithm has been used for this
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Fig. 2 Flow diagram of the localization algorithm

purpose, mainly because its computational cost is lower than other approaches such

as SIFT. Applying Harris algorithm to the distance image results in a list of corners.

In our case a hierarchy of two levels of corners is implemented. The first level of

corners is composed by those found in the initial distance image, Id. Usually not

many corners are found due to the low contrast of these images, although the gotten

corners are quite resistant to noise. Some filters are performed on image Id to get

the second level of corners. A first filter equalizes the image histogram to enhance

the contrast. After that, as noise is also enhanced with the equalization, a smoothing

Gaussian is applied to the equalized result, obtaining If .
Using Harris algorithm on If returns more corners than on Id, but they will be less

resistant to noise. Hence, spatial relations based on corners belonging to level 1 are

more trusted. So, they have higher priority than those based on corners belonging

to level 2. But the last ones are mandatory for a correct localization as level 1 rarely

contains enough corners to achieve a good localization.

Once the corners are extracted, spatial relations connecting every pair of points

from the same level are established. Some information is associated to these spatial

relations in order to define and to identify them. As the map coordinates of the cor-

ners are unknown at the beginning, the information associated to spatial relations is

independent of the location in the map. The spatial relations information contains

the following attributes: priority, according to the level of the corners belonging to

the spatial relation, and distance in meters between the two points, N, calculated as

follows:
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N =
√

(xd1 − xd2)2 + (yd1 − yd2)2 + (zd1 − zd2)2 (4)

where the first corner has (xd1, yd1, zd1) as camera coordinates, and the second one

has coordinates (xd2, yd2, zd2). The third and fourth attributes are the slopes between

x and y coordinates and between x and z coordinates of the vector connecting the two

corners in the space. The slope between x and y is calculated as follows:

Sy =
|xd1 − xd2|
|yd1 − yd2|

(5)

Figure 3 shows an example of the spatial relations calculated on a depth image

taken by the flying robot in our research laboratory.

The next step in the localization algorithm is the identification of new spatial

relations to calculate their location in the map (that is, if some points have known

positions in the map, new points can also be placed if there are spatial relations be-

tween them), to finally estimate the robot position. For this purpose, the attributes

of distance and slope are compared to identify the spatial relations. When identify-

ing a spatial relation it is not necessary to find another identical one, but similarity

tolerance values 𝜏si and 𝜏sl in the distance between the points and in the slopes, re-

spectively, have been included.

Lastly, the flying robot position can be calculated. Instead of using the coordinates

of one point (or corner) like in the mapping algorithm, the coordinates of the two

corners that form the spatial relation are used. The system of equations is as follows:

Fig. 3 Example of spatial relations. (a) Depth image with second level corners. (b) Spatial relations

corresponding to a random corner
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xr = x1 + D1 sin(𝜃 + 𝜋 + 𝛼1)
xr = x2 + D2 sin(𝜃 + 𝜋 + 𝛼2)
yr = y1 + D1 cos(𝜃 + 𝜋 + 𝛼1)
yr = y2 + D2 cos(𝜃 + 𝜋 + 𝛼2) (6)

where xr and yr are the robot coordinates, 𝜃 is the robot orientation, x1 and y1 are

the coordinates of the first corner, x2 and y2 are the coordinates of the second point,

D1 and D2 are the distances between the robot and each point projected to the floor,

and 𝛼1 and 𝛼2 are angles between the flying robot orientation and segments D1 and

D2, respectively.

From this system of equations, the flying robot orientation is solved as follows:

X = x1 − x2 (7)

A = D1 cos(𝛼1) − D2 cos(𝛼2) (8)

B = D1 sin(𝛼1) − D2 sin(𝛼2) (9)

𝜃 = arccos

(
−2BX ±

√
(2BX)2 − 4(A2 + B2)(X2 − A2)

2(A2 + B2)

)
− 𝜋 (10)

After knowing the flying robot orientation, it is possible to calculate the coordi-

nates from the original equation (6).

4 Conclusions

In this paper, the authors have introduced the use of a depth camera for flying robot

mapping and localization in home facilities. Firstly, a map building algorithm for

flying robots has been introduced. The perceived environment is represented in a

map containing in each cell a probability of presence of an object or part of an object.

As the size of the environment is unknown a priori, it is not possible to create a

fixed-size occupancy grid. The environment is represented as a collection of modular

occupancy grids which are added to the map as far as the robot finds objects outside

the existing grids.

In our approach the depth camera is exploited as a range sensor for the mapping

purpose. Indeed, a depth camera used as a range sensor provides a powerful tool

for detecting objects in front of the robot by measuring the distance towards them.

Next, for our experiments with localization, the Harris corner detection algorithm

is applied. In this case, the depth camera is exploited as a gray-scale camera. The

gray-scale image represents distances for the purpose of finding good features to be

tracked. These features form the basis of the spatial relations used in the localization
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algorithm. The approach to the localization problem is based on the computation of

the spatial relations existing among the corners detected. The current spatial relations

are matched with the relations gotten during previous navigation.
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Emotion Detection in Ageing Adults from
Physiological Sensors

Arturo Martínez-Rodrigo, Roberto Zangróniz, José Manuel Pastor,
José Miguel Latorre and Antonio Fernández-Caballero

Abstract The increasing life expectancy is causing a fast ageing population around

the globe, which is raising the demand on assistive systems based on ambient intelli-

gence. While numerous papers have focused on the physical aspects in elderly, only

a few works have attempted to regulate their emotional state. In this work, a new ap-

proach for monitoring and detecting the emotional state in elderly is presented. First,

different physiological signals are acquired by means of wearable sensors, and data

are transmitted to the embedded system. Next, noise and artifacts are removed by

applying different signal processing techniques, depending on the signal behavior.

Finally, several temporal and statistical markers are extracted and used to feed the

classification model. In this very first version, a logistic regression model is used to

detect two possible emotional states. In order to calibrate the model and adjust the

boundary decision, twenty volunteers have agreed to be monitored and recorded to

train the model. Finally, a decision maker regulates the environment, acting directly

upon the elderly’s emotional state.
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1 Introduction

In the last years, there has been an increase in life expectancy, mostly due to improve-

ments in healthcare systems, progress in medical treatment and growth in long-term

care assistance. This has resulted in an increasing ageing population [1]. According

to the experts, this trend has a deep impact on economic and social aspects affecting

the future quality of life expectation of a large number of people [2]. Additionally,

the preference of ageing adults of staying at home is well-known, either due to af-

fective reasons or because the persons suffer from chronic conditions or any kind of

disability. However, due to the high cost of institutional living, it is urgent to face

this challenge by taking advantage of current assistive technologies. In this regard,

a numerous amount of works are making great efforts in developing interactive sys-

tems in different areas like healthcare, fitness or entertainment [3]. But less efforts

have been made on monitoring and regulating the elderly’s emotional state, which

is one of the fundamental aspects in self perception of well-being [4]. The main rea-

son lies in the fact that most contemporary human-computer interaction systems are

deficient in interpreting emotional information and suffer from the lack of emotional

intelligence, i.e. they are unable to identify human emotions to take decisions [5].

A fundamental aspect to build up an emotional assistive system lies in the contin-

uous monitoring of physiological variables during daily activity. Nowadays, recent

advances in wireless networks, nanotechnology and integration of micro-controllers

in ultra-low power single circuits permit a constant vigilance in a minimally inva-

sive environment for the elderly living conditions [6]. Moreover, wearable sensors

are the most appropriate to provide the best detailed user-specific information, since

these sensors are placed strategically on the human body or hidden in users’ clothes,

and are capable of transmitting one or more human physiological signals simultane-

ously [3]. Furthermore, the capability of reacting upon the ongoing elderly activity

is imperative to assemble an emotional system. Thus, such a system should be able

of recognising different emotional contexts by using the continuous flow of informa-

tion provided by the sensors, and, simultaneously, provide personalised services by

adapting the reaction to the elderly needs. In this regard, ambient intelligence (AmI)

has emerged as a promising approach to face this challenge. Indeed, it takes advan-

tage of pervasive computing, sensor networks and artificial intelligence (AI) [7].

In this work, a new design for emotional state recognition in the elderly is pre-

sented. Although an important variety of emotions have been detected by using dif-

ferent frameworks, in this preliminary study only the arousal axis within the arousal-

valence space defined by Russell et al. was used [8]. Thus, two different and opposite

emotions were quantified, which range from calm (sleepiness) to excited (arousal).

The system consists of a physiological signal acquisition module by means of wear-

ables, which communicate with an embedded system capable of detecting these two

states in the elderly by using an AmI system, as shown in Fig. 1.
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2 Hardware Acquisition

The hardware acquisition layer is a physical layer that includes the wearable systems

composed of acquisition circuits and bio-sensors. In this work, the physiological sig-

nals are chosen from their capability of reporting the stress degree of a subject, which

is indicative of the mental or emotional state [12]. The proposed wearable acquisition

device allows long-term and continuous recording of electro-dermal activity (EDA),

heart rate (HR), superficial electromyogram (EMG) and skin temperature (SKT).

Numerous works have reported their suitability as general indicators of stress [9–

11].

The overall system is shown in Fig. 2, where an ultra-low-power, 32-bit ARM

Cortex-M3 microcontroller acts as a system control unit. This micro-controller fam-

ily has been chosen after considering not only the low power consumption but also

the scalability into another more powerful Cortex-M microcontroller, capable of han-

dling floating-point operations and signal processing calculations.

Moreover, different acquisition circuits are used to capture physiological vari-

ables. Thus, in this scheme, the EDA front-end measures direct current (DC) exoso-

matic skin conductance through a couple of Ag/AgCl disc electrodes with contact

area of 10 mm
2
.

Fig. 1 Levels of abstraction
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The electrodes are attached to medial phalanges in palmar sides of left index and

middle fingers, since the density of the sweat areas are higher in these locations.

A constant-voltage skin conductance circuit is implemented by means of low-noise

low-power operational amplifiers. Finally, a 1.5 Hz low-pass filter and 0.05 Hz high-

pass filter are responsible for the acquisition of the EDA tonic and phasic compo-

nents, respectively. It is noteworthy that these analog signals are sampled at 20 Hz

throughout 12-bit microcontroller analog-digital converter (ADC). Regarding EMG

acquisition, a couple of Ag/AgCl disc electrodes are placed at left forearm extensor

digitorum. Next, the differential signal is amplified by means of a low-power high-

common-mode rejection instrumental amplifier. In order to increase the signal-to-

noise ratio and to reduce the common mode voltage, a third disc is placed at the lat-

eral epicondyle elbow and connected to a driven-right-leg circuit. Finally, the signal

is filtered with a low-pass and high-pass filtering of 10 and 400 Hz cut-off frequency,

respectively, and subsequently sampled at 1 KHz.

In addition, heart activity is measured by using a commercial photometric front-

end, which detects pulse from veins and capillaries in the wrist. This circuit is able to

control LED and photo-diode intensity, reject interferences from ambient light, and

adapt the signal to be digitalized by the ADC and transmitted to the microcontroller

through a serial peripheral interface. Finally, SKT is measured by means of a resis-

tance temperature detector placed on the forearm. A couple of low-noise low-power

operational amplifiers are used to accommodate the analog signal for digitalization.

Given that the user’s motion seriously affects the acquisition system, this way in-

Fig. 2 Hardware scheme
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creasing the level of noise and the occurrence of artifacts in the data, a low-power

3-axis accelerometer is embedded in the system to compensate the measurements.

The purpose of this sensor is not only to quantify the movement produced in the

wearable, but also to register additional features like activity tracker, fall detection,

or sleep monitoring.

3 Signal Processing and Feature Extraction

The signal processing layer is responsible for separating useful information to detect

physiological events. This layer uses the raw data from the hardware acquisition

level, processes the information and bridges to the feature extraction level. In this

regard, if processed signals were used directly as input in the classification layer, the

efficiency of the model would experience a decreasing. Therefore, the purpose of

feature selection is to find out the most representative characteristics of the original

data, this way decreasing the quantity of information to be handled by the decision

model.

3.1 Electro-Dermal Activity

The EDA signal morphology corresponds to the superposition of two dominant com-

ponents. On the one hand, the spontaneous skin conductance (SSC) is the result of

an increasing activity in the sympathetic nervous system. It is reflected in the signal

as a wave with a variable level of amplitude depending of the intensity and dura-

tion of the stimulus [13]. On the other hand, the basal skin conductance (BSC) is

related both with the sympathetic nervous system and the dermal characteristics of

skin [14]. So, it is usually different for each individual.

Considering the different behavior of these two components, BSC is quantified by

calculating the mean (BSCmean) over the windowed temporal signal, given that, usu-

ally, a slow response can be appreciated in this component. Unlike the basal response,

an impulsive signal is shown when a SSC appears, where the amplitude and dura-

tion provide valuable information. Therefore, the onset (SSCon) and peak (SSCpeak)

boundaries are first detected for each event by using an algorithm able to detect sud-

den slope changes [9]. Then, different markers which evaluate the intensity and du-

ration of the events were computed. These markers have been previously assessed

and discriminatory power was reported.(cite DEAP) Thus, SSCdur and SSCmag are

computed by evaluating the temporal distance and magnitude differentiation between

SSCon and SSCpeak, respectively.
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3.2 Electromyogram

EMG is the measure of the electrical activation of the muscles, which is controlled

by the nervous system and produced during muscle contraction. Unfortunately, sev-

eral kinds of noise signals and artifacts are usually found when recording an EMG

signal. This could mask the EMG activity or report false muscle activation, such an

inherent noise in the electrodes, movement artifacts, electromagnetic noise, and cross

talk, among others [15]. Consequently, the analysis of EMG with signal processing

is imperative to detect muscle activation events and to reduce or eliminate undesired

effects provoked by the noise. To this respect, several techniques have been used

so far to denoise the EMG signals and amplify the muscle activity, but the discrete

wavelet transform (DWT) is still the most popular [15]. Thus, in this work, a DWT

is used, applying a Daubechies’s function at decomposition level 4, as it had been re-

ported to perform successfully in superficial EMG [16]. Next, the muscle activation

event is carried out by applying a simple threshold which determines the existence

or absence of EMG activity. Finally, some features involving the muscle activation

are calculated. In this regard, the EMG has been previously studied through time,

frequency and time-frequency domain. In this work, four temporal markers which

involve the EMG integral (EMGint), the mean absolute value (EMGmav), the root

mean square (EMGrms) and the variance (EMGvar) of the detected EMG events are

used. These markers have been previously used and discriminatory power was re-

ported [17].

3.3 Heart Activity

Electrical activation of the heart takes place by means of the activation of the sinoa-

trial node which spreads out an electrical impulse from the atrium to ventricles.

Heart activity is reflected in the electrocardiogram (ECG) through the P-wave, QRS

complex and T-wave, which represents the atrial depolarisation, the ventricular po-

larization and ventricular depolarisation, respectively. In this regard, while P-wave

usually appears in the ECG as a noisy and low amplitude wave, the QRS complex

presents the highest amplitude within the ECG, and more specifically the R peak.

For this reason, R peak is usually designed to locate the heart cycle within continu-

ous heart activity. In order to track this activity, the R peak is located at each heart

cycle and, then, the distance between consecutive R peaks are measured (RR series).

This way, the heart rhythm or heart rate is obtained. Nevertheless, given that heart

activity is caused by the autonomous nervous system, heart rate variability (HRV),

showing the alterations of heart rhythm, is usually computed to evaluate the arousal

level of an individual. Although HRV has been analysed from different points of

view, in this preliminary work only a few temporal markers are calculated. Thus, the

R peaks are firstly located within the ECG by using a second-order derivative algo-
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rithm. Then, several temporal features are calculated over the RR-intervals including

mean (RRmean), standard deviation (RRstd) and root mean square (RRrms).

3.4 Temperature

When human body is under stress, muscles are tensioned, contracting the blood ves-

sels and thus provoking a decrease of temperature [19]. Unlike the aforementioned

features, SKT changes are relatively low, such that long-term variability monitor-

ing is necessary. In this work, a mean of temperature, considering a five-minutes

temporal window, is used to compute SKTmean.

4 Classification Model and Decision Maker

In order to achieve an adequate system response, a massive quantity of information

from the sensors needs to be organised and subsequently used to make decisions.

Taking decisions implies an information model, which entails hierarchical levels

formed by layers which range from data acquisition to decision making, as shown in

Fig. 1.

4.1 Learning Algorithm

A preliminary learning process is necessary to compute the decision boundary in

order to classify the arousal level in the elderly. In this sense, twenty volunteers were

enrolled and agreed to visualise a set of fifty images each one to perform an experi-

ment. The set is composed of two subsets of pictures extracted from the International

Affective Picture System [20]. In this regard, 25 out of 50 samples correspond to pic-

tures which report a high arousal level (HAL), and the other 25 out of 50 samples

correspond to pictures which report a low arousal level (LAL) [20], thus gathering a

total of 1000 samples (n = 1000). Each person is monitored and physiological data

for each sensor are recorded. Once the data has been processed, the physiological

markers are extracted and used to feed the learning algorithm. In this sense, eleven

markers (m = 11) described in Sect. 2 are computed for each person and picture. The

feature matrix is calculated as shown in Eq. 1.

Xm,n =

|||||||||

x(1,1) x(1,2) ⋯ x(1,n−1) x(1,n)
x(2,1) x(2,2) ⋯ x(2,n−1) x(2,n)
⋮ ⋮ ⋱ ⋮ ⋮

x(m,1) x(m,2) ⋯ x(m,n−1) x(m,n)

|||||||||

(1)
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where xm,n corresponds to the n-th sample for the m-th feature. Also, given the two

possible outputs, yn is mapped such that yn = 0 if the n-th sample is labeled as LAL

and yn = 1 if the n-th sample is labeled as HAL. Then, the cost function is computed

as:

C
𝜃

= 1
m

m∑

i=1
[−yilog(h

𝜃

(x(i))) − (1 − y(i))log(1 − h
𝜃

(x(i)))] (2)

where h
𝜃

corresponds to the logistic regression hypothesis defined throughout the

sigmoid function (s), such that:

h
𝜃

(x) = s(𝜃Tx) (3)

Finally, the optimal parameters of the logistic regression model (𝜃) are estimated

by minimising the cost function C. Thus, the decision boundary, which forms the

decision maker layer, is calculated.

5 Conclusions

In this work, a method for evaluation the emotional state in elderly is presented. First,

the signal acquisition was accomplished by designing a new hardware able to record-

ing different physiological signals. Next, signal processing and feature extraction

were performed to feed the classification system. A very first version of classifica-

tion system was presented here, where only two possible outcomes were considered,

given the arousal level of the users. Futures lines of researching will focus on in-

creasing the classification system complexity, in order to take into consideration a

wider range of emotions.
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Augmented Tangible Surfaces to Support
Cognitive Games for Ageing People

Fernando Garcia-Sanjuan, Javier Jaen and Alejandro Catala

Abstract The continuous and rapidly increasing elderly population requires a
revision of technology design in order to devise systems usable and meaningful for
this social group. Most applications for ageing people are built to provide supporting
services, taking into account the physical and cognitive abilities that decrease over
time. However, this paper focuses on building technology to improve such capac-
ities, or at least slow down their decline, through cognitive games. This is achieved
by means of a digitally-augmented table-like surface that combines touch with
tangible input for a more natural, intuitive, and appealing means of interaction. Its
construction materials make it an affordable device likely to be used in retirement
homes in the context of therapeutic activities, and its form factor enables a versatile,
quick, and scalable configuration, as well as a socializing experience.

Keywords Gerontechnology ⋅ Cognitive games ⋅ Socialization ⋅ Collaboration ⋅
Tangible user interfaces (TUI) ⋅ Surfaces

1 Introduction

The number of ageing people in the European Union is fiercely increasing.
According to Eurostat’s statistics,1 EU’s elderly population is expected to rise from
17.9 % in 2012 to 28.1 % by the year 2050 due to the average increase of life
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expectancy and the continuous decline in birth rates. This growth will require
adapting existing technological services and creating new ones for this group of
people [1].

The idea of ageing people and technology being incompatible is a cliché, as it
has been already proven in the literature. It is not true that the elderly have not the
capacity or the will to learn and use new technologies. They do have the ability,
although not necessarily the necessity [2]. It would appear that, traditionally,
technological devices have been designed for youngsters, and neither their purpose
nor interfaces are appealing to ageing people. In fact, a study conducted by Fisk
et al. [3] concluded that more than half of the problems that elders experience with
technology were associated with usability issues. In particular, the design of input/
output devices and user interfaces is critical because they interact with the user’s
perceptual and sensorial system, which, at certain age, experience some changes
that may have a negative impact on usability [3, 4]. Examples of these changes are
decrease of visual and acoustic capacities, touch- and movement-related issues
(such as arthritis, tremors, walking problems, etc.), and a reduction of some cog-
nitive capacities [5].

Traditionally, the most common ways of interacting with computers were using
mouse and keyboard, but these present severe usability issues that can cause the
elderly to be reluctant to engage with technology [6]. Direct contact via touch
interfaces, instead, has shown to be more adequate to ageing users since these
interfaces present less cognitive load and less spatial demand, and many efforts are
being made as of late in order to create more intuitive user experiences using this
kind of input devices [7]. Furthermore, Torres [6] proposes to devise alternative
ways of performing input, for example, via tangible interfaces, which are typically
referred as Tangible User Interfaces (TUIs) [8]. These offer spatial mapping, input/
output unification, and the support of trial-and-error actions that can exploit innate
spatial and tactile abilities; and have already been used successfully in cognitive
training activities [9].

The present work contributes to the field with a TUI prototype in the form of a
table-like surface aiming at building games for the elderly to train their cognitive
abilities (see Fig. 1). It intends to be usable by providing a scalable and versatile
means of configuration for both ageing people and the therapists who design the
games, and by enabling a more natural interaction through tangible manipulations
along with fully supporting touch interactions. Another important purpose of our
proposed infrastructure is to foster socialization and the training of cognitive
abilities that can improve elders’ quality of life. The rest of the document is
structured as follows: First, related work on technology for the elderly is described;
then, our augmented tangible surface is presented; Sect. 4 explains how our pro-
totype could be used to build games for elders’ cognitive training; and, finally,
future work and conclusions are drawn.
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2 Related Work

Many research works have proposed technology to help ageing people deal with
age-related problems in respect of physical and cognitive capacities. Some of them,
in the form of assistive robots or mobile applications (e.g., [10–12]), offer services
that improve the quality of life of the elderly and enhance their independence.
However, they are often devised as aiding tools and not as therapeutic mechanisms
to reduce the negative impact of their decreasing capacities. Besides, they are usually
designed as private devices, omitting socialization, despite ageing people seem to
assign a high value to socialization and they even report being against technology
when it replaces face-to-face interactions [13]. In terms of socialization, there have
been efforts using robots, called assistive social robots [14], focusing on improving
socialization between themselves and ageing users. However, they do not intend to
foster human-to-human socialization. In fact, some authors have expressed their
concerns about these technologies incrementing social isolation [15].

In addition to robots, other works propose the use of digital games (a.k.a.
cognitive games) that stimulate the previously mentioned decreasing cognitive
abilities, and also foster socialization (e.g., [4, 16, 17]). In this sense, playing
represents an advantageous way to engage elder users both cognitively and socially
[5]. There are many references in the literature stressing the benefits of playing
videogames for the elderly. They have been proved to decrease reaction times [18,
19], and improve quality of life, self-confidence, and cognitive skills (these two
showing a positive correlation) [6]. Moreover, Whitcomb [16] analyzed how ageing
people played a series of videogames, and observed that they increased social
interaction and perceptual-motor capacities (eye-hand coordination, dexterity, fine
motor ability, and a reduction of the reaction time). Also, although the author did
not explicitly study how videogames affected cognitive capacities, the study
detected a positive effect of videogames on information processing, reading,
comprehension, and memory.

Interaction design for videogames targeting elder people is a critical dimension
to be considered. Whitcomb [16] also enumerates several characteristics that make a

Fig. 1 Example of a game
running on the surface
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videogame unsuitable for them, such as small-sized objects, rapid movements or
reactions required, or the sound being inappropriate. In terms of interaction
mechanisms, this study focused on computer games, which are mainly interacted
through mouse and keyboard. However, other interaction mechanisms, as we dis-
cussed in the previous section, may be advantageous when considering ageing
people. In this respect, authors such as Jung et al. [20] have explored other input/
output devices, e.g. a Wii stick in a game to enhance general wellbeing (physical
activity, self-esteem, affect, and level of solitude). However, in our opinion, this
type of interaction should be considered with caution when the elderly are involved
because it has been reported to produce physical lesions such as tendinitis (or
Wiiitis as it has been called) [21]. Alternatively, Chiang et al. [22], through Kinect
games, report elder users improving significantly their visual performance skills.
Others, however, have taken advantage of the increasing popularization of handheld
devices. MemoryLane [4], although not exactly a game, fosters reminiscence
through a PDA application to create “memory stories” with pictures. Vasconcelos
et al. present CogniPlay [17], a gaming platform running on tablets which includes
several games to stimulate cognitive abilities, such as matching pairs to enhance
short-term memory, and social interaction through competition. However, the
consideration of small devices or elements that are designed to be used by a single
user is clearly a step in the wrong direction when collaboration needs to be fostered.

Our approach intends to merge touch interaction capabilities provided by
handheld devices such as tablets but at the same time taking advantage of the natural
and intuitive manipulations that physical (tangible) elements can bring. Moreover,
by proposing a surface-like configuration with such affordable materials and devi-
ces, a cost-effective public space can be built where elder players can all have a
simultaneous and equal access to the game space which fosters collaboration.

3 Designing the Prototype

The prototype presented in this work aims at supporting collaborative therapeutic
games for the elderly around physical tables. Current digital tabletop technology
would indeed allow us to deliver fine-grained touch interactions and high-end visual
representations, but fully interactive tabletops are still expensive, and their form
factor complicates their mobility and scalability. Instead, we propose a cost-effec-
tive way of creating a surface by arranging physical tiles, which can form a table-
like interactive 2D environment of any arbitrary topology anywhere on a flat terrain.
The resulting surface becomes a public space where all users can collaborate in
problem solving tasks, and therapists can design cognitive games, such as matching
pairs to train short-term memory, simply by handling the physical tiles, without any
technological knowledge required. This type of surface is digitally augmented in
order to provide richer features to the games. However, to decrease the decoupling
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between the physical and the digital space that would take place if the digital
information was shown in a separate display held by the players, a tablet is instead
mounted on a small mobile robot that moves through the physical surface dis-
playing digital contents within the context of the physical space (see Fig. 1). With
respect to the input mechanisms supported for the elder participants, they can both
use touch contacts and gestures on the tablet, and interact directly with the physical
surface by adding and removing tiles that have a specific digital behavior associated
or by giving commands to the robot using special physical tags, hence providing a
more natural and intuitive interaction.

Our augmented tangible surface consists of two major components, as can be
seen in Fig. 2. The 2D surface can be constructed by arranging several 20 cm ×
20 cm tiles following any desired flat configuration. Each tile has a number of black
lines which allow the robot to move in the physical space in different directions by
following them. The lines may represent a crossroads for the robot to choose which
direction to take, or a specific path such as a curve. Depending on the game, each
tile may also contain some drawings that make sense to the users in the context of
the activity being developed. As Fig. 3 (left) depicts, each tile consists of a squared
piece of paper with the path black lines and possibly the drawings, an RFID tag to
be read by the robot when passes over it and which provides the tablet with digital
information, another piece of paper with only the path printed (representing the
back of the tile), and two pieces of plastic to protect it all.

The robot has been constructed using Lego™ Mindstorms® Ev3 and it has an
Android tablet on it that serves as a rich colorful digital input/output device.
Figure 3 (right) shows the different components this robot is composed of (aside
from the tablet). It has a color sensor that differentiates between black and white so
it can follow the surface’s black paths. Every time it reaches the center of a tile, its
RFID reader situated on the bottom reads the tag embedded in the tile and sends its
code to the tablet. This one contains the game logic, handles touch interaction, and
sends the proper control commands to the robot via Bluetooth.

Fig. 2 The tangible surface’s parts. On the left, the different tiles that compose the physical
surface. On the right, the mobile robot that displays the digital content
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The system allows several interaction modalities: Users can perform coarse-
grained interactions by coupling and decoupling the tiles at will at runtime or by
using command cards that are read by the robot’s RFID reader. On the other hand,
finer-grained interactions can also be achieved via touch contacts on the tablet.
Since different tiles have distinct RFID codes, they can provide the game with
different information, thereby removing the need of touch input, and leaving the
tablet for display purposes only if this would be required. Figure 4 shows an
example of a touch interaction (left), where the user touches the tablet designing a
path for the robot to follow, and of a tangible interaction (right), where the player
physically “draws” the path in the surface by rearranging the tiles.

Fig. 3 Details of the tile (left) and the mobile robot (right)

Fig. 4 Interaction modalities supported. Touch-based (left) and tangible (right)
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4 A Game to Stimulate Cognitive Abilities for the Elderly

Ageing entails a diminution in some physical and cognitive capacities. Examples of
these reduced capacities are short-term (working) memory, the ability to filter
irrelevant information, divided attention, and visual-spatial attention [5]. This
section exemplifies how the prototype described in this paper can be used to help
training these capacities and fight their decline through developing cognitive games.
An illustrative scenario of a game to improve short-term memory and divided
attention is detailed next.

A therapist arranges several tiles containing pictures on the surface as depicted in
Fig. 4 for the player to memorize. Then, the former turns over the tiles, removing
the pictures and leaving only the crossing paths visible. At this moment, the tablet
shows a target image and the user must devise a path from the robot position to the
location where the displayed figure is. Then, using either touch or tangible inter-
action, the users draw the trajectory and the robot follows it. The system provides
positive or negative feedback depending on the adequacy of the path defined to
reach the proposed target. In additional iterations of the game the therapist also
includes tiles showing a wrong direction sign to motivate the users to find alter-
native paths to the target avoiding these tiles.

Following Salthouse and Babcock’s suggestions [23], both the speed of the robot
and the rate at which the target elements are displayed should be reduced.
According to Rogers [24], the reduction of the ability to filter irrelevant information
affects the selective attention, which depends on the familiarity of the user with the
presented objects. Taking this into account, the images to memorize should be
easily recognizable by the participants. This game requires using divided attention
because players must focus on remembering the location of the images and drawing
paths at the same time. This training by itself, as stated by Rogers [24] enhances
divided attention and improves making attention switches. Also, the remembrance
of the objects’ location and the creation of routes serve as a training of visual-spatial
processes.

Another important aim of this platform is avoiding the dangers of social isolation
that could provide a similar implementation where each user would hold a tablet.
The intrinsic nature of our table-like surface enables collaborative scenarios where
several people situate around the physical table and help one another find better
pathways and/or simply discuss the game and the situation themselves.

5 Conclusions and Future Work

In this paper we presented a prototype of a digitally-augmented tangible surface
aimed at constructing cognitive games for the elderly. Not only the table-like design
fosters human-to-human socialization via collaboration but also the touch and
tangible capabilities bring more natural and intuitive interactions that can appeal
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ageing users. Hence, the ultimate purpose of the present work is to design useful
and usable technology for this special group.

The platform is built with cost-effective materials, and its design allows for a
quick setup and a high versatility and scalability. We exemplified the use of the
surface with a cognitive game to improve short-term memory and selective, divi-
ded, and visual-spatial attention.

As future work, we intend to perform experiments with real users in order to test
whether the tangible interaction offers any advantages with respect to digital (touch)
both in configuring the layout of the game (i.e., the arrangement of the tiles) and in
the problem solving phase (e.g., drawing a path for the robot to follow or giving it
specific instructions at run time). Other future experiments will focus on the actual
perceived usefulness and usability of the platform and on whether this system has
any positive effect on the already enumerated cognitive capacities meant to be
stimulated.
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