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Preface

Density-functional theory (DFT) has its roots in the works of Hohenberg and Kohn

[1], Kohn and Sham [2], and Slater [3]. Despite rumors of its untimely demise [4],

DFT is presently enjoying ever greater application across a wide range of scientific

disciplines, including chemistry, physics, biochemistry, and engineering. While

density-functional approximations can be used for calculation of accurate structural

and spectroscopic properties, they are most widely used for thermochemical pre-

dictions, such as heats of reaction, which are the subject of the present volume.

Becke’s article applying gradient-corrected functionals to the “G1” set of atom-

ization energies [5] was the key study which first attracted the interest of the

computational-chemistry community to density-functional theory. The subsequent

implementation and testing [6] in the Gaussian-92/DFT electronic-structure pro-

gram marked the point where density functionals became a practical and attractive

alternative to correlated-wavefunction theory for reaction thermochemistry.

Because of their high accuracy and computational efficiency, DFT methods have

become the standard approach for thermochemical predictions. Generalized gradi-

ent approximations (GGAs) and hybrid functionals are now implemented in a

variety of commercial and open-source electronic-structure programs which can

be readily used by chemical researchers.

In recent years, several other classes of functionals have been proposed. Notable

developments include meta-GGAs, range-separated hybrid functionals, random-

phase approximation functionals, and dispersion corrections, all of which have

extended the range of systems to which one can reliably apply density-functional

approximations. However, no functional is currently applicable to general thermo-

chemical study of all types of chemical species and reactions. Particular challenges

include systems with extensive electron delocalization or multi-reference character

and thus the field is continuing to evolve.

This volume aims to reflect the current state of density-functional thermochem-

istry. It presents highlights of ongoing research at the frontiers of DFT and

discusses the outstanding problems of delocalization error and strong correlation.

The first few chapters give overviews of density-functional approximations as they

v



currently stand and push the boundaries of their applicability to increasingly

complex systems, consisting of very large molecules (Chap. 1), surface chemistry

(Chap. 2), and van der Waals dimers (Chap. 3). Next, we address the problems

associated with judging the relative quality of functionals (Chap. 4). Finally, we

consider research on non-conventional functionals, including recent successes of

random-phase approximations for thermochemistry (Chap. 5), spin-density func-

tionals and issues with derivative discontinuities (Chap. 6), and real-space strong-

correlation models for exact-exchange-based DFT (Chap. 7), which may represent

the future of the field.

In closing, I would like to thank Elizabeth Hawkins, Judith Hinterberg, Tanja

Jaeger, and Arun Manoj Jayaraman at Springer for their help and for the opportu-

nity to edit this volume. I would also like to thank the authors for their contribu-

tions, making this work possible, and the members of my research group for their

support and camaraderie.

Merced, CA, USA Erin R. Johnson

February, 2015
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Accurate Thermochemistry for Large

Molecules with Modern Density Functionals

Marc Steinmetz, Andreas Hansen, Stephan Ehrlich, Tobias Risthaus,

and Stefan Grimme

Abstract The thermodynamic properties of molecules are of fundamental interest

in chemistry and engineering. This chapter deals with developments made in the

last few years in the search for accurate density functional theory-based quantum

chemical electronic structure methods for this purpose. The typical target accuracy

for reaction energies of larger systems in the condensed phase is realistically about

2 kcal/mol. This level is within reach of modern density functional approximations

when combined with appropriate continuum solvation models and slightly modified

thermostatistical corrections. Nine higher-level functionals of dispersion corrected

hybrid, range-separated hybrid, and double-hybrid type were first tested on four

common, mostly small molecule, thermochemical benchmark sets. These results

are complemented by four large molecule reaction examples. In these systems with

70–200 atoms, long-range electron correlation is responsible for important parts of

the interactions and dispersion-uncorrected functionals fail badly. When used

together with properly polarized triple- or quadruple-zeta type AO basis sets,

most of the investigated functionals provide accurate gas phase reaction energies

close to the values estimated from experiment. The use of theoretical back-

correction schemes for solvation and thermal effects, the impact of the self-

interaction error for unsaturated systems, and the prospect of local coupled-cluster

based reference energies as benchmarks are discussed.
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1 Introduction

In the past two decades Kohn–Sham Density Functional Theory (DFT) [1–5] has

become a very important tool for understanding mechanistic problems in chemistry.

At the heart of this topic is the proper energetic description of all chemical species

involved in a reaction. This thermochemistry problem, which from a broader point

of view may also contain transition states or non-equilibrium structures in addition

to the normal minima, is the topic of this work. The evaluation of the performance

of density functionals (DFs) by benchmarking for energetic properties is a crucial

step prior to the investigation of a new system. The reason for this is the still

somewhat empirical nature of current DF approximations and their non-systematic

improvability.

Several molecular sets were developed over the last few years to test DFs for,

e.g., atomization energies [6–8], non-covalent interactions (NCI) [9–11], or special

reactions and kinetics [12–16]. Many of them were collected in the GMTKN30 [17]

test set by our group to build a large benchmark set which includes the chemically

most important properties of main-group chemistry. Less extensive benchmarks

exist in the field of transition metal chemistry for which we mention a few examples

[18–24].

The reference data used can be taken from experiment but nowadays it has

become common practice to compute reference reaction energies at high Wave

Function Theory (WFT) level (normally coupled-cluster) and compare these data

for the same molecular geometry directly with DFT results. This procedure avoids

the effects of temperature, conformations, solvents, and other uncertainties in the

measurements, and is the preferred way in our group. However, it cannot always be

applied to large molecules because the computationally demanding WFT calcula-

tions are intractable. Mixed approaches which combine experimental and theoret-

ical data (back-correction schemes) represent a solution to the problem and will be

discussed below.

2 M. Steinmetz et al.



Another important aspect in the context of DFT and larger chemical systems is

the effect of the London dispersion interaction. As an electron correlation effect,

dispersion has a fundamentally quantum chemical, complex many-particle origin

but is chemically a local phenomenon. It often operates on a relatively long-range

length scale where classical (atomic or other local) approximations perform well

(and exchange is negligible) but also has a short-range component. The dispersion

energy, and in particular its long-range (London) part, is not accurately described

by common semi-local DFs [25–27] and dispersion corrections represent a very

active field of research [28–30]. In this chapter we also want to highlight the

importance of the dispersion energy in intramolecular cases and in thermochemistry

generally. Even if dispersion alone is insufficient to form a stable chemical bond, it

is clear that larger molecules are significantly more influenced by the intramolec-

ular dispersion energy than smaller ones. Because dispersion as a special type of

electron correlation effect is always attractive (energy lowering), this means larger

molecules are thermodynamically stabilized by dispersion compared to small

systems [31]. From this new concept it is concluded that large (preferably

electron-rich and polarizable) functional groups can be used to stabilize thermody-

namically (and not merely kinetically) weak bonds or reactive parts in a molecule.

The chemical examples discussed at the end of this chapter illustrate this point.

As already mentioned, DFT has also become the “work-horse” of modern

quantum chemistry because it represents a good compromise between computa-

tional effort and accuracy. However, the huge number of developed DFs to date

shows that current approximations still suffer from several flaws and that the quest

for finding a functional which comes close to the “true one” is still going on. In this

context, we want to particularly focus on the fact that not every DF is equally well

applicable to every problem [32]. This makes choosing the right functional for the

right problem a tough task, even for experienced researchers in this field. Here, we

want to shed light on the question whether very recent, newly or further developed

functionals are accurate for thermochemistry and concomitantly robust, i.e.,

broadly applicable to various chemical problems. For evaluation we employ a

combination of standard thermochemical benchmark sets and four “real” chemical

reactions of molecules with about 70–200 atoms. Nine modern, higher-level func-

tionals of dispersion corrected hybrid, range-separated hybrid, and double-hybrid

type are tested.

2 Theory

2.1 Thermochemical Calculations in the Condensed Phase

A free reaction energy ΔGr in solution, which is often measured experimentally

under convenient equilibrium conditions for solvent X at temperature T, can be

computed as

Accurate Thermochemistry for Large Molecules with Modern Density Functionals 3



ΔGr � ΔEr gasð Þ þ ΔGT
TRV gasð Þ|fflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflffl}

DFT, RRHO,

low-freq: mode

approx:

þΔδGT
solv solventXð Þ|fflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

COSMO-RS

ð1Þ

where ΔE(gas) is the zero-point-vibrational exclusive reaction energy for the

isolated molecules, ΔGT
TRV(gas) is the thermo-statistical correction from energy

to free energy with translational, rotational, and vibrational contributions, and

ΔδGT
solv is the solvation free energy contribution. For the latter term we employ

the COSMO-RS continuum solvation model [33–35] throughout. It is based on

single point calculations on the default BP86/def-TZVP [36–38] level of theory for

optimized gas phase structures. Consistently, the rigid-rotor-harmonic-oscillator

(RRHO) model is also based on gas phase structures. Note that the normally

small effects stemming from changes of the structure and vibrational frequencies

upon solvation are implicitly accounted for by the COSMO-RS parametrization.

For charged or very polar species, where larger changes are expected, we usually

compute the structure and frequencies at the DFT-D3/COSMO level. Low-lying

vibrational modes (<100 cm�1) are treated by a special rigid-rotor approximation

in order to avoid numerical artifacts in the entropy calculations [39].

Equation (1) can be rearranged to obtain approximate experimental reaction

energies from condensed phase equilibrium measurements and the corresponding

theoretical correction energy terms given above according to

ΔEr gasð Þexptl: � ΔGexptl:
r � ΔGT

TRV gasð Þ � ΔδGT
solv solventXð Þ: ð2Þ

This approach is used to obtain reference reaction energies for three examples

discussed in Sect. 3.2 with which the various DF results are compared. If experi-

mental values are not available, the quantum chemistry “gold standard,” namely

coupled-cluster with single and double excitations and perturbative triple excita-

tions (CCSD(T)), is employed to obtain reference reaction energies directly. For

large molecules it cannot be applied in its canonical form due a steep increase of the

computational effort with the number of correlated electrons. However, CCSD

(T) calculations on larger molecules become computationally feasible if local

correlation approaches are applied. Among the growing number of local coupled

cluster implementations, the recently published DLPNO-CCSD(T) method [40],

which employs pair-natural orbitals (PNOs) and domain-based techniques, seems to

be very promising. It shows near linear scaling of the computation time with the

system size and, hence, molecular calculations with up to 200 atoms and reasonable

valence triple-zeta AO basis sets are possible, although the computational demands

are still significantly higher compared to DFT methods. It has been shown [40] and

confirmed by us [41] that the errors due to the additional approximations in the

DLPNO-CCSD(T) method are small (<1–2 kcal/mol) and well controllable. Using

4 M. Steinmetz et al.



a tight value of the electron pair cut-off (TcutPairs ¼ 10�5 Eh) to ensure that London

dispersion interactions are captured properly, and estimating the remaining basis set

incompleteness error by focal point analysis [42, 43], DLPNO-CCSD(T) offers a

reliable means for obtaining accurate reference reaction energies if experimental

values are missing.

The complete basis set (CBS) DLPNO-CCSD(T) results were estimated from

the following standard additivity scheme for the electronic energy E in which a

correction from a def2-TZVP (TZ) [44] calculation is added to the MP2/CBS result:

E CCSD Tð Þ=CBSð Þ � E MP2=CBSð Þ þ E CCSD Tð Þ=TZð Þ � E MP2=TZð Þ½ �: ð3Þ

Here E(CCSD(T)) refers to a canonical CCSD(T) or for large molecules to a

DLPNO-CCSD(T) energy.

For neutral systems and reaction energies in a “normal” range (10–40 kcal/mol),

the errors of the back-correction scheme as well as residual errors in the DLPNO-

CCSD(T)/CBS treatment (mostly due to basis set extrapolation errors and

non-additivity effects) typically amount to 10% of ΔE, i.e., 2–3 kcal/mol. As will

be shown below this is within the error range of most modern DFs. According to our

experience, the often claimed “chemical accuracy” of about 1 kcal/mol for ther-

mochemistry is unrealistic for large systems from the experimental as well as the

theoretical point of view and the quoted 2–3 kcal/mol should be considered as a

more realistic target.

2.2 The Functional “Zoo”

The “zoo” of density functionals [45] has grown tremendously over the years and it

has become difficult even for an expert in the field to follow all developments

continuously. About a decade ago it was basically sufficient to specify the choice of

the Generalized Gradient Approximation (GGA) flavor in a DF with the amount

of non-local Fock-exchange included (as specified by the mixing parameter ax
[46, 47]). Nowadays, the exchange-correlation energy EXC is composed of more

diverse components. We want to clarify this issue with the help of the general

formula

EXC ¼ EGGA
X þ ENL

X ax; μð Þ þ EGGA
C þ ENL

C ð4Þ

where EGGA
XC represents semi-local GGA exchange-correlation energy components,

ENL
X (ax, μ) is the non-local (NL) Fock-exchange energy determined by the global

mixing parameter ax and possibly the range-separation parameter μ, with the

non-local correlation energy ENL
C describing mostly long-range London dispersion

effects. These three parts constitute three independent “coordinate axes” which

Accurate Thermochemistry for Large Molecules with Modern Density Functionals 5



define the functional space of modern DFT. Because there are many technically and

theoretically different choices for the three parts, and since there is no universally

accepted theory on how to combine them, the number of possible (and probably at

least reasonably performing) DFs is huge. In the spirit of John Perdew’s so-called

“Jacob’s Ladder” scheme [48, 49], however, one can make some general classifi-

cations (cf. Peverati and Truhlar [50]):

• Global hybrids like B3LYP [47, 51] or PBE0 [52, 53] employ standard GGA and

Local Density Approximation (LDA) components and a fixed amount of Fock-

exchange. The hybrids performing optimally for thermochemistry have small ax
values, typically in the range 0.1–0.3. They have been used extensively in

chemistry and recently their theoretical foundation was discussed in some detail

[54]. If properly corrected for London dispersion effects, e.g., by the atom-

pairwise D3 [55, 56] or density-dependent VV10 [57] schemes (i.e., inclusion of

ENL
C , see below), good accuracy for thermochemical properties can be obtained

[50, 58, 59].

• Range-separated hybrids (RSHs) split the two-electron operator based on the

inter-electronic distance into short-range (SR) and long-range (LR) parts, which

are then treated differently. Hirao and coworkers [60] realized this splitting as

r�1
12 ¼ erfc μ � r12ð Þ � r�1

12|fflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflffl}
SR

þ erf μ � r12ð Þ � r�1
12|fflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflffl}

LR

, ð5Þ

where erf(x) is the error function, erfc(x) ¼ 1 � erf(x), and μ is an adjustable

parameter controlling the switch between the two regimes SR and LR. Usually,

the SR part is treated by a conventional GGA while the LR part is considered

“exactly,” i.e., Fock-exchange is taken. Again, such functionals can be

dispersion-corrected for better performance like ωB97X-D or ωB97X-D3
[61, 62]. Note that simple RSHs derived from standard GGA components

perform worse for thermochemistry than global hybrids [58] but improve reac-

tion barriers.

• If ENL
C contains an orbital-dependent term which is computed by second-order

perturbation theory, the functionals are called double-hybrids (DHs). The similar

term “doubly-hybrid” for a linear combination of DFT and MP2 parts was first

coined in Zhao et al. [63] (the term DH was first used in Neese et al. [64]). The

first DF in this class was B2PLYP [65] (for earlier related mixtures of DF and

MP2 components, see [63, 66, 67]). A general expression for the correlation

energy EC in modern DFs is given by

EC ¼ 1� acð ÞEGGA
C þ acE

PT2
C þ Edisp

C , ð6Þ

where ac is a local/non-local mixing parameter (in analogy to the Fock-exchange

mixing parameter ax), E
PT2
C is the standard MP2 correlation energy expression

6 M. Steinmetz et al.



but evaluated with hybrid-GGA orbitals and eigenvalues, and Edisp
C is a further

London dispersion energy correction. In the limit ac ¼ 0 a normal hybrid is

obtained. For the PT2 part, different scale factors for same- and opposite-spin

pair correlation energies in the spirit of the SCS-MP2 method [68, 69] can be

used, increasing robustness in electronically complicated situations and possibly

leading to computational savings. According to extensive benchmarks [58],

DHDFs are the best performing methods in the functional “zoo.” For a thorough

review of DHDFs including extensive benchmarking, see Kozuch et al. [70].

• Dispersion effects are ubiquitous in matter and hence we briefly describe our

recommended procedure for their computation. For reviews on dispersion cor-

rections to DFT and other atom-pairwise approaches, see [28–30, 71–73]. In the

VV10 scheme by Vydrov and van Voorhis [57] (application denoted by “-NL”

or “-V”), which is based on earlier work by Langreth and Lundqvist [74], the

non-local correlation (dispersion) energy takes the form of a double-space

integral

Edisp,VV10
C ¼ 1

2

ðð
ρ rð Þϕ r; r

0
� �

ρ r
0

� �
drdr

0
, ð7Þ

where ρ is the charge density and r and r0 denote electron coordinates. The

different flavors of such density-dependent corrections [57, 74, 75] only differ in

the choice of the non-local correlation kernel ϕ(r, r0). These kernels are physi-

cally based on local approximations to the (averaged) dipole polarizability at

frequency ω (i.e., α(r, ω)). Knowing α at all (imaginary) frequencies leads

automatically, via the famous Casimir–Polder relationship [76], to the long-

range part of the dispersion energy. This clarifies the deep relation to atom-

pairwise methods (e.g., the DFT-D3 [55] approach used here) which employ

these coefficients as basic quantities and replace the charge density by atom-

centered delta functions and the double-integral by a double-sum. The C6

dispersion coefficient for induced dipole–dipole dispersion interacting frag-

ments A and B is given by

CAB
6 ¼ 3

π

ð1

0

α iωð ÞAα iωð ÞBdω: ð8Þ

Higher-order dipole–quadrupole, quadrupole–quadrupole, . . . coefficients

(i.e., C8, C10, . . .) can also be computed by similar formulas [77]. The C6

coefficients (and derived C8) in the D3 method were obtained from a modified

form of this relation where the α(iω) are computed non-empirically by time-

dependent DFT and A and B are reference molecules from which atomic values

are derived [55]. Because the reference system can also be a molecular cluster

modeling a solid environment, special coefficients for atoms in the bulk can be

derived [78] (for a discussion of these atom-in-molecules effects, see Johnson

Accurate Thermochemistry for Large Molecules with Modern Density Functionals 7



[79]). The final form for the DFT-D3 two-body part of the dispersion energy

employs the so-called Becke–Johnson (BJ) damping [56, 71] and truncates the

expansion at C8:

E
disp,D3 BJð Þ
C ¼ � 1

2

X
A6¼B

s6
CAB
6

R6
AB þ f R0

AB

� �6 þ s8
CAB
8

R8
AB þ f R0

AB

� �8 ; ð9Þ

where f(R0
AB) ¼ a1R

0
AB + a2, and a1, a2, s6 and s8 are empirical parameters that

have been determined by a fit to CCSD(T) interaction energies for typical NCI

(i.e., the S66 set [10]). The VV10 functional also contains two empirical

parameters (adjusting the long- and short-range behavior) of which only the

latter is fitted for each DF [59]. The above form of the damping function (which

is similar in VV10) ensures that, for small interatomic distances, the right

constant limit of the dispersion energy is obtained [80]. The D3 or VV10

corrections can be added to all semi-local DFs that are dispersion devoid in

the medium-range regime so that no significant double-counting effects occur.

For DHDFs the correction is scaled to complement the contribution of the

orbital-dependent PT2 part [17] or empirically fitted [70].

Although these DFs do not fully solve the “bouquet of DFT puzzles” [81] (see

also [82]), the modern functionals considered in this work are expected to provide,

for “non-exotic” electronic structure problems, on average a significantly higher

accuracy than what was typically obtained a decade ago. This will be illustrated by

selected sets from our GMTKN30 [17] database and a few “real-life” examples

involving large but in a chemical sense prototypical systems. We consider three

standard dispersion corrected hybrids with two flavors of dispersion correction

(B3LYP-NL, PW6B95-D3, and PBE0-D3), two RSHs which have been constructed

consistently by including dispersion in the empirical fittings ωB97X-D3 [62] and

ωB97X-V [83], and three versions of double-hybrid DFs which are based on

different construction principles (DSD-PBEP86-D3 [84], PWPB95-D3 [17], and

PBE0-DH [85]). The highly parametrized M06-2X meta-hybrid DF [86] is included

because of its widespread use and to investigate the question of how much accuracy

is lost by including only the medium-range dispersion energy [87]. For comparison,

dispersion uncorrected B3LYP results are also given. Table 1 provides an overview

and some properties of the investigated functionals.

Rather important in practical applications is the amount of non-local Fock-

exchange included as determined by the mixing parameter ax (in RSHs the non-

local exchange contribution normally reaches 100% for large inter-electronic

distances). It determines the magnitude of the so-called self-interaction error

(SIE) which leads to too low reaction barriers, too loosely bound electrons, and

over-delocalized electronic structures [88–90]. In particular, these problems may

arise in unsaturated, radical-containing structures. Most DHDFs employ larger ax
values and hence suffer less from SIE because the unwanted effects of the larger

Fock-exchange contribution are compensated by the orbital-dependent correlation
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energy. The influence of SIE on thermochemical properties and its structural

dependence in large systems is much less clear than that of the dispersion energy.

2.3 Technical Details of Quantum Chemical Calculations

The most important issue to consider in practical calculations is the choice of the

one-particle atomic orbital (AO) basis set which is used to expand the orbitals in the

Kohn–Sham approach and to generate excitation spaces in PT2 or CCSD(T)

treatments. While thermochemical results with hybrid DFs are typically already

close to convergence with properly polarized triple-ζ type basis sets (e.g., def2-

TZVP [44] or cc-pVTZ [91]), DHDFs require larger sets due to the presence of the

perturbation term [58]. Therefore, we employ here in single-point energy compu-

tations the def2-QZVP basis deprived of g-functions on non-hydrogen atoms and f-
functions on hydrogen and lithium atoms. In standard notation this basis reads for

first- and second-row elements [7s4p3d2f]/[4s3p2d]. According to many tests

performed over the years for various reactions (see, e.g., [24, 58, 92]), this basis

set level provides reaction energies within 1–2 kcal/mol of the complete basis set

(CBS) limit for the cases considered here. Because basis set effects are largest for

energies but only moderate in structure optimizations (see, e.g., [93]), the def2-

TZVP level is sufficient for the latter purpose and hence most structures are based

on TPSS-D3/def2-TZVP optimizations. The structures in the subsets of the

Table 1 Overview of the investigated density functionals

DF Type Parameters ax Dispersion References

B3LYP-NL GGA hybrid 4 0.2 Density [47, 51, 57,

59]

PBE0-D3 GGA hybrid 3 0.25 Atom-pairs [52, 53, 55,

56]

PW6B95-D3 Meta-GGA

hybrid

9 0.28 Atom-pairs [55, 56,

133]

M06-2X Meta-GGA

hybrid

33 0.54 Densitya [134]

ωB97X-D3 RSH 16 0.195728–1 Atom-pairs [55, 62]

ωB97X-V RSH 10 0.167–1 Density [57, 83]

PBE0-DH GGA DHb None 0.5 Orbitals [85]

PWPB95-D3 Meta-GGA DHc 8 0.5 Orbitals/

atom-pairs

[17, 55, 56]

DSD-PBEP86-D3 Meta-GGA DHd 6 0.7 Orbitals/

atom-pairs

[55, 56, 84]

aLong-range (asymptotic) part not included
b ac ¼ a3x ¼ 0.125
cOpposite-spin correlation energy only, ac ¼ 0.269
dDifferent scale factors for same- and opposite-spin correlation
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GMTKN30 [17] database in Sect. 3.1 were taken without modification. For the

palladium atoms (DIMPD reaction) an ECP (SD(28,MWB) [94]) (and respective

ECP basis set) was used. In this case, the geometries used were obtained on the

PBE-D3/def2-TZVP level. The MP2 energies used in the DLPNO-CCSD(T) cal-

culations are based on def2-TZVP/def2-QZVP extrapolations according to the

procedure of Halkier et al. [95, 96]. For the two-electron Coulomb integrals the

RI-approximation [97–99] was used which speeds up the computations remarkably

without any significant loss of accuracy when optimized auxiliary basis sets

[100, 101] are used. The MP2 results are also based on RI-treatments [102] with

the corresponding exchange-type auxiliary basis sets [103]. All orbital-dependent

correlation energies were obtained within the frozen (chemical) core approxima-

tion. The numerical quadrature grid m5 was generally employed for the integration

of the exchange-correlation contribution. For the M06-2X calculations with ORCA

the larger grid 7 was used because results with this functional are known to be

strongly grid-dependent [58, 104]. Moreover, it was recently reported [105] that the

M06-2X functional produces artificially large basis set superposition errors (BSSE)

even with very large AO basis sets indicating some numerical instability.

All electronic energy and frequency calculations were conducted with

TURBOMOLE [106, 107] or ORCA [108, 109] codes which provide practically

identical results for similar technical settings. The COSMO-RS corrections were

obtained from the COSMOtherm [110] software package. For further numerical

details and discussions of the back-correction scheme, see Grimme [39]. All cal-

culations involved in the DLPNO-CCSD(T) treatment were conducted with the

ORCA code.

3 Examples

3.1 Thermochemical Benchmark Sets

A very convenient and unbiased way to assess the “global” accuracy of DFs is using

the so-called GMTKN30 [17] database developed in our group over several years

[111]. This benchmark covers 30 subsets related to general main group thermo-

chemistry, kinetics, and NCI. In total, it encompasses 1,218 single-point calcula-

tions and 841 data points (relative energies). It therefore turned out to be ideal for

evaluation and development of DFT methods. Here we utilize only parts of the

GMTKN30 database and concentrate on four prototypical benchmarks for “true”

chemical reactions which are described below. Intermolecular NCI have been

studied extensively in recent years [9, 10, 112, 113] and are not considered here.

It is noted that all tested functionals in this work perform well for NCI as long as

they are corrected for long-range London dispersion effects by, e.g., D3 [55, 56] or

NL(VV10) [57, 59] methods. As usual, fixed molecular structures are used and all

energies are vibrational zero-point energy exclusive, which can conveniently be

compared to the result of a standard QC calculation.
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The MB08-165 subset: the “mindless-benchmark” set (MB08-165) was intro-

duced by Korth and Grimme. [16] It contains 165 randomly created so-called

“artificial molecules” (AMs) with varying constituents. For these molecules,

decomposition energies into their hydrides (for the main group elements 1–4) and

homonuclear diatomics (main group elements 5–7) were calculated. For these

reactions, estimated CCSD(T)/CBS reference values were computed. In contrast

to other benchmark sets, MB08-165 is less biased towards certain chemical aspects,

as it contains artificial systems only. Korth and Grimme assessed a variety of

density functionals and could reproduce nicely the Jacob’s Ladder scheme, with

higher rung functionals yielding better results. We chose MB08-165 to be the first

subset of our benchmark study as it can be regarded as one of the most important for

general thermochemistry, in particular in difficult situations when the electronic

structure is not fully clear. Although the stated objective of this investigation is to

focus on non-exotic cases, we believe it is also important to test the limits of DFT.

Compared to the other subsets, it contains a large number of reference values and

rather large reaction energies (117 kcal/mol on average, with an energy range from

�570.6 to 433.7 kcal/mol).

The G2RC subset: contains 25 reactions, whose reactants and products are part

of the G2/97 set of heats of formation [6]. Based on vibrationally back-corrected

experimental data from Curtiss et al. [6], reference energies were calculated. The

G2RC set comprises 47 single point calculations and has an average absolute

reaction energy of 50.6 kcal/mol, with an energy range from �1.0 to

�212.7 kcal/mol. It contains relatively small molecules (benzene being the largest)

but is non-trivial because chemically large structural changes (e.g., transformation

of multiple to single bonds) occur. In contrast to MB08-165, however, it covers

only the conventional chemical space.

The BH76 subset: a fusion of the HTBH38 [114] and NHTBH38 [12] databases

by Truhlar and co-workers. HTBH38 contains forward and reverse barriers of

19 hydrogen atom transfer reactions. NHTBH38 comprises 38 barriers of

19 heavy atom transfer, nucleophilic substitution, unimolecular, and association

reactions. Reference values are based on high-level W1 calculations and “best

theoretical estimates” (see [12, 114] for more details). The combined BH76 test

set involves 95 single point calculations and has an average barrier height of

18.5 kcal/mol, with an energy range from �15.5 to 106.2 kcal/mol. Because the

reaction energy considered always involves a transition state in which chemical

bonds are partially broken, the results are sensitive to the treatment of the SIE in

approximate DF.

The ISOL24-6 subset: Huenerbein et al. recently published a new benchmark set

containing 24 isomerization reactions (ISOL24 [15]) of large molecules covering a

wide range of different compounds, like, e.g., a sugar, a steroid, an organic dye,

hydrocarbons, and large molecules containing heteroatoms. As reference, estimated

SCS-MP3/CBS(TQ) was used. In contrast to the popular ISO34 set [14], which is a

part of GMTKN30, the large size of the molecules casts additional light on effects

that are important in “real life” organic chemistry. These are in particular intramo-

lecular London-dispersion effects. Charged systems are also considered. This set
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has been reconsidered by Truhlar et al. [115] and for a selection of smaller systems

(with 24–35 atoms) new, higher-level CCSD(T) reference values were computed.

The energy range is from 4.7 to 33.5 kcal/mol and the average reaction energy is

13.6 kcal/mol.

The statistical data (mean and maximum deviations) for the four benchmarks

sets are given in Table 2 along with an overall performance measure (mean of the

four MAD values) for each DF. Because the sets are of varying complexity and the

reaction energies are also of different magnitude, we mostly consider the relative

performance of the DF and take the maximum deviation as a measure of robustness

(which should be proportional to the number of expected outliers). We have also

investigated a weighted MAD similar to that of Goerigk and Grimme [17], but have

found virtually no difference in relative performances.

From the mean MAD one can identify three groups of DFs with increasing

accuracy: (1) PBE0-D3, PBE0-DH, and ωB97X-D3 with values in the range 4.5–

5.4 kcal/mol and a largest MaxD value >36 kcal/mol; (2) B3LYP-NL, ωB97X-V,
and PW6B95-D3, with values in the range 3.3–4.1 kcal/mol and largest MaxD

values in the range 17–34 kcal/mol; (3) M06-2X, PWPB95-D3, and DSD-PBEP86-

D3 with MAD values of 1.6–2.5 kcal/mol and largest MaxD values of 13–25 kcal/

mol. According to these four benchmarks, the PWPB95-D3 and DSD-PBEP86-D3

double-hybrids are clearly the best performers. They provide the smallest MAD for

all sets, the lowest mean MAD, and always very low MaxD values. The other

double-hybrid (PBE0-DH) performs less well, which is not unexpected because it

misses a dispersion correction and the non-local perturbation contribution is much

smaller than for the other two DHDFs. The only moderately good result for

ωB97X-V is somewhat disappointing because this functional tries to account for

all exchange-correlation effects, and is based on extensive parametrization and/or

empirical searches for best performing functional components. The improved

Table 2 Statistical results for the thermochemical benchmark sets

MB08-165 G2RC BH76 ISOL24-6 All

MAD MaxD MAD MaxD MAD MaxD MAD MaxD MAD

B3LYP 8.2 32.0 2.6 6.9 4.7 11.0 2.5 4.1 4.5

B3LYP-NL 5.9 23.1 3.2 10.3 6.0 13.1 1.2 2.8 4.1

PBE0-D3 8.9 36.7 7.0 24.6 4.5 14.6 1.0 1.6 5.4

PW6B95-D3 4.8 16.9 3.4 10.2 3.4 9.2 1.5 3.4 3.3

M06-2X 4.8a 25.5a 2.6 6.9 1.3 3.7 1.3 2.1 2.5

ωB97X-D3 8.9 47.0 5.3 15.3 2.6 5.9 1.1 2.8 4.5

ωB97X-V 7.6 33.8 4.3 13.1 1.9 5.2 1.5 3.2 3.8

PBE0-DH 8.5 50.9 6.6 21.8 1.7 5.9 1.3 3.3 4.5

PWPB95-D3 2.6 13.0 2.3 7.6 1.7 5.2 1.0 2.4 1.9

DSD-PBEP86-D3 2.5 14.2 2.2 12.3 1.3 8.3 0.3 0.4 1.6
aTwo cases were excluded because of SCF convergence problems

Mean absolute deviation (MAD), maximum absolute deviation (MaxD), and mean MAD (MAD)

are given in kcal/mol
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accuracy of ωB97X-V compared to ωB97X-D3 at least shows that some progress

can be made even on a relatively high accuracy level at a formal cost lower than for

most DHDFs. The good performance of B3LYP with the density dependent dis-

persion correction is noteworthy and, as mentioned before [59], the combination of

an over-repulsive hybrid GGA part with a (partly overbinding) medium-range

correlation part (VV10) is beneficial due to systematic error compensation.

B3LYP-NL yields mostly small MaxD values and only fails for the barrier heights

(similar to PBE0-D3) due to the SIE introduced by the too small Fock-exchange

component. Although in particular the LYP part in B3LYP is sometimes responsi-

ble for larger errors [17, 116], this functional in dispersion-corrected form (and this

also holds for B3LYP-D3) can still be recommended for thermochemistry at least

for comparison (error estimation) purposes. However, at a similar numerical com-

plexity and empiricism level, PW6B95-D3 provides in general better results and

hence represents our default hybrid DF. It is often close to the performance of

M06-2X which unfortunately is numerically unstable as noted above. Nevertheless,

it is clear that all “modern” functionals perform better than standard B3LYP which

yields large errors, in particular for the MB08-165 and ISOL24-6 sets. The only

moderately positive effect of the NL(VV10) dispersion correction to the B3LYP

results is mostly rooted in the small molecules considered so far. Whether this

picture also prevails in larger, more realistic situations will be discussed below.

3.2 Chemical Reaction Examples

In the following sections we discuss the results for four “real-life” chemical

applications involving rather large systems: the dissociation energy of a substituted

hexaphenylethane (HEXAPE), of a substituted, dimeric hydrochinone derivative

(DHCH), and the ligand exchange and dissociation reaction of a dimeric palladium

species (DIMPD). The last example considers activation of H2 by a so-called

frustrated Lewis pair (FLP) which is a very active field of chemical research

[117]. The results for all tested functionals are given in Table 3; the reaction

formulas and structures are shown graphically in each subsection.

3.2.1 Hexaphenylethane

The predominant view in chemistry is that bulky groups in molecular structures are

more repulsive rather than stabilizing. In particular the widespread misconception

that a tert-butyl group only acts repulsively has recently been challenged by

Grimme and Schreiner who re-investigated the textbook case of hexaphenylethane

(Fig. 1) [118]. The stabilization of normal covalent bonds by dispersion in large

systems is rather obvious from general considerations of the size and distance

dependence of the dispersion energy [31]. Here we discuss a case in which the

dispersion interaction between seemingly “innocent” ligands provides the main

driving force for binding, meaning that without these forces the system would
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Table 3 Results for the four chemical reaction energies ΔE (in kcal/mol)

Reference

HEXAPE DHCH DIMPD FLPH2

33 � 4a 17 � 2b �32 � 3c �21.6d

B3LYP �39.3 �14.6 �11.9 �18.6

B3LYP-NL 35.8 4.4 �34.8 �18.3

PBE0-D3 36.5 3.8 �41.4 �23.4

PW6B95-D3 30.5 1.4 �36.3 �19.3

M06-2X 28.2 8.3 �20.5 �19.1

ωB97X-D3 60.6 12.3 �42.1 �23.3

ωB97X-V 45.6 13.0 �36.6 �22.7

PBE0-DH 5.6 1.7 �28.8 �24.0

PWPB95-D3 41.2 12.6 �39.1 �19.3

DSD-PBEP86-D3 e 27.1 �43.7 �20.8
aBack-correctedΔG value; see Grimme and Schreiner [118]. The experimentalΔG is not precisely

known and a value of zero which is compatible with the observed radical concentration has been

assumed
bBack-corrected experimental ΔG value; see Stephan and Erker [120]
cBack-corrected ΔG value from ITC measurements; see Hansen et al. [41]
dDLPNO-CCSD(T)/CBS value
eNot computed because of technical problems in the perturbation calculation

Fig. 1 Reaction formula and optimized structures for the all-meta substituted hexaphenylethane

(HEXAPE). In the structure on the lower left, hydrogens have been omitted for clarity
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spontaneously dissociate. Hexaphenylethane is known for its inability to form a

stable C(sp3)–C(sp3) single bond [118]. A delicate balance of covalent bonding,

dispersion attraction, and Pauli repulsion forces between the phenyl rings

and attached substituents can be expected when the central C–C bond is broken.

However, why the parent molecule hexaphenylethane cannot be synthesized

but the seemingly sterically more overcrowded all-meta tert-butyl substituted
derivative can be isolated was an open question. It was shown that its thermody-

namic stability and the instability of the parent molecule can be fully explained by

dispersion-corrected DFT computations and that the tert-butyl groups stabilize

the molecule compared to its radical fragments by as much as 40 kcal/mol.

Because the system is very large (212 atoms), and involves open-shell

species and various interaction types, we consider the computation of the disso-

ciation energy ΔE as non-trivial. Unfortunately, the experimental ΔG is not

precisely known. A value around zero with an error bar of �2 kcal/mol is

compatible with the observations [118] from which, after back-correction, a gas

phase ΔE value of 33 � 4 kcal/mol for the formation of the two trityl-type

radicals is deduced.

As can be seen from the results in Table 3, most functionals come close to this

value, but we also note a rather large spread of the computed values (5.6–60.6 kcal/

mol). Because of the missing dispersion effects in B3LYP, its error is huge

(>70 kcal/mol) so that the molecule becomes unbound. In accordance with this

observation, the lowest dissociation energies result from M06-2X and PBE0-DH.

The former DF only includes the medium-range dispersion energy but misses the

important long-range component and the DHF does not include enough dispersion

by the perturbation part as noted above. The other examples discussed below

support this finding and this underbinding tendency of M06-2X was also observed

for non-equilibrium (stretched) van der Waals complexes [119]. Good performers

with values within the error bar of the reference value are B3LYP-NL, PBE0-D3,

and PW6B95-D3 with deviations of about 3 kcal/mol (10%). Considering the size

and complexity of the system, this agreement between theory and experiment is

very satisfactory.

3.2.2 A Zero Free Dissociation Energy Bond

It was recently shown experimentally [120] that the 2,6-di-tert-butyl-4-
metoxyphenoxyl radical dimerizes in solution and in the solid state (Fig. 2). In

the same study, a bond dissociation free Gibbs energy around zero (�0.2 � 0.1

kcal/mol) was measured using optical and IR spectroscopies. The authors also

provided results of DFT calculations in the gas phase in the supporting information.

However, the calculations were done with a rather small basis set and only one DF

was applied without any consideration of solvation effects. Thus, a more detailed

theoretical investigation is justified and we take this example here to test our

selection of modern DFs.
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Similar to the previous example, the dimer is stabilized by dispersion interac-

tions between the tert-butyl substituents on the aromatic ring. While the stabiliza-

tion here is surely smaller than in the case of the HEXAPE, the counteracting Pauli-

repulsion is also smaller, resulting in a similar ΔG value in solution. As will be seen

below, the DFT description of the monomers suffers more from spin-

overdelocalization, which leads to an overstabilization of the monomers with

respect to the dimer. This makes the system, though smaller than the previous

one, very challenging.

The DFT results for the dissociation are given in Table 3. From the experimental

free dissociation energy, a back-corrected value for ΔE of 17 � 2 kcal/mol has

been deduced. Thus, the central C–C bond is even weaker than in the

hexaphenylethane example but, similarly, uncorrected B3LYP yields an unbound

molecule due to missing dispersion effects. Good DF performers are in this case

only the two range-separated DFs and one of the DHDFs with dispersion correction,

namely PWPB95-D3. Even though these functionals counter the SIE to some

degree, they still overestimate the stability of the radicals by 4–5 kcal/mol. It should

be noted here that M06-2X performs better than most other functionals due to its

large amount of Fock-exchange (54%), but cannot match the accuracy of the above-

mentioned methods, which can in part be attributed to the missing long-range

dispersion energy in this functional. The M06-2X value reported here deviates by

about 3 kcal/mol from that given in the original publication (11.6 kcal/mol), which

can be attributed to the basis set superposition error by the small basis used in the

original publication leading to artificial overbinding. The strong overbinding of

DSD-PBEP86-D3 by about 10 kcal/mol with respect to the reference value is

probably related to the higher spin contamination of the monomer compared to

the other functionals.

The system is a good example where consideration of both SIE and dispersion

effects is necessary and that an accuracy of 2–3 kcal/mol or better poses a challenge

for even the most sophisticated DFs.

Fig. 2 Reaction formula and optimized structures for the substituted chinone dimer (DHCH)
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3.2.3 Transition Metal Complex

As a third example, a chemical reaction which involves a di-palladium complex

was studied (see Fig. 3), for which the reaction enthalpy in solution was measured

experimentally by Djukic et al. and back-corrected to pure electronic energies

[41]. In this reaction, the Pd–Pd bond is quenched by a triphenylphosphane ligand,

yielding the corresponding monopalladium complex. The best estimate experimen-

tal reference value for the reaction energy is ΔE ¼ �32 � 3 kcal/mol, whereat the

largest source of error stems from the Gibbs free solvation energy correction (for a

comprehensive discussion including different ligands and methods, see [41]). The

relatively large uncertainty of �3 kcal/mol reflects the problems associated with

obtaining reliable reference values for large systems, and a relative error of about

�5% is a realistic estimate. Hence, it should be emphasized once again that the

term “chemical accuracy” has to be adjusted for the thermochemistry of large

molecules which are the focus of this review. Several KS-DFT methods were tested

concerning their ability to reproduce the experimental reference value of ΔE for the

investigated reaction. For comparison, it should be noted that the plain HF method

predicts the reaction energy qualitatively wrong (endothermic) which clearly shows

that the driving force for this reaction is electron correlation. There is no strong

steric cluttering around the Pd center, and thus it is easily accessible for the ligand

and the base can easily approach the Lewis acid. It is also not the relatively large

medium-range correlation but the significant long-range contribution to dispersion

energy which renders this reaction particularly difficult. Not surprisingly, KS-DFT

Fig. 3 Reaction formula and optimized structures for the palladium dimer ligand exchange

reaction (DIMPD)
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methods without dispersion correction are unable to reproduce the experimental

reference value, e.g., the hybrid functional B3LYP undershoots the reaction energy

by more than 60% and also the M06-2X functional underbinds as noted before. The

best performance of all tested methods is given by B3LYP with NL correction

but the meta-hybrid PW6B95 with D3 correction and the ωB97X-V functional are

also able to reproduce the reaction energy almost quantitatively. Moreover, the

B3LYP-NL reaction energy is in reasonable agreement with the PW6B95-D3

result, thus indicating the D3 dispersion correction is physically sound. The two

double hybrids PWPB95-D3 and DSD-PBEP86-D3 suffer from an overestimation

of the reaction energy on the MP2 level and hence slightly overshoot the reaction

energy. In contrast, the PBE0-DH functional, which does not include the D3

correction, underestimates the reaction energy due to the missing long-range

dispersion interaction. It is encouraging to see that after describing the physics

correctly, i.e., proper treatment of medium and long-range correlation effects,

KS-DFT methods can reproduce the experimental reaction energy with sufficient

accuracy, thus giving the right answer for the right reason. This finding is in

agreement with a previous study of ligand substitution energies for transition

metal complexes [23]. Thus, we are confident that the available modern KS-DFT

methods are also well suited for studying the thermochemistry of larger transition

metal complexes.

3.2.4 Dihydrogen Activation by an FLP

Activation of dihydrogen is typically a domain of transition metal chemistry and

even Nature uses metal centered reactions to split the dihydrogen molecule in the

hydrogenase enzymes. There is a recent development in the use of metal-free

systems for H2-activation. Stephan, Erker, and others have described so-called

frustrated Lewis pairs (FLP), i.e., pairs of Lewis acids and bases, which do not

quench each other due to the steric bulk of their substituents and heterolytically

split the H2-molecule [117, 121]. Phosphane/borane pairs such as the

system considered here (see Fig. 4) react rapidly and effectively with H2 to yield

the corresponding phosphonium cation/hydridoborate anion pair [122]. These

systems have been used as active metal-free hydrogenation catalysts [123] and an

increasing number of related systems that appear in the literature can activate

many other small molecules (e.g., alkenes, CO, CO2, NO [124–127]). The

quantum chemical description of FLP reactions has attracted a lot of interest

recently [92, 128–132]. Here we study the reaction energy of the original

[B(C6F5)3]/[P(tBu)3] system [122] with H2. Because the thermodynamic properties

have never been measured accurately (the reaction is practically irreversible in

common solvents, i.e., ΔG � 0) we take as reference the value of �21.6 kcal/mol

from a DLPNO-CCSD(T)/CBS treatment which should be accurate to about

1–2 kcal/mol. Note that the reaction energy is calculated relative to the weakly
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bound [B(C6F5)3]/[P(tBu)3] donor-acceptor complex and separate H2 and not with

respect to all free reactands (which would lower the reaction energy by about

15 kcal/mol [129]).

As can be seen from Table 3, the DFT results are relatively close to each other

and also to the reference value. The span of the values from �18.3 to �24 kcal/mol

is much smaller than in the previous cases and the DFT results nicely bracket the

DLPNO-CCSD(T)/CBS reference value. Although the structural changes are large,

i.e., splitting of a strong single bond and formation of a zwitterionic structure with

two new bond types, it seems that the FLP reaction is electronically rather easy to

treat by DFT. Part of the reason for this somewhat surprising finding (which,

however, has been noted before for a comparison of MP2, SCS-MP2, and B97-D

methods [129]) is that the non-covalent interactions are similar in the FLP and the

reaction product so that most errors in the theoretical treatment cancel. This view is

supported by the relatively good results of uncorrected B3LYP. The best results

with deviations of only about 1 kcal/mol are provided by ωB97X-V and

DSD-PBEP86-D3. The worst performers are B3LYP-NL and M062-X with devi-

ations of 3.3 and 2.5 kcal/mol, respectively.

4 Summary and Conclusion

The accurate description of the electronic energy part of the thermodynamic

properties in large molecule reactions still represents some challenge to theory.

However, the benchmarks presented and the four “real-life” chemical problems

Fig. 4 Reaction formula and optimized structures for dihydrogen activation by a frustrated Lewis

pair (FLPH2)
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show that significant progress has been achieved in DFT in recent years. The

modern density functionals investigated from hybrid and double-hybrid rungs of

“Jacob’s Ladder” mostly perform very well when properly corrected for long-range

London dispersion effects. The basic reason for this is that larger molecules are

significantly more stabilized by the intramolecular dispersion energy than smaller

ones, and in particular dissociation reactions definitely require dispersion correc-

tions in DFT. This also explains why the long-range dispersion devoid M06-2X

functional performs less well for all larger “real-life” examples. Note that these

findings are not evident from still widely employed small molecule benchmark sets.

Similar conclusions apply to the performance analysis of the dispersion-

uncorrected PBE0-DH double-hybrid functional. In contrast, the “old-fashioned”

B3LYP approach shows reasonably good performance in its tested NL(VV10)-

corrected form. Somewhat better accuracy than with global hybrids – which include

non-locality only for the exchange part – can be achieved with double-hybrids that

include a perturbative orbital-dependent correlation energy. From the three tested

variants, the PWPB95-D3 functional, which is also computationally efficient due to

the use of opposite-spin orbital correlation only, shows the best overall perfor-

mance. The two range-separated functionals tested from the ωB97X family provide

good results in particular when the self-interaction error is relevant (e.g., for

delocalized radicals or reaction barriers) but also some outliers are noted. This is

tentatively attributed to the underlying Taylor-expansion of the B97-type GGA

part. Nevertheless, we reiterate that the error estimates of the experimental mea-

surements of substantial reaction energies in large molecular systems do not justify

the supposition of a chemical accuracy of 1 kcal/mol. Rather, we suggest a

relaxation to 2–3 kcal/mol and note that the modern functionals investigated are

not too far away from this bound. Concerning just the electronic energy we

conclude that DFT in combination with nowadays possible large-scale DLPNO-

CCSD(T) calculations opens a bright future for theoretical thermochemistry.

However, comparisons to experimental data under typical conditions require

inclusion of thermal and entropic effects in the gas phase together with corrections

for solvation. Since solvation and entropic contributions almost never cancel and

some reactions are entirely driven by solvation (e.g., those leading to zwitterions or

ion pairs), their accurate account is mandatory. Comparison of the results from

different continuum solvation models (not shown here) for large but not very polar

systems indicates that an accuracy of 1–2 kcal/mol for the solvation free energy

contribution to a reaction is not easy to achieve. Similar estimates are obtained for

the error of the thermostatistical calculation of reaction entropies. Further work

along these lines together with improved density functionals should allow routine

calculations with 2 kcal/mol accuracy or better for even larger systems than treated

in this review in the foreseeable future.
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74. Dion M, Rydberg H, Schröder E, Langreth DC, Lundqvist BI (2004) Phys Rev Lett

92:246401

75. Lee K, Murray ED, Kong L, Lundqvist BI, Langreth DC (2010) Phys Rev B 82:081101

76. Casimir HBG, Polder D (1948) Phys Rev 73:360

77. Stone AJ (1997) The theory of intermolecular forces. Oxford University Press, Oxford

78. Ehrlich S, Moellmann J, Reckien W, Bredow T, Grimme S (2011) ChemPhysChem 12:3414

79. Johnson ER (2011) J Chem Phys 135:234109

80. Koide A (1976) J Phys B At Mol Phys 9:3173

81. Ruzsinszky A, Perdew JP (2011) Comput Theor Chem 963:2

82. Cohen AJ, Mori-Sánchez P, Yang W (2012) Chem Rev 112:289

83. Mardirossian N, Head-Gordon M (2013) Phys Chem Chem Phys. doi:10.1039/C3CP54374A.

Accepted Manuscript

84. Kozuch S, Martin JML (2011) Phys Chem Chem Phys 13:20104
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124. Mömming CM, Frömel S, Kehr G, Fröhlich R, Grimme S, Erker G (2009) J Am Chem Soc

131:12280

125. Sajid M, Elmer LM, Rosorius C, Daniliuc CG, Grimme S, Kehr G, Erker G (2013) Angew

Chem Int Ed 52:2243
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Density Functional Theory Beyond

the Generalized Gradient Approximation

for Surface Chemistry

Benjamin G. Janesko

Abstract Density functional theory with generalized gradient approximations

(GGAs) for the exchange-correlation density functional is widely used to model

adsorption and reaction of molecules on surfaces. In other areas of computational

chemistry, GGAs have largely been replaced by more accurate meta-GGA and

hybrid approximations. Meta-GGAs and hybrids can ameliorate GGAs’ systematic

over-delocalization of electrons and systematic underestimate of reaction barriers.

This chapter discusses extensions of meta-GGAs and screened hybrids to surface

chemistry. It reviews evidence that GGAs’ systematic underestimate of gas-phase

reaction barriers carries over to reactions on surfaces, and that meta-GGAs and

screened hybrids can improve results. It closes with recent applications and new

work towards more accurate functionals for surfaces. These promising results

motivate further exploration of meta-GGAs and screened hybrids for surface

chemistry.

Keywords GGA • Meta-GGA • Reaction barrier • Screened hybrids • Surface

chemistry
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1 Introduction

1.1 Chemistry on Surfaces

Chemical reactions at surfaces and interfaces are central to many problems in

chemistry. Topical examples include heterogeneous catalysis [1], surface-enhanced

spectroscopies [2], battery technologies and hydrogen storage [3], and nanoscale

devices [4]. Experimental studies of surface chemistry can be challenging. Mea-

surements of molecules’ adsorption, desorption, and reaction on single crystal

surfaces under ultrahigh vacuum have yielded important insights [1] recognized

by the 2007 Nobel Prize in Chemistry [5]. However, connections to practical

surface chemistries often requires bridging the “pressure gap” between ultrahigh

vacuum and industrially relevant high pressures, and the “materials gap” between

single crystal surfaces and industrially relevant nanoparticles or catalysts. These

gaps can play critical roles in surface chemistry. To illustrate, the Fischer–Tropsch

process [6] for converting synthesis gas (CO+H2) to long-chain hydrocarbons is

catalyzed industrially by promoted and nanostructured cobalt [7] and iron [8]

surfaces, but does not occur on single-crystalline surfaces under ultrahigh vacuum

[9]. While there has been substantial progress in experiments bridging these gaps

[10–12], experimental surface science remains challenging. Figure 3 of Maitlis [13]

illustrates the contrast between well-defined experiments on homogeneous catalysts

and the more “impressionistic” data available for heterogeneous catalysts.
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1.2 Simulating Surface Chemistry

Simulations of molecules on surfaces have become essential tools for interpreting

this impressionistic experimental data [14]. Such simulations typically require

electronic structure calculations. Simulations of surface-enhanced spectroscopies

combine classical electrodynamics models [15] with electronic structure calcula-

tions modeling how molecule–surface interactions shift a molecule’s vibrational

spectrum [16]. Simulations of nanoscale device chemistry generally center on

modeling the electronic structure and properties of model devices [17]. Simulations

of heterogeneous catalysis typically begin with electronic structure calculations on

the geometries and adsorption energies of reaction intermediates on catalyst sur-

faces. The resulting potential energy surfaces can be applied in microkinetics

models of reactions at realistic pressures, temperatures, and catalyst compositions

[18–21].

Electronic structure calculations generally model a surface as either a periodic

slab [22] or a finite cluster of surface atoms [23], potentially embedded in a simpler

model background [24]. Cluster models are widely used for insulators, and are

readily applicable to charged species. However, cluster models for metal surfaces

often converge slowly with cluster size [25]. (Differences between calculations at

different levels of theory can converge more rapidly [26].) Electronic structure

approximations applicable to periodic slabs are desirable for treating metal, semi-

conductor, and insulator surfaces on an equal theoretical footing.

1.3 Choice of Electronic Structure Approximation

Electronic structure calculations on molecules, solids, and surfaces typically must

approximate the many-body electron–electron interactions [27]. To be useful, an

approximation should be both accurate enough to make experimentally meaningful

predictions, and computationally inexpensive enough to treat the chosen system in a

reasonable time using available computational resources. Several different elec-

tronic structure approximations have been applied to surfaces. One route uses first

principles ab initio approximations for the many-electron wavefunction. Recent ab

initio calculations on surfaces include coupled cluster [28–31] simulations of

clusters of surface atoms, and quantum Monte Carlo (QMC) [26, 32–35] and

random phase approximation (RPA) [36–42] simulations of periodic slabs. Unfor-

tunately, ab initio methods typically have rather steep computational scaling [27],

making them problematic for large and realistic model surfaces. A second route is

to use tight-binding Hamiltonians. These can be applied to large systems, but

require substantial empirical parameterization and can have limited

transferability [43].
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2 GGAs for Surface Chemistry

2.1 Density Functional Theory

The vast majority of electronic structure calculations on surfaces use Kohn–Sham

density functional theory (DFT) [44, 45]. DFT can often provide acceptable accu-

racy at modest computational expense. Figure 1 illustrates DFT’s dominance in

modeling surface chemistry.

Kohn–Sham DFT models the ground state of an N-electron system as a reference

system of N noninteracting Fermions corrected by a mean-field Hartree interaction,

EH ρ½ � ¼ 1

2

ð
d3r

ð
d3r

0 ρ rð Þρ r
0� �

r
0 � rj j ; ð1Þ

and an exchange-correlation (XC) density functional EXC[ρ] containing all many-

body effects. ρ(r) is the probability density for finding an electron at r. The Kohn–

Sham reference system has the same ρ(r) as the real system by construction. The

exact EXC[ρ] is a unique and variational functional of ρ(r) [44]. The Hamiltonian of

the non-interacting Fermions includes local and multiplicative Hartree and XC

potentials, e.g., vXC(r) ¼ δEXC[ρ]/δρ(r). Practical calculations typically use separate

"- and #-spin densities and Kohn–Sham orbitals. This work suppresses spin depen-

dence for conciseness. All orbitals, densities, density matrices, and exchange energies

are assumed to be spin polarized.

The accuracy and computational expense of a typical DFT calculation is deter-

mined by the one-electron basis set used to expand the reference system’s wave-
function, by any approximate treatments of relativistic effects, reciprocal space, and

core electrons, and by the choice of approximate XC functional. DFT’s success is

Fig. 1 Results of a Web of

Science search for “DFT

catalyst* surface*”

illustrating published

applications of DFT to

heterogeneous catalysis

[46]
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largely attributable to the development of accurate and computationally tractable

XC approximations [47]. Systematically convergent hierarchies of XC approxima-

tions (ab initio DFT) have been developed [48]. However, the vast majority of DFT

calculations use an alternative “Jacob’s Ladder” of approximations [49] based on

the homogeneous electron gas (HEG, ρ(r)¼ constant). The first “rung” of this

ladder is the local spin-density approximation (LSDA) [50, 51] constructed to

reproduce the numerically exact XC energy density [52, 53] of the HEG.

Generalized gradient approximations occupy the second rung of Jacob’s Ladder.
GGAs model the nonunique [54] XC energy density at point r as a function of ρ(r)
and its gradient:

EGGA
XC ρ½ � ¼

ð
d3reGGAXC ρ rð Þ, ��∇ρ rð Þ��� �

: ð2Þ

GGAs tend to improve upon the LSDA for total energies, atomization energies,

and reaction barriers, and expand and soften bonds to (over)correct the LSDA’s
overbinding [55]. Their improved accuracy and computational simplicity makes

them widely applied to periodic slab models for surfaces.

2.2 Design of GGAs

Unlike the LSDA, there is no single “best” choice of a GGA [55]. This flexibility

has been exploited to construct GGAs which perform well for specific aspects of

surface chemistry. In practice, a GGA’s performance is often largely a function of

its exchange enhancement factor FX:

EGGA
X ρ½ � ¼

ð
d3rCXρ

4=3 rð ÞFX sð Þ: ð3Þ

The “exchange” portion of EXC[ρ] ( 4) is defined in terms of the expectation

value of the electron–electron interaction operator, evaluated with the

wavefunction of the noninteracting Kohn–Sham reference system [56]. Coefficient

CX ¼ �3
4

6
π

� �1=3
is from the exact Kohn–Sham wavefunction of the HEG

[57]. s¼ |∇ρ(r)|/(2(6π2)1/3ρ4/3(r)) is the unitless reduced density gradient.

Figure 2 illustrates representative GGAs’ exchange enhancement factors and

their performance for some properties relevant to surface chemistry. The LSDA is

included for comparison. Similar to the LSDA, GGAs with small enhancement

factors (PBEsol [62], AM05 [63], Wu-Cohen [64]) combine accurate lattice param-

eters with overestimated adsorption energies [65]. GGAs with larger enhancement

factors (revPBE [66], RPBE [67], BLYP [68, 69]) improve adsorption energies [67]

and molecular thermochemistry [70] at the expense of lattice parameters and

geometries [71]. PBE [55] and PW91 [50, 72] provide intermediate performance
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[59]. None of these GGAs perform well for gas-phase reaction barrier heights, a fact

central to what follows.

2.3 Dispersion Corrected GGAs

The locality of Eq. (2) prevents it from treating truly nonlocal correlation effects,

including the asymptotic van der Waals interaction between distant closed-shell

uncharged fragments [73]. Over the last decade, substantial resources have been

invested into dispersion corrections for approximate XC functionals [74–76]. Dis-

persion corrections generally improve GGA simulations of molecule-surface

adsorption [77], particularly for larger molecules such as coronene [78] and

perylene derivatives [79, 80]. Dispersion corrections can be critical for some

catalytic processes [37], some dissociation barriers [81], and some reactions of

adsorbed molecules [82]. Dispersion corrections to adsorption energies are also

important for apparent activation barriers on surfaces [83, 84]. However, dispersion
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LSDA -4.59 35.74 17.5 12.0
PBEsol -1.98 28.79 -2.1 13.2 7.4
PW91 1.95 7.46

2.55.016.1-12.52.10EBP
RPBE,revPBE 4.19 -7.89 -1.3 8.1 4.5

3.56.90.1-PYLB

Fig. 2 Top: Exchange enhancement factors of the LSDA and representative GGAs (FX, Eq. (3)).

Bottom: Mean errors in the shortest interatomic distances of 30 transition metals [58]; mean error

in bulk moduli of 30 transition metals [58]; predicted chemisorption energies for CO on Pt(111)

[60]; root-mean-square deviation in BH76 barrier heights and weighted mean absolute deviation in

the GMTKN30 database of gas-phase properties (kcal/mol) [61]. Functionals are approximately

sorted in order of increasing enhancement factor
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corrections generally do not correct GGAs’ systematic underestimate of gas-phase

reaction barriers. This can be seen, for example, in Tables S30–S31 of Goerigk and

Grimme [85], where dispersion corrections slightly degrade PBE’s performance for

the BH76 benchmark set of gas-phase reaction barriers [85–87]. This assertion is

supported by the widespread adoption of dispersion-corrected beyond-GGA func-

tionals in computational chemistry [88–92]. Similar results are seen for reaction

barriers of molecules on surfaces, evaluated with dispersion-corrected GGAs

(Svelle et al. [93], Sect. 4). The studies reviewed below suggest that improving

DFT for surface chemistry requires both dispersion corrections and beyond-GGA

functional forms.

3 Successes of GGAs for Surface Chemistry

DFT calculations with generalized gradient XC functionals have been applied to an

enormous array of problems in surface science. A comprehensive discussion of this

literature would extend to several volumes, and is far beyond the scope of this work.

This section presents a few representative successes connected to our work. Hafner

[94], Greeley et al. [95], and Nørskov et al. [96] provide more extensive recent

reviews.

GGAs are widely applied to determine how surface functionalization of

nanostructures controls their properties. DFT calculations have mapped out the

relationship between edge functionalization and electronic properties of graphene

nanoribbons [4, 17, 97–99], have predicted how adsorbates open a bandgap in

graphene electronics [100, 101], and have motivated studies of other quasi-1D

semiconductors [102]. GGA calculations have also provided mechanistic insight

into ammonia adsorption and reaction on Si(100) surfaces, a process relevant to

chemical vapor deposition of silicon nitride for integrated circuits [103–107].

GGAs are also extensively applied to heterogeneous catalysis. Microkinetics

models of ammonia synthesis over ruthenium nanoparticles, constructed from the

RPBE and PW91 GGAs, reproduce experimental turnover frequencies to within an

order of magnitude [108]. The calculated mechanisms also clarify the role of atomic

steps for the rate-limiting N2 dissociation [109]. Recent GGA calculations give new

evidence for H2-induced CO dissociation on Fischer–Tropsch catalysts [21, 110–

114], a mechanism appearing to show significant structure sensitivity [115]. Studies

of the C–C coupling step in the Fischer–Tropsch reaction point to the importance of

surface carbide species [116]. Several recent simulations of the Fischer–Tropsch

reaction considered the roles of adsorbed promoters which stabilize corrugated

surfaces [117] and block graphitization [118], and adsorbed sulfur poisons which

block CO dissociation [119]. These results have been expanded into complete

microkinetics models of the Fischer–Tropsch reaction [21, 114, 120–123]. Other

studies have considered methanol synthesis and the water-gas shift reaction [124]

over some industrially relevant catalysts [18, 125, 126]. A recent combined com-

putational and experimental study of methanation over nickel catalysts further
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illustrates the value of GGA calculations for interpreting experiment [112]. GGA

calculations have also provided atomic-scale explanations for the catalytic activity

of gold nanoparticles, particularly bound to defective metal oxide supports

[127–131]. Newer GGAs resolve the “CO/Pt(111) puzzle,” in which standard

GGAs’ over-delocalization leads to qualitatively incorrect site dependence for

CO adsorption on coinage metals [132]. Perhaps most importantly, GGA calculations

have yielded general insights into periodic trends in adsorption [133, 134] and

reactivity [135, 136] on catalyst surfaces.

A particularly interesting set of recent studies use GGA calculations to design
new heterogeneous catalysts. Such studies often begin by identifying descriptors,

such as adsorption or dissociation energies, which can be correlated with a cata-

lyst’s overall performance [137]. Typical calculations yield a “volcano plot” of

catalytic activity vs descriptor, with optimal catalysts having intermediate values of

the adsorption or dissociation energy [138]. GGA calculations of the descriptor on

many model catalysts are then used to identify optimal candidates. GGA calcula-

tions on CO adsorption energies predicted that nickel-iron alloy catalysts could

outperform more expensive pure Ni for CO methanation [139], a prediction subse-

quently verified by experiment [140]. GGA calculations were used to identify

methylene chemisorption energies as a good descriptor for ethylene hydrogenation,

and subsequently to identify novel nickel-zinc alloy catalysts [141]. GGA calcula-

tions on H2 chemisorption energies were also used to identify near-surface alloy

hydrogenation catalysts [142]. Nørskov et al. [143] reviews this active field.

4 Limitations of GGAs for Surface Chemistry

The successful applications reviewed above are all the more remarkable given the

limitations of the GGA form. The large errors for gas-phase reaction barriers in

Fig. 2 are not a special case, but are a general property of GGAs. GGAs system-

atically over-delocalize electrons [144–146] and overstabilize systems such as the

stretched bonds of transition states. These errors are well known in the computa-

tional chemistry literature [86, 87, 147–154]. They have led to GGAs being almost

entirely superseded in the computational chemistry community. (See, for example,

the discussion of Fig. 1 in Burke [47].) The XC functionals which replaced them are

discussed in Sect. 5.

The aforementioned difficulties of surface chemistry mean that there are rela-

tively few experimental or computed benchmarks available to test GGAs’ perfor-
mance on surfaces. GGAs’ limitations for surface chemistry are thus less well-

characterized, and arguably less appreciated, than their limitations for molecules.

However, available evidence strongly suggests that GGAs’ errors for gas-phase

barriers carry over to reactions of molecules on surfaces. The LSDA and the BP86

[50, 68] and BLYP GGAs underestimate QCISD(T) barriers for H2 dissociation on
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gas-phase silanes and a cluster model for Si(100) [155]. The PW91 GGA underes-

timates experimental [156] and quantum Monte Carlo [26] adsorption barriers for

H2 dissociative adsorption on Si(100). The PW91, PBE, and RPBE GGAs all

underestimate the QMC barrier for H2 dissociation on Mg(0001) [32]. PBE also

underestimates QMC barriers for hydrogen abstraction by styrene radical on

hydrogen-terminated Si(001) [33]. A series of studies by Bickelhaupt and

coworkers show similar GGA errors for small organic molecules reacting with

atomic Pd [157–159]. We found comparable errors in several GGAs’ predicted
dissociation barriers for H2 dissociation on Au3 and Ag3 clusters [160]. The BP86

GGA severely underestimates completely renormalized coupled cluster reaction

barriers for methanol oxidation on Au�8 [31]. PW91 underestimates both coupled

cluster reaction barriers for water splitting on an Fe atom, and RPA barriers for

water splitting on Fe(100) [41]. PBE underestimates the barrier to O2 sticking on a

cluster model of Al(111) [161], and PBE and RPBE incorrectly predict barrierless

O2 dissociation on Al(111) slabs [162]. (While this is attributed to spin selection

rules [162], recent hybrid DFT calculations [163] suggest that the GGA’s limita-

tions also play a role.) PBE and PW91 also incorrectly predict barrierless dissoci-

ation of H2O2 on cluster models of zirconium, titanium, and yttrium oxide surfaces

[164]. Dispersion-corrected PBE calculations systematically underestimate the

experimental reaction barrier to alkene methylation over a slab model zeolite

catalyst [93]. We showed that the LSDA, the PBE, and revPBE GGAs underesti-

mate the coupled cluster barrier for NH3 dissociation on a cluster model of the

reconstructed Si(100) surface, with differences between GGAs and beyond-GGA

functionals persisting on larger clusters and periodic slabs [165]. GGAs also

incorrectly predict the relative barriers to inter- vs intra-dimer NH3 dissociation

[104–106, 166, 167]. The LSDA and the PBE, PW91, and revPBE GGAs tend to

underestimate diffusion Monte Carlo calculations for diffusion barriers (i.e.,

adsorption energies at different sites [168]) of adatoms on graphene [34, 169].

PBE also underestimates accurate reaction barriers for hydrogenation of graphene

model compounds [30]. Other relevant GGA errors include overbinding of Cu on

cluster models of the MgO(001) surface [170], and qualitatively incorrect spin

distributions for defects on titania [171] and ceria [172] surfaces.

A particularly instructive illustration of GGAs’ strengths and limitations comes

from the aforementioned careful and insightful study of ammonia synthesis over

ruthenium [108]. As discussed above, microkinetics models constructed from the

PW91 and RPBE GGAs both predicted overall turnover frequencies within an order

of magnitude of experiment. However, PW91 predicted that the rate-limiting N2

dissociation barrier was 0.6 eV lower than the RPBE barrier. This corresponds to an

enormous ten orders of magnitude discrepancy in the room-temperature Arrhenius

rate constant. At least one of the predicted mechanisms thus enjoyed substantial

error cancellation between inaccurate adsorption energies and reaction barriers.

The authors explicitly characterized this error cancellation, stating that PW91

calculations “increased the coverage . . . and decreased the number of free sites

for dissociation” [108]. While such error cancellations are acceptable for some
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applications, improvements are clearly desirable. This result illustrates the handi-

caps faced by computational surface scientists, and motivates the development of

new approximations.

Several groups have attempted to remedy these issues with new GGAs. Some

explore parameterized GGA forms similar to those pioneered in Becke [173]. The

BEEF-vdW dispersion-corrected GGA incorporates 31 empirical parameters fitted

using Bayesian error estimation [174]. Calculations using this functional accurately

treat a wide variety of properties, from small-molecule heats of formation and

noncovalent interactions to lattice constants, bulk moduli, and chemisorption ener-

gies [174]. Applications to metal–carbon bond formation from hydrogenation of

supported graphene [175] and chemisorption on zeolites [176] leverage its strengths

for noncovalent interactions. A study of CO2 hydrogenation even points to

improvements over RPBE for some reaction barriers on surfaces [177]. However,

BEEF-vdW still gives a 0.26 eV mean absolute error in representative gas-phase

reaction barriers [150], comparable to RPBE (0.27 eV), and significantly larger than

the B3LYP global hybrid (0.17 eV) [174]. This is especially noteworthy given that

B3LYP is, for a hybrid functional, not particularly accurate for reaction barriers.

(To illustrate, the HISS screened hybrid discussed in Sect. 5.3 gives mean absolute

errors of 1.7 and 1.8 kcal mol–1 in the HTBH38/04 and NHTBH38/04 test sets of

gas-phase reaction barriers [86, 87], significantly smaller than B3LYP errors 4.23

and 4.34 kcal mol–1 obtained with a different computational setup [87].) The

SOGGA11 [178] and non-separable N12 [179] GGAs, which respectively incor-

porate 18 and 24 empirical parameters, also give fairly large errors in these test sets

[180]. These errors are dramatically reduced by the empirical meta-GGAs

discussed in Sect. 5.4 [180].

“Specific reaction parameter” GGAs interpolating between, for example, PW91

and RPBE have also been proposed [181]. The interpolations are not guaranteed to

be transferable, and require fitting to known experimental values. Interpolations can

also be problematic where the known experimental value is not bracketed by two

different GGAs [182]. GGAs’ systematic underestimate of reaction barriers appears

to make this circumstance rather common. Indeed, specific reaction parameter

functionals originally tuned a hybrid functional’s GGA term and fraction of exact

exchange [183], exploiting the effects discussed in Sect. 5.1. Unfortunately, it

appears that this “Procrustean dilemma” (Perdew et al. [62]) is an inherent

limitation of the GGA form. This fact motivates exploration of methods beyond

the GGA.

5 Beyond the GGA

DFT calculations on small and medium-sized molecules almost exclusively use

beyond-GGA approximations for the exchange-correlation functional [47]. Exten-

sion of these methods to surface chemistry offers a potential solution to the
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dilemma presented in Fig. 2. This section focuses on screened hybrids and meta-

GGAs, two beyond-GGA approximations that show particular promise for surface

chemistry.

5.1 Hybrid XC Functionals

DFT’s widespread adoption for computational chemistry [47] is arguably directly

attributed to the ability of fourth-rung “hybrid” XC approximations to outperform

Hartree–Fock theory and second-order many-body perturbation theory for chemical

bond breaking. Hybrid functionals [56] incorporate a fraction of exact exchange:

E ex
X ρ½ � ¼ �1

2

ð
d3r

ð
d3r

0
��γ r; r

0� ���2
r� r

0j j : ð4Þ

Here, γ(r, r0) is the nonlocal one-particle density matrix of the noninteracting

Kohn–Sham wavefunction, constructed from the occupied orbitals of the Kohn–

Sham wavefunction {ϕi(r)} as γ(r, r0) ¼ Σiϕi(r)ϕi * (r
0). These orbitals and density

matrices are thus implicit density functionals. Equation (4) provides the exact XC

functional for one-electron systems, where it exactly cancels the Hartree

interaction.

Admixture of a fraction of Eq. (4) to a GGA is justified by an adiabatic connection

between the real system and the noninteracting Kohn–Sham reference [56, 184].

Such admixture corrects GGAs’ over-delocalization, improving the prediction of a

variety of properties including reaction barrier heights [146]. GGA calculations with

more localized Hartree–Fock orbitals [153, 185], self-interaction corrections [186],

and explicit constraints on localization [187] all give related improvements.

Hybrid functionals’ success can be rationalized in terms of GGAs’ simulation of

nondynamical correlation [188]. Briefly, the many-body correction to the Hartree

interaction may be modeled as a “hole” hXC[ρ](r, r0) in the electron density about an
electron at point r [145]. The total Hartree +XC energy becomes

EHXC ρ½ � ¼ 1

2

ð
d3rρ rð Þ

ð
d3r

0 ρ r
0� �þ hXC ρ½ � r; r0� �

r� r
0j j : ð5Þ

The XC hole is delocalized in systems such as stretched Hþ
2 , where hXC[ρ]

(r, r0)¼ – ρ(r0). Nondynamical correlation in stretched covalent bonds localizes

the XC hole about r, such that (for example) an electron on the left atom in stretched

singlet symmetric H2 pushes the other electron to the right atom. GGA exchange

functionals use localized exchange holes by construction. Thus, GGA “exchange”
in practice models both exchange and nondynamical correlation [189].

Unfortunately, this rather crude model tends to overestimate nondynamical

correlation and overbind. It is especially problematic in stretched Hþ
2 and other
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odd-electron bonds [190]. (Notions of self-interaction error [144, 191, 192], delo-

calization error [193], exact constraints on the XC hole [194], and symmetry

breaking [195] provide additional insights into these effects.) Exact exchange

admixture tunes this model, providing a surprisingly effective treatment of chem-

ical bonding.

It is worth noting another useful aspect of hybrid functionals. Generalized

Kohn–Sham calculations with a nonlocal XC potential vXC(r, r
0)¼ δEXC/δγ(r, r0)

approximate the exact functional’s derivative discontinuity, allowing occupied-

virtual orbital energy gaps to better approximate fundamental band gaps better

[196–198]. Kohn–Sham calculations with hybrid functionals require the local and

multiplicative effective potential δEex
X [ρ]/δρ(r), typically constructed with opti-

mized effective potential methods [199–201] or variants thereof [202]. Cohen

et al. [197] provides a particularly useful illustration of the differences between

Kohn–Sham and generalized Kohn–Sham calculations.

5.2 Hybrid Functionals’ Limitations

Hybrid functionals have three limitations which are particularly relevant to surface

chemistry. First, the optimal fraction of exact exchange is not known a priori, but

depends on the role of nondynamical correlation in the system or property of

interest. In practice, simple global hybrids typically require ~20% exact exchange

for accurate thermochemistry [203, 204], ~40–50% exact exchange for kinetics

[205], 100% exact exchange far from finite systems where Eq. (4) is the exact XC

functional [206–208], and relatively small exact exchange admixtures for many

organometallic properties [209, 210]. Figure 3 illustrates how this is problematic

for reactions on metal surfaces. Other implications for surface chemistry are

discussed in Hafner [211]. (The “+U” method, where the Kohn–Sham reference

system includes a Hubbard repulsion on special sites [212], has similar issues

centered on choosing the magnitude of U [213].) There has been substantial interest

in overcoming this limitation through system-dependent [214–219] or position-

dependent [220–222] exact exchange admixture, or through more sophisticated

mean-field models of the XC hole [223, 224]. However, existing position-

dependent “local hybrids” are not unambiguously more accurate than global

hybrids [222, 225], and system-dependent exact exchange admixture can introduce

size consistency issues [217].

Other limitations for surface chemistry arise from the long-range piece of exact

exchange (large |r� r0| in Eq. (4)) Evaluating this long-range contribution is

computationally expensive in metallic systems where the Kohn–Sham γ(r, r0)
delocalizes over a large range of |r� r0| [226]. (More sophisticated treatments of

this term have been proposed [227, 228].) Additionally, long-range exact exchange

is exactly cancelled by higher order electron correlation effects in the HEG, and
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approximately cancelled in metals [229, 230]. There are thus relatively few global

hybrid DFT calculations on periodic metal slabs [161, 163, 231–233].

5.3 Screened Hybrids

Screened hybrid functionals [234, 235] rigorously [236] cut off the problematic

long range of Eq. (4), sacrificing [237] an exact treatment of density tails [206–208]

to enable facile treatments of periodic systems. The HSE06 screened hybrid [235,

238, 239] includes 25% of the error-function-screened exact exchange:

ESR�ex
X ρ½ � ¼ �1

2

ð
d3r

ð
d3r

0
��γ r; r

0� ���2
r� r

0j j erfc ω
��r� r

0 ��� �
: ð6Þ

This is combined with 75% screened PBE exchange and 100% long-range PBE

exchange and PBE correlation. Screened PBE exchange is constructed from

explicit models [240, 241] of the angle- and system-averaged PBE exchange hole

of Eq. (5):

ESR�PBE
X ρ½ � ¼

ð
d3reSR�PBE

X ρ rð Þ,∇ρ rð Þð Þ; ð7Þ

eSR�PBE
X ρ rð Þ,∇ρ rð Þð Þ ¼ �1

2
ρ rð Þ

ð
d3r

0 hPBE
X ρ rð Þ,∇ρ rð Þ, ��r� r

0 ��� �
r� r

0j j erfc ω
��r� r

0 ��� �
:

ð8Þ

Exchange screening accelerates hybrid DFT calculations on periodic systems.

Calculations with atom-centered basis functions can integrate |r – r0| over a reduced
number of replica cells [242]. Calculations with plane-wave basis functions can

Fig. 3 Schematic of the

optimal admixture of exact

exchange in various regions

of a reaction on a metal

surface
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downsample the k-space mesh for reciprocal space integration [226]. HSE06 is

implemented in standard codes [243–245] and has been extensively applied to

semiconductors [246, 247].

As for global hybrids, screened hybrids’ optimum fraction of exact exchange and

optimum screening parameter ω are not known a priori. The HSE06 exact exchange

admixture comes from perturbation theory arguments [248], and the screening

parameter is chosen empirically [235, 238]. Both parameters significantly affect

the functional’s computational cost in solids, and its performance for many prop-

erties [238, 249]. For example, while the HSE06 screening parameters appear

nearly optimal for semiconductor bandgaps [250], they underestimate the bandgaps

of large-gap insulators [218] and overestimate metals’ energy bandwidths

[226]. (Marques et al. [218] gives a particularly enlightening perspective on this

effect, based on a relation between generalized Kohn–Sham equations with a

screened hybrid functional and many-body GW calculations [251] with an effective

static dielectric constant.) This has led to the exploration of several other screened

hybrid forms [153, 252–257]. The “middle-range” screened hybrid HISS [152, 258]

shows particular promise for surface chemistry. HISS uses a second screening

function to include additional exact exchange at moderate |r – r0|. HISS accurately

treats semiconductor bandgaps and lattice parameters [259], as well as some

reactions on surfaces [165, 169]. Its more aggressive screening reduces its compu-

tational cost relative to HSE06 [259].

5.4 Meta-GGAs

A second route to fixing GGAs’ limitations is third-rung functionals incorporating

the noninteracting kinetic energy:

τ rð Þ ¼ 1

2

X
i

∇ϕi rð Þj j2 ¼ 1

2
lim
r
0!r

∇r �∇r
0 γ r; r

0
� �

; ð9Þ

EmGGA
XC ρ½ � ¼

ð
d3remGGA

XC ρ rð Þ, ∇ρ rð Þj j, τ rð Þð Þ: ð10Þ

Meta-GGAs may also use the density Laplacian, which incorporates information

similar to τ [260]. Meta-GGA calculations are not much more expensive than

calculations with GGAs [209, 261]. This makes meta-GGAs particularly attractive

for calculations on solids and surfaces. Early meta-GGAs [262, 263] showed

promise for properties such as surface energies [264] and molecular thermochem-

istry [261, 265]. However, their adoption was limited by the fact that they are only

comparable to GGAs for lattice parameters [263] and gas-phase kinetics

[266]. Modifications improving lattice parameters [267] do not improve reaction

barriers [180]. This performance was somewhat disappointing, given that Eq. (9)
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should contain some information about the short-range nonlocal one-particle den-

sity matrix of Eq. (6), which clearly improves hybrid functionals’ performance.

A breakthrough came with the demonstration that the M06-L meta-GGA

containing 37 empirical parameters can treat many properties, from lattice param-

eters to molecular thermochemistry to reaction barriers, with accuracy approaching

hybrid functionals [268, 269]. Reverse-engineering M06-L [270] showed that part

of its success comes from the inclusion of t– 1¼ τ/τHEG. Here τHEG¼ (3/10)

(6π2)2/3ρ5/3 equals τ in the HEG. t–1 can differentiate covalent vs non-covalent

interactions [270]. The success of M06-L motivated subsequent development of

minimally empirical meta-GGAs based on α¼ (τ–τW)/τHEG, where τW¼ |∇ρ|2/
(8ρ)� τ, equals τ in one-electron systems [271–273]. Viewed from this perspective,

M06-L becomes a meta-GGA form fit to the exact functional (which would

presumably give zero error in the fitting set), whose fitting coefficients revealed

meta-GGAs’ previously unrecognized possibilities. Other empirical meta-GGAs

have also been explored [180, 274]. These new meta-GGAs are designed in part to

overcome the oscillatory behavior of M06-L [275].

6 Beyond the GGA for Surface Chemistry

The methods introduced in Sect. 5 have begun to be applied to chemistry on

periodic slab model surfaces. Results to date indicate that these new methods

have a great deal of potential, and point to some remaining limitations which

motivate further development.

6.1 Recent Applications

One important series of studies applies the M06-L meta-GGA to molecule-surface

adsorption. Hammer and coworkers showed that the M06-L meta-GGA accurately

treats “medium-range” noncovalent interactions for adsorbates on graphene

[270, 276, 277], despite its lack of true long-range correlation [278]. The authors

have applied M06-L in subsequent studies of hydrogenation [279] and CO interca-

lation [280] of supported graphene, and of RS-Au-SR “staple” motifs [281] in

alkanethiol monolayers on Au(111) [282].

Another important milestone concerns treatments of CO on noble metal surfaces

[132]. The HSE03 screened hybrid and the M06-L and revTPSS meta-GGAs all

improve the binding site preference. The meta-GGAs correctly predict that CO

preferentially adsorbs atop a single Pt atom on Pt(111), along with encouraging

accuracy for lattice constants, surface formation energies, and adsorption energies

[283, 284]. HSE03 provides the correct site preference for CO on Cu(111) and Rh

(111) surfaces. While it still fails for Pt(111), it reduces the top-fcc energy differ-

ence relative to PBE [231]. HSE03 shows similar trends for CO adsorption on the

terraces of stepped Rh(553) [59].
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A third application is to adsorbates and defects on metal oxide surfaces. These

studies build upon screened hybrids’ successes for modeling electrons localized in

bulk defects [246, 285, 286]. HSE06 and the B3LYP global hybrid were used to

analyze Au adatoms on ceria defects [172], a system where GGAs’ over-

delocalization leads to qualitatively incorrect results [213, 287]. HSE was used to

check PBE+U calculations on ceria-supported vanadia catalysts [288], to confirm

conclusions about the reactivity of oxygen vacancies on titania surfaces [289], and

to check the spin polarization of graphite surface defects [290]. Pacchioni [291]

reviews some other relevant studies.

There have been relatively few applications of meta-GGAs and screened hybrids

to reaction barriers of molecules on surfaces. However, results to date suggest that

these functionals’ improvements for gas-phase barriers carry over to surfaces.

Unlike the PBE and RPBE GGAs [162], the HSE06 screened hybrid and PBE0

global hybrid predict a substantial barrier to O2 dissociation on Al(111) slabs

[163]. (As discussed above, this failure of GGAs was previously attributed entirely

to spin selection rules for triplet O2 dissociation [162].) M06-L predicts reasonable

binding energies for molecules on zeolite catalysts [83], and has been applied to

heterogeneous catalysis by zeolites and metal-oxide frameworks [292, 293]. We

showed that the HSE06 and HISS screened hybrids, and the M06-L meta-GGA,

improved upon GGAs’ underestimate of the dissociation barrier for ammonia

dissociation on a cluster model of Si(100). Similar trends were seen for calculations

on Si slabs [165]. We also showed that HSE06, HISS, and M06-L improve GGAs’
underestimated diffusion barriers for adatoms on graphene [169] and H2 dissocia-

tion on gold and silver clusters [160]. Interestingly, the TPSS meta-GGA increases

the too-low PBE barriers for H2 dissociation on reconstructed Si(001) surfaces,

despite the two functionals’ similarity for gas-phase barriers [266].

6.2 Limitations

Some studies have identified limitations of existing beyond-GGA functionals for

surface chemistry. Lousada et al. [164] shows that, similar to GGAs, M06-L pre-

dicts a qualitatively incorrect barrierless dissociation of H2O2 on metal oxides.

Valero et al. [294, 295] shows that M06-L is problematic for the frequency shifts of

CO and NO on nickel and magnesium oxides. These errors are mitigated by global

hybrids [294, 295]. The M06-L and TPSS meta-GGAs do not improve upon the

dispersion-corrected B97-D GGA for the aforementioned problem of methanol

oxidation over Au�8 , giving mean unsigned errors in reaction barrier heights of

10.1, 9.2, and 7.4 kcal mol–1, respectively [31]. However, the B3LYP and M06

[269] global hybrids improve upon B97-D, with errors of 3.6 and 3.9 kcal mol–1.

HSE06’s overestimated metal bandwidths [226] appear to contribute to its afore-

mentioned problems for CO on Pt(111) [231]. The B3LYP global hybrid has other
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problems for metals, which arise because its GGA for correlation [69] does not

recover the correct HEG behavior [296].

6.3 Systematic Trends

Our recent extension [169] of diffusion Monte Carlo studies on adatom adsorption

and diffusion over graphene [34] provides a systematic illustration of how screened

exchange affects the Procrustean dilemma [62] faced by GGAs for surface chem-

istry. Part of that study considered systematic modification of the PBE GGA by

both rescaling of the exchange enhancement factor (FX¼ βFPBE
X , see (3)), and

admixture of a fraction α of screened exact exchange. (Put another way, changing

β is similar to specific reaction parameter GGAs used for surface chemistry

[181, 182]. Changing α is similar to the original specific reaction parameter global

hybrids [183]). Figure 4 illustrates how changing β and α affect representative

surface and molecule properties. The left panel shows calculated adsorption ener-

gies and diffusion barriers for O atom on graphene, compared to the diffusion

Monte Carlo results of Hsing et al. [34]. The right panel shows errors in standard

sets of gas-phase molecular thermochemistry and kinetics [297]. Computational

details are in Barone et al. [169].

Figure 4 shows that GGA rescaling β simultaneously changes both adsorption

energies and reaction barriers, and that no value of β can treat both properties.

Figure 3 of Barone et al. [169] shows that a simple dispersion correction increased

the GGA chemisorption energies, but did not affect reaction barriers. This is

consistent with the results of Fig. 2 and with the limitations of empirical GGAs

discussed in Sect. 4. In contrast, screened exchange admixture α increases both
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Fig. 4 Systematic variations in GGA enhancement factor FX¼ βFPBE
X (dotted lines) and screened

exchange admixture α (solid lines). β¼ 1, α¼ 0 is the PBE GGA, β¼ 1, α¼ 0.25 is the HSE06

screened hybrid. Left: Diffusion barrier vs adsorption energy for O on graphene. Right: Mean

signed errors in gas-phase BH6 [297] kinetics vs AE6 thermochemistry. “Ref.” are diffusion

Monte Carlo from Ren et al. [34] (left) and zero mean signed error (right). Adapted with

permission from Barone et al. [169]. Copyright 2013 American Chemical Society
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surface diffusion barriers and molecule reaction barriers, while maintaining rea-

sonable thermochemistry and atomization energies. The results suggest that

screened hybrids have the potential to improve reaction barriers on surfaces, just

as global hybrids improve gas-phase reaction barriers.

7 New Frontiers

Meta-GGAs and screened hybrids are not yet standard methods for simulating

heterogeneous catalysis or surface chemistry. Additional work is needed to under-

stand better their strengths and limitations, and to develop more accurate exten-

sions. This section briefly reviews selected recent work along those lines, focusing

on results from the author and his collaborators.

7.1 Dispersion-Corrected and Empirical Screened Hybrids

Barone et al. [169] suggests that GGAs’ limitations for dispersion interactions and

reaction barriers are largely orthogonal. Dispersion-corrected screened hybrids

could in principle combine the aforementioned successes of dispersion corrections

for adsorption energies and hybrid exchange for reaction barriers. A dispersion-

corrected screened hybrid was recently benchmarked for rare-gas solids [255], and

applied to C–H bond cleavage in crystalline polyethylene [298] and Au adatom

adsorption on defective CeO2(111) [172] mimicking ceria-supported gold catalysts

[299]. Dispersion-corrected PBE and HSE calculations gave similar barriers to

tetrachloropyrazine chemisorption on Pt(111) [300]. Dispersion-corrected global

hybrids have also been applied to some molecular crystals [301], crystalline poly-

mers [302], and surface chemistry [303].

It is interesting to consider whether empirical functional forms [173, 174, 179,

180] could benefit from screened exchange admixture. Perverati and Truhlar [257]

proposed screened hybrids built upon the parameterizations of [179, 180].

These functionals improve upon HSE06 for gas-phase reaction barriers and

some lattice constants [257]. They show modest promise for binding and relative

energies of water clusters, properties which appear to be improved by dispersion

corrections [304]. However, they have not yet been extensively tested for surface

chemistry.

7.2 Rung 3.5 Functionals

We have proposed a new class of approximate functionals constructed to be

intermediate between third-rung meta-GGAs and fourth-rung screened hybrids.
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Rung 3.5 functionals replace one of the one-particle density matrices in ( 4) with a

GGA model density matrix γGGA:

E
Q
X ρ½ � ¼ �1

2

ð
d3r

ð
d3r

0 γ r; r
0� �
γGGA ρ rð Þ,∇ρ rð Þ, r� r

0� �
r� r

0j j : ð11Þ

The integrand of (11) is symmetrized in r, r0 before use. The GGAmodel density

matrix is implicit in the construction of the GGA exchange hole of Eq. (8):

hGGA
X ρ rð Þ,∇ρ rð Þ, r� r

0�� ��� �
¼ �1

2
ρ�1 rð Þ γGGA ρ rð Þ,∇ρ rð Þ,r� r

0
� ���� ���2

� �
Ω

, ð12Þ

where h . . . iΩ denotes angle averaging. Most existing exchange hole models treat

the angle- and system-averaged hole [240, 241], while γGGA is explicitly not angle

averaged [305]. γGGA, similar to hGGAX , decays rapidly in |r – r0| by construction,

aiding evaluation of Eq. (11) in metals. (Recall from Sect. 5.1 that this localization

is central to the GGA “exchange” functionals’model of nondynamical correlation.)

γGGA also tunes the amount of nonlocal information incorporated at each point,

potentially providing a route to simultaneously treating several of the regions in

Fig. 3. (Note that Eq. (11) cannot include 100% long-range exact exchange, and is

not exact for one-electron regions.) Rung 3.5 functionals thus have the potential to

address all three limitations of exact exchange admixture discussed in Sect. 5.1.

Janesko [306] reviews our applications of Rung 3.5 functionals. Benchmarks for

molecular thermochemistry and kinetics show that they can provide accuracy

intermediate between standard GGAs and screened hybrids.

Table 1 presents previously unpublished results applying the Rung 3.5 func-

tional Π 1PBE [305] to ammonia dissociation on Si(100). Π 1PBE admixes 25% of

Eq. (11) to the PBE GGA, using a model density matrix γPBE constructed to

reproduce the PBE exchange enhancement factor. Calculations use a small cluster

model (nine Si atoms) from Sniatynsky et al. [165]. The Rung 3.5 reaction barrier is

between the third-rung TPSS meta-GGA and the fourth-rung HSE06 screened

Table 1 Adsorption and

dissociation of NH3 on Si

(100)

Method ΔEads ΔE{ ΔErxn

PBE �1.01 0.67 �0.99

TPSS �0.97 0.71 �1.15

Π 1PBE �1.11 0.74 �1.03

HSE06 �1.13 0.80 �1.11

ref �1.08 0.86 �1.19

Calculated Si–NH3 adsorption energy ΔEads, and dissociation

barrier ΔE{ and reaction energy ΔErxn (eV) for adsorbed NH2–

H bond dissociation. Results for NH3 adsorbed to a cluster model

for the Si(001) surface. DFT calculations use the 6-311++G

(2d,2p) basis set, other computational details and “ref” com-

plete-basis-set-extrapolated CCSD(T) benchmarks are in

Sniatynsky et al. [165]
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hybrid, indicating that the functional lives up to its name. (Results in Table 1 differ

by ~0.02 eV from Sniatynsky et al. [165] because of a different basis set.) We are

currently exploring more extensive applications of Rung 3.5 functionals to surface

chemistry.

8 Conclusions

The successes of GGAs for surface chemistry are particularly remarkable, given

their underlying limitations. Density functional approximations beyond the GGA,

largely developed in the computational chemistry community, show promise for

ameliorating these limitations in simulations of surface chemistry. Recent calcula-

tions illustrate these new methods’ potential and point to remaining issues. It is

hoped that these promising preliminary results motivate density functional devel-

opers to consider further the applications to surfaces, and motivate surface scientists

to test beyond-GGA approximations on new systems. More accurate, computation-

ally tractable methods including beyond-GGA DFT will help build upon GGAs’
successes for surface chemistry.
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41. Karlický F, Lazar P, Dubecký M, Otyepka M (2013) J Chem Theory Comput 9:3670

42. Olsen T, Thygesen KS (2013) Phys Rev B 87:075111

43. Hayashi K, Sato S, Bai S, Higuchi Y, Ozawa N, Shimazaki T, Adachi J, Martin JM, Kubo M

(2012) Faraday Discuss 156:137

44. Hohenberg P, Kohn W (1964) Phys Rev B136:864

45. Kohn W, Sham L (1965) Phys Rev 140:A1133

46. ISI Web of Science. Accessed 17 Dec 2013

47. Burke K (2012) J Chem Phys 136:150901

48. Bartlett RJ, Schweigert IV, Lotrich VF (2006) J Mol Struct 771:1

49. Perdew JP, Schmidt K (2001) In: Van Doren V, Van Alsenoy C, Geerlings P (eds) Density

functional theory and its application to materials. American Institute of Physics, Melville,

pp 1–20

50. Perdew JP (1986) Phys Rev A 33:8822

51. Vosko SH, Wilk L, Nusair M (1980) Can J Phys 58(8):1200

52. Gell-Mann M, Brueckner KA (1957) Phys Rev 106:364

53. Ceperley DM, Alder BJ (1980) Phys Rev Lett 45:566

54. Burke K, Cruz FG, Lam KC (1998) J Chem Phys 109(19):8161

55. Perdew JP, Burke K, Ernzerhof M (1996) Phys Rev Lett 77:3865, 78:1396(E) (1997)

56. Becke AD (1993) J Chem Phys 98(2):1372

57. Slater JC (1951) Phys Rev 81:385
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Condens Matter 24(42):424212
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Short-Range Cut-Off of the Summed-Up van

der Waals Series: Rare-Gas Dimers

Abhirup Patra, Bing Xiao, and John P. Perdew

Abstract van der Waals interactions are important in typical van der Waals-bound

systems such as noble gas, hydrocarbon, and alkaline earth dimers. The summed-up

van der Waals series of Perdew et al. 2012 works well and is asymptotically correct

at large separation between two atoms. However, as with the Hamaker 1937

expression, it has a strong singularity at short non-zero separation, where the two

atoms touch. In this work we remove that singularity (and most of the short-range

contribution) by evaluating the summed-up series at an effective distance between
the atom centers. Only one fitting parameter is introduced for this short-range

cut-off. The parameter in our model is optimized for each system, and a system-

averaged value is used to make the final binding energy curves. This method is

applied to different noble gas dimers such as Ar–Ar, Kr–Kr, Ar–Kr, Ar–Xe, Kr–Xe,

Xe–Xe, Ne–Ne, He–He, and also to the Be2 dimer. When this correction is added to

the binding energy curve from the semilocal density functional meta-GGA-MS2,

we get a vdW-corrected binding energy curve. These curves are compared with the

results of other vdW-corrected methods such as PBE-D2 and vdW-DF2, and found

to be typically better. Binding energy curves are in reasonable agreement with those

from experiment.
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1 Introduction

Theoretical prediction of matter and proper explanation of many physical, chemi-

cal, and biological processes require an accurate description of atomic and molec-

ular interactions. The only way to get a clear picture of these interactions at the

atomic and molecular level is to apply quantum mechanics. Much effort has been

made to develop quantum mechanical methods for this purpose. As a result there

are many wave-function-based ab initio quantum mechanical methods such as

Configuration Integration (CI), Many Body Perturbation Theory (MBPT), and

Quantum Monte Carlo (QMC) which are popular in the scientific community.

However, the Kohn–Sham (KS) [1] density functional theory (DFT) [2] has become

the most popular in condensed matter physics and in quantum chemistry, because of

its low computational cost and reasonable accuracy. It maps a many-electron wave-

function problem to a one-electron problem. The many-electron effects are in its

exchange-correlation part EXC. This exchange-correlation functional EXC is often

approximated through satisfaction of various physical constraints.

Among numerous exchange-correlation approximations, the local spin density

approximation (LSDA) [1–4], the Perdew-Burke-Ernzerhof (PBE) [5] generalized

gradient approximation (GGA), and the Becke-3-Lee-Yang-Parr (B3LYP) [6] and

HSE03 [7, 8] hybrid GGAs are especially popular in DFT [9] calculations for
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physical and chemical systems. LSDA and PBE are efficient local and semilocal

functionals widely used for extended systems, whereas PBE0 and HSE06 are hybrid

functionals which hybridize a GGA with the exact exchange energy. Another

hybrid functional B3LYP has a more complicated mixing of LDA and GGA

exchange functionals with HF exact exchange, and its correlation energy part is

also a mixing of LDA and GGA. These hybrid functionals are popular for calcu-

lations in both finite and extended systems. At the semilocal level, however, the

meta-GGA is the highest rung of the so-called Jacob’s ladder of DFT [10, 11] and

potentially the most accurate one [12].Meta-GGA can also serve as a better base for

hybridizing with the exact exchange energy.

At the semilocal level, the EXC of density functional theory can be written as [3,

4, 12–14]

Esl
XC n"; n#

� � ¼ ð
d3rnEslXC n", n#,∇n",∇n#, τ", τ#

� �
: ð1Þ

In this equation, n", n# are the electron densities of spin up and down σ", σ#
respectively, and the ∇n", ∇n# are the local gradients of the spin densities. The

kinetic energy densities are τσ ¼ 1=2
P

k

��∇ψ k;σ

��2 for the occupied KS orbitals ψkσ

of spin σ, and EslXC is the approximate exchange-correlation energy per electron.

LSDA uses only n", n# whereas GGAs use∇n",∇n# in addition.Meta-GGAs [15–
17] also use the kinetic energy density τσ as one of its ingredients. This τσ has

information about the shell structure. The τ-dependence of meta-GGAs has been
studied by Sun et al. [18, 19].Meta-GGAs can distinguish different orbital-overlap

regions by “α”, defined as α ¼ τ�τW

τunif where τ ¼
X

σ
τσ , τW ¼ 1

8

��∇n
��2=n and

τunif ¼ 3
10
3π2ð Þ2=3n5=3. Sun et al. [20] showed that different values of α recognize

three different typical regions: (1) α¼ 0 in the single-orbital regime with one- and

two-electron densities which characterize covalent single bonds, (2) α� 1 in the

slowly-varying density regime that characterizes the metallic bond, and (3) α� 1 in

the weakly-overlapped density region which characterizes a noncovalent bond.

In principle, DFT provides exact ground-state energies and densities, but in

practice there are many situations where DFT fails to give a physical result. The

long-range van der Waals interaction in rare gas dimers [21, 22], hydrocarbons, and

alkaline earth diatomics is one of them. There have been many tests of density

functional theory in rare gas dimers and alkaline earth dimers. Tao and Perdew [23]

observed that the GGA of Perdew, Burke, and Ernzerhof (PBE) [5], the meta-GGA
of Tao, Perdew, Staroverov, and Scuseria (TPSS) [11, 12], and its hybrid version

(TPSSh) [23] all give a satisfactory and reasonable description of the short-range

part of the van der Waals interaction in the van der Waals bound complexes which

have strong density overlap. The authors Tao and Perdew [23] concluded that these

functionals predict too-long bond lengths and too-small binding energies for the

rare gas dimers, which can be improved by long-range correction of the van der

Waals interaction. Ruzsinszky et al. [24] have tested non-empirical GGAs and

meta-GGAs and found that GGAs and meta-GGAs tend to overbind the diatomics
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with valence “s” electrons such as He2 and Be2 while underbinding the diatomics

with valence “p” electrons such as Ar2.

van der Waals interactions [25] are important for many material properties. The

source of this weak, long-range interaction between two objects is instantaneous

charge fluctuation. The van der Waals interaction is important in atomic and

molecular systems, where it has many implications such as heat of sublimation of

hydrocarbon molecules, chemical reaction precursor complexes, energy transfer

intermediates, protein folding, stacking of nucleobases, crystal packing, and self-

assembly of organic molecules. Long-range van der Waals interaction between two

distinct objects requires full density-functional non-locality. There are many long-

range correction methods [26–29] developed in the last few years which are good

for predicting van der Waals (vdW) interaction. These also include many post

Hartree–Fock (HF) methods [30–33]; see Klimeš and Michaelides [34] for an

overall review of DFT-based dispersion methods. Tao et al. [35] developed a

reliable approach to evaluate accurately the dynamic multipole polarizabilities

and higher order vdW coefficients from electron densities and static multipole

polarizabilities for spherical atoms or objects, without using any empirical fitting

parameter.

Perdew et al. [36, 37] have discussed the vdWinteraction. For two spherical

objects of radius R separated by a distance d, second-order perturbation theory

gives the attractive long-range van der Waals interaction [38]

EvdW ¼ �C6

d6
� C8

d8
� C10

d10
� . . . ð2Þ

The above expression is valid for d!1. Here C6 describes the dipole–dipole

interaction, C8 the dipole–quadrupole interaction, and C10 the quadrupole–quadru-

pole interaction and the dipole–octupole interaction. In Ruzsinszky et al. [39] these

coefficients are modeled accurately and analytically for classical solid-spheres

(nanoclusters) and shells (fullerenes) using the static dipole polarizability.

Furthermore, Perdew et al. [38] proved that the above asymptotic expansion can

be summed to all orders for two identical spherical shells. In that work a possible

two-parameter solution to the divergence problem in van der Waals interactions at

very short atomic separation has also been discussed. Such divergences (which

occur at d¼ 0 for any finite-order series but at d> 0 for the summed-up infinite

series) are normally removed by a damping function [40]. Inspired by Perdew

et al. [38], we suggest that a physical summation of the vdW series [35] can be

used for long-range correction of semilocal density functionals, which by them-

selves do not have any long-range vdW interaction correction.

In this chapter we discuss a simplified cut-off approach based on the summed-up

asymptotic series. This method uses only one parameter, optimized here for differ-

ent systems and averaged for all systems, which can usefully provide the long-range

part of the van der Waals interaction when added to the calculated binding energy

curves from the meta-GGA-MS2 [18, 20].
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2 Methods

2.1 Asymptotic van der Waals Series

The van der Waals interaction between two spherical-shell objects A and B (with

thickness “t”, radius “R”, and electron density “ρ”) can be found from (10) of

Perdew et al. [38] as the infinite series

E dð Þ ¼ �
ffiffiffiffiffiffiffiffi
4πρ

p X1
k¼3

ck t=Rð Þzk; ð3Þ

where d is the distance between the centers of the two objects, z ¼ 2R
d

� �2
, and all

equations are in atomic units. The reduced coefficient ck(t/R) is defined by

C2k ¼ ck t=Rð Þ ffiffiffiffiffiffiffiffi
4πρ

p
2Rð Þ2

h ik
. When the geometric series

X1
k¼1

zk ¼ 1� zð Þ�1

for 0� z< 1 is introduced and the approximation ck! c1 is used for k> 5, we

find that (3) can be summed up as [38]

Egeo dð Þ ¼ �
ffiffiffiffiffiffiffiffi
4πρ

p
c3

t

R

� 	
z3 þ c4

t

R

� 	
z4 þ c5

t

R

� 	
z5þ

h
c1 1� zð Þ�1 �

X5
k¼0

zk

( )
: ð4Þ

(See Appendices 1 and 2 for details; also see Table 1 for the values of ck(t/R¼ 1).)

The important message from Table 1 is that the reduced coefficients tend to a

constant value as k!1. This means that the higher-order terms of (3) can be

summed as a geometric series ~(1� z)�1, leading to an analytic closed-form

expression which sums up this asymptotic (d!1) series. The resulting expression

for Egeo(d) (4) approximately sums the asymptotic van der Waals series to all orders

in d�1, but diverges at very short atomic separation when the two spheres touch

Table 1 Values of reduced

van der Waals coefficients at

t/R¼ 1 (solid spheres)

Values of ck(t/R¼ 1)

Coefficient Values for t/R¼ 1

c3 0.006766 (0.006766)

c4 0.008842 (0.0101015)

c5 0.009599 (0.01217)

c6 0.009946

c10 0.010447

c20 0.010761

c40 0.010904

c80 0.010979

c1 0.011 (0.020)

Values from the Hamaker [41] expression are in parentheses. The

Hamaker expression has one adjustable parameter, chosen here to

make the lowest-order coefficients agree (from Perdew et al. [38])
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each other. The corresponding separation is d¼RA +RB for two non-identical

spheres and d¼ 2R for two identical spheres, but the true van der Waals interaction

energy remains finite there. Thus, the summed-up expression must be cut off at

small d while remaining unchanged to all orders in d�1 at large d. The simplest way

to do this is to replace d by d0, where the difference between d0 and d vanishes

exponentially as d!1. Perdew et al. [38] suggested a possible choice for d0:

d
0 ¼ d þ gexp � d � 2Rð Þ=h½ � ð5Þ

which ensures d0 > 2R for g> 0 and h> 0. In that work, Perdew et al. [38] have also

shown that reasonable parameters for C60–C60 are g¼ 10 and h¼ 2 atomic units.

These parameters are of course system-dependent. We assume that the summed-up

series is only valid when d is sufficiently greater than 2R. Each choice of g> 0 and

h> 0 defines a different asymptotic summation of (3) to all orders in d�1.

In this work we have chosen instead the simplest possible form:

y
0 ¼ yþ aexp �y

a

� 	
: ð6Þ

Here y
0 ¼ d

0

R , and y ¼ d
R. a> 2 is a parameter. It should be noted that y0 starts out as

a ¼ y2

2a at small y, then increases monotonically, approaching y exponentially at

large y. Moreover, a> 2 guarantees that the singularity is removed. (To establish

that y0 is monotonic in y for non-negative y, just compute dy
0

dy ¼ 1� exp �y
a

� � � 0.)

We have considered E(d0) as an additive correction to the binding energy curve of a
semilocal density functional such as GGA or meta-GGA. For each functional, we

adjust the parameter “a” to obtain the best overall fit to known accurate reference

binding energy curves. PBE GGA needs a smaller value of “a”, which more

significantly shortens the equilibrium bond length and strengthens the binding.

The meta-GGA Made Simple (MGGA-MS2), which captures more of the

intermediate-range vdW interaction, needs a larger value of “a”, providing a

correction which is less short-ranged and has less effect on the equilibrium bond

length and binding energy. It should be noted that the fitting is done only for the

range of d greater than or equal to the reference equilibrium bond length, because

we cannot expect any useful correction of short-range errors in the functional from

this approach. Here we present the vdW-corrected binding energy curves calculated

by MGGA-MS2, which should give us a proper insight into the summed-up series

expansion of the van der Waals interaction.

2.2 Physical Explanation of R

Let R¼ (RA +RB)/2 be the arithmetic average of the radii of the two spherical

objects A and B. If the objects are classical metallic spheres with uniform density
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inside and zero density outside a cutoff radius, then the radius of a sphere is

clearly the only relevant length scale for that sphere. One could find polarizability

radiiRA ¼ αA
1 0ð Þ� �1

3 andRB ¼ αB
1 0ð Þ� �1

3, where αA1 (0) and α
B
1 (0) are the static dipole

polarizabilities of A and B, or one could find the same radius R from R¼Rhbl¼ half

the equilibrium bond length of a dimer, because two such spheres would be

attracted to one another right up to the point where they touched. In this case,

there is no decay length for the density of a sphere (as in (6)), but the summed-up

van der Waals interaction must still be cut off to avoid a spurious divergence to

minus infinity when the spheres touch. This shows that RA is indeed the radius of

object A.

This gives us an insight: the infinite van der Waals series (2) is an asymptotic

series, valid only when the “aspect ratio” R/d is small enough. This series can be

summed to all orders, but that summation misses contributions which are important

when the aspect ratio is not small. Only when the objects are so far apart that each

“looks small” to the other is the summed-up van der Waals series accurate.

When we extend these ideas from pairs of classical metallic spheres to pairs of

atoms, we can no longer expect that Rpol¼Rhbl. We need to choose between these

two alternatives. Simple density functionals for R are not expected to work because

the static polarizability of a classical metallic sphere depends only on the radius,

and not on the density inside that sphere (e.g., Perdew et al. [38] and Ruzsinszky

et al. [39]). We have found empirically, for rare gas and alkaline earth dimers (Be2),

that we can obtain a reasonable long-range correction to the binding energy curve

of MGGA-MS2 [19] using a system-averaged value of the fitting parameter “a”
(see Table 2) along with

R ¼ max Rhbl, 1:37R pol
� �

: ð7Þ

This is Rhbl for all considered rare gas atoms, but 1.37Rpol for Be. This choice

guarantees that the singularity of the summed-up vdW series is removed for any

pair of spherical objects. It should be noted that this Rhbl is basically the half-bond

length of any homo-dimer (A2) and hetero-dimer (AB) which can be defined as

Rhbl
A ¼ RAA=2 ð8Þ

for homo- and

Table 2 Optimized values of the fitting parameter “a” for different rare-gas dimers

Optimized values of “a” from MGGA-MS2 + vdW[d0]
Fitting parameter Ar–Ar Kr–Kr Xe–Xe Ar–Kr Ar–Xe Kr–Xe System-averaged “a”.

a 2.19 2.14 2.00 2.00 2.125 2.09 2.09

Optimized values of “a” from MGGA-MS2 +H[d0]
a 2.86 2.52 2.14 2.46 2.45 2.33 2.46
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Rhbl
AB ¼ RAA þ RBBð Þ=2 ð9Þ

for hetero-dimers. We take RAA from the experimental binding energy curve.

3 Computational Details

3.1 Calculation of Dimer Binding Energy

The binding energies of different pairs of atom have been calculated in the projector

augmented wave approach (PAW) [42] implemented in the Vienna ab initio

simulation package (VASP) [43–45] within meta generalized gradient approxima-

tion (MGGA-MS2) for the exchange-correlation functional. In the calculations, the

kinetic energy cutoff is first set to be 600 eV, and a Γ centered 1� 1� 1 k-point
mesh in the BZ is used for the k-space integration. The total energy of the atomic

pairs has been calculated using a 10� 20� 10 rectangular super-cell. The PAW

scheme is utilized with the potentials taken from the VASP PBE library. The energy

of an isolated atom is calculated by a 10� 10� 10 cubic super-cell. The binding

energy is calculated in the following way:

ΔE ¼ � E Rdimerð Þ � 2� E RAtomð Þ½ �: ð10Þ

We have also used other van der Waals methods, PBE-D2 [27] and vdW-DF2 [46],

to perform this calculation. All these DFT methods are available in VASP. Our

long-range-corrected meta-GGA-MS2 seems to give better results than these two

vdW-corrected functionals.

3.2 Optimization of the Fitting Parameter

The average error (AE) calculation and the additive correction to the DFT results

have been made in computer codes. The inputs to these codes are the binding

energy curves calculated using DFT (EMGGA-MS2), static dipole polarizabilities, and

electron densities for each atom of the pair, and van der Waals coefficients C6, C8,

C10. Reference values for comparison are the experimental binding energy curves

[47, 48].

There is a strong singularity near d¼ 2R in the summed-up van der Waals series,

as discussed before. To remove it, we replace y and y0 in (6) by d/R and d0/R,
respectively, to get

d
0 ¼ d þ aRexp � d

aR


 �
ð11Þ
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with Rhbl for rare-gas dimers and R¼ 1.37Rpol for Be2. This d
0 is used to calculate

the summed-up E(d0). In this section, we use E(d0) from (14) below as the long-

range van der Waals correction to be added to the MGGA-MS2 binding energy

curve.

We have optimized the fitting parameter “a” by minimizing the error between

the binding energy curve from the vdW-corrected method and the experimental

binding energy curve over the set of d0s in the range dminÅ< d< 9 Å in steps of

0.1 Å for each dimer. Here dminÅ is the separation at the minimum in the

experimental binding energy curve. The fitting parameter “a” in (11) is varied in

the range 0.0< a< 10.0 in steps of 0.001 to maintain accuracy. The average error

(AE) at each value of “a” is calculated using

AE
��
a ¼

X9
d
0¼dmin

EMGGA-MS2þvdW d
0

� 	
� EEx p

��� ���
24 35= Total number of d

0
points

� 	
:

ð12Þ

Figure 1a shows the average error vs fitting parameter “a” plotted for the Ar2
dimer. Figure 1b shows a histogram plot of minimum average error (MAE) for

different rare gas dimers. MAE is the minimum of the average error at the

optimized value of “a” for each system. So this is a discrete-column graph where

each column gives the error at the minimizing value of “a”.

3.3 Calculation of the van der Waals Interaction Corrected
Binding Energy

To avoid the system dependence of the fitting parameter, the system-averaged value

of the fitting parameters “a” was used to recalculate all the binding energy curves.

Fig. 1 (a) Plot of average error vs fitting parameter “a” for Ar–Ar. (b) Plot of minimum average

error for different rare gas dimers
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We found that the system-averaged fitting parameter gives us even better correction

in most cases. In this work, all the binding energy curves are calculated using the

system-averaged fitting parameter “asys” (see Table 2). Replacing “a” with “asys”,
(11) becomes

d
0 ¼ d þ asysRexp � d

asysR

� 

: ð13Þ

Finally, the vdW-corrected energy is calculated by replacing E(d ) by E(d0). The
correction part is calculated using Hamaker’s expression EH(d ) as modified in

Perdew et al. [38]:

EvdW d
0

� 	
¼ �C6

d
06 �

C8

d
08 �

C10

d
010

� 

þ C1

CH
1

� 

EH d

0
� 	

þ CH
6

d
06 þ CH

8

d
08 þ CH

10

d
010


 �
ð14Þ

and then added to the MGGA-MS2 result

EMGGA-MS2þvdW d
0� � ¼ EvdW d

0� �þ EMGGA-MS2 dð Þ
¼ �C6

d
06 �

C8

d
08 �

C10

d
010

� 

þ C1

CH
1

� 

EH d

0� �þ CH
6

d
06 þ CH

8

d
08 þ CH

10

d
010


 �
þEMGGA-MS2 dð Þ:

ð15Þ

It should be noted that by EH(d ) we mean Hamaker’s [41] classical expression for

the van der Waals interaction energy EH(RA, RB, d) between two spherical objects

of radii RA, and RB when the two centers are separated by a distance “d”. This
EH(RA, RB, d ) is given by the following equation:

EH RA;RB; dð Þ ¼ � π2β

6

2RARB

d2 � RA þ RBð Þ2 þ
2RARB

d2 � RA � RBð Þ2 þ ln
d2 � RA þ RBð Þ2
d2 � RA � RBð Þ2

" #( )
ð16Þ

whereβ ¼ c3 1ð Þ ffiffiffiffiffiffiffiffi
4πρ

p
3
4π

� �2
26 ¼ 0:006766

ffiffiffiffiffiffiffiffi
4πρ

p
3
4π

� �2
26 is evaluated using the value

of c3(1) from Table 1. The electron density is ρ ¼ N
4
3
πR3ð Þ for a sphere with radius R.

N is the total number of valence electrons (2 for He and 8 for the other rare gas

atoms). For non-identical spheres, we replace
ffiffiffi
ρ

p
by 2

ffiffiffiffiffiffi
ρA

p ffiffiffiffiffi
ρB

p
=

ffiffiffiffiffiffi
ρA

p þ ffiffiffiffiffi
ρB

p� �
.

The van der Waals coefficients (C6, C8, C10) used in the first part of the right-

hand side of (15) are taken from their tabulated values in the supporting informa-

tion of [35]. All these standard van der Waals coefficients are calculated by

time-dependent Hartree-Fock theory. The van der Waals coefficients from
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Hamaker’s formula (CH
6 ,C

H
8 ,C

H
10) in the second part of the right-hand side of the

same equation are evaluated by extracting the coefficients of d�6, d�8, and d�10

from the Taylor series expansion of the expression of EH(RA, RB, d) of (16) in
power of d�1:

EH RA ¼ RB ¼ R, dð Þ ¼ � π2β

6

32R3
AR

3
B

3d6
þ 32R3

AR
3
B R2

A þ R2
B

� �
d8

�
þ 64

�
5R7

AR
3
B þ 14R5

AR
5
B þ 5R3

AR
7
B

5d10



þ . . .

ð17Þ

For two identical spheres we can easily obtain the values of CH
6 ,C

H
8 ,C

H
10 from the

simpler expression EH R; dð Þ ¼ � π2β
6

32R6

3d6
þ 64R8

d8
þ 1536R10

5d10

� 	
þ . . ..

3.4 Calculation of Binding Energy Using the Unmodified
Hamaker Expression

Simpler than in (15), Hamaker’s [41] expression can be used without modification

as a long-range vdW additive correction to the DFT results. We have used

EMGGA-MS2þH d
0� �¼ EH d

0� �þ EMGGA-MS2 dð Þ

¼ � π2β

6

2RARB

d
02 � RA þ RBð Þ2

þ 2RARB

d
02 � RA � RBð Þ2

("

þln
d

02 � RA þ RBð Þ2
d

02 � RA � RBð Þ2

" #)#
þ EMGGA-MS2 dð Þ:

ð18Þ

Here β is calculated in the same way as is done for EH(RA, RB, d) as discussed in the
above section. (See Appendix 1 for an explanation of EH(d ).) In this version, no

input vdW coefficient is needed.

4 Results and Discussion

We believe MGGA-MS2 gives better result than other semilocal GGA and meta-
GGA functionals (PBE,TPSS) in our calculation because it uses “α” [18–20] which
can recognize and describe the intermediate-range vdW interaction [20].
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4.1 Ar–Ar Dimer

In Fig. 2 for Ar2, binding energy curves are calculated using MGGA-MS2, MGGA-

MS2+ vdW[d], MGGA-MS2+ vdW[d0], MGGA-MS2+H[d], MGGA-MS2+H

[d0], vdW-DF2, and PBE-D2, and are compared with the experimental results

[47]. The binding energy (ΔE in kcal/mol) and the equilibrium distance (Re in Å)
for different methods are tabulated in Table 3 along with the experimental results.

Figure 2a shows that the MGGA-MS2+ vdW[d0] is in very good agreement with the

experimental curve, whereas MGGA-MS2 binds slightly less than the experimental

curve. In this figure the MGGA-MS2 + vdW[d] curve is calculated by adding the

van der Waals correction part to the MGGA-MS2 result, but without using the

cut-off distance d0, and thus it clearly depicts the divergence near d¼ 2R. The
interesting thing about this graph is that MGGA-MS2 gives a comparatively good

intermediate-range part of the binding energy curve as expected [19, 20], slightly

overestimating the equilibrium bond length ~3.75 Å compared to the experimental

one at 3.76 Å. Figure 2a also shows that at larger atomic separation MGGA-MS2

significantly underbinds the experimental binding energy curve. Figure 2b shows

Fig. 2 Binding energy curves for the Ar–Ar dimer calculated from the vdW method combined

with MGGA-MS2 using the system-averaged a¼ 2.09. (a) Binding energy curves for MGGA-

MS2, MGGA-MS2 + vdW[d], MGGA-MS2 + vdW[d0], and experiment. (b) Binding energy

curves for MGGA-MS2, MGGA-MS2 +H[d], MGGA-MS2 +H[d0], and the experimental curve.

(c) Comparison of the vdW-DF2 [46] and PBE-D2 [27] curves with the experimental one
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that when the unmodified Hamaker (EH) expression is used, it also gives a very

good long-range part of the interaction potential, although MGGA-MS2 +H[d0]
slightly overbinds the experimental curve. The divergence in the additive correction

part (see MGGA-MS2 +H[d] curve) can be seen as for the vdW correction part in

Fig. 2a. We also calculated the binding energy curves of the Ar–Ar dimer with the

two popular van der Waals corrected methods vdW-DF2 [46] and PBE-D2

[27]. The binding energy curves from these calculations along with the MGGA-

MS2+ vdW[d0] and experimental results can be seen in Fig. 2c. Both vdW-DF2 and

PBE-D2 overbind the experimental binding energy curve in the range

3.3 Å�Re� 5.4 Å. Figure 3c also shows that MGGA-MS2+ vdW[d0], PBE-D2,
and vdW-DF2 almost overlap with the experimental curve beyond 5.10 Å.

Table 3 Binding energy (ΔЕ in kcal/mol) and equilibrium bond length (Re in Å) for the Ar–Ar
dimer

Quantity

MGGA-

MS2

MGGA-MS2

+ vdW(d0)
MGGA-MS2

+H(d0)
PBE-

D2

vdW-

DF2 Expt.

ΔЕ 0.17206 0.34025 0.36057 0.38889 0.43207 0.28500

Re 3.85 3.75 3.72 3.80 3.80 3.76

Fig. 3 Binding energy curves of the He–He dimer. Here we have also used the cut-off distance d0

for long-range correction with the system-averaged a¼ 2.09. (a, b) Binding energy curves for

MGGA-MS2, MGGA-MS2+ vdW[d], MGGA-MS2 + vdW[d0], MGGA-MS2 +H[d], and MGGA-

MS2+H[d0]. (c) Comparison of the curves for vdW-DF2 [46] and PBE-D2 [27] with the exper-

imental curve
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4.2 He–He Dimer

Figure 3 shows the binding energy curves for He2 fromMGGA-MS2, MGGA-MS2

+ vdW[d], MGGA-MS2+ vdW[d0], MGGA-MS2+H[d], MGGA-MS2 +H[d0],
vdW-DF2, and PBE-D2 calculations, along with the experimental results [47]. As

predicted by Ruzsinszky et al. [24], nonempirical GGAs and meta-GGAs tend to

overbind van der Waals-bound diatomics that have valence “s” electrons, such as

He2. Figure 3a shows that MGGA-MS2 and MGGA-MS2 + vdW[d0] overbind the

experimental curve. When we plot MGGA-MS2+ vdW[d] we observe a divergence
similar to the one for the Ar dimer because, in this case, the cut-off d0 has not been
used to remove the singularity. This graph also shows very good long-range

behavior of MGGA-MS2 + vdW [d0]. Figure 3b shows an almost similar picture

where MGGA-MS2+H [d0] also overbinds the experimental curve. In this case, a

divergence in the Hamaker (EH) expression can be seen. From Table 4 we note that

the strong attractive nature of MGGA-MS2 yields a minimum at 2.73, 2.59, and

2.61 Å for MGGA+MS2, MGGA+MS2+ vdW[d0], and MGGA-MS2+H[d0],
respectively, which is quite different from the experimental one at 2.97 Å. From
Fig. 3c we can see that two other popular methods, PBE-D2 [27] and vdW-DF2

[46], overbind the experimental curve in the same way as MGGA-MS2+ vdW(d0),
but all these three curves almost overlap with the experimental curve in the very

long-range part beyond 4.00 Å, a significant success for the method.

4.3 Xe–Xe Dimer

In the Xe–Xe dimer, MGGA-MS2, MGGA-MS2 + vdW[d0], and MGGA-MS2+H

[d0] underbind the experimental curve, which can be seen in Fig. 4a, b. These two

graphs also show similar divergences for MGGA-MS2 + vdW[d] and MGGA-MS2

+H[d] because of the singularity near d¼ 2R in both the vdW correction part and in

the Hamaker expression. Figure 4c compares PBE-D2 [27], vdW-DF2 [46], and

MGGA-MS2 + vdW[d0] with the experimental curve. From these three figures, and

from Table 5, it can be said that, where PBE-D2 and vdW-DF2 overestimate the

binding energy, MGGA-MS2 + vdW[d0] and MGGA-MS2 +H[d0] underestimate

the same, but all these four methods give very different minima than the experi-

mental one.

Table 4 Binding energy (ΔЕ in kcal/mol) and equilibrium bond length (Re in Å) for the He–He
dimer

Quantity

MGGA-

MS2

MGGA-MS2

+ vdW(d0)
MGGA-MS2

+H(d0)
PBE-

D2

vdW-

DF2 Expt.

ΔЕ 0.06849 0.13913 0.12038 0.10742 0.06214 0.02201

Re 2.73 2.59 2.61 2.60 2.80 2.97
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4.4 Kr–Kr Dimer

Figure 5a–c shows the binding energy curves for the Kr–Kr dimer for MGGA-MS2,

MGGA-MS2 + vdW[d], MGGA-MS2 + vdW[d0], MGGA-MS2 +H[d], MGGA-

MS2+H[d0], vdW-DF2, and PBE-D2 approaches. These curves show that both

MGGA-MS2 + vdW[d0] and MGGA-MS2+H[d0] give a very satisfactory long-

range part of the van der Waals interaction. It should be noted that these two curves

cross the experimental curve at R(Kr–Kr) ~4.1 Å and at ~3.77 Å. One can readily

note the divergence of MGGA-MS2+H[d] at small atomic separation because of

the obvious singularity in the expression of EH. Table 6 gives the binding energy

Fig. 4 (a) Binding energy curves for MGGA-MS2, MGGA-MS2 + vdW[d], and MGGA-MS2

+ vdW[d0]. (b) Binding energy curves for MGGA-MS2, MGGA-MS2 +H[d], and MGGA-MS2

+H[d0]. (c) Binding energy curves using vdW-DF2 [46] and PBE-D2 [27] plotted with the

experimental one

Table 5 Binding energy (ΔЕ in kcal/mol) and equilibrium bond length (Re in Å) for the Xe–Xe
dimer

Quantity

MGGA-

MS2

MGGA-MS2

+ vdW(d0)
MGGA-MS2

+H(d0)
PBE-

D2

vdW-

DF2 Expt.

ΔЕ 0.23100 0.39302 0.42232 0.80012 0.65163 0.56057

Re 4.59 4.53 4.54 4.40 4.40 4.35
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(ΔE in kcal/mol) and the equilibrium distance (Re in Å) for different methods. We

notice that MGGA-MS2 +H[d0] gives very good equilibrium bond length when

compared to the experimental result. Figure 5c confirms that another two methods,

PBE-D2 [27] and vdW-DF2 [46], significantly overbind the experimental curve.

We can see the same trend in MGGA-MS2 + vdW[d0] along with PBE-D2 and

vdW-DF2 in the very long-range part, where they tend to overlap with the exper-

imental result.

Fig. 5 (a) Binding energy curves for MGGA-MS2, MGGA-MS2 + vdW[d], and MGGA-MS2

+ vdW[d0]. (b) Binding energy curves for MGGA-MS2, MGGA-MS2 +H[d], and MGGA-MS2

+H[d0]. (c) Binding energy curves using vdW-DF2 [46] and PBE-D2 [27] plotted with the

experimental one. The vdW corrected curves are calculated using the cut-off distance d0 and
system-averaged a¼ 2.09

Table 6 Binding energy (ΔЕ in kcal/mol) and equilibrium bond length (Re in Å) for the Kr–Kr
dimer

Quantity

MGGA-

MS2

MGGA-MS2

+ vdW(d0)
MGGA-MS2

+H(d0)
PBE-

D2

vdW-

DF2 Expt.

ΔЕ 0.20379 0.37102 0.39750 0.53832 0.53242 0.40005

Re 4.17 4.11 4.03 4.00 4.00 4.01
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4.5 Ne–Ne Dimer

In the Ne–Ne dimer, MGGA-MS2, MGGA-MS2+ vdW [d0], and MGGA-MS2+H

[d0] overbind the experimental curve. MGGA-MS2+H[d] and MGGA-MS2 + vdW

[d] show the divergence at small atomic separation. However, Fig. 6a, b shows the

similar kind of long-range correction by both MGGA-MS2+ vdW[d0] and MGGA-

MS2+H[d0]. We plot the PBE-D2 and vdW-DF2 result with the experimental and

MGGA-MS2 + vdW[d0] results in Fig. 6c. We conclude that, for the Ne dimer,

semilocal functionals normally overbind the experimental result. From Fig. 6c we

find that the long-range part of the MGGA-MS2 + vdW[d0] and vdW-DF2 curves

almost overlap with the experimental curve in the range 3.9Å�Re� 5.0Å. Table 7
shows numerical values.

Fig. 6 Binding energy curves for the Ne–Ne dimer: (a) for MGGA-MS2, MGGA-MS2+ vdW[d],
and MGGA-MS2+ vdW[d0]; (b) for MGGA-MS2, MGGA-MS2 +H[d], and MGGA-MS2 +H[d0].
(c) Comparison of the calculated binding energy curves using vdW-DF2 [46] and PBE-D2 [27]

with the experimental curve

Table 7 Binding energy (ΔE in kcal/mol) and equilibrium bond length (Re in Å) for the Ne–Ne
dimer

Quantity

MGGA-

MS2

MGGA-MS2

+ vdW(d0)
MGGA-MS2

+H(d0)
PBE-

D2

vdW-

DF2 Expt.

ΔЕ 0.16811 0.33323 0.32208 0.27369 0.20395 0.08401

Re 2.94 2.83 2.81 3.00 3.00 3.09
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4.6 Ar–Kr Dimer

MGGA-MS2 underbinds the experimental curve [48] in the Ar–Kr dimer, as can be

seen in Fig. 7a, b. This tendency is removed and we get very satisfactory binding

energy curves when the cut-off distance d0 is introduced in the MGGA-MS2 + vdW

[d0] and MGGA-MS2+H[d0] methods. This removes the singularity as expected

and gives significant improvement in the long-range part of the van der Waals

interaction. The strong divergence in van der Waals interaction series and in

Hamaker’s expression can be seen in MGGA-MS2+ vdW[d] and in MGGA-MS2

+H[d] in Fig. 7a, b. PBE-D2 [27] and vdW-DF2 [46] results are not so satisfactory

compared to the experimental result. Table 8 shows the binding energy (ΔE in kcal/

mol) and the equilibrium distance (Re in Å) for different methods.

Fig. 7 Binding energy curves of the Ar–Kr dimer calculated: (a) using MGGA-MS2, MGGA-

MS2+ vdW[d], and MGGA-MS2+ vdW[d0]; (b) using MGGA-MS2, MGGA-MS2 +H[d],
MGGA-MS2 +H[d0], and the experimental result. (c) Comparison of vdW-DF2 [46] and

PBE-D2 [27] with experiment. The vdW corrected binding energy curves are calculated using

the cut-off distance d0 and system-averaged a¼ 2.09

Table 8 Binding energy (ΔE in kcal/mol) and equilibrium bond length (Re in Å) for the Ar–Kr
dimer

Quantity

MGGA-

MS2

MGGA-MS2

+ vdW(d0)
MGGA-MS2

+H(d0)
PBE-

D2

vdW-

DF2 Expt.

ΔE 0.18772 0.35712 0.38053 0.46469 0.46481 0.36123

Re 3.98 3.89 3.88 3.80 4.00 3.88
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4.7 Ar–Xe Dimer

We plot the binding energy curves of the Ar–Xe dimer in Fig. 8a, b. These figures

show outstanding performance of the method in the long-range part of the energy

when either of the additive corrections EvdW(d
0) or EH(d0) is used. Table 9 gives a

qualitative picture of different methods for the estimation of equilibrium bond

length and binding energy. It can be inferred from Table 9 that both MGGA-

MS2+ vdW [d0] and MGGA-MS2 +H[d0] produce almost correct binding energy

but slightly overestimate the equilibrium bond length.

Fig. 8 Binding energy curves of the Ar–Xe dimer calculated from the vdW method combined

with MGGA-MS2 using the system-averaged a. (a) Binding energy curves calculated using

MGGA-MS2, MGGA-MS2+ vdW[d], and MGGA-MS2+ vdW[d0], and the experimental one.

The vdW-corrected binding energy curve is calculated using the cut-off distance d0 and system-

averaged a¼ 2.09. (b) Binding energy curves for MGGA-MS2, MGGA-MS2 +H[d], and MGGA-

MS2+H[d0], and the experimental results. (c) Binding energy curves from other vdW-corrected

methods

Table 9 Binding energy (ΔE in kcal/mol) and equilibrium bond length (Re in Å) for the Ar–Xe
dimer

Quantity

MGGA-

MS2

MGGA-MS2

+ vdW(d0)
MGGA-MS2

+H(d0)
PBE-

D2

vdW-

DF2 Expt.

ΔE 0.18677 0.34032 0.38191 0.53029 0.51532 0.37505

Re 4.24 4.10 4.10 4.00 4.20 4.07
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4.8 Kr–Xe Dimer

As in the Ar–Kr dimer, in the Kr–Xe dimerMGGA-MS2 underbinds the experimental

curve. Figure 9a, b shows that introduction of the cut-off distance d0 not only removes

the singularity but also improves the underbinding of MGGA-MS2 in the long-range

part of the van der Waals interaction energy, although it remarkably overestimates the

equilibrium bond length. The binding energy estimated by MGGA-MS2+H [d0] is in
very good agreement with the experimental result. The PBE-D2, vdW-DF2, MGGA-

MS2+vdW[d0], and experimental curves are shown in Fig. 9c. PBE-D2 and

vdW-DF2 seem to be too attractive in the short-range part and overbind the experi-

mental curve, although the equilibrium bond lengths from these two curves are in very

good agreement with experiment. Table 10 shows numerical values.

Fig. 9 Binding energy curves of the Kr–Xe dimer calculated from the vdW method combined

with MGGA-MS2 using the system-averaged a¼ 2.09. (a) Binding energy curves for MGGA-

MS2, MGGA-MS2+ vdW[d], and MGGA-MS2+ vdW[d0], and the experimental one. (b) Binding

energy curves for MGGA-MS2, MGGA-MS2+H[d], and MGGA-MS2 +H[d0], and the experi-

mental results. (c) Comparison of vdW-DF2 [46] and PBE-D2 [27] with experiment

Table 10 Binding energy (ΔE in kcal/mol) and equilibrium bond length (Re in Å) for the Kr–Xe
dimer

Quantity

MGGA-

MS2

MGGA-MS2

+ vdW(d0)
MGGA-MS2

+H(d0)
PBE-

D2

vdW-

DF2 Expt.

ΔE 0.20900 0.37242 0.39787 0.67692 0.58528 0.46422

Re 4.39 4.31 4.27 4.20 4.20 4.18
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4.9 Be–Be Dimer

Be2 is chosen because it is a van der Waals-bound diatomic from the alkaline earth

group. The characteristic difference of Be2 from the rare gas dimers is that it shows

much more density overlap. Figure 10a gives us a qualitative picture of how the

strong divergence at d¼ 2R in the EH(d) part of the van derWaals interactions energy

expression of (15) is successfully removed upon introduction of the cut-off distance

d0. Figure 10b shows that MGGA-MS2+ vdW [d0] gives a satisfactory long-range

correction compared to PBE-D2. In the same figure the similar performance of

vdW-DF2 can be seen. The common tendency of overbinding the experimental result

[49] by semilocal functionals MGGA-MS2 and PBE [24] can be seen in Fig. 10b.

From this result we conclude that more accurate correction is needed for semilocal

functionals for He2, Ne2, and Be2. Moreover, Fig. 10b shows that vdW-DF2 correctly

estimates the equilibrium bond length ~2:5 Å, where MGGA-MS2+ vdW[d0] fails to
do so. It overestimates the bond length at ~2.7Å. The experimental equilibrium bond

length is 2.45Å. Careful observation of Fig. 10b reveals that the too-attractive nature
of PBE yields a deep minimum at very short distance ~1.5 Å for the PBE-D2 curve.

4.10 Comparison Between Hamaker and Geometric Series
for Two Identical Solid Spheres

An interesting feature of the Hamaker expression [41] and the geometric expression

[38] (see (25) in Appendix 1) is that both have divergences at two different values

of d, one at d¼ 2R and the other at d¼ 0. To investigate further the divergence of

these two expressions, we have plotted c1 1� 2R
d

� �2� 		�1

�
X2

k¼0

2R

d

� 
2k
( )

and c1
cH1

� 	
EH RA ¼ RB ¼ R, dð Þ. These two quantities have the same singularity at

d¼ 2R but they are rather different in the range of typical vdW energies, which can

be seen in Fig. 11. This could explain why the Hamaker expression works better in

the fits.

Fig. 10 Binding energy curves for the Be–Be dimer calculated (a) from meta-GGA-MS2 and (b)

from other vdW-corrected methods
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5 Conclusions

In summary, our work is a reasonable and physical way to remove the nonzero

d singularity in the summed-up van der Waals interaction series. We also conclude

that, although the fitting parameter “a” is system-dependent and empirical in nature,

averaging it and using R¼max(Rhbl, 1.37Rpo1) as an input to our calculation gives

our formulas some predictive value. In this work we have presented a simplified

version with only one fitting parameter a, replacing the earlier model [38] with two

parameters (g, h), to get the long-range van der Waals correction to a density-

functional binding energy curve for objects with spherical densities. We have

reached similar or better accuracy when compared with the PBE-D2 [27] and

vdW-DF2 [46] correction schemes.

An interesting outcome of our work is that the complicated (15), as proposed in

Perdew et al. [38], can be replaced without loss of accuracy by the simpler (18).

This means in particular that no input vdW coefficient is needed.

One extension of this work could be to use it to obtain a semi-local density

functional with an embedded long-range vdW correction using this summed-up

series method. The positive outcome of this method motivates us to use it for other

strongly dispersion-driven systems such as layered-materials. Furthermore,

MGGA-MS2 often provides a useful description of intermediate-range vdW inter-

action. It underestimates this in most rare gas dimers, but overestimates it in He2,

Ne2, and Be2. Appreciable performance by MGGA-MS2 [19] in predicting stacking

energies between nucleobases of DNA and RNA confirms that improved density

functionals can give a better description of different chemical and physical prop-

erties. It remains to be seen whether further improvements in meta-GGAs yield a

more consistent description of intermediate-range vdW interactions.
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Fig. 11 Divergence of

Hamaker’s [41] expression
and the geometric

expression of Perdew

et al. [38] for Ar–Ar dimer
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Appendix 1 Summed-Up Series Expression

The Casimir–Polder [50, 51] formula for the van der Waals coefficients between

two objects A and B to the second-order in electron–electron interaction is

CAB
2k ¼ 2k � 2ð Þ!

2π

Xk�2

l1¼1

1

2l1ð Þ! 2l2ð Þ!
ð1
0

duαA
l1

iuð ÞαB
l2

iuð Þ; ð19Þ

where l2 ¼ k � l1 � 1 and αA
l1
! 2l1 pole dynamic polarizability of A at imaginary

frequency ω¼ iu. It should be noted that l ¼ 1, l ¼ 2, l ¼ 3 are for dipole,

quadrupole, and octupole interactions, respectively.

The dynamic multipole polarizabilities for a classical conducting spherical shell

can be found from the following expressions:

αl iuð Þ ¼ R2lþ1 ω2
l

ωl
2 þ u2

1� θl
1� βlθl

; ð20Þ

where

βl ¼
ωl

2eω2
l

ωl
2 þ u2ð Þ eω2

l þ u2
� � ð21Þ

and

θl ¼ R� t

R

� 
2lþ1

¼ 1� t=Rð Þ2lþ1 ð22Þ

from the work of Lucas et al. [52]. Here ωl ¼ ω p

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
l= 2lþ 1ð Þp

andeωl ¼ ω p

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
lþ 1ð Þ= 2lþ 1ð Þp

. The plasma frequency of the system is ω p ¼
ffiffiffiffiffiffiffiffi
4πρ

p
with ρ ¼ N

4
3
π R3� R�tð Þ3f g½ � for the spherical shell (with radius R and thickness t) and

ρ ¼ N
4
3
πR3ð Þ for the sphere (with radius R). N is the total number of valence electrons,

equal to 2 for He and 8 for other rare gas atoms.

In Perdew et al. [37] it is shown that, for a classical conducting spherical shell of

radius R, thickness t, and uniform density ρ, the above integration at (18) can be

performed to get all the higher order vdW coefficients. For two identical spheres,

i.e., when A¼B, one can get

CAA
2k ¼ ω p 2Rð Þ2k 1

22k
2k � 2ð Þ!

4

Xk�2

l¼1

1

2lð Þ! 2k � 2l� 1ð Þ!

� 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2lþ 1ð Þ=lp þ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

2k � 2l� 1ð Þ= k � l� 1ð Þp :

ð23Þ
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Then the van der Waals interaction of (2) can be written as

E dð Þ ¼ �
ffiffiffiffiffiffiffiffi
4πρ

p X1
k¼3

ck t=Rð Þzk; ð24Þ

where ck(t/R) is related to C2k by (4) and z ¼ 2R
d

� �2
.

Now, by the introduction of the geometric series of
X1

k¼1
zk ¼ 1� zð Þ�1

for

0� z< 1 and approximating ck ! c1 for k> 5, we find

Egeo dð Þ ¼ �
ffiffiffiffiffiffiffiffi
4πρ

p
c3

t

R

� 	
z3 þ c4

t

R

� 	
z4 þ c5

t

R

� 	
z5 þ c1 1� zð Þ�1 �

X5
k¼0

zk

( )" #
:

ð25Þ

This expression interpolates between the very large d and d ! 2R limits. The

above expression for Egeo(d ) has an unphysical divergence at z¼ 1 or d¼ 2R where

the two spheres touch each other. This divergence appears because we sum up all

the terms. However, in reality there is no divergence in (2) because it is an

asymptotic expansion for large value of d.
This is true because at large d the exponential density overlap between the two

real quantum-mechanical objects may be neglected. This divergence in the expres-

sion of Egeo(d ) can be removed by replacing z by z0 where z0 ¼ (2R/d0)2 with a

proper choice of d0. The expression for Egeo(d ) is true for the interaction between

identical spheres but it can be generalized to non-identical spheres 2R ! RA þ RB,

which leads to an equation such as (14) for the expression of EvdW(d
0).

In the pair interaction picture, Hamaker’s [41] expression of the van der Waals

interaction between two solid spheres of uniform density ρ is

E dð Þ ¼ �β

ð
A

d3r

ð
B

d3r
0 1��r � r0

��6; ð26Þ

where β ¼ c3 1ð Þ ffiffiffiffiffiffiffiffi
4πρ

p
3
4π

� �2
26 ¼ 0:006766

ffiffiffiffiffiffiffiffi
4πρ

p
3
4π

� �2
26 can be evaluated using the

value of c3(1) from Table 1.

Appendix 2 Binding Energy Curves from Geometric Series

The summed-up van der Waals series expression of (4) can also be used to obtain

the binding energy curves for the rare-gas dimers if we use our short-range cut-off

idea. Reduced van der Waals coefficients c3(t/R), c4(t/R), c5(t/R) and c1(t/R) are
taken from Table 1 for t/R¼ 1, e.g., for solid spheres. For identical solid-spheres the

electron density is ρ ¼ N= 4πR3=3
� �

for a sphere with radius R and number of total

valence electrons N (N is 2 for He and 8 for the other rare-gas atoms). The electron

density for non-identical spheres can be evaluated using 2
ffiffiffiffiffiffi
ρA

p ffiffiffiffiffi
ρB

p
=

ffiffiffiffiffiffi
ρA

p þ ffiffiffiffiffi
ρB

p� �
.
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We could not optimize the fitting parameter for every dimer. We have used

a¼ 4.09, the average of the optimum values for Ar–Ar and Kr–Kr. Figure 12

shows the results.

Fig. 12 Binding energy curves for different dimers using the geometric-series expression of (25)

a¼ 4.09
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Judging Density-Functional Approximations:

Some Pitfalls of Statistics

Andreas Savin and Erin R. Johnson

Abstract Density-functional theory (DFT) methods have achieved widespread

popularity for thermochemical predictions, which has lead to extensive

benchmarking of functionals. While the use of statistics to judge the quality of

various density-functional approximations is valuable and even seems unavoidable,

the present chapter suggests some pitfalls of statistical analyses. Several illustrative

examples, focusing on analysis of thermochemistry and intermolecular interactions,

are presented to show that conclusions can be heavily influenced by both the data-

set size and the choice of the criterion used to assess an approximation’s quality.
Even with reliable approximations, the risk of publishing inaccurate results natu-

rally increases with the number of calculations reported.

Keywords Density-functional theory � Intermolecular interactions � Statistics �
Thermochemistry
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1 Introduction

A combination of the high performance of modern computers, fast algorithms, and

good accuracy have permitted widespread use of density-functional approximations

(DFAs) across chemistry and physics. However, the high number of DFAs often

causes users of the theory to pose the question: “Which functional should I use?”

Nowadays, large sets of reference data are available to provide valuable help in

answering this question. Consequently, there has been a recent surge of

benchmarking studies where readers can take their pick of statistical measures to

justify use of their chosen functional in a particular application. The rapid growth in

the numbers and citations of benchmarking studies is illustrated in Fig. 1.

Habitually, statistical measures such as the mean absolute error are used to

indicate the quality of a density-functional approximation. Unfortunately, statistics

can also deform reality, and using statistics to judge the quality of an approximation

is no exception. A recently published paper [1] sought to answer several questions

regarding benchmarking of DFAs:

1. Is the approximation the only source of error and would an exact treatment give

the right result?

2. Do the approximations provide the necessary quantitative accuracy?

3. Are we interested in obtaining absolute values or in reproducing trends?

In general, the user is provided with a selection of DFAs and must decide which to

choose. However, there is no single objective criterion to determine which DFA is

best for a particular problem and a somewhat subjective choice is made regarding,

for example, the statistical criteria used to rank the functionals. Which specific

functional is then qualified as the best depends on this choice [1].

In the spirit of reference [2], we consider the performance of selected DFAs for

thermochemistry and intermolecular interactions. In these cases, accurate data
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should be accessible via coupled-cluster theory with large basis sets and extrapo-

lation. We address the following questions:

1. How strong are the effects caused by the finite sample size?

2. Can the same data produce opposite interpretations?

3. What is the probability that all of the results published in an article have

sufficient quantitative accuracy?

In the process, we discuss some potential pitfalls of statistics that rank the quality of

density-functional approximations.

2 Methodology

In a previous study [3], various dispersion-corrected density functionals were

benchmarked against either experimental or high-level ab initio reference data for

intermolecular complexes, thermochemistry, and reaction barrier heights. All data

sets used in the present work are taken from this prior study. The types and sources

of the reference data are summarized in Table 1. These data sets are by no means a

comprehensive collection of DFT benchmarks and this chapter focuses on the

illustrative examples of thermochemistry and intermolecular interaction data sets

only.

The density-functional approximations considered herein are also the same as in

our earlier work [3]. The acronyms follow the usual notation related to the names of

the authors: BLYP [13, 14], B3LYP [14, 15], BH&HLYP [14, 16], B97-1 [17],

CAM-B3LYP [18], LC-ωPBE [19, 20], PBE [21], PBE0 [22], and PW86PBE

[21, 23]. To ensure that the conclusions are not adversely impacted by the basis

set, aug-cc-pVTZ bases were used as they give results close to the complete basis

set limit for conventional density-functional calculations. In all cases, the

exchange-hole dipole moment (XDM) dispersion correction was applied [3, 24],

but this does not appear in the acronyms used below. Note that the two empirical

parameters used in the dispersion damping function were fitted separately for each

of the functionals, with the aug-cc-pVTZ basis set, which also tends to correct

deficiencies of the base DFA.

To assess the quality of the various DFAs for each data set, three statistical error

measures are used: the mean absolute errors (MAE):

MAE ¼ x ¼ 1

n

X
i¼1, n

xi; ð1Þ

the mean absolute percent errors (MAPE):
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MAPE ¼ 100

n

X
i¼1, n

xi
xref, ij j ð2Þ

and the root-mean-square errors (RMSE):

RMSE ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

n

X
i¼1, n

x2i

s
ð3Þ

where n is the number of data points in the set and xi ¼
��xcalc, i � xref, i

�� is the

absolute error for each point. Finally, the sample variance is

σ2 ¼ 1

n� 1

X
i¼1, n

xi � xð Þ2 ð4Þ

and the mean absolute error has a variance equal to the sample variance divided by

the size of the sample, or σ2/n. The uncertainty of the MAE is thus σ=
ffiffiffi
n

p
.

3 Using Statistical Measures to Judge Density Functional

Approximations

When judging the performance of DFAs, the mean error does not tell the full story

and further statistical measures are available to describe the distribution of errors

for a particular benchmark set. As an example, let us consider the G3/99 data set

[12] which gauges the ability of the functionals to describe atomization energies.

Histograms of the error distribution for the G3 set are shown in Fig. 2 for selected

functionals. From the figure, we see that BLYP and B3LYP have narrow error

distributions, while the BHandHLYP distribution is much broader. The maximum

errors are 27.3 kcal/mol for BLYP, 34.4 kcal/mol for B3LYP, and 79.7 kcal/mol for

Table 1 List of reference data, showing the abbreviation of the data-set name, the source of the

data (either calculated or experimental), the number of data points, a brief description of the set,

and the relevant literature reference

Name Type No. Description References

KB49 calc 49 Intermolecular interactions [3, 4]

S22 calc 22 Intermolecular interactions [5, 6]

S66 calc 66 Intermolecular interactions [7, 8]

HSG calc 21 Intermolecular interactions [6, 9]

G1 expt 56 Atomization energies [10]

G2 expt 149 Atomization energies [11]

G3 expt 222 Atomization energies [24]
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BHandHYLP. Thus, even for a relatively narrow error distribution, the maximum

errors are far from the desired chemical accuracy.

Analogous results can be presented more compactly via “box-and-whisker”

plots, where the boxes span the interquartile range of the data (i.e., the range that

spans the middle half of the data), the ends of the whiskers show the minimum and

maximum errors, and the lines show the median errors. Error distributions are

plotted in this fashion for all the DFAs considered in Fig. 3. The figure also

shows an analogous plot for the errors expressed on a per-atom basis, which

eliminates any bias of the error distribution based on molecular size.

When benchmarking density functionals, mean absolute errors are most often

presented to indicate the quality of an approximation. However, the average can be

greatly inflated by a few outliers in a data set. The root-mean-square error (RMSE)

is even more strongly affected, while the median absolute error reduces this bias.

Table 2 collects these statistics for the G3 set. B3LYP gives the lowest MAE and

median absolute error, while CAM-B3LYP gives the lowest RMSE and B97-1 the

lowest maximum error. As a further alternative, one can also consider the MAE,

RMSE, and median or maximum absolute error per atom, to account for differences

in molecular size within the benchmark. With the per-atom statistics, B3LYP,

CAM-B3LYP, LC-ωPBE, B97-1, and PBE0 all give MAEs of near 1 kcal/mol

per atom. B97-1 gives the lowest RMSE, B3LYP gives the lowest median absolute

error, and CAM-B3LYP the lowest maximum error. Thus, the choice of which

statistical indicator is used to judge the DFAs determines which is ultimately

selected as the best functional.
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With each DFA, the distribution of errors for the G3 set is very broad and the

decay of the absolute errors is very slow, so that the mean is not well defined. To

demonstrate what is meant by this, consider a linear molecule of n+ 1 atoms,

forming n chemical bonds. For each bond energy, we let the error with a particular

DFA be x kcal/mol. Then the mean error for chains of size n ¼ 1, 2, . . . ,m is
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Fig. 3 Box-and-whisker plots of the atomization-energy errors for the G3 set with selected

functionals. The boxes span the interquartile range, the ends of the whiskers show the minimum

and maximum errors, and the lines show the median errors. The upper panel shows the total errors
and the lower panel shows the errors per atom
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1

m

Xm
n¼1

nx ¼ mþ 1

2
x ð5Þ

and this diverges as m ! 1. Thus, the atomization energy errors increase steadily

with molecular size and, as larger systems are added to the benchmark set, the errors

increase and the mean is inflated. Conversely, the atomization energy per atom is

well defined and approaches x when m ! 1. The divergence of the MAE with

increasing system size can be seen by comparing the error distributions for the G1,

G2, and G3 test sets, as shown in Fig. 4. The G1 set was the first set of atomization

energy data, compiled for small molecules only. This set was later expanded to the

G2, and subsequently the G3, by adding progressively larger organic molecules to

the benchmark. From the figure, the errors in total atomization energies increase

going from the G1 to the G3 set. On the other hand, the errors per atom remain

roughly constant or even decrease slightly going from the G1 to the G3 set. The

errors are reduced in some cases since the DFAs tend to perform better for organic

molecules, which constitute a larger fraction of the G3 set. Ultimately, the MAE per

atom should be a favored statistic over the total MAE when comparing performance

of DFAs for atomization energies.

Another consequence of the breadth of the error distribution is that the MAE

may have a large associated uncertainty, particularly for small sample sizes.

Therefore, the variance of the mean may be larger than the difference in MAEs

between two or more functionals, prohibiting use of this metric to make an

informed ranking of DFA quality. For the G3 set, MAEs and their uncertainties

for each functional are collected in Table 3. The uncertainties are fairly large,

ranging from 0.3 to 1.1 kcal/mol, illustrating that the MAEs are not certain beyond

the first decimal point. Additionally, we cannot definitively conclude that B3LYP is

the optimum functional, despite giving the lowest MAE, because the difference

between the MAEs from B3LYP and CAM-B3LYP is smaller than the sum of the

uncertainties.

Table 2 MAEs, RMSEs, median absolute errors (Med), and maximum absolute errors (Max) for

the G3 set, in kcal/mol. The same quantities, expressed per atom, are also shown

Functional

Total Per atom

MAE RMSE Med Max MAE RMSE Med Max

B3LYP 4.0 6.7 2.2 34.4 0.8 1.5 0.3 6.8

CAM-B3LYP 4.6 6.5 3.5 29.9 0.9 1.5 0.6 5.0

LC-ωPBE 5.2 7.0 3.9 24.6 1.1 1.7 0.6 9.3

B97-1 5.3 7.1 4.0 22.8 0.8 1.1 0.4 6.6

BLYP 6.5 8.8 4.7 27.3 1.3 2.1 0.6 9.1

PBE0 6.7 9.5 4.2 38.6 1.0 1.5 0.6 6.3

PW86PBE 9.4 12.6 6.7 38.6 1.7 2.6 1.0 11.5

PBE 20.8 25.8 17.5 82.0 3.0 3.8 2.4 13.7

BH&HLYP 29.2 33.5 28.6 79.7 4.5 5.7 3.4 20.4
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Fig. 4 Histograms of the MAE and MAE per atom with selected functionals for the G1, G2, and

G3 sets of atomization energies

Table 3 MAEs and their uncertainties, measured using the square-root of the sample variance, for

the full G3 set and three randomly-chosen subsets, in kcal/mol

Functional G3 Subset 1 Subset 2 Subset 3

B3LYP 4.0� 0.4 2.7� 0.5 2.4� 0.4 3.6� 0.8

CAM-B3LYP 4.6� 0.3 3.5� 0.5 4.0� 0.7 4.8� 0.8

LC-ωPBE 5.2� 0.3 4.6� 0.7 5.1� 0.7 4.6� 0.8

B97-1 5.3� 0.3 4.6� 0.8 4.4� 0.8 5.0� 1.0

BLYP 6.5� 0.4 5.1� 1.1 5.5� 1.2 6.3� 1.1

PBE0 6.7� 0.5 6.6� 1.9 4.8� 0.8 5.6� 1.0

PW86PBE 9.4� 0.6 8.7� 2.1 7.2� 1.4 7.1� 1.2

PBE 20.8� 1.0 20.6� 4.2 20.2� 3.8 20.7� 2.0

BH&HLYP 29.2� 1.1 26.1� 4.3 27.4� 2.6 30.3� 2.2
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In general, because of the finite number of systems considered, the mean of a

data set is uncertain and has a variance which is inversely dependent on the sample

size. To investigate the dependence of the statistics on sample size, we consider the

effect of taking three randomly-chosen subsets, each consisting of 22 molecules,

from the G3 and evaluating the MAE and its variance for each subset. This

procedure demonstrates the danger of using small data sets when benchmarking

functionals. For example, using subset 2, the errors for CAM-B3LYP, B97-1, and

PBE0 are all equivalent, to within the uncertainty. However, for the full G3 set,

CAM-B3LYP is more accurate to within one standard deviation, with an MAE

2 kcal/mol lower than that of PBE0. Additionally, the MAEs obtained with B3LYP

for each of the subsets are much lower than the MAE for the full G3 set, showing

that it is quite probable that larger errors appear for increasingly larger sets. Indeed,

the means for the full set are often worse, because some molecules for which the

errors are particularly large are not included in the subsets.

We now turn our focus away from atomization energies and towards

intermolecular interactions. Since small sets can give misleading results, are these

data sets large enough for us to trust our conclusions? The MAEs for the KB49,

S22, S66, and HSG data sets, obtained with the various DFAs, are shown in Table 4,

together with their uncertainties, calculated using the square-root of the sample

variance. We also consider a superset of 115 intermolecular complexes by com-

bining the KB49 (which already includes the S22 set) with the S66 data set (which

is entirely separate from the KB49 set). The MAEs and uncertainties are also shown

graphically in Fig. 5. Because of the small size of the benchmarks, particularly for

the S22 and HSG sets, definitive statements about the relative quality of the DFAs

cannot be made because the uncertainties are so large that the MAEs for many of

the functionals are not distinguishable. The statistics for the combined S115 set

show, more definitively than for any of the smaller constituent data sets, the

separation in performance between the three best-performing functionals

(B3LYP, BLYP, and LC-ωPBE) and the rest of the DFAs.

Because of the small values of the interaction energies for dispersion-bound

complexes, the mean absolute percent error (MAPE) is often preferred over the

MAE. The MAPEs for the intermolecular data sets are shown in Table 5. However,

as seen previously for the G3 set, different conclusions regarding which DFA is

preferable may be drawn depending on which statistic is used as the selection

criterion. The difference between MAE and MAPE is particularly important in sets

where the absolute values cover a wide range. For example, considering the HSG

set, B3LYP gives the lowest MAE while CAM-B3LYP gives the lowest MAPE.

This occurs because, when the binding energies are large in magnitude (typically

for H-bonding), CAM-B3LYP generally gives larger errors than B3LYP, while it

performs quite well for small binding energies (BEs). The errors for large BEs have

less weight in the MAPE than the MAE, so the apparent accuracy of CAM-B3LYP
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improves. Thus, the choice of statistical indicator determines which would be

selected as the best functional and this is an example where the same data can

produce opposite interpretations. It is also interesting that B3LYP, BLYP, and

LC-ωPBE all give equivalent MAEs for the S115 set, but B3LYP gives a signifi-

cantly lower MAPE.

As we have demonstrated, using a sufficiently large data set to ensure that the

differences between functionals are less than the sum of the uncertainties is of key

importance. However, other hidden problems may be encountered when enlarging

the test set. For example, a method can perform well for one part of the set, but not

Table 4 MAEs and their uncertainties for the KB49, S22, S66, and HSG sets, together with the

S115 superset (combining KB49 and S66), in kcal/mol

Functional KB49 S22 S66 HSG S115

LC-ωPBE 0.27� 0.03 0.31� 0.06 0.21� 0.02 0.23� 0.04 0.23� 0.02

BLYP 0.29� 0.04 0.22� 0.04 0.19� 0.02 0.20� 0.04 0.23� 0.02

B3LYP 0.26� 0.03 0.31� 0.06 0.22� 0.02 0.12� 0.03 0.24� 0.02

PW86PBE 0.39� 0.06 0.35� 0.09 0.26� 0.03 0.17� 0.02 0.32� 0.03

BH&HLYP 0.35� 0.06 0.47� 0.11 0.31� 0.04 0.18� 0.05 0.33� 0.04

CAM-B3LYP 0.37� 0.06 0.50� 0.11 0.35� 0.04 0.16� 0.05 0.36� 0.03

PBE0 0.39� 0.06 0.53� 0.13 0.36� 0.04 0.15� 0.03 0.37� 0.04

B97-1 0.42� 0.09 0.62� 0.18 0.38� 0.05 0.21� 0.05 0.40� 0.05

PBE 0.48� 0.08 0.57� 0.15 0.39� 0.04 0.16� 0.02 0.43� 0.04
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Fig. 5 Mean absolute errors for intermolecular interaction data sets, with the square root of the

variance indicated by error bars, for selected DFAs. The numbers in the benchmark names refer the

size of each data set
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for another. This is the case for intermolecular complexes, where the functionals

behave differently depending on whether a dimer is bound by dispersion interac-

tions or hydrogen-bonding. To illustrate this, consider the combined KB49 and S66

sets (called S115 above), which can then be divided into two new subsets: a subset

of 35 H-bonded (HB) complexes and a subset of 80 weakly-interacting

(WI) complexes. The MAPEs for each subset are given in Table 6 for the selected

DFAs. For the WI subset, the lowest MAPE is obtained with B3LYP, and it also

gives the second-lowest MAPE for the HB subset, so it performs best for the

combined set. However, many of the other functionals do not provide such balanced

performance for both interaction types. For the hydrogen-bonding complexes, the

best result is obtained with B97-1, although it performs much worse for dispersion-

bound complexes. Conversely, CAM-B3LYP and BH&HLYP give the largest

MAPEs for H-bonding, but perform much better than B97-1 for dispersion-bound

complexes.

When combining data sets, we often wish to determine which functional gives

the best balance of errors. As an example of a potential pitfall in such an assess-

ment, let us attempt to judge whether B97-1 or BH&HLYP is most accurate for the

union of the HB and WI sets, using ratios of the MAPEs.

On one hand, the defender of B97-1 makes the following argument. True, the

ratio of MAPEs for the WI subset (6.8/13.3� 0.51) is <1 and favors BH&HLYP.

However, for the HB subset, the ratio is >1 (5.6/3.0� 1.87) and BH&HLYP is

Table 5 MAPEs for the

KB49, S22, S66, and HSG

sets, together with the S115

superset

Functional KB49 S22 S66 HSG S115

B3LYP 6.3 5.0 3.9 10.0 4.9

LC-ωPBE 7.6 5.0 4.3 23.7 5.7

BLYP 9.4 4.8 3.9 9.9 6.2

BH&HLYP 8.1 6.4 5.2 9.5 6.4

CAM-B3LYP 8.2 7.2 6.1 8.4 7.0

PW86PBE 11.3 5.9 6.0 10.5 8.3

PBE0 9.8 8.3 7.4 13.5 8.4

B97-1 11.9 11.7 8.8 14.9 10.1

PBE 13.8 10.5 8.5 10.7 10.8

Table 6 MAPEs for selected

methods, for the combined

S115 set, divided into two

subsets of 35 H-bonded

(HB) complexes and 80 other

weakly-interacting

(WI) complexes

Functional HB WI

B97-1 3.0 13.3

B3LYP 3.4 5.6

BLYP 3.4 7.5

LC-ωPBE 3.5 6.7

PW86PBE 3.7 10.3

PBE0 3.9 10.4

PBE 4.2 13.7

BH&HLYP 5.6 6.8

CAM-B3LYP 6.5 7.2
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worse for this set. Thus, on average, we get (1.87 + 0.51)/2� 1.19 and conclude that

the errors of BH&HLYP are larger than those of B97-1 so the latter should be

preferred.

On the other hand, the proponent of BH&HLYP makes the following, analogous

argument. True, the ratio of MAPEs for the HB subset (3.0/5.6� 0.54) is <1 and

favors B97-1. However, for the WI subset, the ratio is >1 (13.3/6.8� 1.96) and

B97-1 is worse for this set. Thus, on average, we get (1.96 + 0.54)/2� 1.24 and

conclude that the errors of B97-1 are larger than those of BH&HLYP so the latter

should be preferred.

This illustrates how the same data can support two different conclusions. To

understand how it is possible to reach two contradictory conclusions in this fashion,

consider the more general case, where the two functionals to be compared are

labeled methods 1 and 2 and the data sets are A and B. We denote the average error

(MAPE in this case) for functional 1 on set A as A1 and follow an analogous

notation for the other functional and data set. To compare the errors of the two

functionals we average the ratios for both data sets:A1=A2 andB1=B2 . If the result is

<1, then functional 1 is judged to perform better. However, this analysis can also be

performed using the inverse ratios: A2=A1 and B2=B1 . The result depends on which

ratio was used because of the different order of operations:

1

2

A1

A2

þ B1

B2

� �
6¼ 1

2

A2

A1

þ B2

B1

� �
ð6Þ

Thus, we see that the way the mean has been produced (arithmetic vs harmonic) can

sometimes lead to different conclusions. In particular, using the harmonic mean can

favor a method that gives near zero error for one data set.

Finally, we consider the probability that all the results published in an article are

significant. As we have seen, based on statistics for the G3 set, density-functional

approximations work very well for general thermochemistry. However, there is

always the possibility of obtaining an error larger than one wants to accept for

useful chemical predictions and this risk increases as more results are generated.

For example, assume that the distribution of the errors for the G3 is representa-

tive for the chemical systems under study and that the required accuracy is 0.5 kcal/

mol per atom. Then the number of cases where this accuracy is reached in the G3

data set, divided by the size of the set, gives the probability that a single additional

calculation yields an accurate result. The highest probability to obtain the desired

accuracy is provided by B3LYP, but it is only 0.64. Thus, if ten new B3LYP

calculations are performed, for systems having the same error distribution as the

G3 data set, the probability that all results possess the needed accuracy is extremely

small (0.6410¼ 0.01).

One can also impose less strict requirements to judge a result as accurate.

Figure 6 shows how the probability of obtaining one, two, five, or ten accurate

results for the G3 set evolves when gradually increasing the acceptance bar. For
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example, if one wants to accept errors within �2 kcal/mol per atom, the probability

of reaching the desired accuracy for ten calculations is now 0.23.

Similar effects are observed for other data sets and functionals, as shown in

Table 7. For example, if we repeat this analysis for the KB49 set, the probability of

obtaining a required accuracy of 0.5 kcal/mol from a single B3LYP calculation is

very high at 0.86. However, the probability of having ten sufficiently accurate

results decreases to 0.22, and to 0.05 for 20. Even if the probability of obtaining a

reliable result is high, the probability that all future calculations are accurate

becomes low as the number of published results increases.
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Fig. 6 The probability to obtain B3LYP atomization energies with absolute errors per atom less

than a chosen maximum acceptable value, for a set of n systems and assuming the same error

distribution as the G3 data set

Table 7 Probabilities of a

single calculated result having

an error less than a particular

accuracy threshold (in kcal/

mol) for either the G3 or

KB49 data sets, with selected

functionals. The values for the

G3 set refer to errors per atom

Functional

G3 KB49

<0.5 <1 <0.5

B3LYP 0.64 0.78 0.86

CAM-B3LYP 0.57 0.77 0.73

B97-1 0.43 0.80 0.78

LC-ωPBE 0.45 0.68 0.84

BLYP 0.41 0.68 0.80

PBE0 0.38 0.65 0.73

PW86PBE 0.29 0.48 0.67

PBE 0.05 0.15 0.63

BH&HLYP 0.03 0.08 0.71
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4 Summary

There is no doubt that density-functional approximations have enhanced the field of

computational chemistry. This would not have been the case without the ability of

DFAs to produce interesting and reliable data. As the use of statistical measures to

assess the quality of DFAs is valuable and necessary, the number of benchmarking

studies has been growing rapidly. It should be pointed out, however, that such

statistics-based judgments are subject to several potential pitfalls. For atomization

energies, commonly used in parameterization of new functionals, the mean absolute

error is not well defined in the limit of large molecular size and errors per atom are a

preferable statistic. Large data sets are critical for ranking of functionals to mini-

mize the variance, although they can include a variety of effects and can thus blur

one’s judgment of the functionals. It is even possible to reach opposite conclusions

using the same data, for example depending on the choice of statistical measure.

Finally, publishing more data naturally augments the risk of including some data

with unsatisfactory accuracy. Statistical data used to judge the quality of density-

functional approximations must be carefully analyzed and understood in advance of

drawing conclusions.
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The Ring and Exchange-Ring Approximations

Based on Kohn–Sham Reference States

Andreas Heßelmann

Abstract The ring or random-phase approximation (RPA) method combined with

Kohn–Sham reference states has become established as an alternative method to

common ab initio wave function methods for the description of the electronic

structure of molecules and solids. The reason for this lies in the fact that the RPA

possesses, in contrast to, for example, configuration interaction or coupled-cluster

methods, a favourable scaling behaviour of N4 � log (N ) with the system size and

describes a number of thermodynamic and electronic properties with a higher

accuracy than standard density-functional theory methods. Moreover, the RPA

method is able to describe not only dynamic but also strong static electron corre-

lation effects, in contrast to conventional single-reference methods. The latter also

include large systems with a small or vanishing band gap. In this work, the

performance of the RPA and some extensions to the RPA, including exchange

correlations, are tested for the description of thermochemical properties.

Keywords Random-phase approximation, Exchange interactions, Feynman

diagrams, Correlation energy, Brueckner orbitals, Atomisation energies, Reaction

energies, Reaction barriers
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1 Introduction

Consider an infinitely large many-electron system in which the electrons are not

confined in an external potential but in which a positive background charge serves

for a neutral charge of the whole system (physicists term this model ‘homogeneous

electron gas’). Without the restriction of generality, one can further assume that the

system is one dimensional, that is, all electrons are constrained on a single line.

There are then three cases which would have to be considered in order to describe

the motion of the electrons, displayed in Fig. 1:

1. Low density limit: the electrons are sufficiently far apart from each other so that

the movement of a single electron within the system is almost free, because the

interactions between the electrons decay with the inverse distance 1/x (Coulom-

bic decay). In this case, the whole system can very well be described in terms of

a noninteracting many-electron system obeying solely the Pauli exclusion prin-

ciple. The latter means that the wave function of the system may be represented

by a Slater determinant of the individual single-particle states.

2. Mean density case: collisions between the electrons become more frequent and the

system can no longer be well described in terms of a noninteracting system as in

bare particle quasi particle

a

b

c collective motion of all particles

particles moving almost free

Fig. 1 One-dimensional many-electron system at (a) low density, (b) mean density and (c) high

density
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case 1. However, the repulsion of the electrons from each other now leads to a

charge depletion around each electron, where it is then unlikely to find another

electron. Identifying this region of space as so-called holes or regions with an

increased positive charge (because of the lack of negative charges around) means

that, for each electron within the system, its negative charge is screened because of

this positive ‘cloud’ around it. One can then introduce a new fictitious particle, the

quasi particle, which is just the combination of the bare particles (the electrons)

with their positive charge cloud: see Fig. 1. In this picture, mapping the bare

particle case on a set of quasi particles, again the system can be well described in

terms of movements of these quasi particles as their interactions are much reduced

because of the screening effects compared to the bare particles. One can then set

up another single particle Hamiltonian describing the interactions of the quasi

particles by an effective external potential produced by the ‘quasi’ particle system.

All interactions which go beyond this effective single-particle picture can then be

accurately described in terms of (low-order) perturbation theory methods. This

holds true because of the weak interactions of the quasi particles in comparison to

the true interactions of the bare electrons.

3. High density limit: the electrons are now that close to each other that the above

quasi-particle model breaks down and the system can no longer be well described

solely in terms of a superposition of single-particle states. Indeed, the random

oscillations of the electrons now also affect the motion of all other electrons, as is

shown in Fig. 1. This means that, in order to describe this situation properly, one

has to account for the collective motion of all electrons. It goes without saying that

a (truncated) perturbation theory approach is unlikely to be successful in this case

because of the strong coupling of the motions of the electrons. Interestingly,

analogous to case 2, the collective motions of the electrons can also be associated

with a quasi-particle termed the plasmon and the behaviour of electrons in the

high-density case is referred to as plasmon oscillation.

For chemists, the mean density case 2 is certainly the most interesting as this is

most akin to a molecular system. In the following, however, we now look more in

detail at case 3, the high-density limit. Experimental evidence for the mentioned

plasma waves in such a system was found when a thin metal foil (being a real

representative system for the homogeneous electron gas) is bombarded with high

energy electrons; see, e.g. [1]. In a theoretical study of this behaviour, Bohm and

Pines have set up the equations for the time behaviour of these density fluctuations

[2], leading to two distinct terms: a term which arises from the random thermal

motions of the electrons which also appear in a noninteracting system, and a second

term which describes the collective motions of the electrons caused by their

interactions with each other. This second term was split up into two further terms

by Bohm and Pines, yielding one term which describes the oscillations all in phase

with each other, and a second term which describes the coupling of oscillations in

different modes [2]. Since this coupling term depends explicitly on the particle

coordinates, distributed nearly in random positions, it can be argued that their

average contribution tends to zero. Furthermore, it was shown, with the aid of

numerical arguments by Bohm and Pines, that these anharmonic coupling
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contributions are negligible in typical electron gas systems with a number of about

1012 electrons per cm3 [2]. The omission of the ‘out of phase’ terms in the equations

was defined as ‘random-phase approximation’ (RPA) in [2].

Using the model system of Fig. 1c, the RPA can be interpreted as follows.

Consider the linear many-electron model as a system of coupled oscillators. In the

high-density case, if an electron is displaced from its position, it is likely that it

transfers its momentum completely to its neighbouring electron. In total, this leads

to a motion of the whole system with all oscillations in phase, and any ‘out of phase’
oscillations are small in the limit of a highly dense electronic system. Clearly this

would be different in the case in Fig. 1b where the transfer of the momentum of one

electron to another is largely reduced because of the lower density within the

system.

The propagation of the density fluctuation of the system can be represented

graphically by the diagram in Fig. 2 [3]. In this figure a density fluctuation arising in

point a is transferred to point b through a series of electron–electron collisions

represented by the red wiggly lines. The upward pointing arrows in the figure

represent the movement of the electron which is excited from its single-particle

ground-state while the accompanying downward pointing arrows represent a

corresponding unoccupied hole state. Thus the two-arrow units in Fig. 2 can be

interpreted as an electron which leaves its mean position and oscillates back in a

cycle. The separation of the particle (up) and hole (down) arrows (so-called

particle-hole pair) therefore mark a polarisation within the system, i.e. a separation

of negative and positive charges.

The propagator shown in Fig. 2 represents the most important contributions in

the high-density case, i.e. in the diagram in Fig. 2 each particle–hole pair transfers

its momentum (marked by q in the diagram) completely to another particle–hole

pair in concordance with the above considerations. A more unlikely situation in the

a

b

q

q

q

q

Fig. 2 Polarisation

propagator in the random-

phase approximation

100 A. Heßelmann



high-density case is shown in Fig. 3, since here an electron transfers only a fraction

of its momentum (k� l ) to another electron. Such a case is omitted within the RPA.

After the RPA was introduced by Bohm and Pines [2, 4, 5], the theoretical

predictions of the ground-state energy and the quasiparticle properties of the

homogeneous electron gas led to a considerable improvement over the commonly

used Hartree–Fock results [6]. However, its validity was questioned by a number of

people because the collective modes were treated on a quite different basis com-

pared to quasiparticle excitations. Soon after the works of Bohm and Pines, it was

found that a perturbational technique by Gell-Mann and Brueckner [7] which was

used by them to calculate the ground state energy and specific heat of the homo-

geneous electron gas turned out to be identical to the RPA [8]. In this method, the

ground-state correlation energy is approximated by summing over all most diver-

gent terms in each order in the electron–electron interaction (the divergency

originating from the long-range character of the Coulomb interaction). Interest-

ingly, while each term then in itself diverges, the total sum of all these terms leads

to a finite number which is identical to the exact energy of the homogeneous

electron gas at high density [7]. Independently, Hubbard also established a connec-

tion between the collective coordinate approach and the perturbation-theoretic

summation using a field-theoretic method [9, 10].

It should be noted that this perturbative technique, the summation over the most

divergent terms in each order, is closely connected to the form of the propagator

shown in Fig. 2. This is because each red wiggly photon exchange line in the

diagram produces a term that contributes a factor of 1/q2 in the propagator expres-

sion (cf. [3]). Therefore, the larger the total momentum transfer of a given propa-

gation process, the larger its degree of divergence for q! 0. Collecting all diagrams

contributing to the correlation energy with the highest degree of divergence means

that only fragments of the type of the one shown in Fig. 2 but not of the type of the

one shown in Fig. 3 have to be summed. The resulting diagrams, as shown in

Sect. 2, all possess a ring structure. This is why the RPA is sometimes also referred

to as ring-approximation.
The question which arises now is why the RPA has also gained an increasing

popularity for describing the electronic structure in molecular systems, cf. [11–15]?

As mentioned above, apart from the fact that a molecular system is finite in size, in

k

l

k−l

Fig. 3 Polarisation

propagator with a negligible

contribution in the high-

density case
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contrast to the homogeneous electron gas model, it certainly is much better

represented by the mean density case in Fig. 1b rather than the high-density case

in Fig. 1c. A first point which should be noted and which was already taken into

account by Hubbard is the fact that the RPA is not accurate anymore, even in the

electron gas case for large momentum transfers [10, 16]. The reason is that in the

RPA there is no distinction between the correlations of electrons with a parallel and

antiparallel spin, and thus the method does not take into account the Pauli principle

(in second and higher orders). Clearly, a remedy for this problem is obtained by also

including exchange contributions in the correlation energy. In the high-density

electron gas the only nonvanishing contribution to the exchange correlations is

the second-order one that affects the total correlation energy by more than 10%

[17]. In chemistry, the first applications of exchange-RPA methods were carried out

by McLachlan and Ball, who studied both the ground-state correlations as well as

the excited states of the π electrons of a double bond [18, 19]. At that time, thanks to

the work of Ehrenreich and Cohen, it was already clear that the RPA with

(a complete account of) exchange effects is identical to the time-dependent gener-

alisation of Hartree–Fock theory (TDHF) [20]. Since then, the TDHF method has

been used much more often to study excited states or response properties of

chemical systems rather than ground-state correlations [21–24]. Two significant

contributions on the application of exchange-RPA methods to describe the ground

state are those by Szabo and Ostlund [25, 26] and Oddershede [24]. In the

exchange-RPA method by Szabo and Ostlund, the RPA energy expression is

modified such that the long-range correlation energy between two closed-shell

molecules resembles the dispersion interaction energy in the TDHF formalism

[25–27], in contrast to the method by McLachlan and Ball [18, 19]. The RPA

method by Oddershede takes into account that the TDHF method is often affected

by triplet instabilities caused by an incompatibility of the wave function ansatz and

the excitation operators [24] and expresses the ground-state correlation energy

solely in terms of the singlet excitations. Only recently, however, it was observed

that these exchange-RPA variants based on Hartree–Fock reference states yield

rather unsatisfactory results for chemical reaction energies or intermolecular inter-

action energies if compared to low-order Møller–Plesset perturbation theory or

coupled-cluster results [28].

To that end, it should be noted that yet another approach for calculating the

(exchange-) correlation energy of metallic systems was developed in the 1970s by

Langreth and Perdew, based on the fluctuation-dissipation theorem [29] and termed

the adiabatic-connection fluctuation dissipation theorem (AC-FDT) [30, 31]. While

the fuctuation-dissipation theorem itself relates the internal random fluctuations of a

many-particle system to the response the system undergoes caused by a small

applied external perturbation, the AC-FDT method generalises this theorem to

enable the calculation of the correlation energy of the system. This is achieved by

connecting the noninteracting and interacting many-electron systems in such way

that their density along the connection path is identical [30, 31]. Surprisingly, it can

be shown that this approach and the above sketched perturbative approach are

identical within the RPA [32, 33]. From that perspective it is, however, clear that
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using the Hartree–Fock reference wave function to represent the noninteracting

system might not be the optimal choice for use within the AC-FDT method. The

reason for this is that, while the Hartree–Fock determinant minimises the energy

expectation value, its density differs from that of the correlated many-electron

system. A much more natural choice therefore would be to use a reference deter-

minant in conjunction with the AC-FDT method, which yields the exact density,

i.e. the Kohn–Sham determinant.

Recent works applying Kohn–Sham-based RPA (KS-RPA) methods to molec-

ular systems, starting with the initial work by Furche [11], have indeed shown that

KS-RPA not only describes dynamic electron correlation effects with a reasonable

accuracy, important, for example, for the description of non-covalent interactions

of molecules [14, 34] or molecular crystals [35], but also that this method is able to

describe static correlation effects qualitatively correctly [11, 14, 36–38]. Such

effects become important in systems with a small HOMO-LUMO gap, generally

for transition metal complexes, metallic systems, or for the description of bond

dissociations of single- and multiple-bonds. These cases can usually only be

described by computationally expensive multi-reference methods; standard

single-reference methods (including standard density-functional theory (DFT)

methods) usually fail severely for systems with a small HOMO-LUMO gap.

Certainly this flexibility of the KS-RPA method in the description of various

kinds of correlation interactions is one of the reasons for its increased popularity.

It has to be noted, however, that the KS-RPA method fails dramatically in describ-

ing the bond dissociation of systems with an uneven number of electrons, e.g. in

case of the Hþ2 molecule [14, 37, 39]. The reason again lies in the fact that the RPA

does not account for exchange interactions, and therefore strongly overestimates

electron correlation energies caused by a self-correlation error (see also Sect. 2).

The most striking example for this error is a single-electron system for which the

RPA correlation energy is unequal to zero [36, 40]. As a consequence of this, it was

observed that the RPA also systematically overestimates the strength of ionic and

covalent bonds [14, 15].

A remedy for this problem is again obtained by including exchange contribu-

tions within the RPA correlation energy. As has already been mentioned above in

the context of Hartree–Fock-based RPA methods, this can be done in many various

ways, and therefore a number of different exchange KS-RPA methods have been

developed in recent years [41–46]; see [12, 13] for an overview. While these

methods certainly are computationally more expensive than the corresponding

direct RPA methods, they often yield a higher accuracy, e.g. for intermolecular

interaction energies [15, 45], chemical reaction energies [45] or atomisation ener-

gies [15]. Furthermore, certain variants, such as the second-order screened

exchange (SOSEX) method [43] or the RPAX2 method [45], still possess a mod-

erate scaling behaviour of N5 with the molecular size N, which is only slightly

larger than with RPA (having a scaling behaviour of N4 � log(N ) [47]). An interest-

ing alternative approach for treating exchange effects indirectly within the RPA is

the RXH method proposed by Gould which uses a model of the exchange-hole
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[46]. This method possesses the same scaling behaviour as RPA, although it gives

improved total correlation energies and C6 atom–atom dispersion coefficients for a

number of atoms [46]. Whether this also holds true for molecular systems, however,

has yet to be proven.

An important aspect of using RPA methods for larger molecular systems in

favour of, e.g. more popular standard DFT methods is its scaling behaviour with the

molecular size. As was mentioned above, the scaling behaviour of the RPA method

with the molecular size N is relatively favourable in comparison to standard

perturbation-theory or coupled-cluster methods, namely it increases by N4 � log(N).

Currently there exist a number of efficient implementations of the RPA method in

various computer programs for molecules [14, 45] and solids [15, 48, 116]. For

example, the resolution-of-identity implementation of the RPA by Eshuis

et al. allows the computation of a system of 120 electrons (tetracene) within a

quarter of an hour on a 2.80-GHz machine and a moderate memory requirement of

900 MB [47]. This is good enough to also be able to perform geometry optimisa-

tions for large molecular systems.

Apart from the scaling behaviour of the RPA method with respect to the size of

the molecule, however, the convergence of the RPA correlation energy with respect

to the number of basis functions used to expand the molecular orbitals also has to be

taken into account. Since in RPA methods, similar to wave-function methods, the

interelectronic cusp of the pair correlation function has to be modelled explicitly

[40, 49] by a finite basis set, the basis set convergence is de facto identical in both

cases and can be described by an inverse cubic function of the cardinal number of

the underlying basis set [11, 50, 51]. This means that generally large basis sets [34]

or basis set extrapolation techniques [45, 50, 51] have to be used in conjunction

with the RPA, otherwise the results are more or less affected by a basis set error.

A different way of tackling this problem is to use so-called range-separated

methods [52]. In these the Coulomb operator is split up into a short- and long-range

part with the idea that then only the long-range interactions are described on the

RPA (or generally any other wave-function theory) level while the short-range

interactions are described by standard DFT methods instead [42, 53, 54]. In this

way a large fraction of the dynamic electron correlation effects are described on the

conventional DFT level, leading to a much faster basis set convergence compared

to the RPA [42]. Different variants of these range-separated methods describe

intermolecular interactions [42, 54, 55] and atomisation energies [37] with good

accuracy.

The above overview could hopefully shed some light on the origin of the RPA

method, developed primarily in order to describe the homogeneous electron gas,

and also explain its recent success in the molecular world. This work continues with

a derivation of the RPA correlation energy using Feynman diagrams (Sect. 2). It

should be noted that the purpose is to sketch briefly how diagram expansions of

wave functions or correlation energies can be set up, rather than to give a thorough

and detailed discussion of the underlying concepts of drawing Feynman diagrams.

The presentation is therefore incomplete (if not inaccurate) and the reader is

referred to a number of good reference texts on the subject; see [3, 17, 56–59].
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Section 3 explains why Kohn–Sham RPA methods are favoured compared to

Hartree–Fock-based RPA methods for describing electron correlation effects. In

Sect. 4 it is analysed how accurate Kohn–Sham RPA methods are in describing

thermochemical properties, namely atomisation energies, ionisation energies,

electron and proton affinities (Sect. 4.1), chemical reaction energies (Sect. 4.2)

and reaction barrier heights (Sect. 4.3). Section 5 gives a brief summary.

2 Derivation of the RPA Correlation Energy Using

Feynman Diagrams

In order to describe a quantum many-body system, a sum over all possible interac-

tions within the system has to be made. Practically this is what is different

compared to a classical many-body system where no interference properties of

the particles need to be accounted for and for which particles follow definite and

physically observable paths. Nevertheless, it has become convenient to describe a

quantum many-body system in terms of quasi-physical processes which can be

represented by graphical cartoons derived by Feynman [60]. Such a process is

exemplified in Fig. 4.

In Fig. 4, two electrons which are in the states a and b, marked by the green

arrows, move towards the points X and Y. They then interact with each other as

marked by a red wiggly photon-exchange line in the diagram, and thereby scatter

into two new states c and d (note that the exchanged photon is a virtual one, so the

uncertainty principle is not violated). As in a classical scattering process, the initial

and final momenta of the electrons have to be such that the total momentum is

conserved. While the Feynman diagram in Fig. 4 now appears to describe an actual

physical process, its interpretation differs from how one usually calculates the time

propagation of particles in the classical world. Namely, rather than describing

directly the probability that if two electrons enter in states a and b and are scattered
into the states c and d, the diagram represents the probability amplitude for this

process. The physical significance of a probability amplitude is that it needs to be

squared in order to obtain the (physically observable) probability for the underlying

d

t ime

space

a b

c

X Y

Fig. 4 Interaction of two

electrons in a space-time

coordinate system
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process. In this way, Fig. 4 may be interpreted as a quasi-physical process which

can be used to describe true physical observables.

As a matter of fact, however, Fig. 4 illustrates just one possibility of how two

electrons can propagate from a, b to c, d. Practically, as is the nature of electrons

being quantum particles, they follow all possible paths on their way from the states

a, b to c, d. As an example, they could first scatter into two different states e and

f and then interact again, being pushed in their final states, which would be a

second-order process. Thus, in order to describe accurately a many-electron system,

all different possibilities need to be accounted for. For systems already of the size of

the water molecule containing ten electrons, as an example, this is not possible

anymore in praxis, because the effective calculation of the sum of amplitudes

becomes too expensive.

Therefore, in order to describe a many-electron system, approximations have to

be made. The aim of quantum chemistry methods derived from perturbation theory

methods is to make partial sums over the most important contributions to an

amplitude, while neglecting other terms, either because they make only small

contributions to the total sum or because they cancel to some extent with other

terms not accounted for. One such approximate method, which includes only a

subset of all possible interactions within a quantum many-electron system, is the

RPA, which is derived here in terms of a diagrammatical expansion.

In order to do this, note that quantum chemical methods usually describe a

many-electron system in terms of an amplitude termed the many-electron wave

function. The ground state wave function |Ψ0i itself may be referred to as an

unconditional amplitude for finding simultaneously electrons in all possible states

i, j,. . ., a, b,. . . below (hole-states) or above (particle-states) the Fermi level (the

mixing of the excited states into the noninteracting ‘vacuum’ arising from the

mutual interactions). If the electronic ground state is considered, one calculates

the probability to find the system in an unperturbed (non-interacting) ground state

Φ0 (which usually is a single-determinant wave function and referred to as Fermi

vacuum) at a time t1 when it started from the same stateΦ0 at a previous time t0 and
with the external potential and the interactions between the electrons switched on

within the time interval [t0, t1]. The quantity of interest is also termed vacuum

amplitude as there are no electrons added or removed from the system.

Corresponding Feynman diagrams for the vacuum amplitude possess, in contrast

to the diagram shown in Fig. 4, no open lines (see below for some examples of

vacuum amplitude diagrams).

Certainly, if the system is in a state Φ0 at a time t0 and ends up in this state at a

later time t1, then in between the system may undergo all possible transitions from

its noninteracting ground-state. Thus the interacting ground-state many-electron

wave function Ψ0, in addition to the noninteracting ground-state configuration Φ0,

contains a linear combination of all possible excitations as shown schematically in

Fig. 5.

The second term on the right-hand side of Fig. 5 represents all singly excited

configurations from the reference state Φ0, the third term all doubly excited

configurations, and so on. As an example, note that the doubly excited configuration
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involves a sum over all amplitude probabilities that two electrons are simulta-

neously excited from hole states i, j into two particle states a, b; see Fig. 6.
Since all possible double excitations occur simultaneously, a summation over all

distinct pairs of hole and particle states in Fig. 5 is implied, and thus the explicit

labels shown in Fig. 6 are left out. The same is also true for the other excitation

amplitudes of Fig. 5.

In order now to calculate the vacuum amplitude from the many-electron wave

function, the system has to go back to its noninteracting ground-state configuration

Φ0 which, in terms of diagrams, means that no open lines may appear above the

final vertex of a given diagram. Obviously, the simplest possibility for the proba-

bility that the system is in state Φ0 at a time t1 is that it remains in this state within

the time period [t0, t1]. This would mean that the system is unperturbed and can be

described solely in terms of a single Slater determinant Φ0. In all other cases,

however, the system has to be described by two successive processes: (1) the

system is excited from its noninteracting ground state; (2) the system is

de-excited into its noninteracting ground state. According to the rules for two

successive Feynman paths, the amplitudes for these two steps have to be multiplied.

This is exemplified in Fig. 7 for the singly, doubly and triply excited cases. The

upper dashed line in the figure represents the corresponding de-excitation and

corresponds to the complex conjugate of the wave function. In the case of the

double excitation, it stands for the probability amplitude that if two electrons enter

in the particle states a, b whether, after interacting with each other, they scatter into
two hole states i, j. The blue zigzag lines in Fig. 7 denote possible electron–electron
interactions.

From the vacuum amplitude diagrams in Fig. 7 one can directly calculate the ground-

state correlation energy of the many-electron system using corresponding rules for

evaluating Feynman diagrams [3, 56, 58, 59, 61, 62]. In order to see this, note that the

vacuumamplitude diagrams as drawn inFig. 7 just represent the expectation value of the

electron–electron interaction operator V̂ given as Ψ0

��V̂ ��Ψ0

� �
[3, 56]. In the following

we are now concernedwith the approximate evaluation of the ground-state energy since,

as stated above, a summation of all possible vacuum amplitudes is already no longer

feasible for small molecular systems.

+ + +...+ΦΨ  =  00

Fig. 5 Diagrammatic representation of the many-electron wave function

i a j b

Fig. 6 Two-particle excitation involving hole states i, j and particle states a, b
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As a first restriction, which is abolished later on, the reference state Φ0 is

assumed to be the Hartree–Fock determinant. With this, the number of diagrams

which have to be accounted for in a given order of the electron–electron interactions

is significantly reduced because all diagram fragments containing the Hartree–Fock

one-electron effective interaction operator cancel with corresponding diagrams

which contain a bubble vertex and an open-oyster vertex instead [56]; see Fig. 8.

The interpretation of the diagrams in Fig. 8 is as follows: the diagram on the

left-hand side describes an interaction of an electron with the effective Hartree–

Fock potential while the two diagrams on the right-hand side describe the actual

interaction. In the first one the bubble vertex means that the second electron which

interacts with the electron coming on the left-hand side is instantaneously pushed

back in its hole state after the interaction. The second diagram on the right-hand

side is a first-order exchange diagram and practically describes the same process as

in the first diagram, but in which the electrons after the interaction are exchanged,

that is, the electron in the particle state coming from the left is pushed in a hole state

from which another electron is excited in the same particle state.

It has to be noted that the specification of the noninteracting system does not

affect the total sum of vacuum amplitudes as long as all contributions are summed

in Fig. 7 (also including quadruple, pentuple, etc. contributions not shown in the

figure). It does, however, affect the sum in an incomplete expansion of the vacuum

amplitudes. This is an important point in this work and is discussed below when the

Hartree–Fock reference state is replaced by a noninteracting Kohn–Sham reference

state.

Having specified the reference state, it should be noted in passing that the first-

order vacuum amplitudes, i.e. the amplitudes involving only one photon exchange

between the electrons, in RPA methods are always calculated as in Hartree–Fock-

based RPA methods, i.e. by the sum of the double-bubble (direct Coulomb inter-

action) and oyster (exchange interaction) diagrams shown in Fig. 9.

Fig. 7 Examples of vacuum amplitudes. The bottom and upper red fragments represent the wave
function and the blue zigzag lines the electron–electron interaction operator

HF =− +

Fig. 8 A diagram containing the Hartree–Fock effective interaction potential cancels with the

same diagrams containing a bubble vertex and an open oyster vertex instead
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Actually, the second first-order exchange diagram in Fig. 9 represents an impor-

tant contribution to the total interaction energy, since it cancels the unphysical

Coulomb self-interaction contributions from the first diagram in Fig. 9. This self-

interaction contribution arises from the fact that, in unlabeled diagrams, a summa-

tion over all hole- and particle-lines is made, and, thus, the double-bubble diagram

of Fig. 9 partially describes unphysical interactions of an electron with itself. This

contribution, however, is cancelled by the corresponding same-labeled terms aris-

ing from the second diagram in Fig. 9, showing the importance of the description of

electron exchange in the sum of vacuum amplitudes.

This problem of equal labeled diagrams at the same horizontal position holds

true in general, and a corresponding diagram is termed an exclusion-principle

violating (EPV) diagram [56, 58, 63]. While such diagrams would cancel

completely in an unlinked expansion of the vacuum amplitude (which also means

that disconnected diagrams are accounted for in the sum), in praxis it is much more

convenient to use the simpler linked expansion (with only connected diagram

contributions), using unconstrained summations, and keep the EPV diagrams

[56, 58].

The basic first approximation which is used to define the RPA is that the wave

function at most contains double excitations from the reference state. This means

that the triply and all higher order excitations from the reference state displayed in

Fig. 5 are neglected. It has to be noted that this is also the lowest possible level at

which the expansion of the wave function may be truncated, because single

excitations from the reference state cannot describe electron correlation effects

beyond the single-determinant approximation. The reason is that singly excited

configurations can be written in terms of unitary transformations of the reference

state, and can thus be absorbed in the single-determinant reference state (Thouless

theorem [64]). As a second approximation, single-excitations are also omitted in the

RPA wave function. This appears to be a good approximation if the Hartree–Fock

determinant is used as the reference determinant, since in a Hartree–Fock basis

singly-excited vacuum amplitudes at first appear in fourth order [59]. Since below,

however, the RPA is combined with Kohn–Sham reference states, this point needs

to be justified by a different argument to be given later on. In summary, the RPA

wave function can be written by the sum of a noninteracting single-determinant

reference state and two-electron excited configurations; see Fig. 10.

By this means, one can now start to derive explicitly the RPA vacuum ampli-

tudes (defining the RPA correlation energy, i.e. omitting the first-order interaction

contributions of Fig. 8) in an order-by-order expansion. This can be done by

Fig. 9 In RPA methods the first-order vacuum amplitudes are always calculated by the sum of the

double-bubble and oyster diagrams shown in the figure, irrespective of the chosen reference state
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creating double excitations from the reference state in all possible ways, but using

the following confinements which further reduce the number of contributions to the

RPA correlation energy:

• In RPA only particle-hole interactions are included in the electron–electron

interactions

• In the particular direct RPA method exchange interactions (beyond first order)

are omitted

The first line in Fig. 11 shows the different particle-hole interactions which can

occur in RPA methods. As a rule of thumb, an electron that interacts with another

electron in an RPA description of the many-electron system is either excited from a

hole state or de-excited from a particle state. In contrast, the diagrams in the second

row in Fig. 11 present processes in which a particle state is transferred to another

particle state (particle–particle interaction) or a hole state is transferred to another

hole state (hole–hole interaction). The first two types of interactions do not occur in

any RPA methods, while the last two types can occur in some exchange RPA

methods.

+ΦΨ  =  00

Fig. 10 Diagrammatic representation of the RPA wave function
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Fig. 11 Possible types of electron–electron interactions. The first line displays different particle-
hole interactions which are described by the RPA. The second line displays particle–particle, hole–
hole (not described in any RPAmethods) and mixed type interactions which are described by some

exchange RPA variants. The third line displays two different exchange particle-hole interactions

which are accounted for in exchange RPA methods
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The generation of RPA vacuum amplitude diagrams now involves the steps to

create all possible distinct (connected, see above) double excitations using the

diagram fragments of the first line of Fig. 11 and close them by an electron–electron

interaction (operator) contribution, so as to leave no open lines in the resulting

diagram. This has to be done such that only hole lines are attached to hole lines and

particle lines to particle lines. The resulting double excitation amplitudes which can

be constructed with the constraints given above are shown in Fig. 12 up to third-

order (i.e. involving up to three interaction processes).

As can be seen, in first- and second-order there exists only one distinct way to

connect particle–hole interactions to a corresponding double excitation amplitude.

A set of distinct diagrams is one in which it is impossible to obtain one diagram

from another without cutting any line, i.e. by distorting the diagram in the horizon-

tal direction but leaving the vertical ordering of the interaction lines. Thus, in third

order there are three different ways to create a double excitation amplitude; see the

third row in Fig. 12. Here the involved particle–hole interactions in the three cases

possess different time orderings and the resulting amplitudes cannot be obtained

from one another without violating the rule given above. All other possibilities to

draw a third order amplitude results, however, in a diagram which is topologically

equivalent to one shown in Fig. 12. As an example, the first third-order diagram

reflected around the vertical axis is topologically equivalent to the one given in

Fig. 12, since it can be obtained by distorting this diagram in the horizontal

direction.

The vacuum amplitude diagrams can now be obtained from the diagrams of

Fig. 12 by closing each diagram with a particle–hole interaction operator, explic-

itly, using the second diagram in the first line in Fig. 11. Since no exchange-type

interactions are allowed in the direct RPA method, this can be done in only one

possible way, so up to fourth order the vacuum amplitudes of Fig. 13 contributing to

the RPA correlation interaction energy result.

It goes without saying that the total RPA correlation energy is obtained by an

infinite sum over all diagrams of the type shown in Fig. 13. One can observe that

Fig. 12 Double excitation amplitudes occurring in the direct RPA method in first (1st line),

second (2nd line) and third (3rd line) order

The Ring and Exchange-Ring Approximations Based on Kohn–Sham Reference States 111



they all possess a characteristic ring form, because of which the RPA is sometimes

also referred to as ring-approximation. Of course, in an actual calculation of the

RPA correlation energy it is not possible to calculate the infinite sum of all ring-

diagrams. Instead, an iterative algorithm is used to calculate the doubles amplitudes

contributions of Fig. 12 up to a given order [32, 45]. Fortunately, the high order

ring-diagrams become less and less important in the summation and can then be

neglected. This and the fact that actually the order-by-order summation of the ring-

diagram correlation energy Erings
corr ¼E(2) +E(3) +E(4) + . . . is an alternating series

with E(2)< 0, E(3)> 0, E(4)< 0 and so forth means that already a truncation of

this series at a low order is very close to the infinite sum. Note that the prefactor

associated with a corresponding vacuum amplitude diagram is given by – (�1)h+l
where h corresponds to the number of hole lines and l to the number of closed loops.

As an example, the second-order diagram in Fig. 13 contains two hole lines and two

closed loops and therefore has a prefactor of �1 (note that this rule needs to be

combined with the convention for the energy denominators used in the algebraic

expressions derived from the diagrams, so the reader is referred to [56, 58, 61] for a

more complete and consistent definition of the diagram sign rule).

As has already been discussed for first-order interactions, the unrestricted sum-

mations over orbital states in diagrams leads to a number of unphysical contribu-

tions which violate the Pauli exclusion principle (so-called EPV diagrams, see

above). As an example, the second-order ring diagram with two identical

particle-line labels (see left diagram in Fig. 14) describes an interaction of two

electrons which are in the same unoccupied state a. As is shown in the figure, the

two particle lines may be exchanged on either the upper or the lower interaction

vertex without changing the diagram (including the sign). By this operation one

then obtains the diagram on the right-hand side in Fig. 14 which possesses the form

of the second-order exchange diagram.

Fig. 13 Vacuum amplitudes of second, third and fourth order contributing to the RPA correlation

energy
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The problem is now that in the summation over the ring diagrams in RPA

(Fig. 13), many such unphysical contributions occur and are not cancelled as

compared to a complete order expansion of the correlation energy. In analogy to

the first-order case, where this issue is termed self-Coulomb interaction, the RPA

method is stated to include a self-correlation error. Indeed, it has been found that the

RPA method usually overestimates electron correlation energies of atoms and

molecules significantly because of the uncancelled EPV diagrams [13, 28, 65].

Obviously, since in a complete sum the EPV diagram contributions are elimi-

nated, this must also hold true in each order in the vacuum amplitude expansion. As

an example, Fig. 15 displays the two second-order vacuum amplitude diagrams

which would occur in a complete perturbation series expansion also containing

exchange-type interactions as shown on the bottom of Fig. 11.

As can be seen, the exchange-diagram on the right-hand side in Fig. 15 has the

same form as the third diagram in Fig. 14, being associated, however, with a

different prefactor being – (�1)2 + 1¼ +1 (two hole lines, one loop). Therefore,

the EPV diagrams arising from the ring-diagram of Fig. 15 is cancelled by

corresponding contributions from the second diagram.

While one way to deal with the self-correlation error of RPA would be to correct

the RPA correlation energy in low orders by adding corresponding exchange

contributions [41], a more effective way is to do this through all orders. As a matter

of fact, however, this can be done in many various ways and a number of different

exchange-RPA methods have been derived; see [12, 13] for an overview. In this

work only two of these methods are presented which can be implemented using

efficient algorithms [43, 45] and thus also allow one to calculate the electron

correlation energy for extended systems.

The first of these two exchange-RPA methods is the SOSEX method by Kresse

et al. [43]. In this method the double excitation amplitudes are calculated just as in

the RPA method and are then antisymmetrised. Thus, in first and second order

a ai j a a jia ai j

Fig. 14 The exchange of two same labeled particle lines ending at the same interaction line leaves

the diagram, including its prefactor, unchanged

Fig. 15 All second-order vacuum amplitudes (Hartree–Fock basis). The exchange-type diagram

on the right-hand side cancels the unphysical self-correlation contributions of the second-order

ring diagram on the left-hand side
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(yielding second- and third-order energy contributions), in addition to the two RPA

amplitude diagrams shown in Fig. 12, the SOSEX method also contains terms

arising from the amplitudes shown in Fig. 16.

One can observe that the antisymmetrised doubles amplitudes can be obtained

from the RPA amplitudes just by intersecting the two particle lines of the

corresponding RPA diagram. Obviously, by this the SOSEX method contains in

second-order, in addition to the ring diagram, the exchange diagram of Fig. 15, and

is therefore exact through this order.

The antisymmetrised second-order doubles diagram of the SOSEX method of

Fig. 16 cancels all labeled EPV diagram stemming from the third-order ring-

diagram, shown in Fig. 17.

In third order, however, there exist further exchange contributions not described

by the SOSEX method. These can be obtained by performing the antisymme-

trisation of the doubles amplitudes in all orders. A straightforward recipe to realise

this, implemented by the RPAX2 method of [45], is to generate the doubles

amplitudes as described above for the RPA method, but to add, in each order, a

corresponding antisymmetrised amplitude diagram with the two open particle lines

exchanged. By this, in first-order the two diagrams of the first row in Fig. 18 are

obtained which yield the two second-order vacuum amplitude diagrams of Fig. 15.

In second-order the attachment of a (non-antisymmetric) particle–hole interaction

diagram (first or third diagram in Fig. 11) yields the two second-order diagrams in

the second row of Fig. 18. Finally, these two doubles amplitudes are

antisymmetrised, yielding the last two diagrams in Fig. 18.

As can be seen, with this method two additional diagrams to those shown in

Fig. 16 are obtained in second order. The corresponding exchange vacuum ampli-

tude diagrams generated are displayed in Fig. 19. Note that the third diagram in the

figure can alternatively be obtained by turning the second diagram upside down,

Fig. 16 Antisymmetrised first- and second-order doubles amplitudes described by the SOSEX

method

i

i

i

i

a

a

a

a

Fig. 17 Labeled third-order EPV diagrams occurring in the RPA vacuum amplitude expansion
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which corresponds to taking the complex conjugate of it. Since now both the second

and third diagram of Fig. 19 remove the EPV diagrams of Fig. 17, their sum

overcorrects the third-order EPV contributions of the ring-diagram. However, the

fourth diagram in Fig. 19 again has a positive prefactor (one loop and three hole-

lines) and gives the same EPV contributions on magnitude as the ring-diagram.

Because of this, in total the RPAX2 method also removes the RPA self-correlation

error in third-order.

The SOSEX and RPAX2 methods contain only vacuum amplitudes which are of

the particle–hole type, namely which correspond to amplitudes built by the frag-

ments of the first row in Fig. 11, along with corresponding exchange fragments

(bottom row in the figure). There also exist, however, exchange-RPA methods

which contain further contributions which are of the mixed ph-pp or ph-hh type

(third and fourth fragments in Fig. 11). These are presented in Fig. 20.

Again, individually labelled diagrams of Fig. 11 are EPV diagrams which are

cancelled if the complete sum of these diagrams is taken. As an example, the second

Fig. 18 First- and second-order doubles amplitudes described by the RPAX2 method

Fig. 19 Exchange vacuum amplitude diagrams of second- and third-order described by the

RPAX2 method
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diagram cancels the EPV contributions of the first diagram because it can be

obtained from it by an exchange of the two bottom particle lines and possesses a

different prefactor (the first diagram has two closed loops and the second one

closed loop).

Any RPA method, however, cannot be exact in third order in the electron–

electron interaction. The reason is that particle–particle and hole–hole interactions

are not described by the RPA. The corresponding missing third-order vacuum

amplitude diagrams are shown in Fig. 21.

Fig. 20 Third-order mixed particle-hole and particle–particle/hole–hole diagrams not described

by SOSEX and RPAX2. These amplitudes are, however, contained in other exchange-RPA

variants

Fig. 21 Third-order particle–particle and hole–hole vacuum amplitudes not described by RPA

methods
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3 RPA Methods in a Kohn–Sham Orbital Basis

Commonly RPA methods were formulated based on Hartree–Fock (HF) reference

states. This has the advantage that single excitation contributions to the vacuum

amplitudes first appear in fourth order in the electron–electron interaction; see

Sect. 2. The question is therefore which particular advantage it has to derive RPA

methods in a different orbital basis such as the Kohn–Sham single-particle func-

tions. In order to answer this question, first the transformation of the HF RPA

amplitude equations to the KS-RPA amplitude equations is considered. The HF

RPA amplitude equations, which can be obtained from the coupled-cluster doubles

equations omitting all ladder contributions (see [32, 56]) is given by the Riccati-

type equation:

Bþ εTþ Tεþ ATþ TAþ TBT ¼ 0 ð1Þ

with εia,jb¼ (εa� εi)δijδab being a diagonal matrix containing HF orbital energy

differences of occupied orbitals labeled i, j and unoccupied orbitals labeled a, b, and
A and B are matrices defined by the antisymmetrised two-electron integrals

Aia,jb¼ [ia||bj] and Bia,jb¼ [ia||jb] written in chemist’s notation in this work. Note

that the indices i and a are combined to a single superindex ia so that the matrices in

(1) are of the size Nocc�Nvirt with Nocc and Nvirt being the number of occupied and

virtual orbitals, respectively. The matrices T in (1) are the RPA doubles amplitudes.

Note that the use of antisymmetrised integrals in (1) means that exchange vacuum

amplitudes presented in Figs. 19 and 20 are accounted for in third-order and the

underlying RPA method is sometimes termed also ring coupled-cluster doubles

method.

In order to write (1) in terms of a Kohn–Sham orbital basis, a partitioning

different to the conventional HF partitioning is chosen for the Hamiltonian opera-

tor. As a most natural choice, the Kohn–Sham partitioning is used so that the

unperturbed Hamiltonian is just defined by the Kohn–Sham orbital energies εKSr
(with r referring to an arbitrary orbital). This can be formulated in second-quantised

form as

H0 ¼
X
r

εKSr r{r
� � ð2Þ

V ¼ W þ
X
i, a

f ia a{i
� �þ i{a

� �� �þX
r

r
��v̂ HF

x � vxc
��r� �

r{r
� �

þ
X
i 6¼j

i
��v̂ HF

x � vxc
��j� �

i{j
� �þX

a 6¼b
a
��v̂ HF

x � vxc
��b� �

a{b
� � ð3Þ

with W being the electron–electron interaction operator and fia is an occupied-

virtual Fock-matrix element. The fluctuation potential V contains differences of the

matrix elements of the Hartree–Fock exchange potential v̂ HF
x and the Kohn–Sham

exchange correlation potential vxc; see (3).
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A first approximation which is used from now on is to approximate the full

exchange-correlation (xc) part of the Kohn–Sham potential by

vxc rð Þ � vx rð Þ ð4Þ

that is, the xc-potential is approximated by the local Kohn–Sham exchange poten-

tial. Because of this, the following derivations are strictly valid only for the

exchange-only case, but we return to the description of correlated single-particle

states later on. It is known now that, with a good accuracy, orbitals from a local

exact exchange potential can be transformed to HF orbitals using occupied-

occupied virtual-virtual unitary transformations and vice versa [66]. This means

that the occupied-virtual matrix elements of the Fock matrix in (3) are close to zero

so that Brillouins theorem is virtually fulfilled using an exact-exchange Kohn–

Sham orbital basis. With this, the partitioning of the Hamiltonian in (2) and (3) is

simplified and the RPA amplitude equations of (1) can be written as

Bþ εKSTþ TεKS þ eATþ TeA þ TBT ¼ 0 ð5Þ

with εKS containing the Kohn–Sham orbital energy differences and the matrix ~A
differs from the original matrix A by additional contributions originating from the

differences of the matrix elements of the occupied-occupied and virtual-virtual

blocks of the HF and Kohn–Sham exchange matrices, respectively:

eAia, jb ¼ Aia, jb þ Δia, jb with Δia, jb ¼ i
��v̂ HF

x � vx
��j� �

δab þ a
��v̂ HF

x � vx
��b� �

δij: ð6Þ

With this, the RPA equations in terms of a KS orbital basis has the same form as

the RPA equations for HF references states in (1) but with the A matrix modified

according to (6).

While in general the local exchange potential vx has to be obtained by, e.g. the

optimised effective potential approach [67–72] in which vx can be calculated from a

response-type equation containing the density differences of the HF and KS sys-

tems to first-order, in the case of closed-shell two-electron systems it is given

exactly by minus one half of the Coulomb potential [36, 38, 73]. Then the Δ matrix

in (6) reads Δia,jb¼ [ij|ba]� [ib|ja] in this particular case of a two-electron system,

i.e. with the restriction i¼ j¼ 1. Identifying that the sum A +Δ is then identical to

B (see above) means that the RPA equations can be rewritten as

Bþ εKSTþ TεKS þ BTþ TBþ TBT ¼ 0: ð7Þ

In the special case of a closed-shell two-electron system, Bia, jb ¼ 1
2
iajjb½ � ¼

1
2
Cia, jb; so (7) is identical to the direct RPA equations apart from the prefactor

of one half for the two-electron integral matrices taking into account electron

exchange effects.
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Certainly, the approximations used in order to arrive at (7), especially the

restriction to a two-electron system, are questionable in general. Nevertheless, in

[45] it has been investigated whether an RPA method based on the amplitude

equation (7) also gives a good description of electron correlation effects for general

electronic systems. This method was termed RPAX1 in [45]. It was found therein

that correlation energies calculated using the RPAX1 method are of about the same

magnitude as corresponding coupled-cluster singles doubles (CCSD) correlation

energies for a number of small organic molecules. Furthermore, for a set of

16 chemical reactions of organic compounds, the RPAX1 method is almost as

accurate as the CCSD method if compared to corresponding accurate CCSD(T)

reaction energies [45]. However, as is shown in [45], the RPAX1 method

contains unphysical electron-correlation energy terms in third order. This

problem is resolved by the RPAX2 method which is derived in [45] and reviewed

in Sect. 2.

However, on account of the results of [45], it may nevertheless be concluded that

the omission of differences of potential matrix elements (see (6)) combined with the

omission of ph-pp/hh contributions (Fig. 20) is a reasonable approximation to be

used in KS-RPA methods.

Such effective potential matrix elements also appear, however, in a many-body

expansion of the singly excited amplitudes and these in turn contribute to the

correlation energy already in second-order if a non-HF reference state is used.

Moreover, the one-particle density matrix is wrong already in second-order without

the inclusion of single excitations even in an HF orbital basis (thus effecting

electron properties). The question is therefore how to account for single excitations

in KS-based RPA methods?

To answer this, consider an RPAmethod in which the orbitals are optimised such

as to make the RPA energy stationary with respect to orbital variations. Such a

method can be realised, for example, by a unitary transformation of an original set

of orbitals [74]. Considering the case that this would be done for the exact energy

functional, not for the RPA one, it can be shown that the variationally optimised

orbitals obtained in this way are identical to Brueckner orbitals, i.e. orbitals which

yield a determinant ΦB which has maximum overlap with the exact wave function

Ψexact [75]:

Ψexact
��ΦB

� � ¼ maximum: ð8Þ

It can easily be shown [58] that the maximum overlap criterion of (8) is identical

to the requirement that single-excitation contributions to the exact wave function

vanish, that is:

Ψexact
�� ΦB
	 
a

i

D E
¼ 0; ð9Þ

where (ΦB)ai is a singly-excited determinant with occupied orbital i replaced by an

unoccupied orbital a. Because of this, in the case of an expansion of the exact wave
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function, single excitations need not be considered if the orbitals are optimised such

that the energy is minimised, i.e. the orbitals defined by

∂E
∂θpq

¼ 0 ð10Þ

(with θpq denoting an orbital rotation parameter) are identical to the orbitals defined

by (8) and (9). Therefore, in the case of the exact wave function, conditions (10) and

(9) are redundant.

Noting that the RPA wave function is not the exact one, however, it has to be

analysed to which extent, for this particular case, the orbitals obtained by the two

criteria (10) and (9) resemble each other. Previous studies for coupled cluster

doubles methods [74] as well as coupled-pair functional methods [76] have also

shown that, in the case of approximate wave functions, Brueckner orbitals from the

projection condition (9) and the variationally optimised orbitals determined by

condition (10) are close. Indeed, in [76] it was shown that the singles-amplitude

equations determining Brueckner orbitals and the gradient equations for fulfilling

the optimisation criterion are identical up to first order in the doubles amplitudes,

providing analytical evidence for the similarity of projective and variationally

optimised orbitals.

Because of this, it can also be concluded that in the case of approximate wave

functions, such as the RPA wave function, single excitations can be omitted

altogether if the orbitals are variationally optimised. Such optimised-orbital RPA

methods based on Kohn–Sham reference states have previously been developed by

several groups [77–79] and it was observed, for example, that the HOMO orbital

energies from these methods are close to the exact ionisation potentials for a

number of systems [78, 79]. This indicates that the optimised orbitals from an

RPA functional are already close to the exact Kohn–Sham orbitals. In order to

support this finding further, Fig. 22 displays the exact Kohn–Sham correlation

potentials from Umrigar et al. [117] in comparison to the correlation potentials

calculated by the optimised-orbital RPA method of [79] for the helium and neon

atom. In addition, the diagrams in Fig. 22 also show the correlation potentials

calculated by the Brueckner coupled-cluster doubles OEP (BCCD-OEP) method of

[80]. As can be seen, both the RPA correlation potentials and the BCCD-OEP

correlation potentials are fairly close to the exact KS correlation potentials. This in

turn means that Kohn–Sham orbitals, too, resemble Brueckner orbitals or varia-

tionally optimised orbitals associated with a given wave function truncation to

some extent (see also [75] for a theoretical argument of this point). Furthermore,

these numerical results not only justify the use of RPA methods in conjunction with

Kohn–Sham reference states, but also indicate why such KS-based RPA methods

tend to describe the electronic structure much more accurately than HF-based RPA

methods, because KS-based RPA methods to some degree can implicitly describe

single excitations as opposed to HF-RPA methods.
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In most practical calculations, however, neither the exact KS orbitals nor

variationally optimised orbitals are used in conjunction with the RPA. Instead,

many KS-based RPA methods, such as those presented in this work, use orbitals

from approximate GGA or hybrid-GGA functionals of a preceding self-consistent

KS calculation. The question is thus how close these orbitals from approximate

functionals resemble the variationally optimised ones. To analyse this, Fig. 23

shows the determinant overlaps of the optimised-orbital RPA determinant with

the HF determinant as well as the determinants from the approximate Perdew–

Burke–Ernzerhof (PBE) and PBE0 GGA and hybrid-GGA functionals for the neon

atom and a number of small molecules, respectively. As can be seen, compared to

the overlaps with the HF determinant, both the PBE and the PBE0 determinant

strongly overlap with the optimised-orbital RPA determinant, the latter being

slightly stronger than the former. With this, the use of KS orbitals from approximate
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functionals in RPA methods is also justified, since these too capture missing single

excitations to some extent in contrast to HF-based RPA methods.

4 Performance of Kohn–Sham RPA Methods

for Thermochemistry

In this section, the accuracy of Kohn–Sham RPA methods for describing thermo-

chemical properties is investigated. For this, a number of existing databases were

used, which are summarised in Table 1.

The databases IP13, EA13, PA8 and πTC13 are part of the Minnesota database

for chemistry and solids by Truhlar et al. [94] and the databases G2RC, DARC,

BSR36, NBPRC, BH76RC and BH76 are part of the GMTKN30 database by

Grimme et al. [95–97]. In most cases, as can be seen in Table 1, the accurate

reference values are theoretical results obtained by the CCSD with perturbative

triples (CCSD(T)) method [58]. These values were extrapolated to the complete

basis set limit using various basis sets; see references given in the last column of the

table. In those cases where experimental values are taken as reference, databases

IP13 and G2RC, the values are backcorrected by subtracting the zero-point vibra-

tional energies (ZPVE) so that they can be compared directly to calculated results;

see e.g. [84]. In the case of the ionisation energy and electron affinity calculations,

relaxed cation and anion geometries were used, respectively.

To assess the performance of Kohn–Sham RPA methods for these databases,

two exchange-RPA variants along with the standard (direct) RPA method were

used, namely the SOSEX [43] and RPAX2 methods [45]; see Sect. 2 for a

description of these methods.

In the case of the RPA and the SOSEX methods, the electron–electron interac-

tion energy was calculated using orbitals from a preceding self-consistent
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Kohn–Sham calculation employing the PBE exchange-correlation functional

[98]. In contrast to this, the RPAX2 electron–electron interaction energy was

calculated using orbitals from PBE exchange-only Kohn–Sham calculations. It

was found in [45] that this gives slightly better intermolecular interaction energies

compared to RPAX2 used in conjunction with PBE orbitals. It should be noted,

however, that, for the thermochemical properties considered in this work, the

differences between the results from RPAX2/PBE and RPAX2/PBEx calculations

are relatively small. This means that in the following analysis differences caused by

the use of different orbitals in the RPA and exchange-RPA calculations can be

neglected.

In order to capture effectively the dynamic correlation effects described by the

RPA methods, all results, except of those for the IP13, EA13 and PA8 databases,

were obtained using the two-point basis-set extrapolation method by Bak

et al [99]. For this, the corresponding augmented triple- (aug-cc-pVTZ) and

quadruple-zeta (aug-cc-pVQZ) basis sets by Dunning et al. were used. The results

for the IP13, EA13 and PA8 databases, however, were calculated using only the

aug-cc-pVQZ basis set because the properties of these databases are less basis set

dependent. Also, the zeroth- and first-order energies (Fig. 9) have not been extrap-

olated but were also calculated using solely the aug-cc-pVQZ basis set which

should provide energies close to the complete basis set limit in this case.

The RPA and RPAX2 amplitude equations were solved using the density-fitting

algorithms described in [45]. In the case of the RPA method, the denominator

Table 1 Summary of databases for thermochemical properties used in this work

Database Description

Reference

method References

HEAT Atomisation energies est. CCSD(T)/

cbs

[81, 82]

IP13 Ionisation energies exp. and

QCISD

[83, 84]

EA13 Electron affinities G3 [83, 84]

PA8 Proton affinities est. CCSD(T)/

cbs

[85]

πTC13 Thermochemistry of π-systems est. CCSD(T)/

cbs

[86]

G2RC Reaction energies of selected G2/97 systems exp. [87]

DARC Reaction energies of Diels–Alder reactions est. CCSD(T)/

cbs

[88]

BSR36 Bond separation reactions of saturated hydrocarbons est. CCSD(T)/

cbs

[89]

NBPRC Oligomerisations and H2 fragmentations of NH3/BH3

systems; H2 activation reactions with PH3/BH3 systems

est. CCSD(T)/

cbs

[90, 91]

BH76RC Reaction energies of the BH76 set W1 and theor.

est.

[92, 93]

BH76 Barrier heights of hydrogen transfer, heavy atom

transfer, nucleophilic substitution, unimolecular, and

association reactions

W1 and theor.

est.

[92, 93]
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decomposition was done using an incomplete Cholesky decomposition with a

threshold of 10�8 for deleting linearly dependent Cholesky vectors. In the case of

both the RPA and the RPAX2 method, the corresponding aug-cc-pV(T,Q)Z-

MP2Fit basis sets by Weigend et al. [100] have been used for the two-electron

integral decomposition.

With the exception of the calculations of the atomisation energies, core electrons

were not correlated in the calculations. Open shell systems treated in this work were

calculated with a spin unrestricted reference state to enable full symmetry breaking.

All calculations were done using a developers’ version of the Molpro quantum

chemistry program [101].

4.1 Atomisation Energies, Ionisation Energies and Electron
and Proton Affinities

In this section, the performance of RPA, SOSEX and RPAX2 is investigated for the

following reactions:

M Reð Þ !
X
i

Ai; ð11Þ

M Reð Þ ! M eRe

� �þ
þ e�; ð12Þ

M Reð Þ þ e� ! M eRe

� ��
; ð13Þ

M Reð Þ þ Hþ ! MH eRe

� �þ
; ð14Þ

where M(Re) corresponds to the molecule in its equilibrium geometry, eRe denotes a

relaxed geometry of the given compound and ∑iAi corresponds to the sum of the

constituent atoms of molecule M. The reaction in (11) describes the atomisation,

the reaction in (12) the ionisation, the reaction in (13) the electron affinity and the

reaction in (14) the proton affinity of molecule M.

Clearly, a direct comparison of the calculated reaction energies of the reactions

in (11)–(14) to experimental ones is not straightforward because, apart from the

electronic ground-state energies accessible through quantum-chemical calcula-

tions, other energy terms also need to be accounted for, most notably the ZPVE

of the molecules in the given equilibrium structures and, in order to achieve an even

higher accuracy, spin-orbit interactions. Since the aim of this work is to analyse

specifically the role of electron correlation effects which contribute to the electronic

ground-state energies, however, all results in this and all subsequent sections

present only the dominating electronic contributions to the given reactions,

i.e. vibrational and relativistic effects are excluded. It should therefore be noted

that the comparison to experimental results is strictly only possible if at least the
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ZPVE corrections are added to the presented results, because these can change the

electronic contribution to the reaction energies by 10% and even more for a given

system; see [102].

Table 2 displays the atomisation energies (see (11)) for the HEAT database of

[81, 82] calculated with the RPA, SOSEX and RPAX2 methods. The last column in

the table shows the CCSD(T) complete basis set extrapolated (cbs) reference results

of [82] for comparison. The description of atomisation energies is actually a

challenging test for electron correlation methods because they are calculated from

energy differences of systems with a different number of paired electrons, requiring

a balanced description of short-range interactions. This of course raises the question

whether the CCSD(T) reference method itself can provide a high accuracy for

atomisation energies. This has been thoroughly investigated in the past – see, for

instance, [102] (Chap 15.7), [103] (Chap. 18.2) and [82] – and it turns out that, for

molecules of the size of those in Table 2, the CCSD(T) method yields atomisation

Table 2 HEAT database:

atomisation energies in kcal/

mol

System RPA SOSEX RPAX2 Ref.a

N2 �221.17 �215.06 �227.98 �228.15
H2 �108.73 �109.54 �112.03 �109.49
F2 �29.93 �24.58 �37.58 �38.45
CO �243.21 �251.86 �260.25 �259.72
O2 �112.20 �103.74 �116.37 �120.27
C2H2 �381.24 �399.44 �407.97 �405.45
CCH �243.79 �257.97 �264.69 �265.21
CF �119.98 �127.38 �132.50 �132.67
CH2 �178.91 �190.99 �191.75 �190.71
CH �79.98 �82.98 �85.80 �84.07
CH3 �294.63 �308.19 �311.13 �307.84
CN �170.31 �161.69 �177.46 �179.38
CO2 �363.31 �376.54 �389.43 �390.20
H2O2 �256.21 �257.28 �270.60 �268.96
H2O �224.03 �229.92 �235.56 �233.04
HCN �297.20 �302.57 �313.86 �313.21
HCO �262.87 �269.39 �278.88 �279.23
HF �133.43 �139.82 �143.09 �141.72
HNO �197.84 �191.88 �206.71 �205.54
HO2 �165.75 �161.57 �174.16 �175.05
NH2 �179.03 �179.51 �184.66 �182.44
NH3 �291.09 �295.12 �302.12 �298.00
NH �81.95 �80.84 �83.70 �82.97
NO �146.28 �138.87 �150.82 �152.25
OF �45.92 �39.19 �50.65 �52.20
OH �103.76 �105.09 �108.23 �107.17
MAE 10.41 7.84 1.53
aCCSD(T)/cbs, see [82]
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energies which only deviate by about 0.3 kcal/mol on average from the experiment

(if ZPVEs and other corrections are accounted for; see above).

The values presented in Table 2 show that the accuracy of the respective RPA

methods obviously depends on their capturing of exchange interactions. Most

notably, the mean absolute error (MAE) for the respective RPA method, displayed

in the last line in the table, decreases from 10.4 over 7.8 to only 1.5 kcal/mol with no

(RPA), screened second-order (SOSEX) and all-order exchange interactions

(RPAX2). A closer inspection of the sources of the relatively large error of the

RPA method shows that it has especially difficulties in describing the atomisation

energies for molecules containing double or triple bonds e.g. CO2 and C2H2, for

which the RPA method strongly underestimates the atomisation energy by over

20 kcal/mol. Compared to this, the SOSEX method gives a much more balanced

description for the atomisation energies of the molecules in the table; however, it

does not significantly reduce the mean average error of the RPA method since, for

some molecules, the SOSEX atomisation energies deviate more strongly from the

reference energies than the RPA ones; see Table 2. In contrast to this, the RPAX2

atomisation energies are almost always closer to the CCSD(T) reference values

than the RPA ones, the exception being only the H2 molecule. Overall, the RPAX2

method gives a strong improvement over both the RPA the and SOSEXmethods for

the considered property. While not directly comparable to results from the literature

because of differing databases, it is nevertheless remarkable that the small error of

1.5 kcal/mol for the atomisation energies of the HEAT database obtained by the

RPAX2 method is significantly smaller than typical errors for a range of established

[103] (Chap. 18.2) and modern [104] (Chap. 8.6.1) [97, 105, 106] (hybrid/meta)-

GGA based density functionals for which errors of the order of typically 3–6 kcal/

mol are obtained.

Tables 3, 4 and 5 show the results for ionisation energies, electron affinities and

proton affinities, respectively (see (12)–(14)). Conventionally, the former two

properties are sometimes also calculated using Koopman’s theorem in the frame-

work of HF and Kohn–Sham DFT methods. By this, however, it is only possible to

capture the correlation contributions while relaxation contributions, both electronic

and structural, cannot be described with this approach. Also, in the case of DFT

methods, Koopman’s theorem cannot be extended to the description of electron

affinities as in case of HF because, in Kohn–Sham DFT, where the electrons are

bound by a local effective potential, all electrons ‘feel’ the effective field of N� 1

electrons so that the unoccupied orbital levels in an N + 1 system are not proper

electron affinities [107]. Furthermore, with approximate DFT methods the extra

electron in the radical anion is often loosely bound so that results for electron

affinities can be subject to large overdelocalisation errors.

In this work, however, all results presented in Tables 3 and 4 correspond to

adiabatic ionisation potentials and electron affinities, respectively. The results in

Table 3 are therefore not directly comparable to the ionisation energies of [79]

which were obtained from the HOMO energies using the orbital-optimised RPA

method. Nevertheless, the RPA ionisation energies shown in Table 3 roughly

deviate by the same magnitude from the experimental values compared to the
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orbital-optimised RPA results of [79], namely by 5–6 kcal/mol. This is about the

same order of magnitude as is obtained with standard density-functional methods if

the ΔSCF method is used [104, 105]. Compared to this, both the SOSEX and

RPAX2 functionals yield a substantial improvement over the RPA results, for both

the ionisation energies and the electron and proton affinities; see Tables 3, 4, and 5.

While the RPAX2 values are somewhat more accurate than the SOSEX values, both

the SOSEX and RPAX2 methods describe these properties clearly better than a

range of modern density-functionals tested for these particular databases; see

[86]. As an example, the M05 functional by Zhao and Truhlar has MAEs of 2.9,

3.0 and 2.2 kcal/mol for the IP13, EA13 and PA8 databases, respectively [86].

Table 3 IP13 database:

ionisation energies in kcal/

mol

System RPA SOSEX RPAX2 Ref.a

C 265.77 258.50 257.76 259.74

S 248.63 233.97 236.24 238.34

SH 247.58 237.43 239.13 238.36

Cl 304.36 296.31 297.51 299.31

Cl2 266.74 268.57 266.60 265.30

OH 309.09 296.83 299.38 298.90

O 325.53 308.39 311.08 313.67

O2 283.70 279.79 276.83 278.90

P 239.94 241.60 241.50 242.80

PH 237.51 234.42 233.14 234.10

PH2 231.81 225.99 224.27 226.30

S2 220.77 218.24 215.61 216.00

Si 194.09 186.17 189.62 188.05

MAE 6.27 2.08 1.49
aexp. and QCISD, see [83, 84]

Table 4 EA13 database:

electron affinities in kcal/mol
System RPA SOSEX RPAX2 Ref.a

C 32.50 24.72 26.23 29.19

S 53.52 45.37 46.92 47.91

SH 57.41 52.34 53.37 53.84

Cl 84.08 82.96 83.05 84.24

Cl2 65.96 53.35 53.45 55.60

OH 46.40 35.30 41.03 42.30

O 40.93 26.15 31.40 33.77

O2 17.12 6.54 8.29 10.80

P 32.20 16.30 15.65 16.92

PH 30.29 20.94 22.93 23.20

PH2 34.46 27.47 28.98 29.40

S2 44.99 38.24 37.99 38.50

Si 31.54 29.86 30.45 32.33

MAE 5.79 2.96 1.40
aG3, see [83, 84]
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Proton affinities were also studied for a number of π-systems from the πTC13
database [86]; see Table 6. In addition, the table contains the isomeric energy

differences between three polyene/cumulene systems. One can see that, compared

to the proton affinities of the eight small molecules in Table 5, the errors of the three

RPA methods considered are now somewhat larger and clearly increase with the

size of the polyene or Schiff bases of the database. The same is also observed for a

range of density-functionals which have been tested for the πTC13 database

Table 5 PA8 database:

proton affinities in kcal/mol
System RPA SOSEX RPAX2 Ref.a

NH3 214.08 212.87 212.50 211.90

H2O 173.50 172.77 172.28 171.80

C2H2 161.70 160.46 159.09 156.60

SiH4 160.06 156.42 157.10 156.50

PH3 196.21 194.22 193.85 193.10

H2S 178.30 174.43 174.91 173.70

HCl 142.72 138.22 139.01 137.10

H2 107.63 105.98 106.32 105.90

MAE 3.45 1.12 1.06
aCCSD(T)/cbs, see [85]

Table 6 πTC13 database: isomeric energy differences between cumulenes and polyenes (lines

1–3), proton affinities of five conjugated polyenes (lines 4–8) and proton affinities of the five

conjugated Schiff bases (lines 9–13)

System RPA SOSEX RPAX2 Ref.a

Polyenes – cumulenes

C3H4 �0.34 �1.47 �1.04 �1.40
C5H4 �6.62 �8.85 �8.22 �8.80
C7H4 �10.96 �13.33 �12.86 �14.30
Conjugated polyenes

C2H4 ‐C2H5
� 173.24 170.18 168.71 167.81

C4H6 ‐C4H7
� 201.69 197.02 196.10 193.45

C6H8 ‐C6H9
� 219.60 214.18 213.54 209.68

C8H10 ‐C8H11
� 230.96 225.15 224.58 219.67

C10H12 ‐C10H13
� 239.01 232.99 232.43 225.95

Conjugated Schiff bases

CH2NH ‐CH2NH2
� 219.25 217.43 215.68 214.46

C3H4NH ‐C3H4NH2
� 232.55 230.24 228.37 226.15

C5H6NH ‐C5H6NH2
� 241.46 238.90 236.93 233.44

C7H8NH ‐C7H8NH2
� 247.73 244.96 242.94 238.16

C9H10NH ‐C9H10NH2
� 252.45 249.57 247.46 240.97

MAE 7.29 4.00 3.03

Energies are in kcal/mol
aCCSD(T)/cbs, see [86]
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[86]. As an example, the M05 functional, which performs best among the 15 func-

tionals selected in [86], has an average unsigned error of 5.1 kcal/mol for the π-
systems of Table 6. Thus, again, the performance of the RPA is comparable to the

performance of standard DFT methods, while both the SOSEX and the RPAX2

methods yield proton affinities which are significantly more accurate than with

current density functionals.

4.2 Reaction Energies

The accuracy of RPA, SOSEX and RPAX2 for reaction energies is assessed by

using a variety of different chemical reactions contained in five different databases.

The G2RC database is a selection of 25 chemical reactions of small closed-shell

molecules containing main-group elements from the first to third row of the

periodic table [87]. The DARC database contains 15 Diels–Alder reactions; for

reactions of the type see [88]. The BSR36 database contains 36 bond separation

reactions of saturated hydrocarbons, i.e. chemical reactions of the general form

mþ 1ð ÞC2H6 ! CH3 CH2ð ÞmCH3 þ mCH4:

This database was developed by Steinmann et al. in order to study the effect of

intramolecular correlation effects in DFT +D methods and thus contains relatively

large reactants (with m up to 17) [89]. The NBPRC database is a set of six

oligomerisation and dihydrogen fragmentation reactions of ammonia/borane sys-

tems as well as six H2 activation reactions of corresponding ammonia/borane

systems [90, 91]. The general form of the reactions of this database are

mNHn þ mBHn ! mNHnBHn

mNHnBHn ! NnBnHn�2 þ H2

PR1
3 þ BR2

3 ! R1
3P� BR2

3

R1
3P� BR2

3 þ H2 ! PR1
3H

� �þ
BR2

3H
� ��

with R1 and R2 denoting different substituents; see [96]. These reactions have been

considered in [96, 108] because it turns out that standard DFT methods such as the

B3LYP method [109] have difficulties in describing the formation of boron–

nitrogen bonds; see [110].

Finally, the reactions of the BH76RC database are considered, which include

four heavy atom transfer and 17 hydrogen transfer reactions of the type

R1Aþ R2 ! R1 þ R2A

with A denoting either hydrogen or a heavy atom (in this database only elements

from the second row are considered), two nucleophilic substitution reactions,

i.e. reactions of the type
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A� þ BR! ARþ B�

and finally five unimolecular and association reactions of the type

R1 þ R2 ! R1 � R2

and

R1 ! R2:

The reactions of the BH76RC database were developed by Truhlar et al. in order

to study the forward and reverse reaction barriers of the chemical reaction consid-

ered; see [92, 93].

In Sect. 4.1 it has already been mentioned that, in order to be able to compare the

reaction energies from quantum chemical calculations to experimental ones, it is

necessary to decompose the latter into distinct contributions. These are, at 0 K, the

nonrelativistic electronic reaction enthalpies at the equilibrium, a vibrational con-

tribution taking into account the zero-point vibrations (ZPVE) of the molecules, and

a relativistic correction term. As in the case of atomisation energies (see Sect. 4.1),

the molecular ZPVEs can be significant and thus cannot be neglected if a compar-

ison with experimental reaction energies is made. It is fortuitous, however, that, for

chemical reactions where the reactants are in their ground-state equilibrium, it

usually suffices to describe the molecular ZPVEs using the harmonic approxima-

tion. As compared to this, the relativistic corrections are usually very small if the

reactants contain only elements from the first to third rows; see [102].

In the current work, the only database for which backcorrected (i.e. ZPVE and

spin-orbit excluding) experimental results are used as reference results is the G2RC

database; see Table 7 and [87]. The DARC, BSR36 and NBPRC databases (see

Tables 8, 9 and 10) all use estimated complete basis set CCSD(T) results as

reference values instead. It can be assumed that these are accurate to within about

0.4 kcal/mol if compared to experimental reaction enthalpies [102]. In the case of

the BH76RC database, the W1 method by Martin and Oliveira [111] is used as the

reference method. Basically, this method is designed to extrapolate to the complete

basis set limit of a CCSD(T) calculation and thus can be expected to yield

accuracies similar to raw CCSD(T)/cbs calculations for reaction energies,

i.e. about 0.5 kcal/mol [111].

The RPA, SOSEX and RPAX2 reaction energies for the individual databases are

compiled in Tables 7, 8, 9, 10 and 11. Considering the G2RC reaction (Table 7), it

can be observed that there are few reactions for which all RPA methods fail to

reproduce accurately the experimental reference results, namely the water abstrac-

tion reaction of CH3(SO)CH3, the silicon-carbon swapping reaction SiCl4 +CF4
and the hydrogenation reaction of SO2. The SOSEX method in particular yields

reaction energies which strongly deviate from the experimental values for these

three cases, e.g. for the SO2 hydrogenation the error is larger than 18 kcal/mol and

explains that overall the SOSEX method performs worse than RPA and RPAX2.
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A comparison of the MAEs of RPA and RPAX2 for the G2RC database (see last

line in Table 7) to results from other quantum chemistry methods shows that they lie

in the range of the errors obtained by the MP2 and SCS-MP2 methods which yield

3.6 and 2.2 MAEs, respectively (see [97] and Fig. 24). In contrast to this, DFT

methods (raw and dispersion corrected) typically have larger errors for this bench-

mark set [97]. For example, the reaction energies from the M06 functional [112]

(with or without dispersion correction) deviate by 4.3 kcal/mol from the experi-

mental reference results on average [97].

For the Diels–Alder reactions displayed in Table 8, no such strong deviations as

for the G2RC set of the reactions from the reference results are observed with the

(exchange-)RPA methods. However, in the case of these chemical reactions, it can

also be seen that the SOSEX reaction energies in most cases do not improve the

RPA reaction energies, again indicating that the exchange interactions described by

the SOSEX method obviously give an unbalanced description of the correlation

Table 7 G2RC database: reaction energies of selected G2/97 systems in kcal/mol

System RPA SOSEX RPAX2 Ref.a

CH3(SO)CH3!C2H4S +H2O �6.19 �8.67 �6.48 �0.96
HCOOH!CO2 +H2 �0.83 �3.74 �1.78 �2.03
CH3CHO!CO+CH4 �5.26 �3.37 �4.24 �2.55
Si2H6 +H2! 2SiH4 �4.70 �4.62 �4.23 �3.88
CO+H2O!CO2 +H2 �5.09 �4.06 �5.48 �7.01
CH3COCl+H2O!CH3COOH+HCl �9.78 �11.88 �10.61 �9.96
CH3CN+H2O!CH3(CO)NH2 �17.30 �21.16 �19.09 �20.13
C2H2 +HF!CH2CHF �26.45 �27.69 �26.53 �25.37
F2 +Cl2! 2FCl �25.70 �28.61 �27.07 �26.42
BCl3 +AlF3!BF3 +AlCl3 �27.67 �32.99 �30.39 �26.85
SiCl4 +CF4!SiF4 +CCl4 �23.69 �15.81 �20.04 �26.33
H2CO+H2!CH3OH �27.00 �32.25 �29.27 �29.23
C2H2 +C2H4! cyclobutene �30.97 �35.62 �31.93 �32.73
SiO + 3H2!SiH4 +H2O �33.68 �43.86 �37.25 �33.91
N2 + 3H2! 2NH3 �33.54 �44.90 �38.95 �38.87
CH4 + 2Cl2!CH2Cl2 + 2HCl �45.20 �52.70 �48.67 �47.08
C2H2 +H2!C2H4 �48.10 �51.64 �49.32 �48.42
SO2 + 3H2!H2S + 2H2O �62.98 �78.65 �68.31 �60.47
CO+ 3H2!H2O+CH4 �58.89 �68.70 �63.80 �64.78
OF2 +H2!F2 +H2O �66.09 �74.34 �69.92 �68.72
N2O+H2!N2 +H2O �79.90 �86.73 �82.20 �80.74
C2H4 +CH2! cyclopropane �105.99 �111.19 �111.17 �109.06
H2 + F2! 2HF �127.36 �143.99 �135.61 �134.29
3C2H2!C6H6 �148.40 �166.37 �155.07 �151.57
Li2 + F2! 2LiF �201.98 �216.13 �207.10 �212.70
MAE 2.71 5.30 2.14
aExperimental, see [87]
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effects within the educts and products. This is again strongly corrected by the

RPAX2 method, which yields a comparable average error of 1.1 kcal/mol to the

CCSD(T) reference reaction energies as RPA; see Table 8. This is clearly better

than with, for example, the MP2 method, yielding an error of 4.0 kcal/mol or the

B3LYP method with an error of 15 kcal/mol, the latter thus dramatically failing in

describing the considered Diels-Alder reactions [97]. More modern density-

functionals such as the M06 functional or the B2PLYP double hybrid functional

[113] are also much less accurate than the RPA methods considered here: they yield

MAEs of 3.7 and 5.0 kcal/mol, respectively, for the DARC database if combined

with the D3 dispersion correction by Grimme [91, 97].

As opposed to the G2RC and DARC reactions, for the reactions of the BSR36,

NBPRC and NH76RC databases the SOSEX method tends to describe the respec-

tive reactions better than the RPA method. This is true in particular for the bond

separation reactions of Table 9 and the reactions involving B/N/P-compounds of

Table 10. Again, the RPAX2 reaction energies have significantly smaller errors for

these sets than the SOSEX reaction energies, as can be observed in Tables 9, 10,

and 11.

In comparison to a large number of benchmark results for standard GGA,

hybrid-and meta-GGA functionals as well as double-hybrid functionals (see

[96, 97]), the performance of the RPAX2 method for the selected databases is

remarkable. In order to highlight this, Fig. 24 shows the MAEs of the RPA

methods for the different databases in comparison to the errors of a selection of

other wave-function and DFT methods, namely second-order Møller–Plesset

Table 8 DARC database: Diels–Alder reactions in kcal/mol

System RPA SOSEX RPAX2 Ref.a

C2H4 +CH2CHCHCH2! [C6H10]
b �42.33 �49.08 �44.38 �43.80

C2H2 +CH2CHCHCH2! [C6H8]
b �57.96 �64.91 �60.04 �59.30

C2H4 + cyc-C5H6! [C7H10]
b �28.28 �31.88 �28.69 �30.00

C2H2 + cyc-C5H6! [C7H8]
b �32.69 �35.29 �32.60 �33.10

C2H4 + cyc-C6H8! [C7H12]
b �35.47 �40.36 �36.54 �36.50

C2H2 + cyc-C6H8! [C7H10]
b �46.99 �52.15 �48.25 �48.20

C4H4O+C4H2O3! [C8H6O4]
b �13.15 �14.26 �12.43 �14.40

C4H4O+C4H2O3! [C8H6O4]
b,c �14.86 �16.37 �14.35 �16.20

C4H4O+C4H3O2N! [C8H7O3N]
b �15.75 �17.30 �15.14 �17.20

C4H4O+C4H3O2N! [C8H7O3N]
b,c �17.59 �19.51 �17.21 �19.20

cyc-C5H6 +C4H2O3! [C9H8O3]
b �30.60 �33.85 �30.78 �31.60

cyc-C5H6 +C4H2O3! [C9H8O3]
b,c �30.97 �34.25 �31.20 �32.10

cyc-C5H6 +C4H3O2N! [C9H9O2N]
b �32.79 �36.51 �33.12 �34.10

cyc-C5H6 +C4H3O2N! [C9H9O2N]
b,c �33.03 �36.78 �33.41 �34.40

MAE 1.26 2.33 1.06
aCCSD(T)/cbs, see [88]
bDenotes a molecular transition state
cDenotes an alternate conformer to the reaction product of the respective reaction of the previous

line
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(MP2), spin-component-scaled MP2 (SCS-MP2) [114], the Becke–Lee–Yang-Parr

three parameter hybrid functional (B3LYP), the Minnesota 2006 functional without

and with Grimmes dispersion correction (M06 and M06-D3) and the double hybrid

Table 9 BSR36 database: bond separation reactions of saturated hydrocarbons in kcal/mol

System RPA SOSEX RPAX2 Ref.a

5C2H6! [C6H14]
1 + 4CH4 8.50 9.67 9.84 9.81

5C2H6! [C6H14]
2 + 4CH4 8.53 9.70 9.66 9.66

5C2H6! [C6H14]
3 + 4CH4 9.97 11.23 11.37 11.37

5C2H6! [C6H14]
4 + 4CH4 7.87 9.01 9.09 9.04

5C2H6! [C6H14]
5 + 4CH4 7.81 8.87 8.72 8.71

6C2H6! [C6H14]
6 + 5CH4 9.80 11.11 10.95 10.91

6C2H6! [C6H14]
7 + 5CH4 11.43 13.00 13.09 13.05

6C2H6! [C6H14]
8 + 5CH4 10.54 11.96 11.92 11.89

6C2H6! [C6H14]
9 + 5CH4 11.91 13.40 13.55 13.53

6C2H6! [C6H14]
10 + 5CH4 9.87 11.22 11.52 11.43

6C2H6! [C6H14]
11 + 5CH4 11.14 12.57 12.99 12.97

6C2H6! [C6H14]
12 + 5CH4 11.04 12.48 12.92 12.77

6C2H6! [C6H14]
13 + 5CH4 9.84 11.22 11.30 11.23

6C2H6! [C6H14]
14 + 5CH4 8.73 10.01 10.30 10.16

7C2H6! [C6H14]
15 + 6CH4 12.70 14.17 15.06 15.05

5C2H6! [C5H10] + 5CH4 2.07 2.68 2.13 2.38

6C2H6! [C5H13]
1 + 6CH4 9.77 11.10 10.80 10.67

6C2H6! [C5H13]
2 + 6CH4 5.67 6.70 6.12 6.35

7C2H6! [C7H14]
1 + 7CH4 13.54 15.36 14.99 14.88

7C2H6! [C7H14]
2 + 7CH4 9.47 10.82 10.47 10.65

7C2H6! [C7H14]
3 + 7CH4 9.07 10.47 9.92 10.11

7C2H6! [C7H14]
4 + 7CH4 8.06 9.31 9.05 9.13

7C2H6! [C7H14]
5 + 7CH4 9.36 10.85 10.30 10.48

7C2H6! [C7H14]
6 + 7CH4 8.79 10.13 9.66 9.82

11C2H6! [C10H18]
1 + 12CH4 17.36 19.70 19.42 19.30

11C2H6! [C10H18]
2 + 12CH4 8.04 9.52 10.13 9.67

11C2H6! [C10H18]
3 + 12CH4 13.56 15.55 15.42 15.19

11C2H6! [C10H18]
4 + 12CH4 23.86 26.90 26.30 26.05

11C2H6! [C10H18]
5 + 12CH4 21.34 24.02 23.81 23.45

13C2H6! [C12H22] + 14CH4 25.31 28.51 28.44 27.96

12C2H6! [C12H24]
1 + 12CH4 22.96 25.96 25.74 25.41

12C2H6! [C10H16] + 14CH4 25.62 28.48 27.46 27.56

14C2H6! [C12H20]
1 + 16CH4 36.27 40.52 39.43 39.56

14C2H6! [C12H20]
2 + 16CH4 29.43 32.75 32.34 32.42

16C2H6! [C14H24] + 18CH4 46.85 52.39 51.25 51.44

18C2H6! [C14H20] + 22CH4 43.81 48.64 46.90 47.06

MAE 1.70 0.39 0.14
aCCSD(T)/cbs, see [89]
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functional B2PLYP-D3 by Grimme [113], including the D3 long-range dispersion

correction [91]. An inspection of the diagrams in Fig. 24 shows that, with few

exceptions, the RPA methods on average describe the different chemical reactions

in the databases better than corresponding second-order perturbation theory

methods and the selection of DFT methods. This is particularly true if the

(exchange-)RPA errors are compared to those from the standard B3LYP hybrid

functional, which strongly fails to describe the Diels–Alder reactions, the bond-

separation reactions of the BSR36 database and the reactions involving N/B/P-

compounds in the NBPRC database with reasonable precision; see Fig. 24. One can

observe that the more modern M06 and M06-D3 functionals, which contain a large

number of empirical parameters, in most cases outperform the B3LYP method for

the databases considered, but even compared to these methods the RPA and in

particular the RPAX2 method yield smaller errors on average.

The MP2, SCS-MP2 and B2PLYP-D3 methods all contain explicit second-order

perturbation theory corrections to the correlation energy, i.e. involve the terms

displayed in Fig. 15. While the MP2 method accounts for both terms in second-

order completely (but misses all higher order terms compared to RPA methods), in

the SCS-MP2 method these two terms are scaled with empirical prefactors with the

idea of improving the description of parallel and antiparallel spin-component

contributions to the correlation energy [114] (note that the antiparallel and parallel

spin-component parameters pS and pT can be easily transformed into corresponding

prefactors for the direct and exchange term of Fig. 15, yielding a factor of (Ps+PT)/2

for the direct term and pT for the exchange term). The drawback of this correction

approach is, however, that the SCS-MP2 method is not self-correlation free in

second-order because the direct and exchange contributions have different

Table 10 NBPRC database: oligomerisations and H2 fragmentations of NH3/BH3 systems/H2

activation reactions with PH3/BH3 systems

System RPA SOSEX RPAX2 Ref.a

NH3 +BH3!NH3BH3 �28.96 �30.32 �30.61 �31.84
NH3 +BH3!NH2BH2+H2 �1.20 0.49 �0.32 �0.06
NH2BH2!NHBH+H2 36.56 40.62 37.96 37.27

2NH2BH2! cyc-(BH2NH2)2 �17.72 �18.81 �18.07 �18.94
3NH2BH2!B3N3H6 + 3H2 �45.84 �48.33 �47.42 �48.27
3NH2BH2!B3N3H12 �42.27 �44.69 �43.58 �45.06
BH3 + PH3!BH3PH3 �21.01 �23.11 �23.26 �24.40
BH3PH3 +H2! [PH4BH4]

b 40.73 42.19 41.39 40.40

BF3 + P(CH3)3!BF3P(CH3)3 �13.55 �13.87 �14.44 �14.60
BF3P(CH3)3 +H2! [P(CH3)3H-BF3H]

b 19.99 19.15 19.19 18.80

P(CH3)3!BCl3P(CH3)3 +BCl3 �28.65 �30.98 �30.78 �30.80
BCl3P(CH3)3 +H2! [P(CH3)3HBCl3H]

b 18.59 17.17 17.74 17.60

MAE 1.69 0.89 0.68

Energies in kcal/mol
aCCSD(T)/cbs, see [90, 91]
bDenotes a molecular transition state
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prefactors in the original parametrisation by Grimme. As a consequence, the EPV

contributions of the first diagram in Fig. 15 are not properly corrected by the

corresponding cancelling contributions of the second diagram in the figure; see

Sect. 2 for a discussion of the importance of the self-correlation correction. The

B2PLYP-D3 method does not lack this inconsistency, but involves the terms in

Fig. 15 multiplied by an empirical prefactor and mixes them with a local GGA-type

functional as in standard hybrid functionals (this method is therefore also referred to

Table 11 BH76RC database: reaction energies in kcal/mol

System RPA SOSEX RPAX2 Ref.a

H +N2O!OH+N2 �68.56 �71.65 �67.27 �65.08
H+CH3F!HF+CH3 �26.05 �28.45 �27.49 �26.64
H+F2!HF+F �102.90 �114.05 �104.98 �103.91
CH3 +ClF!CH3F +Cl �55.25 �55.73 �53.21 �52.74
F� +CH3Cl!Cl�+CH3F �31.31 �36.08 �32.92 �32.65
[FCH3Cl]

b! [FCH3Cl]
b,c �26.17 �31.21 �27.98 �26.73

OH�+CH3F!CH3OH+F� �18.86 �20.79 �19.25 �20.11
[HOCH3F]

b! [HOCH3F]
b,c �34.76 �37.92 �35.81 �36.24

H+N2!HN2 3.03 4.25 3.99 3.97

H+CO!HCO �19.46 �17.25 �18.37 �19.51
H+C2H4!C2H5 �38.87 �43.02 �40.68 �40.03
CH3 +C2H4!C3H7 �24.37 �28.14 �26.03 �26.12
HNC!HCN �14.33 �12.48 �13.92 �15.05
H+HCl!H2 +Cl �8.29 �1.82 �3.03 �3.00
OH+H2!H2O+H �11.52 �15.00 �15.04 �16.10
CH3 +H2!CH4 +H �1.61 �2.60 �2.24 �3.20
OH+CH4!H2O+CH3 �9.91 �12.40 �12.79 �12.90
OH+NH3!H2O+NH2 �8.69 �9.41 �10.08 �9.50
HCl +CH3!Cl +CH4 �9.90 �4.42 �5.27 �6.20
OH+C2H6!H2O+C2H5 �12.84 �15.83 �16.33 �16.50
F +H2!HF+H �24.58 �29.93 �30.72 �31.60
O+CH4!OH+CH3 6.67 7.20 6.16 5.60

H+PH3!H2 + PH2 �23.45 �22.04 �22.54 �20.10
H+OH!H2+O �5.06 �4.60 �3.92 �2.40
H+H2S!H2 +HS �16.91 �13.60 �14.38 �13.80
O+HCl!OH+Cl �3.23 2.78 0.89 �0.60
NH2 +CH3!NH+CH4 �13.27 �13.66 �13.47 �14.40
NH2 +C2H5!NH+C2H6 �10.35 �10.23 �9.93 �10.80
C2H6 +NH2!C2H5 +NH3 �4.15 �6.42 �6.25 �7.00
NH2 +CH4!NH3+CH3 �1.23 �2.99 �2.71 �3.30
MAE 2.19 2.03 0.83
aW1 and theor. est., see [92, 93]
bDenotes a molecular transition state
cDenotes an alternate conformer to the respective educt
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as double hybrid functional). While in this way the SCS-MP2 method can be seen as

a correction approach to the MP2 method, since it is based on Hartree–Fock, the

B2PLYP method is more akin to a DFT method which tries to capture long-range

correlation effects missing in standard (hybrid-)GGA functionals.

A comparison of the performance of these second-order perturbation theory-

based methods to the RPA methods for the chemical reactions considered shows

that, with few exceptions, the latter are clearly performing better. This means that
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Fig. 24 Mean absolute errors of the different RPA methods compared to the corresponding errors

of other wave-function and density-functional theory methods for the different databases studying

reaction energies; see text. Also included in the figure is a diagram showing the MAEs for the

barrier heights of the BH76 set; see Sect. 4.3
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obviously the inclusion of higher than second-order correlation energy contribu-

tions plays a significant role in the accurate prediction of chemical reaction ener-

gies. It also shows that methods involving empirical parameters such as the

SCS-MP2 method and the B2PLYP method cannot be considered to be as reliable

as the parameter-free RPA methods for the thermodynamic properties considered

here. So the advantage, if any, of these empirical perturbative methods lies in the

fact that, at least if compared to SOSEX or RPAX2, they are computationally

slightly more efficient, because no amplitude equations need to be solved for

calculating the second-order correlation energy terms. So one might assume that

these methods become more attractive than RPA methods for larger systems. Note,

however, that, for very large chemical systems, another point needs to be taken care

of if perturbative methods are applied, namely small or even vanishing band gaps of

these systems leading to strong non-dynamical correlation effects, which can even

lead to a breakdown of perturbation theory methods.

In summary, it can be concluded that the RPA, SOSEX and RPAX2 methods

describe chemical reaction energies quite accurately if compared to other com-

monly used wave-function and DFT methods. This is especially true for the RPAX2

method which, not unexpectedly, performs best among the three RPA methods and

yields errors which typically lie in the range of 1–2 kcal/mol for all chemical

reactions considered here; see Fig. 24.

4.3 Barrier Heights

In this section, the performance of the RPA, SOSEX and RPAX2 methods for

describing barrier heights of chemical reactions is analysed, i.e. compared to the

analysis of Sect. 4.2 the energy differences between the educts/products and a

corresponding transition state are examined. Since the Hartree–Fock method does

not reliably predict barriers for chemical reactions and yields average and maxi-

mum errors of typically 10 and 30 kcal/mol [103], respectively, an adequate

description of electron correlation effects is of great importance for describing

barrier heights for chemical reactions. Standard GGA-type DFT methods are able to

describe these correlation effects to some extent, but often underestimate barrier

heights on magnitude [92, 93, 103]. The only satisfactory description of this

property seems to require at least hybrid-type functionals [93, 103] which correct

parts of the self-interaction errors of the Coulomb energy in first order; see Fig. 9.

However, the performances of different hybrid functionals for reaction barriers are

very varied and it is difficult to choose between the existing functionals. For

example, the most popular B3LYP hybrid-functional significantly underestimates

barrier heights [93] and it appears to be necessary to derive functionals which are

explicitly parametrised against this property to achieve a satisfying accuracy. The

first such functional developed was the MPW1K functional [115], which performs

much better than ‘older’ hybrid-functionals for thermokinetic properties.
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Here we examine whether the parameter-free RPA methods are able to describe

reaction barriers with a good accuracy. For this, the reactions of the BH76 database

[92, 93] are considered, which are compiled in Table 12. This table contains both

the activation energies for the forward and reverse reactions, so each column in the

table has two subcolumns (except for the reactions where the educts and products

are identical). The last line in the table again shows the MAEs for the three RPA

methods compared to the reference values of the last column. As with some

chemical reaction databases (see Sect. 4.2), one can see that the description of

electron exchange effects through the SOSEX method does not lead to an improve-

ment over the RPA barrier heights. On the contrary, the average error for the

SOSEX barrier heights is even more than twice as large as the RPA ones. This is

because of a strong overestimation of the barrier heights, most notably found for the

hydrogen transfer reaction in the O � � �H � � �Cl system with deviations of 18 and

15 kcal/mol from the reference barrier heights, respectively. It is difficult to explain

what the origin of this poor performance of the SOSEX method for this property

might be, yet, considering the reasonable description of the corresponding under-

lying reaction energies of the BH76RC set (see Table 11), one can narrow the

failure of the SOSEXmethod to a poor description of the transition states, which are

obviously too weakly bound with SOSEX. Compared to this, the RPAX2 method

yields barrier heights much closer to the reference values with a mean absolute

deviation of 1.4 kcal/mol, i.e. even slightly smaller than for RPA; see Table 12.

A comparison of the MAEs of the RPA methods to those of other wave-function

and DFT methods (see Fig. 24) shows that, just as with the SOSEX method, the

MP2, SCS-MP2 and B3LYP methods are also unable to predict barrier heights with

reasonable accuracy. In contrast to this, more modern density-functionals such as

the M06 and B2PLYP-D3 functional have smaller average errors of 2–2.5 kcal/mol,

respectively. The best performance for barrier heights of the different methods

considered is again achieved by the RPAX2 method.

5 Summary

Three KS-RPA correlation methods were considered in this work for studying a

number of thermochemical properties. It was found that, compared to a range of

commonly used second-order perturbation theory-based wave-function and DFT

methods, these RPA methods often yield a higher accuracy for chemical reaction

energies. In the case of the direct RPA method, excluding any high-order exchange

interactions, this is a remarkable result when considering the fact that this method

was originally developed for describing electron–electron interactions in the homo-

geneous electron gas in the high density limit. While this system is certainly not a

good model system of a molecule where the electrons are confined in an external

potential stemming from the nuclei, the question arises as to why the RPA can also

be successfully applied to molecular systems? It was argued in this work that one

reason for the good performance of KS-RPA methods is the fact that the Kohn–
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Sham determinant is close to the Brueckner determinant and, thus, to some extent,

includes single-excitation contributions which are missing in Hartree–Fock-based

RPA methods. Kohn–Sham RPA methods can thus be regarded as approximate

Brueckner coupled-cluster doubles methods.

A main advantage of RPA methods over common DFT methods and empirical

wave-function methods such as the SCS-MP2 method [114] is the fact that they are

free from any empirical parameters and that they can systematically be improved.

The latter was demonstrated in this work by using, in addition to the standard direct

RPA method, two exchange RPA methods, which account for electron exchange

effects in second and higher orders, namely the SOSEX [43] and the RPAX2”

method [45]. It has been observed that, with these methods, the description of

thermodynamic properties is often more accurate than with the direct RPA method,

which possesses a self-correlation error in second and higher orders. Furthermore, a

comparison of the performance of SOSEX and RPAX2 themselves shows a clear

advantage of RPAX2 over the SOSEX method. This again can be attributed to the

fact that the RPAX2 method is more complete in each order of perturbation theory

than the SOSEX method; see Sect. 2. In fact, it has been observed that the RPAX2

method yields only very small errors for atomisation energies, ionisation energies

and chemical reaction energies, the latter being even more accurate than those from

the CCSD method if compared to CCSD(T) reference reaction energies [45]. This

indicates that electron correlation effects in third and higher orders, which are missing

in RPAX2, are either small or tend to cancel each other in a complete summation of

perturbation theory terms contributing to the electron correlation energy.

In summary, the combination of RPAmethods with Kohn–Sham reference states

leads to attractive alternative methods for studying thermochemical properties of

molecular systems.
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Non-analytic Spin-Density Functionals

Martı́n A. Mosquera and Adam Wasserman

Abstract We examine the integer discontinuity (or derivative discontinuity) of the

exact energy functionals of Kohn–Sham density-functional theory for the spin-

polarized case. The integer discontinuity and its cause, the piecewise linearity of the

energy in the grand canonical ensemble, are required to improve the predictive

power of density-functional approximations to the exchange-correlation energy.

We show how any spin-polarized DFA can be adapted to display the proper integer

discontinuity. The formalism we present here can be used to improve functionals

further within spin density-functional theory and fragment-based formulations

of DFT.

Keywords Derivative discontinuity � Electronic spin � Ensemble �Magnetic field �
Molecular dissociation
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1 Introduction

Density-functional theory (DFT) is employed by scientists to calculate properties of

molecules and materials. The ground-state energy of a system of electrons is used to

predict ground-state geometries, spectra, and forces involved in the dynamics of

molecules. DFT establishes that the electronic density is sufficient in principle to

calculate all ground-state properties. Nevertheless, approximations to the energy as

a functional of the density are necessary in practice to carry out the calculations.

Kohn–Sham theory [1] is the preferred paradigm to search for approximations to

the energy, which is decomposed into several functionals: (1) the kinetic energy of a

system of non-interacting electrons, (2) an energy functional accounting for a semi-

classical repulsion (Hartree repulsion energy), (3) the external energy of the

electrons, and (4) an unknown functional, the exchange-correlation (XC) energy.

This latter functional, if properly approximated, leads to efficient computational ab

initio methods for the calculation of ground-state molecular observables.

Density-functional approximations (DFAs) to the XC energy work well for

atoms and molecules around their equilibrium geometry [2, 3], but challenges

remain [4–6]. Molecular properties such as the energies involved in bond breaking

(or formation) are not accurate enough to describe chemical reactions [2]. XC

energy functionals are also needed to describe molecules involving transition

metal atoms, where the coupling of magnetic moments is non-negligible

[7]. Although the exact energy functional is unknown, its properties are accessible

in some cases. For example, when two atoms are far apart but exchange electrons

adiabatically [8], the change of energy in the charge-transfer process displays a

piecewise linear dependency on the average number of electrons transferred, and

the derivative of the energy is discontinuous at the point where the atoms are in their

neutral state. Most known DFAs fail this simple discontinuity test [9].

The integer discontinuity is found by using the statistics of the grand canonical

ensemble. In this picture, a molecule or atom exchanges electrons adiabatically

with a reservoir. This exchange takes place if the work function of the metal is

tuned to the change of energy when the quasi-isolated molecule loses or gains an

electron [10]. In other words, the energy must be conserved in the exchange of

electrons. The lack of integer discontinuity limits the accuracy of DFA calculations

for chemical systems in general [9]. One can devise 1d systems that can be solved

with standard numerical techniques to illustrate the integer discontinuity. Tempel
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et al. [11] considered a system of two 1d electrons interacting via a soft-coulomb

potential that are subject to a double-well potential, also described by soft-coulomb

electron-nucleus interaction potentials (this model follows a similar one studied

earlier by Perdew [10]). By varying the distance, they noticed a step and a peak in

the potential. The height of the step is the difference between the ionization

energies of the atoms. The step is caused by the ionization theorem, stating that

the highest occupied orbital energy is the negative of the lowest ionization energy.

The peak is produced by the tendency of the atoms to neutralize their charges when

they are separated by a large distance. Because standard XC functionals miss this

peak, the atoms render fractional charges instead.

The need for better spin-resolved electronic structure methods for solids and

molecules is justified by applications in engineering, where tools to design and

model ferromagnetic materials are needed. Devices based on magnetic materials

are useful for health, information, communication, and computer technologies.

Molecules and solids can be found in states of high spin-multiplicity (especially

during chemical reactions), not just doublet and singlet states (for example, ferro-

magnetism in molecular chemistry [12, 13]). For development of quantum com-

puters, molecules with high spin moments also need to be modeled [14].

SDFT is the de facto method for molecular calculations, yet most studies on the

derivative discontinuity focus on the theory of functionals of the total electronic

density. On the other hand, for dissociation of molecules, spin-polarized DFAs fail

to yield products in their neutral state; in addition, they predict the products to be in

a mixture of spin states, giving rise to non-natural spin moments on each fragment.

The motivation for the piecewise linearity of the energy also derives from lattices

when considering their unit-cell with its molecules or atoms at large separations.

The electrons in these systems can hop from one subsystem to another. Projection

of the wavefunction onto a state where the electrons are localized gives the

probability amplitude that the system is found on such a state. In the case of a

gas, we could assume that the collisions between the molecules change their spin-

momentum in a random fashion, such that the grand-canonical ensemble prescrip-

tion applies to each atom or molecule.

In this work we consider the ensemble formulation of SDFT. We show how

the exact energy functional with integer discontinuity can be constructed. The back-

ground formalism to define the spin-polarized density functionals of this work is

presented. A formula for the XC energy functional in the ensemble is shown, which

follows fromwork developed by us in [15] which introduces the integer discontinuity

to the exact XC energy functional and permits extension of any DFA to feature

the integer discontinuity. We also extend the Levy constrained search to the zero-

temperature ensemble; our definition does not use densitymatrices butwave-functions

over the Fock space. Finally, we discuss how partition spin-density-functional theory

[16] can be used to satisfy the constraints of molecular dissociation.
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2 Definitions

The state of a system of non-relativistic electrons is determined by a normalizable

wave-function that decays rapidly in the asymptotics. If the number of electrons is a

positive natural number J, then the wave-function depends on 4J Cartesian coordi-

nates: three spatial and one spin coordinate per electron. The wavefunction is a

member of the Hilbert space of antisymmetric wave-functions that are square

integrable, and vanishes in the asymptotic region. For convenience we employ

spaces of kets throughout this work; we denote the Hilbert space of kets

corresponding to J electrons asℋJ, and the symbol |ψi represents a member ofℋJ.

Most of this work concerns states with a number of particles in the positive real

line. Hence, we require the Fock space (F ), formally defined as

F ¼ �1
j¼0

ℋj;

where ℋ0, for convenience, is the set of complex numbers, assigned to states with

no electrons. The operators corresponding to the physical observables of the system

are expressed in terms of creation ψ̂ {
σ rð Þ� �

and annihilation ψ̂ σ rð Þð Þ operators; they
satisfy the anticommutation relation ψ̂ σ rð Þ, ψ̂ {

σ0
r
0� �n o

¼ δσσ0 δ r
0 � r

� �
, where σ

denotes the spin-coordinate, " or # for electrons.

To complete the definition of our system of electrons, let us introduce the

Hamiltonian:

Ĥ v ¼ Ĥ 0 þ
ð
d3r n̂ rð Þv rð Þ: ð1Þ

Ĥ 0 is the internal energy Hamiltonian. In the absence of spin-orbit and spin-spin

couplings, Ĥ 0 ¼ T̂ þ Ŵ , where T̂ and Ŵ are the kinetic energy and electron–

electron repulsion operators, respectively. The spin-density operator is expressed as

n̂ σ rð Þ ¼ ψ̂ {
σ rð Þψ̂ σ rð Þ, and the total density operator is n̂ rð Þ ¼ n̂ " rð Þ þ n̂ # rð Þ. The

1-body external potential v represents the interaction between a single electron

and the nuclei (whose positions are fixed). The Hamiltonian operator is thus deter-

mined by the 1-body external potential.

Let M be a natural number (including 0) that runs over the number of

particles, and k be a vector running over the quantum numbers of the system.

Suppose {|ψM,ki} is a basis set for the Hilbert space ℋM, for M¼ 1, 2, . . .. Define
the Liouville space ℒ as the set of density matrices of the form

Γ̂ ¼ �
M, k

ωM,k ψM,k

�� �
ψM,k

� ��;
ωM,k � 0 and

X
M,k

ωM,k ¼ 1. For a given basis set, a density matrix is completely

determined by the weights {ωM,k}. Let N̂ σ ¼
ð
d3r n̂ σ rð Þ be the operator
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corresponding to the measurement of the number particles with spin σ. The operator
for the total number of particles is

N̂ ¼ N̂ " þ N̂ #:

If two kets |ψM0i and |ψMi (M, M0 2 ℕ and M 6¼M0) are eigenkets of the particle

number operator (N̂ |ψ ji¼ j|ψ ji, j¼M,M0), then they are orthogonal, hψM0|ψMi¼ 0.

A ket |ψi in the Fock space is expressed as a direct sum of kets belonging to

different Hilbert spaces:��ψ� ¼ c0
��0�� c1

��ψ1

�� c2
��ψ2

�� � � �;

where the coefficients {ci} are complex.

3 Variational Principles

For a given number of electrons J 2ℕ, the ground-state energy and ket are obtained

by infimizing the average energy of the system ψ
���
Ĥ v

��ψ� over the Hilbert space

ℋJ. Let e be the functional defined by

e
��ψ�; v� � ¼ ψ

���
Ĥ v

��ψ�;
|ψi 2F . For systems with any number of particles N 2 ℝ, the ground-state energy,
E0, reads

E0 N; v½ �ð Þ ¼ inf e
��ψ�; v� ��� ψ

���
N̂
��ψ� ¼ N,

��ψ� 2 F
	 


: ð2Þ

The Hamiltonian Ĥv is particle-conserving, N̂ , Ĥ v

� � ¼ 0, a property allowing us

to write the functional e[|ψi; v] as follows:

e
��ψ�; v� � ¼ X1

M¼1

ωMe
��ψMi; v
� �

; ð3Þ

where ωM¼ |cM|
2. Hence, the infimum in (2) is written as

E0 N; v½ �ð Þ ¼ inf
X
M2ℕ

ωME0 M; v½ �ð Þ��X1
M¼1

MωM ¼ N,
X1
M¼1

ωM ¼ 1, 0 � ωM � 1

( )
;

ð4Þ

where
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E0 M; v½ �ð Þ ¼ inf e
��ψM

�
; v

� � ����ψMi 2 ℋM

	 

:

The above is the energy of a system with discrete number of electrons, i.e., the

energy of an isolated molecule.

A density matrix Γ̂ 2 ℒ is a combination of subdensity matrices1:

Γ̂ ¼ w0

��0� 0
��� þ w1 Γ̂ 1 þ w2Γ̂ 2 þ � � �;

where

Γ̂M ¼
X
k

wM,k

��ψM,k

�
ψM,k

��;� X
k

wM,k ¼ 1:

This corresponds to expressingℒ¼ℒ0�ℒ1�ℒ2� · · ·. The setℒM is the space

of M-electron density matrices. If Γ̂M 2 ℒM, then N̂ ; Γ̂M

� � ¼ 0: Consider the

following functional:

ee0 Γ̂; v
� � ¼ Tr Ĥv Γ̂

� �
; ð5Þ

which also describes the energy of a system with any number of particles.

Expanding Γ̂ we find that

ee0 Γ̂; v
� � ¼ X

M2ℕ
wMee0 Γ̂M; v

� �
:

The above equation is similar to (3); the difference is that ee0 Γ̂M; v
� �

is a linear

combination of ensemble energies of systems with a discrete number of electrons,

whereas (3) is a linear combination of pure-state energies. By the variational princi-

ple, the infimum of ee over density matrices in ℒM for a given potential v is equal to
E0(M;v). Therefore, the ground-state energy can be alternatively calculated using

eE0 N; v½ �ð Þ ¼ inf ee0 Γ̂ ; v
� ���Tr N̂ Γ̂

� � ¼ N, Γ̂ 2 ℒ
	 


: ð6Þ

For a real, non-integer, number of electrons, the solution of the minimization ofee, under the constraints shown in (4), is a linear interpolation of the energy of the

states with the nearest integer number of electrons. Hence, if J<N< J+ 1 (J 2 ℕ),

the energy is given by:

1 In this work by “subdensity-matrix” we mean a density matrix corresponding to a state with

strictly an integer number of electrons.
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E0 N; v½ �ð Þ ¼ 1� ωð ÞE0 J; v½ �ð Þ þ ωE0 J þ 1; v½ �ð Þ; ð7Þ

where ω¼N� J. In general, the above result for the energy can be re-expressed as

E0 N; v½ �ð Þ ¼
X
M2ℕ

y N �Mð ÞE0 M; v½ �ð Þ:

The definition of the function y is

y xð Þ ¼
1 x ¼ 0,

1� x 0 < x < 1,

1þ x � 1 < x < 0,

0 otherwise:

8>><>>:
The averaging formula (7) holds if E0(N;[v]) is convex. For two particles N1, N2

2 ℝ+ with N2>N1:

E0 tN1 þ 1� tð ÞN2; v½ �ð Þ � tE0 N1; v½ �ð Þ þ 1� tð ÞE0 N2; v½ �ð Þ 0 < t < 1:

For some J 2 ℕ, if N1¼ J� 1, N2¼ J+ 1, and t¼ 1/2, the above relation turns into

E J; v½ �ð Þ � 1

2
E0 J � 1; v½ �ð Þ þ E0 J þ 1; v½ �ð Þð Þ:

This is referred to as the convexity assumption. No counterexample to this assump-

tion is known for electronic systems under Coulomb repulsions. In general, any

observable of the system becomes a linear interpolation; for example, if {nM} are

the ground-state densities of the system under v forM 2ℕ, then the average density is

n rð Þ ¼
X
M2ℕ

y N �Mð ÞnM rð Þ:

The chemical potential is given by

μ0 N; v½ �ð Þ ¼ dE0

dN
N; v½ �ð Þ:

This function shows a step-like behavior with respect to the number of electrons:

μ0 N; v½ �ð Þ ¼ E Nd e; v½ �ð Þ � E Nb c; v½ �ð Þ N=2ℕ;

and are the ceiling and floor functions, respectively. In the special case where

the molecule is neutral for J electrons, the chemical potential around J is the

ionization of the system, or its affinity; the discontinuity of the chemical potential is
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lim
ΔN#0

μ0 J þ ΔN; v½ �ð Þ � μ0 J � ΔN; v½ �ð Þ ¼ I v½ � � A v½ �;

where I[v]¼E0(J� 1; [v])�E0(J; [v]) is the ionization, and A[v]¼E0(J;[v])�
E0(J+ 1; [v]) is the affinity. The quantity I�A is the fundamental gap of the

system [17].

The energy obtained in (7) corresponds to the average energy of a molecule in

the grand-canonical ensemble. An ensemble of molecules that are distantly sepa-

rated is considered (the molecular geometry can be regarded as static). The mole-

cules are also in contact with a distant reservoir of electrons, i.e., a metal surface.

When the temperature of this ensemble of molecules is 0+ K, and the chemical

potential of the system is�A[v], each member of the ensemble has either J or J + 1
electrons. On average, the number of electrons per molecule is a real number

between J and J+ 1. An alternative interpretation is the following. A single, neutral
molecule is placed in contact with a metallic reservoir. If the work function is tuned

to the affinity of the molecule [10], then at 0+ K the molecule exchanges electrons

with the surface.2 Time-averaging of the number of electrons yields a real number

between J and J+ 1; the averaged energy of the system, in the ensemble and

temporal cases, is thus given by (7).

4 Restricted Spaces

The σ-density (nσ) corresponding to a state with J" spin-up and J# spin-down

electrons derives from a normalized wavefunction ψ 2 ℋJ"þJ# :

nσ rð Þ ¼ Jσ
X

σ2, ..., σJ,

ð
d3r2 . . . d

3rJ
��ψ rσ, r2σ2, . . . , rJσJð Þ��2:

This implies nσ(r)� 0, 8r 2 ℝ3, and
Ð
d3r nσ(r)¼ Jσ. For a given pair of spin-

densities nσ, there always exists an antisymmetric wave function yielding such pair

of densities; such a wavefunction is a Slater determinant formed by spin-orbitals

{|ϕk,σ i}, k 2 ℕ satisfying [18]:

ϕk,σ rð Þ ¼
ffiffiffiffiffiffiffiffiffiffiffi
nσ rð ÞÐ
nσ

s
exp ik f xð Þð Þ; ð8Þ

where f is a function chosen to satisfy orthogonality when integration in spatial

coordinates is taken. If the Jσ are integer numbers, then the spin-orbitals of the form

2The described ensemble is not a truly zero-temperature system because the spin-interactions are

neglected.
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shown above can be used to construct a single Slater determinant. If the spin-

densities do not integrate to an integer number, or the total number of electrons is

not an integer, a proper combination of Slater determinants using excited spin-

orbitals is required.

For the spin-orbitals of (8) to be physically meaningful, they must have a finite

kinetic energy. This requires:
Ð
d3r ∇

ffiffiffiffiffi
nσ

p
rð Þ�� �� < 1, which is equivalent to

demanding that ∇
ffiffiffi
n

pj j is L1 ℝ3
� �

. Hence, the set of physically acceptable electronic

densities is

D ¼ n 2 L1 ℝ3
� � ��n > 0,

��∇n1=2
�� 2 L1 ℝ3

� �
,
Ð
n 2ℝþ

n o
:

To define density functionals, in general, the Fock and Liouville spaces are

restricted to sets of states corresponding to a given density. Let us introduce

GF n½ �, σð Þ ¼ ��ψ� 2 F ψ
��n̂ σ rð Þ��ψi: ¼ n rð Þ,8r 2 ℝ3, n 2 D� 


,
	

Gℒ n½ �, σð Þ ¼ Γ̂ 2 F
��Tr Γ̂ n̂ σ rð Þ	 
 ¼ n rð Þ,8r 2 ℝ3, n 2 D	 


; ð9Þ

where in the spin-unpolarized case we denoteGU n½ �;○ð Þ,U ¼ F ,ℒas the restricted

set for the total density; the operator n̂ σ is replaced by n̂ when σ¼○. For a pair of

spin-densities n", n# 2 D we define

Ĝ U n"; n#
� � ¼ GU n"

� �
; "� � \ GU n#

� �
; #� �

; U ¼ F ,ℒ :

5 Density Functionals

5.1 Spin Unpolarized Case

For a given density n 2D, the infimum of the average value of Ĥ0 over the spaceGF
([n], ○) is a density functional, Fu. When evaluated at n, it reads

Fu n½ � ¼ inf ψ
��Ĥ 0

��ψi����ψi 2 GF n½ �;○ð Þ�	 

: ð10Þ

If the infimum is sought over Gℒ ([n], ○), the result is given by eFu n½ �:

eFu n½ � ¼ inf Tr Ĥ 0Γ̂
� ���Γ̂ 2 Gℒ n½ �;○ð Þ	 


: ð11Þ

Both functionals, Fu and eFu, are valid for any positive, real number of electrons.

Nevertheless, the functional eFu is a search over the density matrices of the grand-

canonical ensemble. The functional Fu, on the other hand, is a mixed quantum-

ensemble search: first one searches over the wave-functions corresponding to

integer number of electrons; then one searches over the positive weights of the
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states with integer numbers of electrons. The functional Fu is an extension of the

Levy functional [19]:

FL n½ � ¼ inf
	

ψ
��Ĥ 0

��ψi���
ψ
��n̂ rð Þ��ψi ¼ n rð Þ,8r 2 ℝ3, ψ 2 ℋN



;

�
where N¼ Ð

n 2 ℕ. The functional eFu, on the other hand, extends the Lieb–Valone

functional [20, 21]:

FV n½ � ¼ inf Γ̂ 2 ℒÐ
n

�� Tr Ĥ 0Γ̂
� �

,

ð
d3r n rð Þ 2 ℕ

� 

:

5.2 Functional Derivatives and v-Representability

The inner product for any pair of real-valued functions defined over ℝ3 is obtained

as follows. Let f and g be two real-valued functions. Then

f , gh i ¼
ð
d3 r f rð Þg rð Þ :

Suppose U is some space of functions and G : U!ℝ. Consider two different

functions f and h in U. The differential in the h direction, δhG[f], at f is defined as

[22]

δhG f½ � ¼ lim
E!0

G f þ Eh½ � � G f½ �
E

:

If this limit exists for any h 2 U then the function is Gateaux-differentiable at f.
Additionally, the space U must be equipped with a locally convex topological

vector space (a set S is convex if for two points in S, x, and y, the point tx
+ (1� t)y for any t 2 [0, 1] is in S as well). The convexity requirement is necessary

for a Gateaux derivative to exist [23]. The functional derivative δG/δf exists if we
can write

δhG
�ef � ¼ δG

δ f

�ef �, h� �
¼

ð
d3r

δG

δ f rð Þ
�ef �h rð Þ

for any ef , h in U.
LetDM � D be a subspace of densities integrating toM electrons, whereM 2ℕ.

The functional FV over DM is +1 if the density at which FV is evaluated is not in

DM. Because of this property, FV is not Gateaux differentiable because if n is a

density inDM, then one can always find a direction in b such that n+ Eb is not inDM

regardless of how small E is, implying that the differential δFV/δn does not exist
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[24]. On the other hand, for perturbations of the form n+ Eb that are in DM, the

directional derivative does exist, which indicates that the term δFV/δn must be

interpreted under exceptional restrictions.

A density n is said to be pure-state v representable [25, 26] if there is a potential,
v, giving rise to a non-degenerate ground-state ket |ψi, such that n(r)¼hψ |n̂ (r)|ψ i
and Ĥv|ψi¼E|ψi. This definition can be extended to the Fock space for densities

integrating to real numbers. If there is a |ψi 2 GF ([n],○) yielding n, and for which

hψ | Ĥ0|ψi is an infimum over GF ([n],○) and hψ | Ĥv|ψi is an infimum overF , then

we refer to n as Fock-space v-representable (FSVR). On the other hand, if there is a

density matrix in Gℒ ([n], ○) that gives n such that Tr Ĥ 0Γ̂
� �

is infimized with

respect to Gℒ ([n], ○) and Tr Ĥ vΓ̂
� �

is an infimum over ℒ([n], ○), then we say n is

ensemble-v-representable (EVR). An FSVR density is EVR because one can write

the density matrix as a combination of pure-state density submatrices. Nevertheless,

an EVR density may not be FSVR.

There is a map u from the set of FSVR densities into the set of physical

potentials. If n is FSVR, then u[n] is the potential representing such density. Now

define the following functional, valid for FSVR densities:

f n½ � ¼ E0 N; u½ �ð Þ �
ð
d3r n rð Þu rð Þ ; ð12Þ

where N and u on the right-hand-side of the above equation are evaluated at

n (N¼ Ð
n). Let

n
0 ¼ nþ Em

be a perturbed density, where E is a small real number and m is a perturbation

satisfying
Ð
m¼ 1, and let v¼ u(n),N ¼ N n½ �. We assume there is a potential v0 ¼ v

+ Ew + o(E2) [24] that represents the density n0. The differential of f at n in the

direction m is

δm f n½ � ¼ δmE N; v½ �� �� δm

ð
d3rn rð Þv rð Þ: ð13Þ

Following the steps in the Appendix, we find

δm f n½ � ¼ μ N; v½ �ð Þ �
ð
d3rm rð Þv rð Þ,

¼
ð
d3r μ N; v½ �� �� v rð Þ� �

m rð Þ:
ð14Þ

This result suggests that under the v-representability condition in the Fock space

we obtain
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δ f

δn rð Þ n½ � ¼ μ N; v½ �� �� v rð Þ

and

δE0

δn rð Þ ¼ μ N; u½ �� �
:

This result is valid if N is not an integer, and implies that the functional derivative of

E0 is discontinuous (non-analytic) with respect to the number of electrons.

The functional derivative of the functional FV evaluated at a certain EVR

density, under the special restrictions mentioned above, is a constant minus the

external potential which represents the density. Notwithstanding, not every density

is EVR nor is FV differentiable at every density. Alternative formulations to avoid

the differentiability, and/or representability problem, are reported in the literature.

Chayes et al. [27] showed that discretizing the coordinate space into a lattice and

formulating quantum mechanics in such a lattice solves the v-representability
problem. Examination of the limit when the grid spacing tends to zero leads to

recovered derivatives and potentials. Ayers [28] suggested that any non-v-repre-
sentable density can be approached from a sequence of v-representable ones. Kvaal
et al. [29] added a small term to the energy that penalizes largely oscillating

potentials. For an arbitrary strength of the penalty, the differentiability is recovered,

and by analyzing the limit when the coupling goes to zero one recovers the physical

quantities of interest. The price for differentiability and/or v-representability is an

extra operation that maps the system out of the troublesome regime and then brings

it back by some limiting procedure (or extra operation). This also applies to time-

dependent density-functional theory [30–32].

In the exact framework discussed here, there is thus a problem of representability

and differentiability. In practice, however, neither exotic densities nor the exact

energy functional is accessible, except in very special cases. The space of densities

is severely constrained by computational limitations. The problem solved in prac-

tice is a minimization over a set of expansion coefficients, C", C#. A differentiable

energy functional is constructed (i.e., the LSDA energy) and then the KS orbitals

are expanded in terms of a truncated basis of Gaussian functions. The resulting

problem is that of minimizing ℰ(C", C#) subject to a normalization condition, a

nonlinear optimization problem. In principle, one would search using a convenient

algorithm using derivatives of the function ℰ, requiring functional differentiation as
an intermediate step through the chain rule. The search for the best expansion

coefficients, however, is performed in practice by self-consistent solution of the KS

equations; convergence within this scheme is challenging [33, 34]. Symmetry-

breaking must be properly addressed. In addition, near avoided crossing points

the HOMO-LUMO gap might be small, causing convergence problems.
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6 Spin-Polarized Density Functionals

6.1 The 2-Potential

For a system of electrons interacting with a static magnetic field B, the Hamiltonian

is written as

Ĥ v;B½ � ¼ Ĥ 0 þ
ð
d3r m̂ rð Þ � B rð Þ þ n̂ rð Þv rð Þ½ �;

where m̂ rð Þ is the local magnetization operator: m̂ rð Þ ¼ 1
2

X
σσ0

ψ̂ {
σ rð Þσσσ0 ψ̂ σ0 rð Þ,

where σ is the Pauli Spin-matrix vector. The conditions of the HK theorem stating

that there is a one-to-one map between ground-state densities and external poten-

tials can be extended and analyzed for systems under static magnetic fields. The

constrained-search density functional, analog to F, is defined over the set of kets

that yield the local magnetizationm(r) and density n(r). The resulting functional is
then employed to introduce the total-energy functional depending on m and n.
Although there is an energy functional depending on the (m, n) pair, the 1–1

correspondence between (m, n) and (v, B) is absent if the ground-state ket |ψi is
common to another system subject to a different combined magnetic-scalar field

pair [35]. In other words, there is not a 1–1 map if one can find a perturbation ΔB,
Δn such that

Ð
[m̂(r) ·ΔB(r) + n̂(r)Δv(r)]|ψi¼C|ψi, |ψi remains the ground state of

the system under the potentials B+ΔB and v +Δv, and C is a constant. Therefore,

the energy functional regarding the local magnetization and electronic density is

many-valued. Nevertheless, in the presence of non-collinear magnetic fields, the

1–1 correspondence is preserved [36].

Suppose B(r)¼ (0, 0, Bz(r)), and set

v" rð Þ ¼ v rð Þ þ 1

2
Bz rð Þ,

v# rð Þ ¼ v rð Þ � 1

2
Bz rð Þ:

These potentials allow us to write v¼ v"+ v# and Bz¼ 2(v"� v#). We define the

Hamiltonian for the electrons in the collinear case as

Ĥ v½ � ¼ Ĥ 0 þ
ð
d3rv rð Þ � n̂ rð Þ;

where v¼ (v", v#) and n̂¼ n̂"; n̂#
� �

: Ĥ [v] is the Hamiltonian of main interest and we

introduce spin-density functionals based on it in the next sections.
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6.2 Lowest Energy in Terms of the Number of Spin-Electrons

Let N be a vector of two components, the number of spin-up (N") and spin-down

(N#) electrons. For N¼ (N", N#), N", N# 2 ℝ+, let E be energy:

E N; v½ �ð Þ ¼ inf ee Γ̂; v
� ��� ψ N̂

�� ��ψ� � ¼ N, Γ̂ 2 ℒ
	 


; ð15Þ

where ee Γ̂; v
� �

has the same form as ee0 except that Ĥv is replaced by Ĥ[v] in the

r.h.s. of (5). To calculate E(N; [v]) one first minimizes over the subdensity matrices,

and then over the weights, leading to the linear-programming problem:

min
X
M

wMEM v½ �

s:t:
X
M

wM ¼ 1X
M

MwM ¼ N

0 � wM � 1:

ð16Þ

Upon specification of N and v, solution of the above linear programming problem

yields the average energy of a system in the ensemble as a function of N and v.
Unlike the case of spin-unpolarized systems, there is no simple convexity assump-

tion allowing us to derive an analytical expression for the energy as a function of the

average number of spin-electrons, N. For example, introduce N¼N"+N# and

Sz¼ 1/2(N"�N#), and suppose N is fixed. For a neutral atom such as carbon the

energy along the pairs (N", N#) is not strictly convex because the energy tends to be
minimized according to Hund’s rules [37, 38],3 giving a flat line between states with
N#¼ 5, 6, 7. For the carbon anion [40–42] the ground state is a quartet; if N is fixed

as 7 then there is a flat line between N#¼ 2, 3, 4, 5.

Balawender [43] performed an analysis in the grand-canonical ensemble of spin-

electrons, and Malek and Balawender [44] studied the bi-spline interpolations of a

set of molecules using several spin-polarized DFAs. They found that the energy as a

function of Sz and N is a series of triangles with derivative discontinuities at the

edges. The pattern in which the triangles form varies depending on how the energies

of the pure states distribute. Malek and Balawender [44] offer explicit formulas for

the chemical potentials in the different types of triangles. These formulas are useful

for the explicit calculation of the derivative discontinuities. Because the disconti-

nuities are system-dependent, we approach the problem in a more general fashion,

such that the formalism is compact.

The minimum finite element for interpolation in 2d surfaces is a triangle; one

needs three different points to form a plane. We thus assume that the energy E(N;
[v]) is formed by averaging the energies at the vertices of the corresponding

3Here we use Hund’s rules as a guide. Exceptions to these rules are known [39].
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triangle. Let Δk be a triangle used in the interpolation. The domain of E(N; [v]) is
then [kΔk. Denoting Ak, Bk, and Ck as the vertices of the triangle we find that

E N; v½ �ð Þ ¼ wAk
E Ak; v½ �ð Þ þ wBk

E Bk; v½ �ð Þ þ wCk
E Ck; v½ �ð Þ:

To simplify the notation let V(Δk)¼ {Ak, Bk, Ck}. The average number of spin-

electrons is

N ¼
X

M2V Δkð Þ
wMM:

An important feature of the triangles is that they are determined by a functional of

the 2-potential v.
Suppose N lies in a triangle whose vertex with the lowest number of electrons is

Ak, a singlet state (A",k¼A#,k), and let

ωσ ¼ Nσ � Aσ,k:

If Bk¼ (A#,k, A",k+ 1) andCk¼ (A#,k+ 1, A"), then the energy of the system becomes

E N; v½ �ð Þ ¼ 1� ω" � ω#
� �

E A; v½ �ð Þ þ ω"E A	 e"; v½ �� �þ ω#E A	 e#; v½ �� �
:

Now assume v"¼ v#. If we let

ω ¼ ω" þ ω#;

we recover the PPLB form:

E N; v½ �ð Þ ¼ 1� ωð ÞE A; v½ �ð Þ þ ωE A	 e"; v½ �� �
:

It should be noted that one can add e" or e# to A in the argument of the last term of

the above equation and the result remains the same because v"¼ v#. In general, the

energy surface as a function of the spin-electron numbers is piecewise bilinear,

where the surface is a union of triangular elements.

6.3 Spin DFT

The spin-densities are used instead of the total electronic density to perform

calculations in SDFT, hence the name. Denote the 2-density as a vector n(r)¼
(n"(r), n#(r)). The energy is expressed as
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E n ; v½ � ¼ F n½ � þ
ð
d3r v" rð Þn" rð Þ þ v# rð Þn# rð Þ� �

: ð17Þ

In a similar fashion to the spin-unpolarized case, the functional F[n] is defined as

F n½ � ¼ inf Tr Ĥ 0Γ̂
� ��� Γ̂ 2 eGℒ n½ �

n o
:

For a given 2-potential (v", v#), (17), when minimized over the spin-densities, yields

the ground state of the system. However, it should be noted that the Hohenberg–

Kohn theorem does not apply for the map between 2-potentials and 2-densities

because there can be two different sets of spin-densities that yield the same total

electronic density [35].

If there is a 2-potential u, yielding n, for which the following quantity exists:

ℰ n½ � ¼ inf Tr Ĥ u½ �Γ̂� ���Tr N̂ Γ̂
� � ¼ ð

n, Γ̂ 2 ℒ
� 


;

then n is ensemble 2-v representable (E2VR). The infimization to calculate ℰ is

performed only over density matrices yielding
Ð
n pairs of spin-electrons.

The 2-potential u is a functional of the E2VR spin-densities. Let Γ̂ * n½ � (for E2VR
densities) be defined by

Γ̂ * n½ � ¼ arginf Tr Ĥ u½ �Γ̂� ���Tr N̂ Γ̂
� � ¼ ð

n, Γ̂ 2 ℒ
� 


;

where Γ̂ * n½ � is a density matrix that minimizes the quantity Tr Ĥ u½ �Γ̂� �
under the

mentioned restrictions. Around the pair M, Γ̂ * n½ � obeys

Γ̂ * n½ � ¼
X

M2V Δ n½ �ð Þ
wMΓ̂ *

M n½ �: ð18Þ

The submatrices Γ̂ *
M n½ �, M 2 V(Δ[n]), give rise to three densities at the vertices,

{nM} M 2 V(Δ[n]). Now define the projector ÎJ, for J 2 ℕ2, as follows:

Î J ¼
X
k

ψJ,k

�� �
ψJ,k

� ��;
where {|ψki} is a complete basis set with ψJ,k N̂

�� ��ψJ,k

� � ¼ J. We extract the

densities of the discrete states (those with strictly integer number of spin-electrons)

of Γ̂ n½ �:
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nJ r; n½ �ð Þ ¼ Tr Î Jn̂ rð ÞΓ̂ * n½ �� �
:

The energy of a discrete state in the ensemble is obtained in a similar fashion:

ℰJ n½ � ¼ Tr Î JĤ u½ �Γ̂ * n½ �� �
We limit the free-energy functional to E2VR 2-densities:

F n½ � ¼ ℰ n½ � �
ð
d3r u n½ � rð Þ � n rð Þ:

Insertion of (20) into the above equation yields the recursive relation:

F n½ � ¼
X

M2V Δ n½ �ð Þ
wMF nM½ �: ð19Þ

For simplicity, suppose that ω"+ω#< 1 and ω"> 0, ω#> 0. Following the steps

shown in Sect. 5.2, it can be shown that

δF

δnσ rð Þ n½ � ¼ μσ n½ � � uσ n½ � rð Þ

For this result to hold, the vertices of the triangle must be the same upon perturba-

tion of the 2-density.

The chemical potential μσ[n] is a function of the energies at the vertices. In the

simple case where the triangle is Bk¼ (A#, A"+ 1) and Ck¼ (A# + 1, A"):

μσ n½ � ¼ ℰAþeσ n½ � � ℰA n½ �;

which is the energy released when a spin-electron is added to the system in the

lowest energy state A.

7 Integer Discontinuities

The results presented in this section generalize the work of [15]. Let us consider the

variation of F:

δmF n½ � ¼ lim
E!0

1

E
F nþ Em½ � � F n½ �½ � ¼

ð
d3r

δF

δn
n½ � rð Þ �m rð Þ;

where
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δF

δn rð Þ n½ � ¼ δF

δn" rð Þ n½ �, δF

δn# rð Þ n½ �
� �

:

From the results of the previous section we infer the following. The variation δmF
displays a discontinuity at the points where non-coplanar triangles join. In some

cases the discontinuity is present at the points where the spin-electron numbers are

integers. δF/δnσ also displays discontinuities.

Suppose
Ð
n is located at a joint-point, u is the potential representing n, and

N¼ Ð
n. We define the following the DD measure:

ΔF,σ n½ � rð Þ ¼ lim
E#0

δF

δnσ rð Þ nþE
σ

� �� δF

δnσ rð Þ n�E
σ

� �
;

where n	E
σ is determined by the potential u, fixed at the joint point, and N	 E. The

discontinuity is thus taken along a path of ensemble ground-state densities. In this

case we set the external 2-potential as fixed and only vary the number of electrons.

Therefore

ΔF,σ n½ � rð Þ ¼ μþσ n½ � � μ�σ n½ �;

where

μ	σ n½ � ¼ μσ n	 n	E
σ

� �
:

The discontinuity of the functional derivative of F is independent of the position r.
In the special case where u"¼ u#, and N"¼N#, or |N"�N#|¼ 1, the DDs of F are

each the fundamental gap of the system. In contrast with spin-unpolarized DFT, the

above results for the functional derivative of F carry a caution: there can be another

2-potential u0 that differs from u by more than a 2-component constant vector,

yielding the same density n.
One can define a DD that depends on the directions used to perturb the density.

For example, if two E2VR 2-densities m+ and m� are considered, the generalized

discontinuity δF/δnσ[n+ Em
+]� δF/δnσ[n� Em�], as E # 0, is not related to the

fundamental gap of the system at n becausem+ andm� are arbitrary variations with

arbitrary density decay in the asymptotics; the generalized DD of F is a function

that depends on position.

7.1 KS SDFT

In spin-unpolarized KS-DFT, a system of non-interacting electrons is subject to an

effective potential such that its electronic density matches the ground-state
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electronic density of the “real system”. The extension of this formalism considering

spin-densities is thanks to von Barth and Hedin [45].

The kinetic energy of a system of non-interacting electrons is

Ts n½ � ¼ inf Tr T̂ Γ̂
� ��� Γ̂ 2 ℒΔ n½ �	 


:

This kinetic energy functional averages over the triangle of the density-functional

F. It is convenient to introduce the following space:

ℒΔ n½ � ¼ Γ̂ 2 eGℒ n½ �j Γ̂ ¼
X

M2Δ n½ �
wMΓ̂M

8<:
9=;:

A density is said to be non-interacting ensemble 2-v representable if there is a

potential us such that there is a density matrix satisfying

Γ̂ *
s n½ � ¼ arginf Tr Ĥ s us½ �Γ̂� ���Tr N̂ Γ̂

� � ¼ ð
n, Γ̂ 2 ℒΔ

� 

,

Tr Γ̂ *
s n½ �n̂ rð Þ� � ¼ n rð Þ;

where Ĥs is the Hamiltonian of the non-interacting system of electrons:

Ĥ s us½ � ¼ T̂ þ
ð
d3rus rð Þ � n̂ rð Þ:

The density matrix can be decomposed as

Γ̂ *
s n½ � ¼

X
M2Δ n½ �

wMΓ̂ *
s,M n½ �: ð20Þ

Note, however, that the density matrix Γ̂ *
s comes from a different constrained search

than Γ̂ *, and the projected densities of the form

nJ, s n½ � rð Þ ¼ Tr Î Jn̂ rð ÞΓ̂ *
s n½ �	 


are not necessarily the same as those extracted from Γ̂ * nð Þ. In the case where the

spin-electron density n integrates to integer number of spin-electrons, for exampleÐ
n¼M, nM¼ ns,M.

For a non-interacting E2VR density n, the KS equations are

�1

2
∇2

r þ us,σ n½ � rð Þ
� �

φk,σ n½ � rð Þ ¼ Ek,σ n½ �φk,σ n½ � rð Þ;

the spin-densities of the system being obtained from
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nσ rð Þ ¼
X

M2Δ n½ �
wMnσ,M rð Þ:

This averaging of densities is similar to that of Ullrich and Kohn [46], who

presented an extension of the KS theory for densities that come from degenerate

orbitals, for example, those of atoms with non-zero total angular momentum. In

such a case, the HOMO level is manifold, where each orbital is assigned an

occupation number. In our case, we are assigning weights to spin-densities that, if

required, are already averaged over spatial degeneracy, according to the formalism

of Ullrich and Kohn [46].

Suppose that the number of spin-electrons lies in a doublet-singlet triangle, such

as the one used to recover the PPLB averaging in Sect. 6.2. To minimize the kinetic

energy of the system, each level is fully occupied ( fk,σ¼ 1), in increasing order, and

the highest occupied level is assigned an occupation number ωσ (the remainder

levels are not occupied; this is valid as long as the highest occupied energy level is

non-degenerate). Therefore X
k

f k,σ ¼ Mσ þ ωσ:

The non-interacting projected densities are

ns,M rð Þ ¼
X

fully occ:

φk," rð Þ�� ��2; φ
k
0
,# rð Þ

��� ���2� �
,

ns,Mþeσ rð Þ ¼ ns,M rð Þ þ φHOMO,σ

�� ��2 rð Þeσ:

At non-interacting E2VR densities (and directions), the functional derivative of

Ts becomes

δTs

δnσ rð Þ n½ � ¼ μs,σ n½ � � us,σ rð Þ;

where μs,σ is the chemical potential of the channel σ. It is a function of the HOMO

orbitals of the states at the triangle vertices; for the single-doublet triangle the

chemical potential is the HOMO energy of the stateM+ eσ. Assuming that us gives
bound states and that it goes to zero in asymptotics, we obtain the discontinuity

ΔTs,σ r; n½ �ð Þ ¼ lim
E#0

δTs

δnσ rð Þ nþ nþE
σ

� �� δTs

δnσ rð Þ n� n�E
σ

� �
¼ μþs,σ n½ � � μ�s,σ n½ �:

The functional F is expanded as follows:
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F n½ � ¼ Ts n½ � þ EHXC n½ �; ð21Þ

where EHXC is the Hartree-exchange-correlation spin-density functional. By

definition,

EHXC n½ � ¼ EH n½ � þ EXC n½ �;

where

EH n½ � ¼ 1

2

ð
d3rd3r

0 n rð Þn r
0� �

r� r0j j ;

and EXC is the exchange-correlation energy. The Hartree energy does not display

derivative discontinuity, implying that the integer discontinuity of the XC energy

functional is

ΔXC,σ n½ � ¼ ΔF σ n½ � � ΔTs,σ n½ �
¼ μþσ n½ � � μ�σ n½ Þ� �� μþs,σ n½ � � μ�s,σ n½ Þ� �

:

By inserting (21) into (19) we arrive at

Ts n½ � þ EHXC n½ � ¼
X

M2V Δ n½ �ð Þ
wM Ts nM½ � þ EHXC nM½ �ð Þ:

Expanding Ts we find the formula for the HXC energy:

EHXC n½ � ¼
X

M2V Δ n½ �ð Þ
wM Ts nM½ � � Ts ns,M½ � þ EHXC nM½ �ð Þ: ð22Þ

This is a recursion relation between the HXC energy of the ensemble density, the

HXC energy of the systems with discrete number of electrons, and a residual term

produced by the different density matrices used (i.e., those involved in the

constrained searches defining Ts[n] and F[n]). The densities {nM} are obtained

by projections based on the minimization of Ĥ0. However, for practical computer

calculations the explicit use of Ŵ is quite expensive. Hence we define

G n½ � ¼ inf
nM!n

X
M2Δ u½ �

wMG nM½ �;

where
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G nM½ � ¼ inf
Γ̂M!nM

Tr Γ̂M T̂ þ
ð
d3ruHXC nM½ � rð Þ � n̂ rð Þ

� �� �
:

The optimal densities at the vertices are now obtained in the search defining G[n],
without the use of Ĥ0, provided an estimation to uHXC is given.

An approximation to EHXC for states with integer number of electrons and the

density-relaxation terms Ts[nM]� Ts[ns,M] need to be inserted on the r.h.s. of (22)

to recover the discontinuity of any density-functional approximation. In dissocia-

tion of symmetric radicals, fractional average numbers of electrons emerge on each

fragment. The XC energy averages over the XC energy of the pure states and over

the relaxation KS kinetic energy. The latter is a term often ignored in the literature.

Relaxation of the orbitals is required to yield the electron densities at the vertices.

This can be particularly challenging for small atoms, where self-interaction and

correlation errors can lead to unphysical unbound anions; recall, the densities are

usually sought through a single self-consistent solution of the KS equations [4]

(although non-self consistent densities seem to be useful in these cases [4]).

So far, the various spin-orbit interactions have been omitted. Inclusion of these

interactions in the internal Hamiltonian is allowed. We must say, however, that the

HXC energy accounting for these relativistic interactions is different from the

traditional one. Even if the exact HXC functional in the absence of these couplings

is employed, the results are inexact; a proper XC energy functional must be used for

the magnetic couplings. The total spin is not a constant of motion if relativistic

interactions are considered. Therefore, the ensemble-averaging does not necessarily

involve integer states, but fractional ones. In atoms, alternative constant of motions

are more adequate such as the J quantum number.

8 Molecular Dissociation

Suppose two fragments are isolated from one another. The total density of the

system is the density of the sum of two localized densities nL + nR such thatÐ
nL ·nR¼ 0. Then the energy obtained using a local or semi-local XC energy

functional is size-consistent:

EA nL þ nR½ � ¼ EA nL½ � þ EA nR½ �;

where EA is an approximation to the energy. The LDA and GGA functionals suffer

from self-interaction error (SIE). When N¼ 1, the XC energy does not cancel the

Hartree energy; the electron density repels itself.

Let us analyze the case of a simple one-electron system, Hþ
2 . Assume that the

nuclei are well separated and the ground-state density is a linear combination of the

kets |ψLi and |ψRi, which represent the electron being around the left and the right

nucleus, respectively. The state of the system at infinite separation is
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ψj i ¼ cL ψLj i þ cR ψRj i;

where the coefficients only need to satisfy |cL|
2 + |cR|

2¼ 1. On the other hand, if the

separation is taken from the equilibrium distance step by step until approaching the

infinite separation, the coefficients tend to |cL|
2¼ |cR|

2¼ 1/2. The energy at disso-

ciation reads

E n½ � ! 1

2
EL n1L

� �þ 1

2
ER n1R

� �
;

where n1α,σ rð Þ ¼ ψα,σ

�� ��2 rð Þ, α ¼ L, R. The LDA functional, for example, does not

satisfy the above condition. If one scales the density of a fragment asð
ναnα,σð Þ4=3 ¼ ν4=3α

ð
n4=3α,σ , one finds that the relation is not linear; the correlation

energy also displays a nonlinear dependency.

At infinite separation the total energy splits into a weighted sum of energy

functionals of the isolated atoms (or fragments). This result is obtained if the energy

functional is defined in terms of density matrices or kets. The use of density

matrices, however, has several advantages: (1) there is no need to constrain the

analysis to dissociating molecules and (2) ensemble-v-representability is stronger

than the pure-state one. Nevertheless, the results are the same at the ground state of

the molecule.

Vydrov et al. [47] have illustrated the spurious minimization of energy with the

XC PBE functional, spin-polarized case, for lithium hydride. Any neutral diatomic

molecule dissociates adiabatically to produce two neutral atoms. The PBE spin-

polarized functional, when used in self-consistent KS-SDFT calculations, does not

yield two neutral species, but two partially charged atoms, i.e., Li+0.4 +H�0.4. This

result is unphysical, and calls for a proper correction. Long-range corrected func-

tionals achieve this task by allowing the local exchange to act only around each

nucleus, although non-local exact exchange accounts for the long-range interaction.

This eliminates the fractional charges via symmetry breaking. Furthermore, when

the PBE XC energy functional is assumed to be applicable in the ensemble regime,

it is observed that the average energy is a nonlinear function in terms of the average

number of electrons that is convex between integers. This piecewise convexity is

responsible for the spurious behavior of functionals at dissociation.

The rule for constructing spin-polarized XC density functionals is usually the

following: given a functional f define f 0[n", n#]¼ 1/2( f[2n"] + f[2n#]), where f 0 is
the spin-polarized density functional. This rule is applied to obtain approximations

to the exchange and non-interacting kinetic energies. Even though the rule is simple

and appealing, one can rotate the KS orbitals while preserving the total ground-state

density and can observe that the energy varies depending on the rotation parameter.

For this simple reason, in molecules, the LSDA yields dissociation states whose

densities do not correspond to those of pure states (states with integer numbers of

electrons and half-integer azimuthal spin number).
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If an approximation to the exchange correlation energy displayed the correct

limit at a fractional number of electrons, (22), the erroneous behavior would be

replaced by a piecewise planar dependency (or a piecewise-linear dependency in

the unpolarized case). Nonetheless, we have highlighted the correct form at disso-

ciation and not the whole picture along the dissociation. The question is thus: how

can we connect the regimes where the regular DFA works and the regime at

complete dissociation?

9 Energy Spin-Density Functionals and Approximations

The energy of a non-relativistic system of electrons where the nuclei are fixed is

Ev n½ � ¼ F n½ � þ
ð
d3r n" rð Þ þ n# rð Þ� �

v rð Þ: ð23Þ

Its functional derivatives are

δEv

δnσ rð Þ n½ � ¼ μσ n½ � þ v rð Þ � uσ n½ � rð Þ;

and if we demand that the r.h.s. of the above equation is μσ we obtain the ground-

state problem

uσ n½ � rð Þ ¼ v rð Þ:

This problem remains the same when the number of electrons of the system is

integer (where the derivative discontinuity is present). Let us denote n* as the

ground-state density of the system. The ground state of each isolated molecule is

usually (but not always) singlet or doublet. For the former, the ground-state spin-

densities are equal, n*" ¼ n*#. When the system is a doublet, however, there are

infinitely many spin-densities that yield the same ground-state energy.

The Kohn–Sham potential is split into two components, us¼ u+ uHXC. The
ground-state density problem, using non-interacting E2VR potentials, is

us,σ n*
� � ¼ uHXC,σ n*

� �þ v: ð24Þ

Comparing the above equation with (23) we identify, in general,

δEHXC,σ

δnσ rð Þ n½ � ¼ uHXC,σ n½ � rð Þ:

Equation (24) represents a fixed-point problem, and requires the solution of the KS

equations self-consistently. As mentioned previously, the functional derivatives are
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not unique. Hence, we must set the potential that represents our system, such that

the functional derivatives can be taken. This is accomplished in approximate SDFT

by choosing an explicit differentiable form of the XC energy. The formulation of

approximated XC energy functionals is mainly based on the following criteria:

(1) the approximate XC energy functional must satisfy known formal properties

(scaling, bounds, size-consistency, etc.) or (2) a suitable functional with adjustable

parameters is defined for the XC functional, and the parameters are fit by minimiz-

ing the error in the estimation of molecular properties with respect to experiments

and/or ab initio calculations.

The problem of representing the 2-density with a system of non-interacting

electrons can also be written in terms of the KS equations:

�1

2
∇2

r þ uHXC,σ r, n*½ �ð Þ þ v rð Þ
� �

ϕk,σ r, n*½ �ð Þ ¼ Ek,σ n*½ �ϕk,σ r, n*½ �ð Þ:

Using the decomposition of the exact energy, (23) and (21), and taking the

functional derivative of Ev, we identify the HOMO energy as

μσ n½ � ¼ EH,σ n½ �;

But

for this result to hold the numbers of spin-electrons must be non-integer. The

exchange-correlation potential displays a discontinuity with respect to the number

of electrons. It is, however, always convenient to set the KS potential as zero in the

asymptotics. In Coulomb systems this guarantees that the numerical value of the

HOMO has a physical meaning. For example, when the number of electrons is an

integer and the ground state is a singlet, the HOMOs in both the " and # channels

yield the ionization of the system. For a doublet ground state, the HOMO of the

mostly populated channel is the ionization of the system, and the HOMO of the

other channel is an ionization with respect to an excited ion, the triplet of lowest

energy [48]. The ionization of the less-populated channel is not the one given by the

chemical potential of such a channel. Therefore, a constant must be added to the KS

potential of the less populated channel to compensate. In general, the use of

ensembles eliminates the arbitrary constant in the potential if the numbers of

electrons are non-integers [15].

A simple form of the total energy is

Ev n½ � ¼
X

M2V Δ n½ �ð Þ
wMEv nM½ �:

This form does not use EHXC evaluated at the density n which integrates to

non-integer number of electrons. If some density-functional approximation is

used for the discrete-electron states described by E[nM], then the piecewise linear-

ity and the proper derivative discontinuity are recovered. Nevertheless, this replace-

ment does not solve the dissociation problem.
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The main argument in support of the inclusion of the piecewise linearity is the

example provided in the work of Perdew et al. [8] (PPLB). They considered two

separated atoms, where the energy of the system, in practice, is additive, and the

energy as a function of the charge transfer amount displays a piecewise linearity
and a derivative discontinuity. If an approximation such as the local-density

approximation were used to approximate the energy of each atom, one would

obtain a deviation from the piecewise linearity. With the methods shown here,

however, we can recover the linearity and the derivative discontinuity in such a

hypothetical case of infinitely separated atoms. How can we thus extend this idea of

using nearly additive energies to describe bond stretching? Partition-DFT [16, 49,

50] answers this question.

In the presence of two nuclei, the 1-body external potential is of the form vL + vR.
The 2-density, when both nuclei are well separated, is the sum of two 2-densities,

nL + nR; as the distance increases the energy becomes more additive. In general, one

can split the 1-body external potential as the sum of potentials, that is:

v rð Þ ¼
X
α

vα rð Þ:

Define an energy functional of the form

Eþ n; vαf g½ � ¼ inf
X
α

Evα nα½ �
����� X

α

nα ¼ n

( )
:

This is an additive energy, under a constraint: the sum of all the nα must yield a

preset total 2-density, i.e., that of the ground state. The functionals {Evα nα½ �} display
the required non-analytic properties. The functional E+ derives from the PPLB

picture of adiabatic charge transfer between atoms, and is applicable to the molec-

ular fragments. Using the formalism outlined in this chapter, E+ can be calculated.

The functional E+ is not the true energy of the system, except when the distance

between the fragments is very large. Because it is a functional of the total density,

comparison with Ev leads to the partition energy functional:

EP n; v, vαf g½ � :¼ Ev n½ � � Eþ n; vαf g½ �:

This functional accounts for the correlation effects between the fragments defined

across the molecule, and it is the energy required to place the fragments in contact

while maintaining the total density fixed.

When the distance between fragments is finite, the averaging of energies is taken

over configurations where the fragments are discrete, in terms of the number of

electrons. Hence, the non-analytic, additive energy is constructed, E+, by ensemble-

averaging; the partition energy functional is the missing object. An alternative route

is thus offered: approximate the partition energy. This requires analysis of formal

limits, comparison with multiconfigurational theories, and tuning of the coupling
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strength of the fragments, using available, accurate ab initio calculations. For the

case of H2 this idea has been successful. Because it is easier to restrict the

configurations to be discrete with PDFT, the Kohn–Sham potential displays natu-

rally the desired barrier in the bonding region [51].

10 Conclusions

We analyzed the non-analyticity of density functionals for the spin-polarized case.

In agreement with unpolarized DFT, the integer discontinuity also arises when the

energy is minimized for systems under a collinear, position-dependent, magnetic

field, and is expressed in terms of the number of spin-electrons. It must be borne in

mind that the total and KS spin-density functionals present non-unique functional

derivatives with respect to the spin-densities. Nevertheless, around a chosen

2-potential that represents the spin-densities of integer spin-electrons there are

derivative discontinuities with physical interpretation. The construction of approx-

imations with piecewise linearity which we have illustrated here can be used as

exact conditions to develop functionals within SDFT, and extensions where the

system of interest is decomposed into composite fragments.
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Appendix. Calculation of Functional Derivatives

The first term on the r.h.s. of (13) can be calculated using the chain rule:

δmE N, v½ �� � ¼ ∂E
∂N

����
u

δmN þ δwE N, v½ �� ���
N
;

where |u and |N mean that these objects are fixed. The second term of the r.h.s. is

interpreted as

lim
ε!0

E N; u n
0� �� �� �� E N; u n½ �½ �� �

ε
¼ lim

ε!0

E N; vþ ε½ �� �� E N; v½ �� �
ε

¼ δwE N; v½ �� �
:

The differential of N is trivial:
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δmN ¼ lim
ε!0

N nþ εm½ � � N m½ �
ε

¼
ð
m ¼ 1:

When N is fixed, |ψi is only determined by u, then

δwEjN ¼ δw ψ
��Ĥ 0

��ψ� ���
N
þ δw

ð
d3r n rð Þu rð Þ��

N

¼ �
δw ψ

���Ĥ 0

��ψ� �þ c:c:þ
ð
d3r n rð Þw rð Þ þ

ð
d3r u rð Þδwn rð Þ:

Note that

δwn rð ÞjN ¼
X
M2ℕ

y N �M
� ���

δw ψM

���n̂ rð Þ��ψM

� ���
N
þ c:c:

�
:

This allows us to express δwE|N as

δwE
��
N ¼

X
M2ℕ

y N �M
� ���

δw ψ
��Ĥ 0 þ

ð
d3r n̂ rð Þu rð Þ��ψ� �

þ c:c:
�þ ð

d3r n rð Þw rð Þ

¼
X
M2ℕ

y N �M
� �

E0 M, u½ �ð Þδw ψM

��ψM

� �� �þ ð
d3r n rð Þw rð Þ

¼
ð
d3r n rð Þw rð Þ:

Noting that δmu[n]¼w, we get (14).
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Fractional Kohn–Sham Occupancies from

a Strong-Correlation Density Functional

Axel D. Becke

Abstract It is not always possible in Kohn–Sham density-functional theory for the

non-interacting reference state to have integer-only occupancies. Cases of “strong”

correlation, with very small HOMO-LUMO gaps, involve fractional occupancies.

At the transition states of symmetric avoided-crossing reactions, for example,

representation of the correct density requires a 50/50 mixing of degenerate

HOMOs. In a recent paper (Becke, J Chem Phys 139:021104, 2013) the “B13”

strong-correlation density functional of Becke (J Chem Phys 138:074109, 2013 and

138:161101, 2013) was shown to give excellent barrier heights in symmetric

avoided-crossing reactions. However, the calculations were performed only at

reactant and transition-state geometries, where the fractional HOMO-LUMO occu-

pancies in the latter are 50/50 by symmetry. In the present chapter, we compute full

reaction curves for avoided crossings in H2 +H2, ethylene (twisting around the

double bond), and cyclobutadiene (double-bond automerization) by determining

fractional occupancies variationally. We adopt a practical strategy for doing so

which does not involve self-consistent B13 computations (not yet possible) and

involves minimal cost. Single-bond dissociation curves for H2 and LiH are also

presented.

Keywords Density-functional theory � Electronic structure � Strong correlation
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1 Introduction

Kohn–Sham density-functional theory (KS-DFT) is based on a non-interacting,

single-Slater-determinant reference state having the same total density ρ as the

“real” interacting system [1–3]. The KS reference orbitals ψ i satisfy the single-

particle Schroedinger equation

�1

2
∇2ψ i þ vKSψ i ¼ eiψ i ð1Þ

where vKS is the non-interacting potential such that

ρ ¼
X
i

niψ
2
i , ni ¼ 0, 1, or 2 ð2Þ

equals the density of the real system. The KS potential is given by [2]

vKS ¼ vext þ vel þ vXC, vel ¼
ð
ρ r2ð Þ
r12

d3r2, vXC ¼ δEXC

δρ
ð3Þ

where vext is the external (one-body) potential in the real system, vel is the classical
Coulomb potential arising from the electron density, and vXC is the functional

derivative [3] with respect to the density of the “exchange-correlation” energy

EXC defined by

Etotal ¼ �1

2

X
i

ni

ð
ψ i∇

2ψ i þ
ð
ρvext þ 1

2

ðð
ρ r1ð Þρ r2ð Þ

r12
þ EXC ð4Þ

i.e., that part of the total energy containing all the quantum and correlation effects.

We restrict ourselves in this work to singlet states. Thus the occupation numbers

ni in (2) and (4) are 0 or 2 if the reference state is a single Slater determinant. Not all

quantum systems, however, can be referred to a single determinant or “configura-

tion”. Consider a four-electron system in a perfectly square D4h nuclear framework:

square H4, for example, or the pi-electrons in square cyclobutadiene C4H4. The

orbital energies are as sketched in Fig. 1, with a doubly degenerate HOMO set, ψa

and ψb. Two equivalent singlet configurations (determinants) are possible: |ψ2
ai and

|ψ2
bi in the figure. These interact strongly to produce the two-configuration mixtures

Ψ�:
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Ψ� ¼ 1ffiffiffi
2

p ψ2
a

�� �� ψ2
b

�� �� � ð5Þ

withΨ� being the ground state. Neither of the individual determinants, |ψ2
ai or |ψ2

bi,
is an adequate reference state. Indeed, neither has a density having even the correct

D4h symmetry of the actual ground-state density (if we constrain ourselves to real
orbitals). The actual ground-state ρ is represented by

ρ ¼ 2
XHOMO�1

i¼1

ψ2
i þ ψ2

a þ ψ2
b ð6Þ

involving occupancies other than 2 for the degenerate HOMO orbitals. In each of

ψa and ψb, there is half an electron of spin up and half an electron of spin down.

The orbital occupancies in the above example are fixed by symmetry: i.e., a

doubly degenerate HOMO level yielding two symmetry-equivalent reference con-

figurations. In general, strongly correlated systems have densities of the form

ρ ¼ 2
XHOMO�1

i¼1

ψ2
i þ 2 1� fð Þψ2

HOMO þ 2fψ2
LUMO ð7Þ

where f may have any value in the interval 0� f� 1, depending on the HOMO-

LUMO gap and the relevant interaction matrix elements. The f parameter in (7), and

the corresponding fractional occupancies in (4), must be determined variationally.

An analysis by Schipper et al. [4] of the H2 +H2 reaction is a beautiful illustra-

tion. These authors have computed accurate CI and MRCI wavefunctions at various

points on the H2 +H2 potential-energy surface and, at each geometry, have

extracted the exact Kohn–Sham potential vKS and orbitals ψ i using a robust

Kohn–Sham inversion procedure [5]. For geometries close to perfect squares

(D4h), their inversion procedure fails to converge; i.e., occupation “holes” appear

under the HOMO if single-determinant occupancies are enforced. Stable KS solu-

tions are obtained only if fractional occupancies are allowed in (7). Geometries far

from D4h admit conventional integer-occupancy KS solutions. Standard exchange-

correlation GGAs (Generalized Gradient Approximations) also produce fractional

Fig. 1 D4h Slater

determinants
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occupancies near D4h geometries, but with rather poor accuracy compared to the

exact Kohn–Sham results [4].

In this chapter, a recently developed [6, 7] strong-correlation density functional,

“B13”, is benchmarked on the Schipper et al. [4] H2 +H2 data, and also on ethylene

torsion and cyclobutadiene automerization data from Jiang et al. [8]. All three of

these are challenging avoided-crossing problems involving fractional occupancies

near their transition states. The B13 functional is reviewed in Sect. 2. Variational

optimization of B13 fractional occupancies, and reaction profiles for our three

avoided-crossing tests, are discussed in Sect. 3. Dissociation curves for the single

bonds H2 and LiH are presented in Sect. 4. Concluding remarks and future pros-

pects are discussed in Sect. 5.

2 The B13 Strong-Correlation Density Functional

In recent papers [6, 7] we have introduced a correlation-energy density functional

able to describe both moderately and strongly correlated systems. “Strong” corre-

lation arises from a small HOMO–LUMO gap, resulting in strong mixing of the

configurations

� � �ψ2
HOMOψ

0
LUMO

�� �
and � � �ψ0

HOMOψ
2
LUMO

�� � ð8Þ

as described above. The signature of strong correlation in KS-DFT is fractional
occupancies in the minimum-energy KS density (see (7)). At the same time, Janak’s
theorem [3, 9] implies that

eHOMO ¼ eLUMO ð9Þ

in any such strongly-correlated, fractionally-occupied, Kohn–Sham minimum.

Strong correlation is often discussed in the context of molecular bond dissoci-

ation; i.e., the correlation energy required to dissociate molecular bonds using spin-
restricted orbitals. Small HOMO–LUMO gaps and strong mixing of configurations

play a major role here as well. Spin-restricted dissociation of molecules implies

Fig. 2 Carbon atom spin states
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that, for all free atoms, the usual Hund’s-rule spin-polarized configuration has the

same energy as the spin-depolarized configuration obtained by replacing every

unpaired electron by half an electron of spin up and half an electron of spin down

(as sketched for the carbon atom in Fig. 2). This is a stringent test of density

functionals. Conventional GGAs fail this test [7] with errors of the order of 40 kcal/

mol in the first three rows of the periodic table. Our B13 functional, however, is

designed to capture this spin-invariance property [7] while maintaining good

performance in standard thermochemical applications.

B13 is based on exact exchange and is hence a pure correlation theory. The total
exchange-correlation energy has the form [6, 7]

EB13
XC ¼ E exact

X þ EB13
C þ ΔEB13

strong C ð10Þ

where Eexact
X is the exactly-computed Kohn–Sham (or Hartree–Fock depending on

the implementation) exchange energy, EB13
C is a sum of opposite- and parallel-spin

static and dynamical correlation potential energies:

EB13
C ¼ aoppstat CU

opp
stat C þ aparstat CU

par
stat C þ aoppdynCU

opp
dynC þ apardynCU

par
dyn C ð11Þ

and ΔEB13
strongC is a strong-correlation correction given by

ΔEB13
strong C ¼

XN
n¼2

cn

ð
xnuCd

3r: ð12Þ

To an excellent first approximation, the four prefactors in (11) are all equal to each

other with optimum value 0.62 (see Becke [6]). Nevertheless, greater accuracy can

be achieved by fitting these independently. In (12), uC is the sum of the integrands
of the four terms in (11):

uC ¼ uoppstat C þ uparstat C þ uoppdynC þ upardyn C; ð13Þ

namely the static + dynamical correlation potential-energy density, and x is the

following ratio of the static correlation potential-energy density to the total:

x ¼ uoppstat C þ uparstat C

uC
: ð14Þ

This is a reasonable, local measure of strong correlation. In atoms, where strong

correlation is insignificant, x! 0. In stretched, spin-restricted H2, on the other

hand, the quintessential case of strong correlation, x! 1. We assume that interme-

diate situations are well characterized by intermediate values of x. The cn in (12) are
polynomial expansion coefficients fit to the atomic spin-depolarization condition of

the previous paragraph.
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Our fit set in Becke [7] consisted of the “G2/97” atomization energies of

Curtiss, Raghavachari, and Pople [10] plus the spin-depolarization condition on

all open-shell atoms Z< 36, including transition metal atoms. Two terms were

deemed optimum in the strong-correlation correction, (12). The best-fit coeffi-

cients are

coppstat C ¼ 0:552 cparstat C ¼ 0:844
coppdynC ¼ 0:640 cpardyn C ¼ 0:559
c2 ¼ 0:825 c3 ¼ �0:380

ð15Þ

and these are used in the present work. Mean absolute B13 errors on the G2/97

atomization energies and the atomic spin-depolarization tests are 3.8 and 5.7 kcal/

mol, respectively [7].

It should be noted that the B13 correlation model is based on a single Slater

determinant as the reference state [6]. The model adds multi-center correlations to

single-determinantal pair densities as the starting point. How then, can B13 be

justified in fundamentally two-configuration problems such as avoided crossings?

Consider again the 50/50 mixtures at symmetric avoided-crossing transition states

[11]. Imagine replicating the system of interest by an identical system at infinite

distance from the first. The degenerate orbitals ψa and ψb on the system (A) and its

replicant (B) combine to form the degenerate “super” system orbitals

ψ super
a� ¼ 1ffiffiffi

2
p ψ A

a � ψ B
a

� �
and ψ super

b� ¼ 1ffiffiffi
2

p ψ A
b � ψ B

b

� �
: ð16Þ

Now consider the single supersystem Slater determinant with occupancy

� � �ψ super
aþ "#ð Þψ super

bþ "#ð Þ�� �
: ð17Þ

In each subsystem, this determinant places one electron in ψa (half spin-up and half

spin-down) and similarly one electron in ψb, precisely the density of (6)

corresponding to a 50/50 configuration mixture.

The more general densities of (7) can be reproduced by single Slater determi-

nants spanning supersystems of more than two replicas. Appropriate numbers of

replicants and appropriate occupations of supersystem orbitals can reproduce any
two-configuration density. Because B13 maximizes multi-center correlation, it

delivers the ground state energy corresponding to any such two-configuration

density, not an excited-state energy or an ensemble energy. Excited states supported

by the HOMO–LUMO orbitals will be studied in future work.
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3 Avoided-Crossing Reaction Curves

In Becke [11], B13 was tested on barrier heights of four symmetric avoided-

crossing reactions: H4, ethylene double-bond twisting, and double-bond

automerization in cyclobutadiene and cyclooctatetraene. At the transition states

of these reactions, there is 50/50 HOMO–LUMO mixing by symmetry. Variational

determination of fractional occupancies was not needed. In this chapter, however,

we draw full reaction curves for the first three of these reactions. Thus fractional

occupancies must be computed.

Self-consistent B13 calculations are not yet possible, though prospects for

SCF-B13 are good; see Proynov et al. [12–14] for an SCF implementation, and

Arbuznikov and Kaupp [15] for an OEP implementation of an earlier B13 variant

known as B05 [16]. Our current calculations are “post-LDA.” All total energies are

evaluated using LDA orbitals computed by the grid-based NUMOL program [17,

18]. The optimum post-LDA fractional occupancies in (7) are determined by

searching in the range 0� f� 1 for the minimum-energy f value. We adopt the

simple strategy of minimizing the energy of a three-point quadratic interpolation

with calculations performed at f¼ 0, 1/2, and 1. For comparison purposes, the same

post-LDA three-point approach is applied to the B88 [19] + PBE [20] exchange-

correlation GGA.

In our first avoided-crossing reaction, H2 +H2, we consider the nine H4 geom-

etries in Table II of Schipper et al. [4]. Each geometry is a rectangle with the longer

side denoted R and the shorter side denoted r. Table 1 lists these geometries, along

with the fractional occupancies f for “exact” Kohn–Sham, for the B88 + PBE

exchange-correlation GGA, and for B13. We find qualitative agreement between

our B88 + PBE GGA results and the B88 +LYP [21] GGA results in Schipper

et al. [4] (also recorded in Table1), but both GGA sets agree poorly with exact

Kohn–Sham. There is qualitative agreement, however, between our B13 fractional

occupancies and the exact KS values, although B13 appears to be somewhat too

strongly correlated. Note that the region of fractional occupancies near the square

Table 1 Fractional

occupancies as in (7) for the

H2 +H2 reaction

R r Exact KS B88 +LYP B88 + PBE B13

2.32 2.32 0.50 0.50 0.50 0.50

2.35 2.29 0.32 0.10 0.07 0.45

2.40 2.21 0.07 0.00 0.00 0.33

2.50 2.06 0.00 0.00 0.00 0.11

2.75 1.68 0.00 0.00 0.00 0.00

3.00 1.44 0.00 0.00 0.00 0.00

4.00 1.41 0.00 0.00 0.00 0.00

5.00 1.40 0.00 0.00 0.00 0.00

10.0 1.40 0.00 0.00 0.00 0.00

Geometry parameters R and r in bohr. Exact KS and B88 +LYP

results from Schipper et al. [4]. B88 + PBE and B13 results from

the present work
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transition state is smaller for the GGA than for exact KS and B13. The exact KS,

GGA, and B13 energy curves are plotted in Fig. 3. The energy zero for each curve is

the energy at geometry R¼ 10.0 and r¼ 1.40 bohr. The B13 reaction barrier of

141.2 kcal/mol is in fair agreement with the MRCI barrier of 147.6 kcal/mol.

Fig. 3 Reaction profile for H2 +H2

Fig. 4 Reaction profile for ethylene twist
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Our second avoided-crossing test is twisting around the double bond in ethylene.

We took MR-ccCA (Multi-Reference Correlation Consistent Composite Approach)

reference data from Jiang, Jeffrey, and Wilson [8] and have performed all calcula-

tions at the geometries specified in their paper. Figure 4 plots reference, B88 + PBE

GGA, and B13 reaction curves. Zero energy for each method is the planar ethylene

equilibrium geometry. In this case, the GGA energies always minimize at f¼ 0

(no HOMO–LUMO mixing) producing an unphysical cusp at the top of the GGA

curve. The B13 curve, on the other hand, is smooth throughout. The B13 barrier of

77.1 kcal/mol agrees better with the MR-ccCA barrier of 68.3 kcal/mol than does

the GGA barrier, 90.2 kcal/mol.

Double-bond automerization in cyclobutadiene is an especially challenging

avoided-crossing test. The reaction profile is plotted in Fig. 5, with MR-ccCA

reference data and geometries again from Jiang, Jeffrey, and Wilson [8]. Zeroes

of all curves correspond to the rectangular equilibrium geometry. The GGA curve is

cuspless in this case but has a barrier more than twice too large (21.8 kcal/mol

compared to 9.2 kcal/mol for MR-ccCA). The B13 barrier of 10.4 kcal/mol

compares quite well with the 9.2 kcal/mol MR-ccCA barrier.

4 H2 and LiH Dissociation Curves

Spin-restricted KS-DFT dissociation curves, even employing sophisticated GGA

and hybrid functionals, have asymptotes well above the exact dissociation limits.

Spin-unrestricted calculations (“UKS”) can capture the correct limits. UKS

“reaction coordinate”

∆E

kcal/mol
GGA

B13

ref

Fig. 5 Reaction profile for cyclobutadiene automerization
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computations are undesirable, however, as they break spin and space symmetries.

To the best of our knowledge, no successful spin-restricted DFT dissociation curve

has yet been reported in the literature. We therefore apply B13 to this fundamental

problem.

In Fig. 6 the H2 dissociation curve is plotted for highly accurate Hylleraas

variational reference data from Sims and Hagstrom [22] for the B88 + PBE GGA

and for B13. Fractional mixing of the σg and the σu orbitals begins at R ~ 3.4 bohr

for B13. The GGA does not mix these orbitals at all, and the GGA curve is

significantly above the exact asymptote. B13, on the other hand, exhibits a good

dissociation limit and, quite interestingly, an asymptotic f of 0.50 (computed at

R¼ 30.0 bohr), in accord with the asymptotic CI wavefunction

1ffiffiffi
2

p σ2g

���
E
� σ2u
�� �� �

: ð18Þ

That B13 is sensitive enough to mix these MOs, and with the correct mixing

fraction no less, is intriguing.

The heteronuclear dissociation of LiH is even more interesting. At large sepa-

ration, the HOMO of the system is the 1s orbital of the H atom, and the LUMO is

the 2s orbital of the Li atom. Thus the two configurations

1s2Li � HOMO2
�� �

and 1s2Li � LUMO2
�� � ð19Þ

have charges Li+H� and Li�H+ and dissociation to neutral atoms requires f¼ 0.50.

Because LDA calculations on Li� and H� are problematic, the f¼ 0 and f¼ 1

E

(a.u.)

R (bohr)

GGA

B13

ref

Fig. 6 H2 dissociation
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endpoints of the quadratic minimization are unreliable at large separations. Instead,

we scan over f values in steps of 0.05 in order to locate the energy minimum at each

internuclear separation.

We plot LiH dissociation curves for MR-CISD (Multi-Reference Configuration

Interaction with Singles and Doubles) reference data [23], the B88 + PBE GGA, and

B13 in Fig. 7. All curves are zeroed at their minimum energy. The limit of the GGA

dissociation curve is too high. The B13 curve has an excellent asymptotic energy, and

an asymptotic f (computed at R¼ 80.0 bohr) of 0.45, very close to the required 0.50.

The dissociation limit is roughly Li+0.1H�0.1, very close to neutral atoms. The manner

in which B13 captures, to a very good approximation, the correct dissociation limit of

this heteronuclear bond is fascinating. At play is a “resonance” of singlet ionic atomic

states.

5 Summary and Conclusions

This work marks the first successful application of a spin-restricted Kohn–Sham

density functional, “B13”, to two-configuration mixing problems with densities as

in (7). Moreover, B13 is exact-exchange-based. Therefore stretched radical systems

such as H2
+ and He2

+, the bane of GGA and hybrid functionals [24], are correctly

accommodated.

These calculations have been post-LDA and not self-consistent. It is difficult to

predict how self-consistency might change their nature, and what significance

would be lent to the orbital energies. Is the HOMO–LUMO mixing in H2 and

R (bohr)

∆E

kcal/mol

GGA

ref

B13

Li+ H- + Li- H+

Fig. 7 LiH dissociation

Fractional Kohn–Sham Occupancies from a Strong-Correlation Density Functional 185



LiH an artifact of the post-LDA approach here? Might mixing be obviated in an

SCF approach? SCF implementations of the predecessor “B05” functional have

been published [12–15]. SCF-B13 should be possible too and could be very

interesting.

In future work we will also investigate multiple bond dissociations and other

strongly-correlated reactions requiring variational optimization of one or more
mixing fractions. Low-lying excited states of strongly-correlated systems, and

how they might depend on B13 ground-state determinations, will be explored

as well.
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